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Avogadro’s number 6.02 3 1023 molecules ? mol21

Gas constant (R ) 8.314 J ? K21 ? mol21

Faraday (F ) 96,485 J ? V21 ? mol21

Kelvin (K ) 8C 1 273

USEFUL CONSTANTS

Henderson–Hasselbalch equation

pH 5 pK 1 log 
[A2]

[HA]

Michaelis–Menten equation

v0 5
Vmax [S]

KM 1 [S]

Lineweaver–Burk equation
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KEY EQUATIONS

Nernst equation

E 5 E8¿ 2
RT
nF

ln
[Areduced ]

[A oxidized ]
 or E 5 E8¿ 2

0.026 V
n ln

[Areduced ]

[A oxidized ]

Thermodynamics equations

DG 5 DH 2 T D S

DG 8¿ 5 2RT ln K eq

DG 5 DG 8¿ 1 RT ln 
[C][D]

[A][B]

DG 8¿ 5 2nFDE8¿
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Common Functional Groups and Linkages in Biochemistry

Compound Name Structurea Functional Group

aR represents any carbon-containing group. In a molecule with more than one R group, the groups may be the same or different.
bUnder physiological conditions, these groups are ionized and hence bear a positive or negative charge.
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Many fascinating aspects of biochemistry do not fit easily into the 
pages of a textbook. For this reason, some material has been placed 
in boxes that do not interrupt the flow of the text. Biochemistry 
Note boxes cover biochemical applications, human health, nutri-
tion, and other topics that can enrich student appreciation of bio-
chemistry. Biochemistry Notes include a question or two to help stu-
dents see how the topic relates to what they have already learned. In 
addition, Clinical Connection boxes explore in detail the biochemistry be-
hind certain human diseases and are accompanied by a set of questions 
for students to test their understanding. Finally, Bioinformatics Projects 
use a guided-tour approach and a set of questions and activities to intro-
duce students to the databases and online tools used by researchers.
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Several years ago, we set out to write a short biochemistry textbook that combined 
succinct, clear chapters with extensive problem sets. We believed that students would 
benefit from a modern approach involving broad but not overwhelming coverage of 
biochemical facts, focusing on the chemistry behind biology, and providing students 
with practical knowledge and problem-solving opportunities. Our experience in the 
classroom tells us that effective learning also requires students to become as fully 
engaged with the material as possible. To that end, we have embraced a strategy of 
posing questions in different ways throughout each chapter, so that students will 
not simply read and memorize but will explore and discover on their own—a truer 
refl ection of how biochemists approach their work in the laboratory or clinic.

As always, we view our textbook as a guidebook for students, providing a solid foun-
dation in biochemistry, presenting complete, up-to-date information, and showing the 
practical aspects of biochemistry as it applies to human health, nutrition, and disease. 
We hope that students will develop a sense of familiarity and comfort as they encounter 
new material, explore it, and test their understanding through problem solving. 

New to This Edition
Learning is an active rather than passive activity, and one of the most powerful 
mechanisms for encouraging students to assume responsibility for their learning is 
to prompt them to examine the material in different ways. This edition includes a 
variety of questions that require students to review what they already know, to take 
a closer look at diagrams, to derive their own explanations, and to apply their skills 
to novel situations. Some features of this question-based approach are outlined here.

Chapter opening “Do you Remember?” sections. Students often have diffi culty re-
calling previously learned material and relating it to the new topics they encounter. New 
chapter openers provide context with a set of 4 to 6 Do You Remember questions to 
remind students about relevant, foundational material they have seen in previous chapters.

PREFACE

xvi

REGULATION OF 
MAMMALIAN FUEL 

METABOLISM19ch
a

p
te

r

[spxChrome/iStockphoto]

WHAT goes wrong in diabetes?

Humans are adapted for long-term stability: Over many 
decades, the adult body does not usually undergo much change 

in size or shape. Even the dramatic variations in food consumption and 
activity levels that occur on a daily basis do not appear to perturb the system. Yet 

when the regulatory mechanisms are disrupted or overwhelmed, the results can be deadly. 
Type 2 diabetes, a disorder that is increasing worldwide at an alarming rate, represents a failure 

of the body to control fuel consumption, expenditure, and storage. And even injections of insulin, a 
key hormone involved in regulating fuel metabolism, may not be effective.
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THIS CHAPTER IN CONTEXT

Do You Remember?
 Allosteric regulators can inhibit or activate enzymes (Section 7-3).

 G protein–coupled receptors and receptor tyrosine kinases are the two major types 
of receptors that transduce extracellular signals to the cell interior (Section 10-1).

 Metabolic fuels can be mobilized by breaking down glycogen, triacylglycerols, 
and proteins (Section 12-1).

 Metabolic pathways in cells are connected and are regulated (Section 12-2).

Part 3 Metabolism

  19 Regulation of 
Mammalian Fuel 
Metabolism

Part 1 Foundations

Part 2  Molecular Structure 
and Function
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Art program. Revisions to the art program have been made with students in mind. 
Our goal has been to maximize the clarity and improve the pedagogical value of the 
illustrations that accompany the text. 

•  In this edition, we focused on adding visual impact in illustrations by providing 
more accurate three-dimensional depictions of proteins and membranes.

•  Figure Questions are now included in many captions to prompt students to in-
spect the diagram more closely, compare it to similar fi gures, or draw connections 
to other topics.

•  Many of the molecular graphics were re-rendered at higher resolution and to 
show newly discovered structural features. A number of illustrations were pro-
vided by the researchers themselves, providing students a glimpse of how bio-
chemists create models to communicate their new discoveries.

Sample Calculations with Practice Problems. Students need to develop their 
quantitative skills to understand particular aspects of biochemistry. This edition includes 
6 new Sample Calculations, for a total of 24. In addition, each Sample Calculation 
now includes a set of Practice Problems to provide additional opportunities for stu-
dents to master quantitative skills. Students can quickly check their answers in the 
Appendix before moving on. 

PREFACE xvii

Figure 8-6 Types of membrane proteins. This schematic cross-section of a membrane 
shows an integral protein spanning the width of the membrane, a peripheral membrane 
protein associated with the membrane surface, and a lipid-linked protein whose 
attached hydrophobic tail is incorporated into the lipid bilayer.

? Which type of membrane protein would be easiest to separate from the lipid bilayer?

Integral
membrane protein

Peripheral
membrane protein

Lipid-linked
protein
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Figure Questions encourage 
students to more fully engage 
the material.

Figure 8-6 Types of membrane proteins. This schematic cross-section of a membrane 
shows an integral protein spanning the width of the membrane, a peripheral membrane 
protein associated with the membrane surface, and a lipid-linked protein whose 
attached hydrophobic tail is incorporated into the lipid bilayer.

? Which type of membrane protein would be easiest to separate from the lipid bilayer?

Integral
membbrane pro itein

Peripheral
membbrane pro itein

Lipid-linked
pro itein

SAMPLE CALCULATION 10-1

PROBLEM

SOLUTION

A sample of cells has a total receptor concentration of 10 mM. Twenty-fi ve percent 
of the receptors are occupied with ligand, and the concentration of free ligand is 15 
mM. Calculate Kd for the receptor–ligand interaction.

Because 25% of the receptors are occupied, [ R � L ] 5 2.5 mM and [ R ] 5 7.5 mM. 
Use Equation 10-1 to calculate Kd:

 K d 5
[ R ][ L ]
[ R ? L ]

 5
(0.0075)(0.015)

(0.0025)

 5 0.045 M 5 45 mM

PRACTICE PROBLEMS1. A sample of cells has a total receptor concentration of 24 mM, and 40% of the 
receptors are occupied with ligand. The concentration of free ligand is 10 mM. 
Calculate Kd.

2. Kd for a receptor–ligand interaction is 3 mM. When the concentration of free 
ligand is 18 mM and the concentration of free receptor is 5 mM, what is the 
concentration of receptor that is occupied by ligand?

3. The total concentration of receptors in a sample is 20 mM. The concentration 
of free ligand is 5 mM, and Kd is 10 mM. Calculate the percentage of receptors 
that are occupied by ligand.
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Sample Calculation models the 
application of key equations to 
real data. 

Practice Problems provide 
opportunities to check progress.

SAMPLE CALCULATION 10-1

PROBLEM

SOLUTION

A sample of cells has a total receptor concentration of 10 mM. Twenty-fi ve percent fi
of the receptors are occupied with ligand, and the concentration of free ligand is 15
mM. Calculate KdKK  for the receptor–ligand interaction.

Because 25% of the receptors are occupied, [ R � L ] 5 2.5 mM and [ R ] 5 7.5 mM. 
Use Equation 10-1 to calculate KdKK :

KdKK 5
[R][L]
[R ? L]

5
(0.0075)(0.015)

(0.0025)

5 0.045 M 5 45 mM

PRACTICE PROBLEMS1. A sample of cells has a total receptor concentration of 24 mM, and 40% of the
receptors are occupied with ligand. The concentration of free ligand is 10 mM.
Calculate KdKK .

2. KdKK  for a receptor–ligand interaction is 3 mM. When the concentration of free 
ligand is 18 mM and the concentration of free receptor is 5 mM, what is the 
concentration of receptor that is occupied by ligand?

3. The total concentration of receptors in a sample is 20 mM. The concentration 
of free ligand is 5 mM, and KdKK  is 10 mM. Calculate the percentage of receptors 
that are occupied by ligand.
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xviii PREFACE

End-of-chapter problems. Students need ample opportunities to practice and ap-
ply their knowledge. This edition includes 36% more problems than the previous 
edition, bringing the total number of end-of-chapter problems to 1380. The prob-
lems, encompassing a variety of types, are grouped by section and are designed to 
prompt students to recall information, apply it to novel situations, draw connec-
tions between different topics, and relate new material to material learned previously 
or in other courses. Many problems are case studies based on data from research 
publications and clinical reports. To promote students’ independence and to build 
confi dence in their problem-solving skills, virtually all problems are arranged as 
successive pairs that address the same or related topics. The solution to the first 
(odd-numbered) problem is included in an appendix, while the solution to the sec-
ond (even-numbered) problem is available only at the instructor’s discretion. The 
problem sets can therefore also be used for class activities or assigned as homework. 

Students are more engaged when they process information that is relevant to their 
own lives. Furthermore, we understand that many biochemistry students pursue 
careers in related fi elds and want to better understand how the subject matter they 
are learning in biochemistry relates to their intended study of nutrition, pharmacol-
ogy, biotechnology, exercise science, and so on. Students also need an introduction 
to what is new and exciting in the fi eld of biochemistry.

Biochemistry Notes. 46 Biochemistry Note boxes (15 of them new to this edition) 
demonstrate how biochemistry is integrated into all aspects of students’ daily lives, 
addressing a wide range to topics including carbon monoxide poisoning, antifungal 
drugs, cellulosic biofuels, dietary guidelines, and antibiotics. Each box includes at 
least one question for students to consider.

Clinical Connections. A total of 15 Clinical Connection boxes, most of them new 
to this edition, explore the biochemical causes of diseases, their symptoms, and their 
treatment. Topics include diseases related to protein misfolding, vitamin defi cien-
cies, antidepressants, alcohol toxicity, and metabolism of cancer cells. Questions at 
the end of each Clinical Connection box help students develop their analytical skills. 
Answers are provided in an appendix, so students can easily check their understand-
ing as they proceed. 

Up-to-date topics. New material for this edition focuses on developments in 
genomic analyses (Chapter 3), quantitative PCR (Chapter 3), mass spectrometry for 
protein analysis (Chapter 4), receptor protein structure (Chapter 10), the ATP synthase 
mechanism (Chapter 15), the role of probiotic organisms (Chapter 19), treatments 
for diabetes (Chapter 19), the histone code (Chapter 20), and eukaryotic ribosome 
structure (Chapter 22).

Traditional Pedagogical Strengths
Key Concepts. The information conveyed in biochemistry can be overwhelming to 
students. Key Concepts at the beginning of each section prompt students to recog-
nize the important takeaways or concepts in each section, providing the scaffolding 
for understanding by better defi ning these important points. 

Concept Review. Students need to “keep up” in biochemistry. Concept Review 
questions appear at the end of every section and are designed for students to check 
their mastery of the section’s key concepts.

Key sentences summarizing main points are printed in italics to assist with quick 
visual identifi cation. 

Tools and Techniques Sections. These portions of text, appearing at the end of 
Chapters 2, 3, and 4, showcase some practical aspects of biochemistry and pro-
vide an overview of some key experimental techniques that students are likely to 
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encounter in their reading or laboratory experience, such as preparation of buffers, 
techniques for manipulating nucleic acids (DNA sequencing, PCR, recombinant 
DNA, genetically modified organisms, and gene therapy), and protein analysis (chro-
matographic separations, protein sequencing, and techniques for determining pro-
tein three-dimensional structure). 

Metabolism overview fi gures. Metabolism is a challenging subject for students. An 
overview figure outlining the major metabolic pathways is introduced in Chapter 
12 and revisited in subsequent chapters on metabolism in order to help students 
place individual metabolic pathways into a broader context. Chapters 13 and 17, 
which focus heavily on multiple pathways, include an additional summary figure as 
a study aid.

Summary. Chapter summaries, organized by major section headings, highlight im-
portant concepts to guide students to focus on the most important points within 
each section.

Key terms are in boldface. Their definitions are also included in the Glossary. 

Bioinformatics Projects. A great deal of biochemistry can be done outside the 
laboratory, using databases and programs available to researchers as well as stu-
dents. The six exercises in this edition focus on various aspects of bioinformatics 
(the biochemical literature, nucleotide sequences, protein structures, protein evolu-
tion, drug design, and metabolic pathways), In these in-depth exercises, designed 
to introduce students to the online databases and software tools of bioinformatics, 
students are given detailed instructions for accessing and manipulating different 
types of information as well as specific questions to answer and suggestions for 
further exploration.

An annotated list of Selected Readings following each chapter includes recent short 
papers, mostly reviews, that students are likely to find useful as sources of additional 
information.

Organization
We have chosen to focus on aspects of biochemistry that tend to receive little cover-
age in other courses or present a challenge to many students. Thus, in this textbook, 
we devote proportionately more space to topics such as acid–base chemistry, enzyme 
mechanisms, enzyme kinetics, oxidation–reduction reactions, oxidative phosphory-
lation, photosynthesis, and the enzymology of DNA replication, transcription, and 
translation. At the same time, we appreciate that students can become overwhelmed 
with information. To counteract this tendency, we have intentionally left out some 
details, particularly in the chapters on metabolic pathways, in order to emphasize 
some general themes, such as the stepwise nature of pathways, their evolution, and 
their regulation.

In keeping with our guidebook approach to biochemistry, we have attempted 
to place some information in its broader biological context by telling a story. For 
example, in Chapter 9, the generation of a nerve impulse ties together information 
about membrane permeability, transport, and fusion. In Chapter 17, different as-
pects of lipid metabolism are linked to atherosclerosis.

The 22 chapters of Essential Biochemistry are relatively short so that students can 
spend less time reading and more time extending their learning through active problem-
solving. Most of the problems require some analysis rather than simple recall of 
facts. Many problems based on research data provide students a glimpse of the “real 
world” of science and medicine. 

Although each chapter of Essential Biochemistry, Third Edition is designed to be 
self-contained so that it can be covered at any point in the syllabus, the 22 chapters 
are organized into four parts that span the major themes of biochemistry, including 

Metabolic Overview 
Figures provide “big 
picture” context.
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xx PREFACE

some chemistry background, structure–function relationships, the transformation 
of matter and energy, and how genetic information is stored and made accessible. 

Part 1 of the textbook includes an introductory chapter and a chapter on water. 
Students with extensive exposure to chemistry can use this material for review. For 
students with little previous experience, these two chapters provide the chemistry 
background they will need to appreciate the molecular structures and metabolic 
reactions they will encounter later.

Part 2 begins with a chapter on the genetic basis of macromolecular structure 
and function (Chapter 3, From Genes to Proteins). This is followed by chapters on 
protein structure (Chapter 4) and protein function (Chapter 5), with coverage of 
myoglobin and hemoglobin, and cytoskeletal and motor proteins. An explanation 
of how enzymes work (Chapter 6) precedes a discussion of  enzyme kinetics (Chapter 7), 
an arrangement that allows students to grasp the importance of enzymes and to 
focus on the chemistry of enzyme-catalyzed reactions before delving into the more 
quantitative aspects of enzyme kinetics. A chapter on lipid chemistry (Chapter 8, 
Lipids and Membranes) is followed by two chapters that discuss critical biologi-
cal functions of membranes (Chapter 9, Membrane Transport, and Chapter 10, 
Signaling). The section ends with a chapter on carbohydrate chemistry (Chapter 11), 
completing the survey of molecular structure and function.

Part 3 begins with an introduction to metabolism that provides an overview of 
fuel acquisition, storage, and mobilization as well as the thermodynamics of meta-
bolic reactions (Chapter 12). This is followed, in traditional fashion, by chapters on 
glucose and glycogen metabolism (Chapter 13); the citric acid cycle (Chapter 14);  
electron transport and oxidative phosphorylation (Chapter 15); the light and dark 
reactions of photosynthesis (Chapter 16); lipid catabolism and biosynthesis (Chap-
ter 17); and pathways involving nitrogen-containing compounds, including the 
synthesis and degradation of amino acids, the synthesis and degradation of nucleo-
tides, and the nitrogen cycle (Chapter 18). The final chapter of Part 2 explores the 
integration of mammalian metabolism, with extensive discussions of hormonal con-
trol of metabolic pathways and disorders of fuel metabolism (Chapter 19).

Part 4, the management of genetic information, includes three chapters, cov-
ering DNA replication and repair (Chapter 20), transcription (Chapter 21), and 
protein synthesis (Chapter 22). Because these topics are typically also covered in 
other courses, Chapters 20–22 emphasize the relevant biochemical details, such as 
topoisomerase action, nucleosome structure, mechanisms of polymerases and other 
enzymes, structures of accessory proteins, proofreading strategies, and chaperone-
assisted protein folding. 
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Teaching and Learning Resources
WileyPLUS for Essential Biochemistry, Third Edition—A Powerful Teaching 
and Learning Solution

WileyPLUS is an innovative, research-based online environment for effective teach-
ing and learning. WileyPLUS builds student confi dence because it takes the guess-
work out of studying by providing students with a clear roadmap: what to do, how 
to do it, and whether they did it right. Students will take more initiative so instruc-
tors will have greater impact on their achievement in the classroom and beyond.

What do students receive with WileyPLUS?

•  The complete digital textbook, saving students up to 60% off the cost of a printed text. 

•  Question assistance, including links to relevant sections in the online digital textbook. 

• Immediate feedback and proof of progress, 24/7.

•  Integrated multimedia resources that address your students’ unique learning styles, 
levels of profi ciency, and levels of preparation. These resources, including visual-
izations that are crucial for understanding biochemistry, provide multiple study 
paths and encourage active learning with opportunities to practice and review.

WileyPLUS Student Resources

Guided Explorations. A set of 25 self-contained presentations, many with narra-
tion, employ extensive animated computer graphics to enhance student understanding 
of key topics.

WileyPLUS

xxi

Integrated digital textbook 
includes links to visualization 
and other media resources.
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xxii WileyPLUS

Interactive Exercises. A set of 21 molecular structures from the text have been ren-
dered in Jmol, a browser-independent viewer for manipulating structures in three 
dimensions, and paired with questions designed to facilitate comprehension of con-
cepts. A tutorial for using Jmol is also provided. 

Animated Figures. A set of 34 fi gures from the text, illustrating various concepts, 
techniques, and processes, are presented as brief animations to facilitate learning. 

These media resources are intended to enrich the learning process for students, es-
pecially those who rely heavily on visual information. Whereas some resources, par-
ticularly the Interactive Exercises and Animated Figures, are brief and could easily 
be incorporated into an instructor’s classroom lecture, all the resources are ideal for 
student self-study, allowing students to proceed at their own pace or back up and 
review as needed.

Chapter 0 Chemistry Refresher. To ensure that students have mastered the neces-
sary prerequisite content from both General Chemistry and Organic  Chemistry, 
and to eliminate the burden on instructors to review this material in lecture, Wiley-
PLUS now includes a complete chapter of core General and Organic Chemistry 
topics with corresponding assignments. Chapter 0 is available to students and can 
be assigned in WileyPLUS to gauge understanding of the core topics required to 
succeed in Biochemistry. 

What do instructors receive with WileyPLUS?

•  Reliable resources that reinforce course goals inside and outside of the classroom.

•  The ability to easily identify those students who are falling behind by track-
ing their progress and offering assistance easily, even before they come to offi ce 
hours. WileyPLUS simplifi es and automates such tasks as student performance 
assessment, creating assignments, scoring student work, keeping grades, and 
more.

•  Media-rich course materials and assessment content that allow you to customize 
your classroom presentation with a wealth of resources and functionality from 
PowerPoint slides to a database of rich visuals. You can even add your own mate-
rials to your WileyPLUS course.

WileyPLUS Instructor Resources

Exercises Over 800 conceptually based questions by Rachel Milner and Adrienne 
Wright, University of Alberta can be assigned as graded homework or additional 
practice. Each question features immediate, descriptive feedback for students to 
explain why an answer is right or wrong. 

Students receive immediate 
feedback about answer, while 
Link to Text brings student 
to pertinent text section to 
better understand why an 
answer might be incorrect.
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Image PowerPoint Slides contain all images and tables in the text, optimized 
for viewing onscreen. 

Digital Image Library with images from the text, also available in JPEG format, 
can be used to customize presentations and provide additional visual support for 
quizzes and exams.

Lecture Power Points by Mary Peek, Georgia Tech University, contain lecture 
outlines, Key Concepts, and relevant fi gures from the text.

Test Bank by Scott Lefl er, Arizona State University, contains over 1100 questions, 
with each multiple choice question keyed to the relevant section in the text and 
rated by diffi culty level. A computerized version of the Test Bank is also available.

Prelecture Questions and Practice Quizzes by Steven Vik, Southern Meth-
odist University, accompany each chapter and consist of multiple-choice, true/false, 
and fi ll-in-the blank questions, with instant feedback to help students master concepts.

Classroom Response Questions (“Clicker Questions”) by Gail Grabner, 
University of Texas at Austin, consist of interactive questions for classroom response 
systems to facilitate classroom participation and discussion. These questions can also 
be used by instructors as prelecture questions that help gauge students’ knowledge of 
overall concepts, while addressing common misconceptions.

Bioinformatics Projects A set of newly updated exercises by Paul Craig, Roch-
ester Institute of Technology, cover the contents and uses of databases related to 
nucleic acids, protein sequences, protein structures, enzyme inhibition, and other 
topics. The exercises use real data sets, pose specifi c questions, and prompt students 
to obtain information from online databases and to access the software tools for 
analyzing such data.

Additional Student Resources include

Animated Exercises guide students through key topics and present related ques-
tions that challenge their understanding of these topics

Interactive Periodic Table provides students with key information on the ele-
ments in the Periodic Table in an interactive environment

Wiley Encyclopedia of Chemical Biology links bring students to selected articles 
in this reference work for the widely expanding fi eld of chemical biology. Relevant 
articles will facilitate deeper research and encourage additional reading.

Annotated List of Selected Readings includes recent short papers, mostly 
reviews, that students are likely to find useful as sources of additional information.
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Chapter Media Type Title Text Reference

Chapter 1 The Chemical Basis of Life  Bioinformatics Project 1. The Biochemical Literature page 19

Chapter 2 Aqueous Chemistry  Animated Figure Titration curves for acetic acid, phosphate,  Figure 2.17

  and ammonia  

Chapter 3 From Genes to Proteins  Interactive Exercise Three-dimensional structure of DNA Figure 3-4

 Guided Exploration Overview of transcription and translation Section 3-2

 Guided Exploration DNA sequence determination by the chain- Section 3-4

  terminator method 

 Guided Exploration PCR and site-directed mutagenesis Section 3-4

 Animated Figure Construction of a recombinant DNA molecule Figure 3-19

 Animated Figure Site-directed mutagenesis Figure 3-22

 Bioinformatics Project  2. Databases for the Storage and “Mining” 

of Genome Sequences page 81

Chapter 4 Protein Structure Guided Exploration Stable helices in proteins: the � helix  Section 4-2

 Animated Figure The � helix  Figure 4-4

 Guided Exploration Hydrogen bonding in � sheets Section 4-2

 Animated Figure � sheets Figure 4-6

 Guided Exploration Secondary structrues in proteins Section 4-2

 Animated Figure Gel fi ltration chromatography Figure 4-20

 Animated Figure Ion exchange chromatography Figure 4-21

 Guided Exploration Protein sequence determination Section 4-5

 Animated Figure Generating overlapping peptides to determine  Section 4-5

  amino acid sequence 

 Bioinformatics Project  3. Visualizing Three-Dimensional Protein Structures page 115

Chapter 5 Protein Function Animated Figure Oxygen-binding curve of hemoglobin Figure 5-7

 Animated Figure Movements of heme and F helix in hemoglobin Figure 5-8

 Animated Figure The Bohr effect  Figure 5-10

 Animated Figure Effect of BPG and CO2 on hemoglobin Figure 5-11

 Animated Figure Mechanism of force generation in muscle Figure 5-35

 Bioinformatics Project  4. Using Databases to Compare and Identify Related 

Protein Seqences page 151

Chapter 6 How Enzymes Work Guided Exploration Catalytic mechanism of serine proteases  Section 6-3

 Animated Figure Effect of preferential transition state binding Figure 6-11

Chapter 7 Enzyme Kinetics  Guided Exploration Michaelis–Menten kinetics, Lineweaver–Burk plots,  Section 7-3
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 Animated Figure Progress curves for an enzyme-catalyzed reaction Figure 7-4
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 Animated Figure Lineweaver–Burk plot  Figure 7-6

 Animated Figure Lineweaver–Burk plot of competitive inhibition Figure 7-10

 Bioinformatics Project  5. Enzyme Inhibitors and Rational Drug Design page 212
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 Animated Figure Model for glucose transport Figure 9-12
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 Interactive Exercise A heterotrimeric G protein  Figure 10-4

 Interactive Exercise C subunit of protein kinase A  Figure 10-6
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  kinase system
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 Animated Figure Overview of glycolysis Figure 13-2

 Animated Figure Mechanism of aldolase Figure 13-4

 Interactive Exercise Triosephosphate isomerase Figure 13-5

 Animated Figure Mechanism of glyceraldehyde-3-phosphate  Figure 13-6
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 Animated Figure Comparison of gluconeogenesis and glycolysis Figure 13-10

 Animated Figure Overview of glucose metabolism Figure 13-12

Chapter 14 The Citric Acid Cycle  Animated Figure Overview of oxidative fuel metabolism Figure 14-6
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Chapter 15 Oxidative Phosphorylation   Guided Exploration Electron transport and oxidative phosphorylation  Section 15-2

  overview 

 Interactive Exercise Complex III Figure 15-13

 Interactive Exercise Cytochrome c oxidase Figure 15-17

 Guided Exploration ATP synthase  Section 15-4

 Animated Figure The binding change mechanism of ATP synthesis Figure 15-25

Chapter 16 Photosynthesis Interactive Exercise Light-harvesting complex LH-2  Figure 16-7

 Guided Exploration Two-center photosynthesis overview Section 16-2

 Animated Figure Mechanism of RUBP carboxylase Figure 16-24

Chapter 17 Lipid Metabolism  Animated Figure � Oxidation pathway Figure 17-6

Chapter 18 Nitrogen Metabolism  Animated Figure Mechanism of PLP-dependent transamination Figure 18-5

 Interactive Exercise The bifunctional enzyme tryptophan synthase Figure 18-8

 Interactive Exercise E. coli ribonucleotide reductase  Section 18-3

Chapter 19 Regulation of Mammalian  Animated Figure The Cori cycle Figure 19-3
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 Animated Figure GLUT4 activity Figure 19-8

Chapter 20 DNA Replication and Repair  Animated Figure Meselson and Stahl experiment  Figure 20-1

 Guided Exploration DNA supercoiling Section 20-1

 Guided Exploration DNA replication in E. coli  Section 20-2

 Guided Exploration E. coli DNA polymerase I Figure 20-11

 Interactive Exercise PCNA Figure 20-12
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 Interactive Exercise Human p53 in complex with its target DNA Box 20-B

 Guided Exploration Nucleosome structure Section 20-5

Chapter 21 Transcription and RNA  Interactive Exercise TATA-binding protein in complex with TATA box  Figure 21-6

 Guided Exploration Transcription factor–DNA interactions Box 21-A

 Guided Exploration Regulation of gene expression by the lac  Section 21-1

  repressor system 

 Interactive Exercise An RNA–DNA hybrid helix  Section 21-2

 Interactive Exercise The RNA polymerase II elongation complex  Figure 21-13

Chapter 22 Protein Synthesis  Guided Exploration The structure of tRNA Section 22-1
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Welcome to Biochemistry! Your success in this course will depend to a great extent 
on your willingness to take an active role in your education. Learning biochemistry 
requires more than simply reading the textbook, although we recommend that as a 
first step! Essential Biochemistry, Third Edition has been designed and written with 
you in mind, and we urge you to take advantage of all it has to offer.

Biochemical knowledge is cumulative; it is not something that can be learned all 
at once. We advise you to keep up with your reading and other assignments so that 
you have plenty of time to reflect, ask questions, and, if necessary, seek help from 
your instructor. As you read each chapter of the textbook, make sure you understand 
how it fits into the course syllabus. Use the study aids provided in the textbook: First 
check out the Do You Remember questions to be sure you are prepared. Note the 
list of Key Concepts at the start of each text section. Use the Concept Review and 
Chapter Summary to check your understanding. Take time to answer the fi gure 
questions and the questions at the ends of Biochemistry Note and Clinical Connec-
tion boxes. Be sure to view the online resources that expand on material covered in 
the textbook. These exercises include animations of dynamic biochemical processes 
and interactive molecular graphics. You can enrich your understanding of biochem-
istry by exploring the exercises and answering the questions they pose.

As you study, note the key sentences that are highlighted in italics. Be able to 
define the key terms in boldface, and test your knowledge by answering the ques-
tions in WileyPLUS. Most importantly, solve the problems at the end of each chapter. 
You should make every effort to complete all the problems without looking at the 
solutions. Developing problem-solving skills will facilitate your understanding of 
biochemistry and will help pave the way to success in any future academic or career 
endeavor.

Finally, take advantage of the additional resources available—such as the list of 
Selected Readings, Bioinformatics Exercises, and articles from the Wiley Encyclope-
dia of Chemical Biology—if you need help, are curious about biochemistry, or need 
up-to-date information as a starting point for a class project.

In writing Essential Biochemistry, we endeavored to select topics that would pro-
vide a solid introduction to modern biochemistry, which is a vast and ever-changing 
field. We realize that most students who use this book will not become biochemists. 
Nevertheless, it is our hope that you will come to understand the major themes of 
biochemistry and see how they relate to current and future developments in science 
and medicine.

Charlotte W. Pratt
Kathleen Cornely

FOR THE STUDENT: HOW TO USE THIS BOOK
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1

THE CHEMICAL BASIS 
OF LIFE1ch

a
p

te
r

THIS CHAPTER IN CONTEXT

Part 1 Foundations

   1 The Chemical Basis 
of Life

Part 2  Molecular Structure 
and Function

Part 3 Metabolism

Part 4 Genetic Information

DO living systems obey the laws of thermodynamics?

The rules that describe matter and energy suggest that chemical systems tend 
to reach a state of equilibrium, in the process becoming more disordered. 
Yet we know that living systems, such as the Anabaena cells shown here, are 
not at equilibrium and are highly ordered. In this chapter, we’ll introduce 

the molecular components of cells and explore the laws that apply to the 
chemical reactions that occur in cells, so you’ll see that living systems obey 

the same rules that govern nonliving systems.
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2
Ch 1 The Chemical Basis of Life

This fi rst chapter offers a preview of the study of biochemistry, broken down into 
three sections that refl ect how topics in this book are organized. First come brief 
descriptions of the four major types of small biological molecules and their poly-
meric forms. Next is a summary of the thermodynamics that apply to metabolic 
reactions. Finally, there is a discussion of the origin of self-replicating life-forms and 
their evolution into modern cells. These short discussions introduce some of the key 
players and major themes of biochemistry and provide a foundation for the topics 
that will be encountered in subsequent chapters.

Biochemistry is the scientifi c discipline that seeks to explain life at the molecular 
level. It uses the tools and terminology of chemistry to describe the various  attributes 
of living organisms. Biochemistry offers answers to such fundamental questions as 
“What are we made of ?” and “How do we work?” Biochemistry is also a practical 
science: It generates powerful techniques that underlie advances in other fi elds, such 
as genetics, cell biology, and immunology; it offers insights into the treatment of 
diseases such as cancer and diabetes; and it improves the effi ciency of industries such 
as wastewater treatment, food production, and drug manufacturing.

Biochemistry has traditionally been a science of reductionism; that is, it attempts 
to explain the whole by breaking it into smaller parts and examining each part sepa-
rately. For biochemists, this means isolating and characterizing an organism’s com-
ponent molecules (Fig. 1-1). A thorough understanding of each molecule’s physical 
structure and chemical reactivity helps lead to an understanding of how molecules cooper-
ate and combine to form larger functional units and, ultimately, the intact organism.

Nevertheless, a holistic approach is indispensable for unraveling the secrets of 
nature. Just as a clock completely disassembled no longer resembles a clock, infor-
mation about a multitude of biological molecules does not necessarily reveal how an 
organism lives. Some molecular interactions are too complex to be teased apart in 
the laboratory, so it may be necessary to examine a cultured  organism to see how it 
fares when a particular molecule is modifi ed or absent. In addition, so much is 
known about so many molecules that the sheer volume of data—much of it  collected 
in online databases—requires a computer to  access and analyze it using the tools of 

1-1 What Is Biochemistry?

Organism Organ Cell

Organelle

Molecules

DNA

Human

Ubiquinone

Citrate synthase

Citrate

Liver

Hepatocyte

Mitochondrion

Figure 1-1 Levels of organization 
in a living organism. Biochemistry 
focuses on the structures and functions 
of molecules. Interactions between 
molecules give rise to higher-order 
structures (for example, organelles), 
which may themselves be components 
of larger entities, leading ultimately to 
the entire organism.
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3
Biological Molecules

bioinformatics (see Bioinformatics Project 1, The Biochemical Literature). Thus, a 
biochemist’s laboratory is as likely to hold racks of test tubes as fl asks of bacteria or 
computers. The material included in this book refl ects both traditional and modern 
approaches to biochemical  understanding.

Chapters 3 through 22 of this book are divided into three groups that roughly 
correspond to three major themes of biochemistry:

1. What are living organisms made of  ? Some molecules are responsible for the phys-
ical shapes of cells. Others carry out various activities in the cell. (For conve-
nience, we use cell interchangeably with organism since the simplest living entity 
is a single cell.) In all cases, the structure of a molecule is intimately linked to its 
function. Understanding a molecule’s structural characteristics is therefore an 
important key to understanding its functional signifi cance.

2. How do organisms acquire and use energy? The ability of a cell to carry out meta-
bolic reactions—to synthesize its constituents and to move, grow, and reproduce—
requires the input of energy. A cell must extract this energy from the environ-
ment and spend it or store it in a manageable form.

3. How does an organism maintain its identity across generations? Modern human 
beings look much like they did 100,000 years ago. Certain bacteria have per-
sisted for millions, if not billions, of years. In all organisms, information specify-
ing a cell’s structural composition and functional capacity must be faithfully 
maintained and transmitted each time the cell divides.

Even within its own lifetime, a cell may dramatically alter its shape or metabolic 
activities, but it does so within certain limits. Throughout this book we will examine 
how regulatory processes defi ne an organism’s ability to  respond to changing inter-
nal and external conditions. In addition, we will examine the diseases that can result 
from a molecular defect in any of the cell’s  attributes—its structural components, its 
metabolism, or its ability to follow genetic  instructions. 

KEY CONCEPTS
• Biological molecules are composed 

of a subset of all possible elements 
and functional groups.

• Cells contain four major types of 
biological molecules and three 
major types of polymers.

Even the simplest organisms contain a staggering number of different molecules, yet 
this number represents only an infi nitesimal portion of all the molecules that are chem-
ically possible. For one thing, only a small subset of the known elements are found in living 
systems (Fig. 1-2). The most abundant of these are C, N, O, and H, followed by Ca, P, 
K, S, Cl, Na, and Mg. Certain trace elements are also present in very small quantities.

Virtually all the molecules in a living organism contain carbon, so  biochemistry 
can be considered to be a branch of organic chemistry. In addition, biological 
 molecules are constructed from H, N, O, P, and S. Most of these molecules belong 
to one of a few structural classes, which are described below. Similarly, the chemical 
reactivity of biomolecules is limited relative to the reactivity of all chemical compounds. 
A few of the functional groups and intramolecular linkages that are common in 
biochemistry are listed in Table 1-1. It may be helpful to review them, because we 
will refer to them throughout this book.

1-2 Biological Molecules

19
K

20
Ca

11
Na

12
Mg

23
V

24
Cr
42
Mo
74
W

25
Mn

26
Fe

27
Co

28
Ni

29
Cu

30
Zn
48
Cd

5
B
13
Al

6
C
14
Si

7
N
15
P

8
O
16
S

9
F
17
Cl

33
As

34
Se

35
Br
53
I

1
H

Figure 1-2 Elements found in bio-
logical systems. The most abundant 
elements are most darkly shaded; trace 
elements are most lightly shaded. Not 
every organism contains every trace 
element. Biological molecules primarily 
contain H, C, N, O, P, and S.
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O
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a
R represents any carbon-containing group. In a molecule with more than one R group, the groups may be the same or different.

b
Under physiological conditions, these groups are ionized and hence bear a positive or negative charge.

? Cover the Structure column and draw the structure for each compound listed on the left. Do the same for each functional group.

TABLE 1-1  Common Functional Groups and Linkages in Biochemistry

Compound Name Structurea Functional Group
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Cells contain four major types of biomolecules

Most of the cell’s small molecules can be divided into four classes. Although each 
class contains many members, they are united under a single structural or functional 
defi nition. Identifying a particular molecule’s class may help predict its chemical 
properties and possibly its role in the cell.

1. Amino Acids
The simplest compounds are the amino acids, so named because they contain an 
amino group (ONH2) and a carboxylic acid group (OCOOH). Under physiologi-
cal conditions, these groups are actually ionized to ONH3

1 and OCOO2. The 
common amino acid alanine—like other small molecules—can be depicted in dif-
ferent ways, for example, by a structural formula, a ball-and-stick model, or a space-
fi lling model (Fig. 1-3). Other amino acids resemble alanine in basic structure, but 
instead of a methyl group (OCH3), they have another group—called a side chain or 
R group—that may also contain N, O, or S; for example,

H CH2

NH2

C

O

C

COO�

Asparagine

H CH2 SHC

COO�

Cysteine

NH3
� NH3

�

2. Carbohydrates
Simple carbohydrates (also called monosaccharides or just sugars) have the formula 
(CH2O)n, where n is $ 3. Glucose, a monosaccharide with six carbon atoms, has 
the formula C6H12O6. It is sometimes convenient to draw it as a ladder-like chain 
(left ); however, glucose forms a cyclic structure in solution (right):

Glucose

H

C

C
O

H C OH

H OH

H C

CH2OH

OH

HO C H O

H

H

HH

HO

H

OH

OH
OH

CH2OH

In the representation of the cyclic structure, the darker bonds project in front of the 
page and the lighter bonds project behind it. In many monosaccharides, one or 
more hydroxyl groups are replaced by other groups, but the ring structure and 
 multiple OOH groups of these molecules allow them to be easily recognized as 
carbohydrates.

3. Nucleotides
A fi ve-carbon sugar, a nitrogen-containing ring, and one or more phosphate groups 
are the components of nucleotides. For example, adenosine triphosphate (ATP) 

Figure 1-3 Representations of 
alanine. The structural formula (a) 
indicates all the atoms and the major 
bonds. Some bonds, such as the 
COO and NOH bonds, are implied. 
Because the central carbon atom has 
tetrahedral geometry, its four bonds 
do not lie fl at in the plane of the 
paper: The horizontal bonds actually 
extend slightly above the plane of the 
page, and the vertical bonds extend 
slightly behind it. This tetrahedral 
arrangement is more accurately 
depicted in the ball-and-stick model (b). 
Here, the atoms are color-coded by 
convention: C is gray, N is blue, O is 
red, and H is white. This ball-and-stick 
representation reveals the identities of 
the atoms and their positions in space 
but does not indicate their relative size 
or electrical charge. In a space-fi lling 
model (c), each atom is presented as a 
sphere whose radius corresponds to the 
distance of closest approach by another 
atom. This model most accurately 
depicts the actual size of the molecule, 
but it obscures some of its atoms and 
linkages.

(b)

(c)

(a)

H C

NH3
�

CH3

COO�
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contains the nitrogenous group adenine linked to the monosaccharide ribose, to 
which a triphosphate group is also attached:

O

�O

O O

H H

N N

NN

H Ribose

Triphosphate

H

NH2

CH2

O

PO�O

�O

O

P

�O

O

P

OH
Adenosine triphosphate (ATP)

OH

Adenine

The most common nucleotides are mono-, di-, and triphosphates containing the 
nitrogenous ring compounds (or “bases”) adenine, cytosine, guanine, thymine, or 
uracil (abbreviated A, C, G, T, and U).

4. Lipids
The fourth major group of biomolecules consists of the lipids. These compounds 
cannot be described by a single structural formula since they are a diverse collection 
of molecules. However, they all have in common a tendency to be poorly soluble in 
water because the bulk of their structure is hydrocarbon-like. For example, palmitic 
acid consists of a highly insoluble chain of 15 carbons attached to a carboxylic acid 
group, which is ionized under physiological conditions. The anionic lipid is there-
fore called palmitate.

H3C
CH2

CH2

CH2

CH2

CH2

CH2

CH2

CH2

Palmitate

CH2

CH2

CH2

CH2

CH2

CH2

C O�

O

Cholesterol, although it differs signifi cantly in structure from palmitate, is also poorly 
soluble in water because of its hydrocarbon-like composition.

CH2

CH3 CH3

CH3

CH3

CH3

CH2 CH2 CHCH

HO
Cholesterol

Cells also contain a few other small molecules that cannot be easily classifi ed into the 
groups above or that are constructed from molecules belonging to more than one 
group.

There are three major kinds of biological polymers

In addition to small molecules consisting of relatively few atoms, organisms contain 
macromolecules that may consist of thousands of atoms. Such huge molecules are not 
synthesized in one piece but are built from smaller units. This is a universal feature of 
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nature: A few kinds of building blocks can be combined in different ways to produce a 
wide variety of larger structures. This is advantageous for a cell, which can get by with 
a limited array of raw materials. In addition, the very act of chemically linking indi-
vidual units (monomers) into longer strings (polymers) is a way of encoding infor-
mation (the sequence of the monomeric units) in a stable form. Biochemists use 
certain units of measure to describe both large and small molecules (Box 1-A).

Amino acids, monosaccharides, and nucleotides each form polymeric structures 
with widely varying properties. In most cases, the individual monomers become 
covalently linked in head-to-tail fashion:

Monomers Polymer

Residue

The linkage between monomeric units is characteristic of each type of polymer. The 
monomers are called residues after they have been incorporated into the polymer. 
Strictly speaking, lipids do not form polymers, although they do tend to aggregate to 
form larger structures.

1. Proteins
Polymers of amino acids are called polypeptides or proteins. Twenty different 
amino acids serve as building blocks for proteins, which may contain many hun-
dreds of amino acid residues. The amino acid residues are linked to each other by 

BIOCHEMISTRY NOTEBOX 1-A

Units Used in Biochemistry

Convention rules the biochemist’s choice of terms to quantify  objects on a molecular 
scale. For example, the mass of a molecule can be expressed in atomic mass units; how-
ever, the masses of biological molecules—especially very large ones—are typically given 
without units. Here it is understood that the mass is expressed relative to one-twelfth 
the mass of an atom of the common carbon isotope 12C (12.011 atomic mass units). 
Occasionally, units of daltons (D) are used (1 dalton 5 1 atomic mass unit), often with 
the prefi x kilo, k (kD). This is useful for macromolecules such as proteins, many of 
which have masses in the range from 20,000 (20 kD) to over 1,000,000 (1000 kD).

The standard metric prefi xes are also necessary for expressing the minute concentra-
tions of biomolecules in living cells. Concentrations are usually given as moles per liter 
(mol ? L21 or M), with the appropriate prefi x such as m, m, or n:

 mega (M) 106 nano (n) 1029

 kilo (k) 103 pico (p) 10212

 milli (m) 1023 femto (f ) 10215

 micro (m) 1026

For example, the concentration of the sugar glucose in human blood is about 5 mM, but 
many intracellular molecules are present at concentrations of mM or less.

Distances are customarily expressed in angstroms, Å (1 Å 5 10210 m) or in nanome-
ters, nm (1 nm 5 1029 m). For example, the distance between the centers of carbon atoms 
in a COC bond is about 1.5 Å, and the diameter of a DNA molecule is about 20 Å.

Question: The diameter of a typical spherical bacterial cell is about 1 mM. What 
is the cell’s volume?

7
Biological Molecules
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amide bonds called peptide bonds. A peptide bond (arrow) links the two residues 
in a dipeptide (the side chains of the amino acids are represented by R1 and R2).

C

H

H3N
�

R1

C

O

C

H

N

R2

C

H O�

O

Because the side chains of the 20 amino acids have different sizes, shapes, and chemical 
properties, the exact conformation (three-dimensional shape) of the polypeptide 
chain depends on its amino acid composition and sequence. For example, the 
small polypeptide endothelin, with 21 residues, assumes a compact shape in which 
the polymer bends and folds to accommodate the functional groups of its amino 
acid residues (Fig. 1-4).

The 20 different amino acids can be combined in almost any order and in almost 
any proportion to produce myriad polypeptides, all of which have unique three- 
dimensional shapes. This property makes proteins as a class the most structurally 
variable and therefore the most functionally versatile of all the biopolymers. Accord-
ingly, proteins perform a wide variety of tasks in the cell, such as mediating chemical 
reactions and providing structural support.

2. Nucleic Acids
Polymers of nucleotides are termed polynucleotides or nucleic acids, better known 
as DNA and RNA. Unlike polypeptides, with 20 different amino acids available for 
polymerization, each nucleic acid is made from just four different nucleotides. For 
example, the residues in RNA contain the bases adenine, cytosine, guanine, and 
uracil, whereas the residues in DNA contain adenine, cytosine, guanine, and thy-
mine. Polymerization involves the phosphate and sugar groups of the nucleotides, 
which become linked by phosphodiester bonds.

Base

O

O

P

CH2

O

�O

�O

O

H H
HH

�O OP

O H

Base

Phosphodiester bond

CH2 O

H H
HH

OH H

In part because nucleotides are much less variable in structure and chemistry than 
amino acids, nucleic acids tend to have more regular structures than proteins. This is 
in keeping with their primary role as carriers of genetic information, which is contained in 
their sequence of nucleotide residues rather than in their three-dimensional shape 
(Fig. 1-5). Nevertheless, some nucleic acids do bend and fold into compact glob-
ular shapes, as proteins do.

(a)

(b)

Figure 1-4 Structure of human 
 endothelin. The 21 amino acid residues 
of this polypeptide, shaded from blue 
to red, form a compact structure. In (a), 
each amino acid residue is represented 
by a sphere. The ball-and-stick model 
(b) shows all the atoms except hydrogen. 
[Structure (pdb 1EDN) determined by B. A. 
Wallace and R. W. Jones.]
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3. Polysaccharides
Polysaccharides usually contain only one or a few different types of monosaccharide 
residues, so even though a cell may synthesize dozens of different kinds of monosac-
charides, most of its polysaccharides are homogeneous polymers. This tends to limit 
their potential for carrying genetic information in the sequence of their residues (as 
nucleic acids do) or for adopting a large variety of shapes and  mediating chemical 
reactions (as proteins do). On the other hand, polysaccharides perform essential cell 
functions by serving as fuel-storage molecules and by providing structural support. For 
example, plants link the monosaccharide glucose, which is a fuel for virtually all cells, 
into the polysaccharide starch for long-term storage. The glucose residues are linked 
by glycosidic bonds (the bond is shown in red in this disaccharide):

H

H HH

H

OH

OH

O

OH

HO O H

H HH

H

OH

O
CH2OH CH2OH

OH

Glucose monomers are also the building blocks for cellulose, the extended polymer 
that helps make plant cell walls rigid (Fig. 1-6). The starch and cellulose polymers 
differ in the arrangement of the glycosidic bonds between glucose residues.

The brief descriptions of biological polymers given above are generalizations, 
meant to convey some appreciation for the possible structures and functions of these 
macromolecules. Exceptions to the generalizations abound. For example, some small 
polysaccharides encode information that allows cells bearing the molecules on their 

(a)

(b)

CGUACG

Figure 1-5 Structure of a nucleic acid. 
(a) Sequence of nucleotide residues, 
using one-letter abbreviations. (b) Ball-
and-stick model of the polynucleotide, 
showing all atoms except hydrogen (this 
structure is a six-residue segment of 
RNA). [Structure (pdb ARF0108) determined by 
R. Biswas, S. N. Mitra, and  M. Sundaralingam.]

Glucose

Starch

Cellulose

Figure 1-6 Glucose and its polymers. Both starch and cellulose are  polysaccharides 
containing glucose residues. They differ in the type of chemical linkage between the 
 monosaccharide units. Starch molecules have a loose helical conformation, whereas 
cellulose molecules are extended and relatively stiff.

c01TheChemicalBasisOfLife.indd Page 9  27/06/12  10:25 AM user-F391c01TheChemicalBasisOfLife.indd Page 9  27/06/12  10:25 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



10
Ch 1 The Chemical Basis of Life

surfaces to recognize each other. Likewise, some nucleic acids perform  structural 
roles, for example, by serving as scaffolding in ribosomes, the small particles where 
protein synthesis takes place. Under certain conditions, proteins are called on as 
fuel-storage molecules. A summary of the major and minor functions of proteins, 
polysaccharides, and nucleic acids is presented in Table 1-2.

TABLE 1-2  Functions of Biopolymers

  Carry Out  Support
 Encode Metabolic Store Cellular
Biopolymer  Information Reactions Energy Structures

Proteins — ✔ ✓ ✔
Nucleic acids ✔ ✓ — ✓

Polysaccharides ✓ — ✔ ✔

✔ major function

✓ minor function

CONCEPT REVIEW
• Which six elements are most abundant in biological molecules?
• Name the common functional groups and linkages shown in Table 1-1.
• Give the structural or functional defi nitions for amino acids, 

monosaccharides, nucleotides, and lipids.
• Why is it effi cient for macromolecules to be polymers?
• What is the relationship between a monomer and a residue?
• Give the structural defi nitions and major functions of proteins, 

polysaccharides, and nucleic acids.

Assembling small molecules into polymeric macromolecules requires energy. And 
unless the monomeric units are readily available, a cell must synthesize the mono-
mers, which also requires energy. In fact, cells require energy for all the functions of 
living, growing, and reproducing.

It is useful to describe the energy in biological systems using the terminology of 
thermodynamics (the study of heat and power). An organism, like any chemical 
system, is subject to the laws of thermodynamics. According to the fi rst law of 
thermodynamics, energy cannot be created or destroyed. However, it can be trans-
formed. For example, the energy of a river fl owing over a dam can be harnessed as 
electricity, which can then be used to produce heat or perform mechanical work. 
Cells can be considered to be very small machines that use chemical energy to 
drive metabolic reactions, which may also produce heat or carry out mechanical 
work.

Enthalpy and entropy are components of free energy

The energy relevant to biochemical systems is called the Gibbs free energy (after 
the scientist who defi ned it) or just free energy. It is abbreviated G and has units 
of joules per mol (J � mol�1). Free energy has two components: enthalpy and 
entropy. Enthalpy (abbreviated H, with units of J � mol�1) is taken to be equivalent 
to the heat content of the system. Entropy (abbreviated S, with units of J � K�1 � 
mol�1) is a measure of how the energy is dispersed within that system. Entropy can 
therefore be considered to be a measure of the system’s disorder or randomness, 
because the more ways a system’s components can be arranged, the more dis-
persed its energy. For  example, consider a pool table at the start of a game when 

KEY CONCEPTS
• The free energy of a system is 

determined by its enthalpy and 
entropy.

• Living organisms obey the laws of 
thermodynamics.

1-3 Energy and Metabolism
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all 15 balls are  arranged in one neat triangle (a state of high 
order or low entropy). After play has begun, the balls are scat-
tered across the table, which is now in a state of disorder and 
high  entropy (Fig. 1-7).

Free energy, enthalpy, and entropy are related by the equation

 G 5 H 2 TS  [1-1]

where T represents temperature in Kelvin (equivalent to degrees 
Celsius plus 273). Temperature is a coeffi cient of the entropy term 
because entropy varies with temperature; the entropy of a substance 
increases when it is warmed because more thermal energy has been 
dispersed within it. The enthalpy of a chemical system can be mea-
sured, although with some diffi culty, but it is next to impossible to 
measure a system’s entropy because this would require counting all 
the possible arrangements of its components or all the ways its en-
ergy could be spread out among them. Therefore, it is more practical 
to deal with changes in these quantities (change is indicated by the 
Greek letter delta, �) so that

 DG 5 DH 2 T DS  [1-2]

Biochemists can measure how the free energy, enthalpy, and entropy of a system differ 
before and after a chemical reaction. For example, some chemical reactions are accom-
panied by the release of heat to the surroundings (Hafter 2 Hbefore 5 DH , 0), 
whereas others absorb heat from the surroundings (DH . 0). Similarly, the 
 entropy change, Safter 2 Sbefore 5 DS, can be positive or negative. When �H and 
�S for a process are known, Equation 1-2 can be used to calculate the value of �G 
at a given temperature (see Sample Calculation 1-1).

(a) (b)

Figure 1-7 Illustration of entropy. 
Entropy is a measure of the dispersal 
of energy in a system, so it refl ects 
the system’s randomness or disorder. 
(a) Entropy is low when all the balls 
are arranged in a single area of the pool 
table. (b) Entropy is high after the balls 
have been scattered, because there are 
now a large number of different possible 
arrangements of the balls on the table.

? Compare the entropy of a ball of yarn 
before and after a cat has played 
with it.

SAMPLE CALCULATION 1-1

PROBLEM

SOLUTION

PRACTICE PROBLEMS

Use the information below to calculate the change in enthalpy and the change in 
entropy for the reaction A S B.

 Enthalpy (kJ � mol�1) Entropy (J � K�1 � mol�1)

A 60 22
B 75 97

 DH 5 HB 2 HA   DS 5 SB 2 SA

 5 75 kJ ?mol21 2 60 kJ ?mol21   5 97 J ?K21 ?mol21

 5 15 kJ ?mol21    222 J ?K21 ?mol21

 5 15,000 J ?mol21   5 75 J ?K21 ?mol21

1. The change in enthalpy for a reaction is 8 kJ � mol�1. Is heat absorbed or given 
off during the reaction?

2. A reacting system undergoes a change from ordered to disordered. Is the entropy 
change positive or negative?

�G is less than zero for a spontaneous process

A china cup dropped from a great height will break, but the pieces will never reas-
semble themselves to restore the cup. The thermodynamic explanation is that the 
broken pieces have less free energy than the intact cup. In order for a process to occur, the 
overall change in free energy (�G ) must be negative. For a chemical reaction, this means 
that the free energy of the products must be less than the free energy of the reactants:

 DG 5 Gproducts 2 Greactants , 0 [1-3]
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When �G is less than zero, the reaction is said to be spontaneous or exergonic. A 
nonspontaneous or endergonic reaction has a free energy change greater than zero; 
in this case, the reverse reaction is spontaneous.

 A S B B S A 

 DG . 0 DG , 0
 Nonspontaneous Spontaneous

Note that thermodynamic spontaneity does not indicate how fast a reaction occurs, 
only whether it will occur as written. (The rate of a reaction depends on other fac-
tors, such as the concentrations of the reacting molecules, the temperature, and the 
presence of a catalyst.) When a reaction, such as A S B, is at equilibrium, the rate 
of the forward reaction is equal to the rate of the reverse reaction, so there is no net 
change in the system. In this situation, �G � 0.

A quick examination of Equation 1-2 reveals that a reaction that occurs with a de-
crease in enthalpy and an increase in entropy is spontaneous at all temperatures because 
�G is always less than zero. These results are consistent with everyday experience. For 
example, heat moves spontaneously from a hot object to a cool object, and items that 
are neatly arranged tend to become disordered, never the other way around. (This is 
a manifestation of the second law of thermodynamics, which states that energy tends 
to spread out.) Accordingly, reactions in which the enthalpy increases and entropy 
decreases do not occur. If enthalpy and entropy both increase or both decrease during 
a reaction, the value of �G then depends on the temperature, which governs whether 
the T �S term of Equation 1-2 is greater than or less than the �H term. This means 
that a large increase in entropy can offset an unfavorable (positive) change in en-
thalpy. Conversely, the release of a large amount of heat (�H � 0) during a reaction 
can offset an unfavorable decrease in entropy (see Sample Calculation 1-2).

SAMPLE CALCULATION 1-2

PROBLEM

SOLUTION

PRACTICE PROBLEMS

Use the information given in Sample Calculation 1-1 to determine whether the 
reaction A S B is spontaneous at 25�C.

Substitute the values for �H and �S, calculated in Sample Calculation 1-1, into 
Equation 1-2. To express the temperature in Kelvin, add 273 to the temperature in 
degrees Celsius: 273 � 25 � 298 K.

 DG 5 DH 2 T DS
 5 15,000 J ?mol21 2 298 K (75 J ?K21 ?mol21)
 5 15,000 2 22,400 J ?mol21

 5 27400 J ?mol21

 5 27.4 kJ ?mol21

Because �G is less than zero, the reaction is spontaneous. Even though the change 
in enthalpy is unfavorable, the large increase in entropy makes �G favorable.

3. If �H � �15,000 J ? mol�1 and �S � �75 J ? K�1 ? mol�1, would the 
reaction be spontaneous at 25�C?

4. Use the information given in Sample Calculation 1-1 to determine the temperature 
at which �G � 0.

Life is thermodynamically possible

In order to exist, life must be thermodynamically spontaneous. Does this hold at the 
molecular level? When analyzed in a test tube (in vitro, literally “in glass”), many of 
a cell’s metabolic reactions have free energy changes that are less than zero, but some 
reactions do not. Nevertheless, the nonspontaneous reactions are able to proceed 
in vivo (in a living organism) because they occur in concert with other reactions that 
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are thermodynamically favorable. Consider two reactions in vitro, one nonsponta-
neous (�G � 0) and one spontaneous (�G � 0):

 A S B  DG 5 115 kJ ?mol21 (nonspontaneous)

 B S C  DG 5 220 kJ ?mol21 (spontaneous)

When the reactions are combined, their �G values are added, so the overall process 
has a negative change in free energy:

 A 1 B S B 1 C  DG 5 (15 kJ ?mol21) 1 (220 kJ ?mol21)

 A S C  DG 5 25 kJ ?mol21

This phenomenon is shown graphically in Figure 1-8. In effect, the unfavorable “up-
hill” reaction A S B is pulled along by the more favorable “downhill” reaction B S C.

Cells couple unfavorable metabolic processes with favorable ones so that the net change in free 
energy is negative. Note that it is permissible to add �G values because the free energy, G, 
depends only on the initial and fi nal states of the system, without regard to the specifi c 
chemical or mechanical work that occurred in going from one state to the other.

Most macroscopic life on earth today is sustained by the energy of the sun 
(this was not always the case, nor is it true of all organisms). In photosynthetic 
organisms, such as green plants, light energy excites certain molecules so that 
their subsequent chemical reactions occur with a net negative change in free 
energy. These thermodynamically favorable (spontaneous) reactions are coupled 
to the unfavorable synthesis of monosaccharides from atmospheric CO2 (Fig. 1-9). 
In this process, the carbon is reduced. Reduction, the gain of electrons, is 
 accomplished by the addition of hydrogen or the removal of oxygen (the oxidation 
states of carbon are reviewed in Table 1-3). The plant—or an animal that eats 

Figure 1-8 Free energy changes in coupled reactions. A nonspontaneous reaction, 
such as A n B, which has a positive value of �G, can be coupled to another reaction, 
B n C, which has a negative value of �G and is therefore spontaneous. The reactions are 
coupled because the product of the fi rst reaction, B, is a reactant for the second reaction.

? Which reaction occurs spontaneously in reverse: C n B, B n A, or C n A?

Free energy
(G)

Reaction coordinate

B

A

C

B

Figure 1-9 Reduction and reoxidation of carbon compounds. The sun provides 
the free energy to convert CO2 to reduced compounds such as monosaccharides. The 
reoxidation of these compounds to CO2 is thermodynamically spontaneous, so free 
energy can be made available for other metabolic processes. Note that free energy is not 
actually a substance that is physically released from a molecule.

Light
energy

Free
energy

Reduction
(unfavorable)

O C O O C OH C OH
Oxidation
(favorable)

Carbon of
a monosaccharide

Carbon dioxide
most oxidized
(least reduced )

Acetic acid

Acetylene

Carbon monoxide

Formic acid

Acetone

Acetaldehyde

Ethanol

Ethane

Ethene

Formaldehyde

Methane
least oxidized
(most reduced )
a Compounds are listed in order of decreasing oxidation 
state of the red carbon atom.
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TABLE 1-3

 Oxidation States of Carbon

Compounda Formula
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the plant—can then break down the monosaccharide to use it as a fuel to power 
other metabolic activities. In the process, the carbon is oxidized—it loses electrons 
through the addition of oxygen or the removal of hydrogen—and ultimately 
 becomes CO2. The oxidation of carbon is thermodynamically favorable, so it can be 
coupled to energy-requiring processes such as the synthesis of building blocks and 
their polymerization to form macromolecules.

Virtually all metabolic processes occur with the aid of catalysts called enzymes, 
most of which are proteins (a catalyst greatly increases the rate of a reaction without 
itself undergoing any net change). For example, specifi c enzymes catalyze the forma-
tion of peptide, phosphodiester, and glycosidic linkages during polymer synthesis. 
Other enzymes catalyze cleavage of these bonds to break the polymers into their 
 monomeric units.

A living organism—with its high level of organization of atoms, molecules, and 
larger structures—represents a state of low entropy relative to its surroundings. Yet 
the organism can maintain this thermodynamically unfavorable state as long as it 
continually obtains free energy from its food. This is the answer to the question 
posed at the start of the chapter: Living organisms do indeed obey the laws of ther-
modynamics. When the organism ceases to obtain a source of free energy from its 
surroundings or exhausts its stored food, the chemical reactions in its cells reach 
equilibrium (�G � 0), which results in death.

CONCEPT REVIEW
• What do enthalpy and entropy mean and how are they related to free 

energy?
• What does the value of �G reveal about a biochemical process?
• How can thermodynamically unfavorable reactions proceed in vivo?
• Why must an organism have a steady supply of food?
• Describe the cycle of carbon reduction and oxidation in photosynthesis and 

in the breakdown of a compound such as a monosaccharide.

Every living cell originates from the division of a parental cell. Thus, the ability to 
replicate (make a replica or copy of itself ) is one of the universal characteristics of 
 living organisms. In order to leave descendants that closely resemble itself, a cell must 
contain a set of instructions—and the means for carrying them out—that can be trans-
mitted from generation to generation. Over time, the instructions change gradually, 
so that species also change, or evolve. By carefully examining an organism’s genetic 
information and the cellular machinery that supports it, biochemists can draw 
some conclusions about the organism’s relationship to more  ancient life-forms. The 
history of evolution is therefore contained not just within the fossil record but also 
in the molecular makeup of all living cells. For example, nucleic acids partici-
pate in the storage and transmission of genetic information in all organisms, and 
the oxidation of glucose is an almost universal means for generating metabolic free 
energy. Consequently, DNA, RNA, and glucose must have been present in the 
ancestor of all cells.

The prebiotic world

A combination of theory and experimental data leads to several plausible scenarios 
for the emergence of life from nonbiological (prebiotic) materials on the early earth. 
In one scenario, inorganic compounds such as H2, H2O, NH3, and CH4—which 
may have been present in the early atmosphere—could have given rise to simple 
biomolecules, such as amino acids, when sparked by lightning. Laboratory experi-
ments with the same raw materials and electrical discharges to simulate lightning do 

KEY CONCEPTS
• Modern prokaryotic and eukaryotic 

cells apparently evolved from 
simpler nonliving systems.

• The three domains of life are 
bacteria, archaea, and eukarya.

1-4 The Origin and Evolution of Life

 DO living systems obey the laws 

of thermodynamics?
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in fact yield these molecules (Fig. 1-10). Other experiments suggest that hydrogen 
cyanide (HCN), formaldehyde (HCOH), and phosphate could have been con-
verted to nucleotides with a similarly modest input of energy.

Over time, simple molecular building blocks could have accumulated and formed 
larger structures, particularly in shallow waters where evaporation would have had a 
concentrating effect. Eventually, conditions would have been ripe for the assembly 
of functional, living cells. Charles Darwin proposed that life might have arisen in 
some “warm little pond”; however, the early earth was probably a much more  violent 
place, with frequent meteorite impacts and volcanic activity.

In an alternative scenario, supported by studies of the metabolism of some mod-
ern bacteria, the fi rst cells could have developed at deep-sea hydrothermal vents, 
some of which are characterized by temperatures as high as 350�C and clouds of 
gaseous H2S and metal sulfi des (giving them the name “black smokers”; Fig. 1-11). 
In the laboratory, incubating a few small molecules in the presence of iron sulfi de 
and nickel sulfi de at 100�C yields acetic acid, an organic compound with a newly 
formed COC bond:

CH3SH 1  CO   1    H2O ¡
FeS, NiS

CH3COOH 1 H2S

 Methyl Carbon Acetic acid
 thiol monoxide

Under similar conditions, amino acids spontaneously form short polypeptides. 
Although the high temperatures that are necessary for their synthesis also tend to 
break them down, these compounds would have been stable in the cooler water next 
to the hydrothermal vent.

Regardless of how they formed, the fi rst biological building blocks would have 
had to polymerize. This process might have been stimulated when the organic 
molecules—often bearing anionic (negatively charged) groups—aligned themselves 
on a cationic (positively charged) mineral surface.

Monomers

Clay

Polymer
−

− − − −
− − − −

− −

−

++++ ++++ ++++

Electrodes

Mixture
of gases

Water

Stopcock
for removing

samples

Condenser

Heat
source

Figure 1-10 Laboratory synthesis 
of biological molecules. A mixture of 
gasesOH2, H2O, NH3, and CH4Ois 
subject to an electrical discharge. Newly 
formed compounds, such as amino 
acids, accumulate in the aqueous phase 
as water vapor condenses. Samples of 
the reaction products can be removed 
via the stopcock.

Figure 1-11 A hydrothermal vent. Life 
may have originated at these “black 
smokers,” where high temperatures, 
H2S, and metal sulfi des might have 
stimulated the formation of biological 
molecules. [B. Murton/Southhampton 
Oceanography Centre/Science Photo Library/
Photo Researchers.]
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In fact, in the laboratory, common clay promotes the polymerization of nucleo-
tides into RNA. Primitive polymers would have had to gain the  capacity for self-
replication. Otherwise, no matter how stable or chemically versatile, such mole-
cules would never have given rise to anything larger or more complicated: The 
probability of assembling a fully functional cell from a solution of thousands of 
separate small molecules is practically nil. Because RNA in modern cells repre-
sents a form of genetic information and participates in all aspects of expressing 
that  information, it may be similar to the fi rst self-replicating biopolymer. It 
might have made a copy of itself by fi rst making a complement, a sort of mirror 
image, that could then make a complement of itself, which would be identical to 
the original molecule (Fig. 1-12).

Origins of modern cells

A replicating molecule’s chances of increasing in number depend on  
natural selection, the phenomenon whereby the entities best suited to 
the prevailing conditions are the likeliest to survive and multiply 
(Box 1-B). This would have favored a replicator that was chemically 
stable and had a ready supply of building blocks and free energy for 
making copies of itself. Accordingly, it would have been advanta-
geous to become enclosed in some sort of membrane that could prevent 
valuable small molecules from diffusing away. Natural selection would 
also have favored replicating systems that developed the means for 
synthesizing their own building blocks and for more effi ciently 
harnessing sources of free energy.

The fi rst cells were probably able to “fi x” CO2—that is, convert it 
to reduced organic compounds—using the free energy released in the 
oxidation of readily available inorganic compounds such as H2S or 
Fe2�. Vestiges of these processes can be seen in modern metabolic 
reactions that involve sulfur and iron.

Later, photosynthetic organisms similar to present-day cyanobacteria 
(also called blue-green algae) used the sun’s energy to fi x CO2:

CO2 1 H2O n (CH2O) 1 O2

The concomitant oxidation of H2O to O2 dramatically increased the 
concentration of atmospheric O2, about 2.4 billion years ago, and 
made it possible for aerobic (oxygen-using) organisms to avail them-
selves of this powerful oxidizing agent. The anaerobic origins of life 
are still visible in the most basic metabolic reactions of modern organ-
isms; these reactions proceed in the absence of oxygen. Now that the 
earth’s atmosphere contains about 18% oxygen, anaerobic organisms 
have not disappeared, but they have been restricted to microenviron-
ments where O2 is scarce, such as the digestive systems of animals or 
underwater  sediments.

The earth’s present-day life-forms are of two types, which are  dis-
tinguished by their cellular architecture:

1.  Prokaryotes are small unicellular organisms that lack a discrete 
nucleus and usually contain no internal membrane systems. This 
group  comprises two subgroups that are remarkably different 
metabolically, although they are similar in appearance: the 
eubacteria (usually just called bacteria), exemplifi ed by E. coli, 
and the archaea (or archaebacteria), best known as organisms 
that inhabit extreme environments, although they are actually 
found almost everywhere (Fig. 1-13).

Original
1. The polyA molecule serves 

as a template for the 
synthesis of a polymer 
containing uracil nucleotides, 
U, which are complementary
to adenine nucleotides (in 
modern RNA, A pairs with U).

2. The two polymer chains 
separate.

3. The polyU molecule serves 
as a template for the 
synthesis of a new 
complementary polyA chain.

4. The chains again separate 
and the polyU polymer is 
discarded, leaving the 
original polyA molecule and
its exact copy.

Original Copy

Complement

A
A
A
A
A

Original

A
A
A
A
A

A
A
A
A
A

U U
U

U
U

A
AA

A
A

U
U
U
U
U

U
U
U
U
U

U
U
U
U
U

+

A
A
A
A
A

A
A
A
A
A

U
U
U
U
U

+

A
A
A
A
A

A
A
A
A
A

+

Figure 1-12 Possible mechanism for the self- 
replication of a primitive RNA molecule. For simplicity, 
the RNA molecule is shown as a polymer of adenine 
nucleotides, A.

? Draw a diagram showing how polyU would be 
 replicated.
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Figure 1-13 Prokaryotic cells. These 
single-celled Escherichia coli bacteria lack a 
nucleus and internal membrane systems. 
[E. Gray/Science Photo Library/Photo Researchers.]

BIOCHEMISTRY NOTEBOX 1-B

How Does Evolution Work?

Documenting evolutionary change is relatively straightforward, but the mechanisms 
whereby evolution occurs are prone to misunderstanding. Populations change over time, 
and new species arise as a result of natural selection. Selection operates on individuals, 
but its effects can be seen in a population only over a period of time. Most populations 
are collections of individuals that share an overall genetic makeup but also exhibit small 
variations due to random alterations (mutations) in their genetic material as it is passed 
from parent to offspring. In general, the survival of an individual depends on how well 
suited it is to the particular conditions under which it lives.

Individuals whose genetic makeup grants them the greatest rate of survival have more 
opportunities to leave offspring with the same genetic makeup. Consequently, their 
characteristics become widespread in a population, and, over time, the population ap-
pears to adapt to its environment. A species that is well suited to its environment tends 
to persist; a poorly adapted species fails to reproduce and therefore dies out.

Because evolution is the result of random variations and changing probabilities for 
successful reproduction, it is inherently random and unpredictable. Furthermore, natu-
ral selection acts on the raw materials at hand. It cannot create something out of nothing 
but must operate in increments. For example, the insect wing did not suddenly appear 
in the offspring of a wingless parent but most likely developed bit by bit, over many 
generations, by modifi cation of a gill or heat-exchange appendage. Each step of the 
wing’s development would have been subject to natural selection, eventually making an 
individual that bore the appendage more likely to survive, perhaps by being able to fi rst 
glide and then actually fl y in pursuit of food or to evade predators.

Although we tend to think of evolution as an imperceptibly slow process, occurring 
on a geological time scale, it is ongoing and accessible to observation and quantifi cation 
in the laboratory. For example, under optimal conditions, the bacterium Escherichia coli 
requires only about 20 minutes to produce a new generation. In the laboratory, a culture 
of E. coli cells can progress through about 2500 generations in a year (in contrast, 2500 
human generations would require about 60,000 years). Hence, it is possible to subject a 
population of cultured bacterial cells to some “artifi cial” selection—for example, by 
making an essential nutrient scarce—and observe how the genetic composition of the 
population changes over time as it adapts to the new conditions.

Question: Why can’t acquired (rather than genetic) characteristics serve as the raw 
material for evolution?

17
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2. Eukaryotic cells are usually larger than prokaryotic cells and contain a nucleus 
and other membrane-bounded cellular compartments (such as mitochondria, 
chloroplasts, and endoplasmic reticulum). Eukaryotes may be unicellular or 
multicellular. This group (also called the eukarya) includes microscopic 
organisms as well as familiar macroscopic plants and animals (Fig. 1-14).

By analyzing the sequences of nucleotides in certain genes that are present in all species, 
it is possible to construct a diagram that indicates how the bacteria, archaea, and 
eukarya are related. The number of sequence differences between two groups of organisms 
indicates how long ago they diverged from a common ancestor: Species with similar sequences 
have a longer shared evolutionary history than species with dissimilar sequences. This 
sort of analysis has produced the evolutionary tree shown in Figure 1-15.

The evolutionary history of eukaryotes is complicated by the fact that eukaryotic 
cells exhibit characteristics of both bacteria and  archaea. Eukaryotic cells also contain 
organelles that are almost certainly the descendants of free-living cells. Specifi cally, 
the chloroplasts of plant cells, which carry out photosynthesis, closely resemble the 
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photosynthetic cyanobacteria. The mitochondria of plant and animal cells, which 
are the site of much of the eukaryotic cell’s aerobic metabolism, resemble certain 
bacteria. In fact, both chloroplasts and mitochondria contain their own genetic 
material and protein-synthesizing machinery.

It is likely that an early eukaryotic cell developed gradually from a mixed popula-
tion of prokaryotic cells. Over many generations of living in close proximity and 
sharing each other’s metabolic products, some of these cells became incorporated 
within a single larger cell. This arrangement would account for the mosaic-like 
character of modern eukaryotic cells (Fig. 1-16).

At some point, cells in dense populations might have traded their individual 
existence for a colonial lifestyle. This would have allowed for a division of labor as 
cells became specialized and would have eventually produced multicellular organisms.

The earth currently sustains about 9 million different species (although estimates 
vary widely). Perhaps some 500 million species have appeared and vanished over the 
course of evolutionary history. It is unlikely that the earth harbors more than a few 
mammals that have yet to be discovered, but new microbial species are routinely 
described. And although the number of known prokaryotes (about 10,000) is much 
less than the number of known eukaryotes (for example, there are about 900,000 
known species of insects), prokaryotic metabolic strategies are amazingly varied. 
Nevertheless, by documenting characteristics that are common to all species, we can 
derive far-reaching conclusions about what life is made of, what sustains it, and how 
it has developed over the eons.

Bacteria
Archaea

Eukarya
Animals

Fungi

Plants

Prokaryotes Eukaryotes

Figure 1-15 Evolutionary tree based on nucleotide sequences. This diagram reveals 
that the bacteria separated before the archaea and eukarya diverged. Note that the 
closely spaced fungi, plants, and animals are actually more similar to each other than 
are many groups of prokaryotes. [After Wheelis, M. L., Kandler, O., and Woese, C. R., Proc. Natl. 
Acad. Sci. USA 89, 2930–2934 (1992).]

Figure 1-16 Possible origin of eukaryotic cells. The close association of different 
kinds of free-living cells gradually led to the modern eukaryotic cell, which appears 
to be a mosaic of bacterial and archaeal features and contains organelles that resemble 
whole bacterial cells.

DNA

Nucleus

Organelles

CONCEPT REVIEW
• Explain how simple prebiotic compounds could give rise to biological 

monomers and polymers.
• Why is replication a requirement for life?
• Why were the fi rst organisms anaerobic, and why are they now relatively 

scarce?
• Describe the differences between prokaryotes and eukaryotes.
• Why do eukaryotic cells appear to be mosaics?

Figure 1-14 A eukaryotic cell. The 
paramecium, a one-celled organism, 
contains a nucleus and other membrane-
bounded compartments. [Dr. David 
Patterson/Science Photo Library/Photo 
Researchers.]

? Compare this cell to the bacterial 
cells shown in Figure 1-13.
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1-2 Biological Molecules

• The most abundant elements in biological molecules are H, C, 
N, O, P, and S, but a variety of other elements are also present in 
living systems.

• The major classes of small molecules in cells are amino acids, 
monosaccharides, nucleotides, and lipids. The major types of bio-
logical polymers are proteins, nucleic acids, and polysaccharides.

1-3 Energy and Metabolism

• Free energy has two components: enthalpy (heat content) and 
entropy (disorder). Free energy decreases in a spontaneous process.

SUMMARY

• Life is thermodynamically possible because unfavorable ender-
gonic processes are coupled to favorable exergonic processes.

1-4 The Origin and Evolution of Life

• The earliest cells may have evolved in concentrated solutions of 
molecules or near hydrothermal vents.

• Eukaryotic cells contain membrane-bounded organelles. Pro-
karyotic cells, which are smaller and simpler, include the bacteria 
and the archaea.

bioinformatics
trace element
amino acid
carbohydrate
monosaccharide
nucleotide
lipid
monomer
polymer
residue
polypeptide
protein
peptide bond
conformation

polynucleotide
nucleic acid
phosphodiester bond
polysaccharide
glycosidic bond
free energy (G )
enthalpy (H )
entropy (S )
�G
spontaneous process
exergonic reaction
nonspontaneous process
endergonic reaction
in vitro

in vivo
reduction
oxidation
enzyme
replication
complement
natural selection
aerobic
anaerobic
prokaryote
bacteria
archaea
eukaryote
eukarya
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THE BIOCHEMICAL LITERATURE

Learn to use the PubMed database to search for published papers on a given topic 
and to retrieve information from published reports.

BIOINFORMATICS PROJECT 1

PROBLEMS

1-2 Biological Molecules

1. Identify the functional groups in the following molecules:

�H3N

CH2

�O

O

CH C

NH2

C O

(a)

 

NH C

C

HC

H OH

COOH

CH2

CH3

H C OH

H C

CH2OH

OH

HO C H

C O

O

(b)
C (CH2)14OCH2 CH3

CH2 O OHP

HO CH

OH

O

O

(c)

�H3N

CH2

�O

O

CH C

SH

(d)
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H C OH

C

CH2OH

H

O(e)

 

C

HN

O�

O(f )

2. The structures of several vitamins are shown below. Identify 
the functional groups in each vitamin.

Coenzyme Q

Nicotinic acid (niacin)

N

O

C
OH

Vitamin C

OO

HO OH

C CH2OH

H

OH

CH C CH2)10H

H3CO

(CH2

CH3
CH3

O

O

H3CO

3. Name the four types of small biological molecules. Which 
three are capable of forming polymeric structures? What are the 
names of the polymeric structures that are formed?

4. To which of the four classes of biomolecules do the following 
compounds belong?

O

O

HO

OH

NH C

OH

CH2OH

CH3

H

H H

H

H

(a)

�O

�O

O O

O

H H

N

N

HH

NH2

CH2

O

P

OH OH

(b)

CH2HS CH2

NH3
�

CH COO�(c)

O

O

CR

(d)

5. The nutritive quality of food can be analyzed by measuring 
the chemical elements it contains. Most foods are mixtures of the 
three major types of molecules: fats (lipids), carbohydrates, and 
proteins.

 (a) What elements are present in fats?
(b) What elements are present in carbohydrates?
 (c) What elements are present in proteins?

6. A compound that is present in many foods has the formula 
C44H86O8NP. To which class of molecules does this compound 
belong? Explain your answer.

7. A healthy diet must include some protein.
 (a) Assuming you had a way to measure the amount of each 
element in a sample of food, which element would you measure 
in order to tell whether the food contained protein?
(b) The structures of three compounds are shown below. Based 
on your answer to part (a), which of the three compounds 
would you add to a food sample so that it would appear to 
contain more protein? Explain.
 (c) Which of the three compounds would already be present in 
a food sample that actually did contain protein? Explain.

�H3N CH C O�

CH2

CH2

C

O�

O

OH2N NH2

NH2

N

N N

H

C

C
O

H OH

CH2OPO3
2�

(a) (b) (c)

8. The structure of the compound urea is shown. Urea is a waste 
product of metabolism excreted by the kidneys into the urine. Why 
do doctors tell patients with kidney damage that they should con-
sume a low-protein diet?

Urea

H2N NH2C

O

9. There are 20 different amino acids that occur in proteins (see 
Fig. 4-2). Each has the same basic structure with the exception of 
the R group, which is unique to each amino acid. What functional 
groups are present in all amino acids?

10. Draw the structure of the amino acid alanine. What is special 
about the central carbon atom of alanine?

11. The structures of the amino acids asparagine (Asn) and cys-
teine (Cys) are shown in Section 1-2. What functional group does 
Asn have that Cys does not? What functional group does Cys have 
that Asn does not?

12. Draw a dipeptide (a polypeptide containing two residues) 
that includes the two amino acids Asn and Cys shown in Section 1-2. 
When the peptide bond between the two residues is formed, which 
atoms are lost? Which functional groups are lost? Which new func-
tional group is formed?

13. The “straight-chain” structure of glucose is shown in Section 1-2. 
What functional groups are present in the glucose molecule?
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14. Consider the monosaccharide fructose.
(a) How does its molecular formula differ from that of glucose?
(b) How does its structure differ from the structure of glucose?

CHO H

CH2OH

CH2OH

H C OH

H C OH

C O

Fructose

15. The structures of the nitrogenous bases uracil and cytosine 
are shown below. How do their functional groups differ?

O

O

HN

N
H

Uracil

NH2

O

N

N
H

Cytosine

16. What are the structural components of the biological mole-
cules called nucleotides?

17. Compare the solubilities in water of alanine, glucose, palmi-
tate, and cholesterol, and explain your reasoning.

18. Cell membranes are largely hydrophobic structures. Which 
compound will pass through a membrane more easily, glucose or 
2,4-dinitrophenol? Explain.

2,4-Dinitrophenol

NO2

NO2

OH

19. What polymeric molecule forms a more regular structure, 
DNA or protein? Explain this observation in terms of the cellular 
roles of the two different molecules.

20. What are the two major biological roles of polysaccharides?

21. Pancreatic amylase digests the glycosidic bonds that link glu-
cose residues together in starch. Would you expect this enzyme to 
digest the glycosidic bonds in cellulose as well? Explain why or why 
not.

22. The complete digestion of starch in mammals yields 4 kilo-
calories per gram (see Problem 21). What is the energy yield for 
cellulose?

1-3 Energy and Metabolism

23. What is the sign of the entropy change for each of the follow-
ing processes?

 (a) Water freezes.
(b) Water evaporates.
 (c) Dry ice sublimes.
(d) Sodium chloride dissolves in water.

(e) Several different types of lipid molecules assemble to form a 
membrane.

24. Does entropy increase or decrease in the following reactions 
in aqueous solution?

C CO2(g)

CH3

COO�

O � C

CH2

COO�

COO�

O

(a)

C H�

CH3

COO�

O

(b)

� CO2(g)�C

CH3

H

O

25. Which has the greater entropy, a polymeric molecule or a 
mixture of its constituent monomers?

26. How does the entropy change when glucose undergoes 
combustion?

C6H12O6 1 6 O2 n 6 CO2 1 6 H2O

27. A soccer coach keeps a couple of instant cold packs in her 
bag in case one of her players suffers a muscle injury. Instant cold 
packs are composed of a plastic bag containing a smaller water bag 
and solid ammonium nitrate. In order to activate the cold pack, the 
bag is kneaded until the smaller water bag breaks, which allows the 
released water to dissolve the ammonium nitrate. The equation for 
the dissolution of ammonium nitrate in water is shown below. How 
does the cold pack work?

NH4NO3(s) ¡
H2O

NH1
4 (aq) 1 NO2

3 (aq)

DH 5 26.4 kJ?mol21

28. Campers carry hot packs with them, especially when camp-
ing during the winter months or at high altitudes. Their design is 
similar to that described in Problem 27, except that calcium chlo-
ride is used in place of the ammonium nitrate. The equation for the 
dissolution of calcium chloride in water is shown below. How does 
the hot pack work?

CaCl2(s) ¡
H2O

Ca21 (aq) 1 2Cl2(aq) DH 5 281 kJ?mol21  

29. For the reaction in which reactant A is converted to product B, 
tell whether this process is favorable at (a) 4�C and (b) 37�C.

 H (kJ ? mol21) S (J ? K21 ? mol21)

A 54 22
B 60 43

30. For a given reaction, the value of DH is 15 kJ ? mol21 and the 
value of DS is 51 J ? K21 ? mol21. Above what temperature will this 
reaction be spontaneous?

31. The hydrolysis of pyrophosphate at 258C is spontaneous. 
The enthalpy change for this reaction is 214.3 kJ ? mol21. What is 
the sign and the magnitude of DS for this reaction?

32. Phosphoenolpyruvate donates a phosphate group to ADP to 
produce pyruvate and ATP. The �G value for this reaction at 258C 
is 263 kJ ? mol21 and the value of DS is 190 J ? K21 ? mol21. What 
is the value of DH ? Is the reaction exothermic or endothermic?

21
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33. Which of the following processes are spontaneous?
(a) a reaction that occurs with any size decrease in enthalpy and 
any size increase in entropy
(b) a reaction that occurs with a small increase in enthalpy and 
a large increase in entropy
(c) a reaction that occurs with a large decrease in enthalpy and a 
small decrease in entropy
(d) a reaction that occurs with any size increase in enthalpy and 
any size decrease in entropy

34. When a stretched rubber band is allowed to relax, it feels cooler.
(a) Is the enthalpy change for this process positive or negative?
(b) Since a stretched rubber band spontaneously relaxes, what 
can you conclude about the entropy change during relaxation?

35. Urea (NH2CONH2) dissolves readily in water; that is, this is 
a spontaneous process. The beaker containing the dissolved com-
pound is cold to the touch. What conclusions can you make about 
the sign of the (a) enthalpy change and (b) entropy change for this 
process?

36. Phosphofructokinase catalyzes the transfer of a phosphate 
group (from ATP) to fructose-6-phosphate to produced fructose-
1,6-bisphosphate. The DH value for this reaction is 29.5 kJ ? mol21 
and the �G is 217.2 kJ ? mol21.

(a) Is the reaction exothermic or endothermic?
(b) What is the value of DS for the reaction? Does this reaction 
proceed with an increase or decrease in entropy?
(c) Which component makes a greater contribution to the free 
energy value—the DH or DS value? Comment on the signifi -
cance of this observation.

37. Glucose can be converted to glucose-6-phosphate:

glucose 1 phosphate ÷ glucose-6-phosphate 1 H2O

DG 5 13.8 kJ?mol21

(a) Is this reaction favorable? Explain.
(b) Suppose the synthesis of glucose-6-phosphate is coupled 
with the hydrolysis of ATP. Write the overall equation for the 
coupled process and calculate the �G of the coupled reaction. Is 
the conversion of glucose to glucose-6-phosphate favorable 
under these conditions? Explain.

ATP 1 H2O ÷ ADP 1 phosphate DG 5 �30.5 kJ ? mol21

38. Glyceraldehyde-3-phosphate (GAP) is converted to 
1,3-bisphosphoglycerate (1,3BPG) as shown below.

GAP 1 Pi 1 NAD1 ÷ 1,3BPG 1 NADH 
DG 5 16.7 kJ ? mol21

(a) Is this reaction spontaneous? The reaction shown above is 
coupled to the following reaction in which 1,3BPG is converted 
to 3-phosphoglycerate (3PG):

1,3BPG 1 ADP ÷ 3PG 1 ATP DG 5 218.8 kJ ? mol21

(b) Write the equation for the overall conversion of GAP to 
3PG. Is the coupled reaction favorable?

39. Place these molecules in order from the most oxidized to the 
most reduced.

O

OHH C

A

H

CH H

H
B

OO C

C

40. Identify the process described in the statements below as an 
oxidation or reduction process.

(a) Monosaccharides are synthesized from carbon dioxide by 
plants during photosynthesis.
(b) An animal eats the plant and breaks down the monosaccha-
ride in order to obtain energy for cellular processes.

41. Given the following reactions, tell whether the reactant is 
being oxidized or reduced. Reactions may not be balanced.

C(CH2)14 O�CH3

O

C S CoACH3

O

(a) 8

C

CH2

COO�

COO�

OCH

(b)

CH2

COO�

COO�

OH

CH

CH2

OH

CH

CH

COO� COO�

COO� COO�

(c)

� H2

�H3N

CH2

�O

O

O

CH

CH

C

NH3
�O C

CH2

S

(d)

S
CH2

�O

O

CH2 C

SH

�H3N

�

42. For each of the reactions in Problem 41, tell whether an oxi-
dizing agent or a reducing agent is needed to accomplish the reaction.

43. In some cells, lipids such as palmitate (shown in Section 1-2), 
rather than monosaccharides, serve as the primary metabolic fuel.

(a) Consider the oxidation state of palmitate’s carbon atoms 
and explain how it fi ts into a scheme such as the one shown in 
Figure 1-9.
(b) On a per-carbon basis, which would make more free energy 
available for metabolic reactions: palmitate or glucose?

44. Which yields more free energy when completely oxidized, 
stearate or 	-linolenate?

H3C (CH2)16 COO�

Stearate

�-Linolenate

H3C CH2 (CH     CHCH2)3 (CH2)6 COO�

1-4 The Origin and Evolution of Life

45. In the 1920s, Oparin and Haldane independently suggested 
that the energy of lightning storms in the prebiotic world could 
have transformed gases in the early atmosphere to small organic 
molecules. In 1953, Miller and Urey conducted an experiment 

22
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demonstrating that this scenario is plausible. They subjected a 
mixture of water, methane, ammonia, and hydrogen gas to electric 
discharge and refl uxed the mixture so that any compounds formed 
would dissolve and accumulate in the water. At the end of a week, 
they analyzed the solution and found glycine, alanine, lactic acid, 
urea, and other amino acids and small organic acids. What was the 
signifi cance of this experiment?

46. In order to give rise to more highly complex structures, what 
capabilities did the fi rst biological molecules have to have?

47. Why is molecular information so important for classifying 
and tracing the evolutionary relatedness of bacterial species but less 
important for vertebrate species?

48. The fi rst theories to explain the similarities between bacteria 
and mitochondria or chloroplasts suggested that an early eukaryotic 
cell actually engulfed but failed to fully digest a free-living prokary-
otic cell. Why is such an event unlikely to account for the origin of 
mitochondria or chloroplasts?

49. Draw a simple evolutionary tree that shows the relationships 
between species A, B, and C based on the DNA sequences given 
here.

  Species A T C G T C G A G T C

  Species B T G G A C T A G C C

  Species B T G G A C C A G C C

50. A portion of the evolutionary tree for a fl u virus is shown 
here. Different strains are identifi ed by an H followed by a  number.

H15

H10

H7

H4

H3

H14

(a) Identify two pairs of closely related fl u strains.
(b) Which strain(s) is(are) most closely related to strain H3?

Koonin, E. V., The origin and early evolution of eukaryotes 
in the light of phylogenomics, Genome Biol. 11, 209 (2010). 
 [Discusses several models for the origin of eukaryotic cells.]

Koshland, D. E., Jr., The seven pillars of life, Science 295, 
2215–2216 (2002). [Describes some of the essential attributes of all 
 organisms, including a DNA program, ability to mutate, compart-
mentalization, need for energy, ability to regenerate, adaptability, 
and seclusion.]

Mora, C., Tittensor, D. P., Adl, S., Simpson, A. G. B., and Worm, 
B., How many species are there on earth and in the ocean? PLoS 
Biol 9(8): e1001127. doi:10.1371/journal.pbio.1001127 (2011). 
[Shows how statistical analysis of databases can be used to estimate 
the total number of known and not-yet-described species.]

SELECTED READINGS

Nee, S., More than meets the eye, Nature  429, 804–805 (2004). 
[A brief commentary about appreciating the metabolic diversity of 
microbial life.]

Nisbet, E. G., and Sleep, N. H., The habitat and nature of 
early life, Nature 409, 1083–1091 (2001). [Explains some of the 
hypotheses regarding the early earth and the origin of life, including 
the possibility that life originated at hydrothermal vents.]

Tinoco, I., Jr., Sauer, K., Wang, J. C., and Puglisi, J., Physical 
Chemistry: Principles and Applications in Biological Sciences (4th ed.), 
Chapters 2–5, Prentice Hall (2002). [This and other physical chemis-
try textbooks present the basic equations of thermodynamics.]
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AQUEOUS CHEMISTRY2ch
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THIS CHAPTER IN CONTEXT

 WHY do so many substances dissolve in water?

We call water the medium of life because water surrounds biological molecules and 
helps determine their shapes and chemical reactivity. But why is this so? In this 

chapter we will see how water interacts with other substances, such as the green 
dye shown here—either through electrostatic or hydrophobic effects—in ways 
that are not possible for other types of solvents.

Do You Remember?
 Biological molecules are composed of a subset of all possible elements and 

functional groups (Section 1-2).

 The free energy of a system is determined by its enthalpy and entropy 

(Section 1-3).

Part 1 Foundations

  2 Aqueous Chemistry

Part 2  Molecular Structure 
and Function

Part 3 Metabolism

Part 4 Genetic Information
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Living organisms can be found in virtually every portion of the earth that contains 
liquid water. In the polar ice caps, prokaryotes and small eukaryotes survive in the 
spaces between ice crystals (Fig. 2-1). The hot waters near hydrothermal vents host 
the prokaryote Pyrolobus fumarii, which grows best at a temperature of 1058C and 
can tolerate 1138C. Living organisms have even been discovered several kilometers 
below the earth’s surface, but only where water is present.

Water is a fundamental requirement for life, so it is important to understand 
the structural and chemical properties of water. Not only are most biological mol-
ecules surrounded by water, but their molecular structure is in part governed by 
how their component groups interact with water. And water plays a role in how 
these molecules assemble to form larger structures or undergo chemical transfor-
mation. In fact, water itself—or its H1 and OH2 constituents—participates di-
rectly in many biochemical processes. Therefore, an examination of water is a 
logical prelude to exploring the structures and functions of biomolecules in the 
following chapters.

Figure 2-1 Methanococcoides 
burtonii. These bacterial cells from an 
Antarctic lake survive at temperatures 
as low as 22.58C. [M. Rohde, GBF/Science 
Photo Library/Photo Researchers.]

What is the nature of the substance that accounts for about 70% of the mass of most 
organisms? The human body, for example, is about 60% by weight water, most of it 
in the extracellular fl uid (the fl uid surrounding cells) and inside cells:

Intracellular
water (40%)

Non-water (40%)

Water in circulatory 
system (5%)

Extracellular water
(15%)

In an individual H2O molecule, the central oxygen atom forms covalent bonds with 
two hydrogen atoms, leaving two unshared pairs of electrons. The molecule there-
fore has approximately tetrahedral geometry, with the oxygen atom at the center of 
the tetrahedron, the hydrogen atoms at two of the four corners, and electrons at the 
other two corners (Fig. 2-2).

As a result of this electronic arrangement, the water molecule is polar ; that is, it 
has an uneven distribution of charge. The oxygen atom bears a partial negative 
charge (indicated by the symbol d2), and each hydrogen atom bears a partial positive 
charge (indicated by the symbol d1):

δ+

δ−

δ+

This polarity is the key to many of water’s unique physical properties.

KEY CONCEPTS
• The polar water molecule forms 

hydrogen bonds with other 
molecules.

• Noncovalent forces, including 
hydrogen bonds, ionic interactions, 
and van der Waals forces, act on 
biological molecules.

• Water dissolves both ionic and polar 
substances.

2-1  Water Molecules Form 
Hydrogen Bonds

Figure 2-2 Electronic structure 
of the water molecule. Four electron 
orbitals, in an approximately tetrahedral 
arrangement, surround the central 
oxygen. Two orbitals participate in 
bonding to hydrogen (gray), and two 
contain unshared electron pairs.

H

O

H
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Neighboring water molecules tend to orient themselves so that each partially pos-
itive hydrogen is aligned with a partially negative oxygen:

δ+

δ−

This interaction, shaded yellow here, is known as a hydrogen bond. 
Traditionally shown as a simple electrostatic attraction between 
oppositely charged particles, the hydrogen bond is now known to 
have some covalent character. This means that the bond has direction-
ality, or a preferred orientation.

Each water molecule can potentially participate in four hydrogen 
bonds, since it has two hydrogen atoms to “donate” to a hydrogen 
bond and two pairs of unshared electrons that can “accept” a hydro-
gen bond. In ice, a crystalline form of water, each water molecule 

does indeed form hydrogen bonds with four other water molecules (Fig. 2-3). This 
regular, lattice-like structure breaks down when the ice melts.

In liquid water, each molecule can potentially form hydrogen bonds with up to 
four other water molecules, but each bond has a lifetime of only about 10212 s. As a 
result, the structure of water is continually fl ickering as water molecules rotate, bend, 
and reorient themselves. Theoretical calculations and spectroscopic data suggest that 
water molecules participate in only two strong hydrogen bonds, one as a donor and 
one as an acceptor, generating transient hydrogen-bonded clusters such as the six-
membered ring shown here:

Because of its ability to form hydrogen bonds, water is highly cohesive. This 
accounts for its high surface tension, which allows certain insects to walk on water 
(Fig. 2-4). The cohesiveness of water molecules also explains why water remains a 
liquid, whereas molecules of similar size, such as CH4 and H2S, are gases at room 
temperature (258C). At the same time, water is less dense than other liquids because 
hydrogen bonding demands that individual molecules not just approach each other 
but interact with a certain orientation. This geometrical constraint also explains why 
ice fl oats; for other materials, the solid is denser than the liquid.

Hydrogen bonds are one type of electrostatic force

Powerful covalent bonds defi ne basic molecular constitutions, but much weaker 
noncovalent bonds, including hydrogen bonds, govern the fi nal three-dimensional 
shapes of molecules and how they interact with each other. For example, about 
460 kJ � mol21 (110 kcal � mol21) of energy is required to break a covalent OOH 
bond. But a hydrogen bond in water has a strength of only about 20 kJ � mol21 
(4.8 kcal � mol21). Other noncovalent interactions are weaker still.

Among the noncovalent interactions that occur in biological molecules are elec-
trostatic interactions between charged groups such as carboxylate (OCOO2) and 
amino (ONH3

1) groups. These ionic interactions are intermediate in strength to 
covalent bonds and hydrogen bonds (Fig. 2-5).

Figure 2-3 Structure of ice. Each 
water molecule acts as a donor for two 
hydrogen bonds and an acceptor for two 
hydrogen bonds, thereby interacting 
with four other water molecules in 
the crystal. (Only two layers of water 
molecules are shown here.)

? Identify a hydrogen bond donor and 
acceptor in this structure.

Figure 2-4 A water strider supported 
by the surface tension of water. 
[Hermann Eisenbeiss/Photo Research, Inc.]
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Hydrogen bonds, despite their partial covalent nature, are classifi ed 
as a type of electrostatic interaction. At about 1.8 Å, they are longer 
and hence weaker than a covalent OOH bond (which is about 1 Å 
long). However, a completely noninteracting O and H would approach 
no closer than about 2.7 Å, which is the sum of their van der Waals 
radii (the van der Waals radius of an isolated atom is the distance from 
its nucleus to its effective electronic surface). 

1 Å

O H Covalent bond

2.7 Å

O H No bond

Hydrogen bond

1.8 Å

HO

(a)

(b)

(c)

Hydrogen bonds usually involve NOH, OOH, and SOH groups as hydrogen 
donors and the electronegative N, O, or S atoms as hydrogen acceptors (electro-
negativity is a measure of an atom’s affi nity for electrons; Table 2-1). Water, therefore, 
can form hydrogen bonds not just with other water molecules but with a wide variety of 
other compounds that bear N-, O-, or S-containing functional groups.

O OH

H H

R
Water–alcohol

O NH

H

H

R

R
Water–amine

Likewise, these functional groups can form hydrogen bonds among themselves. For 
example, the complementarity of bases in DNA and RNA is determined by their 
ability to form hydrogen bonds with each other:

Cytosine

Guanine

Other electrostatic interactions occur between particles that are polar but not 
actually charged, for example, two carbonyl groups:

C O
�

�

C O
�

�

Figure 2-5 Relative strengths of 
bonds in biological molecules.
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TABLE 2-1

Electronegativities of Some Elements

 Element Electronegativity

 C  2.55
 F  3.98
 H  2.20
 N  3.04
 O  3.44

27
Water Molecules Form 

Hydrogen Bonds

c02AqueousChemistry.indd Page 27  15/06/12  11:13 AM user-F391c02AqueousChemistry.indd Page 27  15/06/12  11:13 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



These forces, called van der Waals interactions, are usually weaker than hydrogen 
bonds. The interaction shown on the previous page, between two strongly polar 

groups, is known as a dipole–dipole interaction and has a 
strength of about 9 kJ � mol21. Very weak van der Waals 
 interactions, called London dispersion forces, occur between 
nonpolar molecules as a result of small fl uctuations in their 
distribution of electrons that create a temporary separation 
of charge. Nonpolar groups such as methyl groups can there-
fore experience a small  attractive force, in this case about 
0.3 kJ � mol21:

CH

H

H

�
�

�
�

C H

H

H

�
�

�
�

Not surprisingly, these forces act only when the groups are 
very close, and their strength quickly falls off as the groups 

draw apart. If the groups approach too closely, however, their van der Waals radii 
collide and a strong repulsive force overcomes the attractive force.

Although hydrogen bonds and van der Waals interactions are individually weak, 
biological molecules usually contain multiple groups capable of participating in these 
intermolecular interactions, so their cumulative effect can be signifi cant (Fig. 2-6). 
Drug molecules are typically designed to optimize the weak interactions that govern 
their therapeutic activity (Box 2-A).

Figure 2-6 The cumulative effect 
of small forces. Just as the fi ctional 
giant Gulliver was restrained by 
many small tethers at the hands of 
the tiny Lilliputians, the structures of 
macromolecules are constrained by 
the effects of many weak noncovalent 
interactions. [Hulton Archive/Getty Images.]

BIOCHEMISTRY NOTEBOX 2-A

Why Do Some Drugs Contain Fluorine?

As mentioned in Section 1-2, the most abundant elements in biological molecules are 
H, C, N, O, P, and S. Fluorine only rarely appears in naturally occurring organic com-
pounds. Why, then, do about one-quarter of all drug molecules, including the widely 
prescribed Prozac (fl uoxetine, an antidepressant; Box 9-C), fl uorouracil (an anticancer 
agent; Section 7-3), and Ciprofl oxacin (an antibacterial agent; Section 20-1), contain F?

Prozac (Fluoxetine)

F3C

O
CH3

N
H

In designing an effective drug, pharmaceutical scientists often intentionally introduce F 
in order to alter the drug’s chemical or biological properties without signifi cantly altering its 
shape. Fluorine can take the place of hydrogen in a chemical structure, but with its high 
electronegativity (see Table 2-1), F behaves much more like O than H. Consequently, trans-
forming a relatively inert COH group into an electron-withdrawing C—F group can de-
crease the basicity of nearby amino groups (see Section 2-3). Fewer positive charges in a drug 
allow it to more easily pass through membranes to enter cells and exert its biological effect.

In addition, the polar COF bond can participate in hydrogen bonding (COF · · · 
HOC) or other dipole–dipole interactions (such as COF ? ? ? CPO), potentially aug-
menting the intermolecular attraction between a drug and its target molecule in the 
body. Better binding usually means that the drug will be effective at lower concentra-
tions and will have fewer side effects.

Question: Identify the hydrogen-bonding groups in Prozac.

28
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TABLE 2-2   Dielectric Constants for Some Solvents 
at Room Temperature

Solvent Dielectric Constant

Formamide (HCONH2) 109
Water 80
Methanol (CH3OH) 33
Ethanol (CH3CH2OH) 25
1-Propanol (CH3CH2CH2OH) 20
1-Butanol (CH3CH2CH2CH2OH) 18
Benzene (C6H6) 2

? Compare the hydrogen-bonding ability of these solvents.

Cl–

Na+

Water dissolves many compounds

The answer to the question we asked at the start of the chapter is that, unlike most 
other solvent molecules, water molecules are able to form hydrogen bonds and par-
ticipate in other electrostatic interactions with a wide variety of compounds. Water 
has a relatively high dielectric constant, which is a measure of a solvent’s ability to 
diminish the electrostatic attractions between dissolved ions (Table 2-2). The higher 
the dielectric constant of the solvent, the less able the ions are to associate with each 
other. The polar water molecules surround ions (for example, the Na1 and Cl2 ions 
from the salt NaCl) by aligning their partial charges with the oppositely charged 
ions. Because the interactions between the polar water molecules and the ions are 
stronger than the attractive forces between the Na1 and Cl2 ions, the salt dissolves (the 
dissolved particle is called a solute). Each solute ion surrounded by water molecules 
(shown at right) is said to be solvated (or hydrated, to indicate that the solvent is 
water).

Biological molecules that bear polar or ionic functional groups are also readily 
solubilized, in this case because the groups can form hydrogen bonds with the solvent 
water molecules. Glucose, for example, with its six hydrogen-bonding oxygens, is 
highly soluble in water:

The concentration of glucose in human blood is about 5 mM. In a solution of 
5 mM glucose in water, there are about 10,000 water molecules for every glucose 
molecule (the water molecules are present at a concentration of about 55.5 M). 
However, biological molecules are never found alone in such dilute conditions 
in vivo, because a large number of small molecules, large polymers, and macromo-
lecular aggregates collectively form a solution that is more like a hearty stew than a 
thin, watery soup (Fig. 2-7).

Inside a cell, the spaces between molecules may be only a few Å wide, enough 
room for only two water molecules to fi t. This allows solute molecules, each with a 
coating of properly oriented water molecules, to slide past each other. This thin 
coating, or shell, of water may be enough to keep molecules from coming into 

Figure 2-7 Portion of a Dictyostelium 
cell visualized by cryoelectron 
tomography. In this technique, the cells 
are rapidly frozen so that they retain 
their fi ne structure, and two-dimensional 
electron micrographs taken from different 
angles are merged to re-create a three-
dimensional image. The red structures are 
fi laments of the protein actin, ribosomes 
and other macromolecular complexes 
are colored green, and membranes are 
blue. Small molecules (not visible) fi ll 
the spaces between these larger cell 
components. [Courtesy Wolfgang Baumeister, 
Max Planck Institute for Biochemistry.]

 WHY do so many substances 

dissolve in water?
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Glucose and other readily hydrated substances are said to be hydrophilic (water-
loving). In contrast, a compound such as dodecane (a C12 alkane), 

which lacks polar groups, is relatively insoluble in water and is said to be hydrophobic 
(water-fearing). Although pure hydrocarbons are rare in biological systems, many 
biological molecules contain hydrocarbon-like portions that are insoluble in water.

When a nonpolar substance such as vegetable oil (which consists of hydrocarbon-
like molecules) is added to water, it does not dissolve but forms a separate phase. In 
order for the water and oil to mix, free energy must be added to the system (for 
example, by stirring vigorously or applying heat). Why is it thermodynamically un-
favorable to dissolve a hydrophobic substance in water? One possibility is that en-
thalpy is required to break the hydrogen bonds among solvent water molecules in 
order to create a “hole” into which a nonpolar molecule can fi t. Experimental mea-
surements, however, show that the free energy barrier (DG ) to the solvation process 
depends much more on the entropy term (DS ) than on the enthalpy term (DH; re-
call from Chapter 1 that DG 5 DH 2 TDS; Equation 1-2). This is because when a 
hydrophobic molecule is hydrated, it becomes surrounded by a layer of water mol-
ecules that cannot participate in normal hydrogen bonding but instead must align 
themselves so that their polar ends are not oriented toward the nonpolar solute. This 
constraint on the structure of water represents a loss of entropy in the system, because now 
the highly mobile water molecules have lost some of their freedom to rapidly form, 
break, and re-form hydrogen bonds with other water molecules (Fig. 2-8). The loss 

KEY CONCEPTS
• The hydrophobic effect, which 

is driven by entropy, excludes 
nonpolar substances from water.

• Amphiphilic molecules form micelles 
or bilayers.

2-2 The Hydrophobic Effect

Water

Nonpolar molecule

Layer of
constrained

water
molecules

Figure 2-8 Hydration of a nonpolar molecule. When a nonpolar molecule (green) is 
added to water, the system loses entropy because the water molecules surrounding the 
nonpolar solute (orange) lose their freedom to form hydrogen bonds. The loss of entropy is 
a property of the entire system, not just the water molecules nearest the solute, because these 
molecules are continually changing places with water molecules from the rest of the solution. 
The loss of entropy presents a thermodynamic barrier to the hydration of a nonpolar solute.

van der Waals contact (van der Waals interactions are weak but attractive), thereby 
helping maintain the cell’s contents in a crowded but fl uid state.

CONCEPT REVIEW
• Why is a water molecule polar?
• What is a hydrogen bond, and why does it form between water molecules?
• Describe the structure of liquid water.
• Describe the nature and relative strength of ionic interactions, hydrogen 

bonds, and van der Waals interactions.
• What happens when an ionic substance dissolves?
• Explain why water is a more effective solvent than ammonia or methanol.
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of entropy is not due to the formation of a frozen “cage” of water molecules around 
the nonpolar solute, as commonly pictured, because in liquid water, the solvent 
molecules are in constant motion.

When a large number of nonpolar molecules are introduced into a sample of 
water, they do not disperse and become individually hydrated, each surrounded by 
a layer of water molecules. Instead, the nonpolar molecules tend to clump together, 
removing themselves from contact with water molecules. (This explains why small 
oil droplets coalesce into one large oily phase.) Although the entropy of the nonpolar 
molecules is thereby reduced, this thermodynamically unfavorable event is more 
than offset by the increase in the entropy of the water molecules, which regain their 
ability to interact freely with other water molecules (Fig. 2-9).

The exclusion of nonpolar substances from an aqueous solution is known as the 
 hydrophobic effect. It is a powerful force in biochemical systems, even though it is 
not a bond or an attractive interaction in the conventional sense. The nonpolar 
molecules do not experience any additional attractive force among themselves; 
they aggregate only because they are driven out of the aqueous phase by the unfa-
vorable entropy cost of individually hydrating them. The hydrophobic effect gov-
erns the structures and functions of many biological molecules. For example, the 
polypeptide chain of a protein folds into a globular mass so that its hydrophobic 
groups are in the interior, away from the solvent, and its polar groups are on the 
exterior, where they can interact with water. Similarly, the structure of the lipid 
membrane that surrounds all cells is maintained by the hydrophobic effect acting 
on the lipids.

Amphiphilic molecules experience both hydrophilic 
interactions and the hydrophobic effect

Consider a molecule such as the fatty acid palmitate:

The hydrocarbon “tail” of the molecule (on the right) is nonpolar, while its carbox-
ylate “head” (on the left) is strongly polar. Molecules such as this one, which have 
both hydrophobic and hydrophilic portions, are said to be amphiphilic or amphi-
pathic. What happens when amphiphilic molecules are added to water? In general, 
the polar groups of amphiphiles orient themselves toward the solvent molecules and are 
therefore hydrated, while the nonpolar groups tend to aggregate due to the hydrophobic 
effect. As a result, the amphiphiles may form a spherical micelle, a particle with a 
solvated surface and a hydrophobic core (Fig. 2-10).

Depending in part on the relative sizes of the hydrophilic and hydrophobic por-
tions of the amphiphiles, the molecules may form a sheet rather than a spherical 
micelle. The amphiphilic lipids that provide the structural basis of biological 
membranes form two-layered sheets called bilayers, in which a hydrophobic layer is 

Figure 2-9 Aggregation of nonpolar 
molecules in water. (a) The individual 
hydration of dispersed nonpolar 
molecules (green) decreases the entropy 
of the system because the hydrating 
water molecules (orange) are not as free 
to form hydrogen bonds. (b) Aggregation 
of the nonpolar molecules increases the 
entropy of the system, since the number 
of water molecules required to hydrate 
the aggregated solutes is less than the 
number of water molecules required to 
hydrate the dispersed solute molecules. 
This increase in entropy accounts for the 
spontaneous aggregation of nonpolar 
substances in water.

? Explain why it is incorrect to describe 
the behavior shown in part (b) in 
terms of “hydrophobic bonds.”

Figure 2-10 A micelle formed 
by amphiphilic molecules. The 
hydrophobic tails of the molecules 
aggregate, out of contact with water, 
due to the hydrophobic effect. The 
polar head groups are exposed to and 
can interact with the solvent water 
molecules.

(a) (b)

Polar head group

Nonpolar tail
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sandwiched between hydrated polar surfaces (Fig. 2-11). The structures of biologi-
cal membranes are discussed in more detail in Chapter 8. The formation of micelles 
or bilayers is thermodynamically favored because the hydrogen-bonding capacity of 
the polar head groups is satisfi ed through interactions with solvent water molecules, 
and the nonpolar tails are sequestered from the solvent.

The hydrophobic core of a lipid bilayer is a barrier 
to diffusion

To eliminate its solvent-exposed edges, a lipid bilayer tends to close up to form a 
vesicle, shown cut in half:

Many of the subcellular compartments (organelles) in eukaryotic cells have a similar 
structure.

When the vesicle forms, it traps a volume of the aqueous solution. Polar solutes 
in the enclosed compartment tend to remain there because they cannot easily 
pass through the hydrophobic interior of the bilayer. The energetic cost of trans-
ferring a hydrated polar group through the nonpolar lipid tails is too great. (In 
contrast, small nonpolar molecules such as O2 can pass through the bilayer rela-
tively easily.)

Normally, substances that are present at high concentrations tend to diffuse to 
regions of lower concentration (this movement “down” a concentration gradient is a 
spontaneous process driven by the increase in entropy of the solute molecules). A 
barrier such as a bilayer can prevent this diffusion (Fig. 2-12). This helps explain why 
cells, which are universally enclosed by a membrane, can maintain their specifi c 
concentrations of ions, small molecules, and biopolymers even when the external 
concentrations of these substances are quite different (Fig. 2-13). The solute com-
position of intracellular compartments and other biological fl uids is carefully regu-
lated. Not surprisingly, organisms spend a considerable amount of metabolic energy 
to maintain the proper concentrations of water and salts, and losses of one or the 
other must be compensated (Box 2-B).

Figure 2-11 A lipid bilayer. The 
amphiphilic lipid molecules form two 
layers so that their polar head groups 
are exposed to the solvent while their 
hydrophobic tails are sequestered in the 
interior of the bilayer, away from water. 
The likelihood of amphiphilic molecules 
forming a bilayer rather than a micelle 
depends in part on the sizes and nature 
of the hydrophobic and hydrophilic 
groups. One-tailed lipids tend to form 
micelles (see Fig. 2-10), and two-tailed 
lipids tend to form bilayers.

? Indicate where a sodium ion and a 
benzene molecule would be located.

Polar head group

Nonpolar tails

(a) (b)

Figure 2-12 A bilayer prevents 
the diffusion of polar substances. 
(a) Solutes spontaneously diffuse 
from a region of high concentration 
to a region of low concentration. 
(b) A lipid barrier, which presents a 
thermodynamic barrier to the passage of 
polar substances, prevents the diffusion 
of polar substances out of the inner 
compartment (it also prevents the 
inward diffusion of polar substances 
from the external solution).
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Figure 2-13 Ionic composition of intracellular and extracellular fl uid. Human cells 
contain much higher concentrations of potassium than of sodium or chloride; the 
opposite is true of the fl uid outside the cell. The cell membrane helps maintain the 
concentration differences.
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BIOCHEMISTRY NOTEBOX 2-B

Sweat, Exercise, and Sports Drinks

Animals, including humans, generate heat, even at rest, due to their metabolic activity. 
Some of this heat is lost to the environment by radiation, convection, conduction, 
and—in terrestrial animals—the vaporization of water. Evaporation has a signifi cant 
cooling effect because about 2.5 kJ of heat is given up for every gram (mL) of water lost. 
In humans and certain other animals, an increase in skin temperature triggers the activ-
ity of sweat glands, which secrete a solution containing (in humans) about 50 mM Na1, 
5 mM K1, and 45 mM Cl2. The body is cooled as the sweat evaporates from its 
surface.

The evaporation of water accounts for a small portion of a resting body’s heat loss, 
but sweating is the main mechanism for dissipating heat generated when the body is 
highly active. During vigorous exercise or exertion at high ambient temperatures, the 
body may experience a fl uid loss of up to 2 L per hour. Athletic training not only im-
proves the performance of the muscles and cardiopulmonary system, it also increases the 
capacity for sweating so that the athlete begins to sweat at a lower skin temperature and 
loses less salt in the secretions of the sweat glands. But regardless of training, a fl uid loss 
representing more than 2% of the body’s weight may impair cardiovascular function. In 
fact, “heat exhaustion” in humans is usually due to dehydration rather than an actual 
increase in body temperature.

Numerous studies have concluded that athletes seldom drink enough before or 
during exercise. Ideally, fl uid intake should match the losses due to sweat, and the 
rate of intake should keep pace with the rate of sweating. So what should the consci-
entious athlete drink? For activities lasting less than about 90 minutes, especially 
when periods of high intensity alternate with brief periods of rest, water alone is suf-
fi cient. Commercial sports drinks containing carbohydrates can replace the water lost 
as sweat and also provide a source of energy. However, this carbohydrate boost may 
be an advantage only during prolonged sustained activity, such as during a marathon, 
when the body’s own carbohydrate stores are depleted. A marathon runner or a man-
ual laborer in the hot sun might benefi t from the salt found in sports drinks, but 
most athletes don’t need the supplemental salt (although it does make the carbohy-
drate solution more palatable). A normal diet usually contains enough Na1 and Cl2 
to offset the losses in sweat.

Question: Compare the ion concentrations of sweat and extracellular fl uid.

CONCEPT REVIEW
• Why do polar molecules dissolve more easily than nonpolar substances 

in water?
• What does entropy have to do with the solubility of nonpolar substances 

in water?
• Can a molecule be both hydrophilic and hydrophobic?
• Why is a lipid bilayer a barrier to the diffusion of polar molecules?

Water is not merely an inert medium for biochemical processes; it is an active 
participant. Its chemical reactivity in biological systems is in part a result of its 
ability to ionize. This can be expressed in terms of a chemical equilibrium:

H2O Δ H1 1 OH2

The products of water’s dissociation are a hydrogen ion or proton (H1) and a 
hydroxide ion (OH2).

KEY CONCEPTS
• Water ionizes to form H1 and OH2.
• An acid’s pK value describes its 

tendency to ionize.
• The pH of a solution of acid depends 

on the pK and the concentrations of 
the acid and its conjugate base.

2-3 Acid–Base Chemistry
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Aqueous solutions do not actually contain lone protons. Instead, the H1 can be 
visualized as combining with a water molecule to produce a hydronium ion (H3O

1):

�
O

H

H H

However, the H1 is somewhat delocalized, so it probably exists as 
part of a larger, fl eeting structure such as

O O orH�

H

O

H

H

HH

H

H

H�
O

H

O
H

H

HH
O

Because a proton does not remain associated with a single water molecule, it 
appears to be relayed through a hydrogen-bonded network of water molecules 
(Fig. 2-14). This rapid proton jumping means that the effective mobility of H1 in water 
is much greater than the mobility of other ions that must physically diffuse among water 
molecules. Consequently, acid–base reactions are among the fastest biochemical reactions.

[H1] and [OH2] are inversely related

Pure water exhibits only a slight tendency to ionize, so the resulting concentrations of H1 
and OH2 are actually quite small. According to the law of mass action, the ionization of 
water can be described by a dissociation constant, K, which is equivalent to the concen-
trations of the reaction products divided by the concentration of un-ionized water:

 K 5
[H1][OH2]

[H2O]
 [2-1]

The square brackets represent the molar concentrations of the indicated species.
Because the concentration of H2O (55.5 M) is so much greater than [H1] or 

[OH2], it is considered to be constant, and K is redefi ned as Kw, the ionization 
constant of water:

 K w 5 K [H2O] 5 [H1][OH2] [2-2]

Kw is 10214 at 258C. In a sample of pure water, [H1] 5 [OH2], so [H1] and [OH2] 
must both be equal to 1027 M:

 K w 5 10214 5 [H1][OH2] 5 (1027
 M)(1027

 M) [2-3]

Since the product of [H �] and [OH �] in any solution must be equal to 10214, a  hydrogen 
ion concentration greater than 1027 M is balanced by a hydroxide ion concentration 
less than 1027 M (Fig. 2-15).

Figure 2-14 Proton jumping. A proton 
associated with one water molecule 
(as a hydronium ion, at left) appears to 
jump rapidly through a network 
of hydrogen-bonded water molecules.

+

Figure 2-15 Relationship between 
[H1] and [OH2]. The product of [H1] 
and [OH2] is Kw, which is equal to 
10214. Consequently, when [H1] is 
greater than 1027 M, [OH2] is less than 
1027 M, and vice versa. [H+] (M) [OH−] (M)
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A solution in which [H1] 5 [OH2] 5 1027 M is said to be neutral; a solution 
with [H1] . 1027 M ([OH2] , 1027 M) is acidic; and a solution with [H1] , 
1027 M ([OH2] . 1027 M) is basic. To more easily describe such solutions, the 
hydrogen ion concentration is expressed as a pH:

 pH 5 2log[H1] [2-4]

Accordingly, a neutral solution has a pH of 7, an acidic solution has a pH , 7, and 
a basic solution has a pH . 7 (Fig. 2-16). Note that because the pH scale is loga-
rithmic, a difference of one pH unit is equivalent to a 10-fold difference in [H �]. The 
so-called physiological pH, the normal pH of human blood, is a near-neutral 7.4. 
The pH values of some other body fl uids are listed in Table 2-3. Acid–base chemis-
try is also a concern outside the laboratory (Box 2-C).

BIOCHEMISTRY NOTEBOX 2-C

Atmospheric CO2 and Ocean Acidifi cation

The human-generated increase in atmospheric carbon dioxide that is contributing to 
global warming is also impacting the chemistry of the world’s oceans. Atmospheric CO2 
dissolves in water and reacts with it to generate carbonic acid. The acid immediately dis-
sociates to form protons (H1) and bicarbonate (HCO2

3 ):

CO2 1 H2O Δ H2CO3 Δ H1 1 HCO2
3

The addition of hydrogen ions from CO2-derived carbonic acid therefore leads to a 
decrease in the pH. Currently, the earth’s oceans are slightly basic, with a pH of ap-
proximately 8.0. It has been estimated that over the next 100 years, the ocean pH 
will drop to about 7.8. Although the oceans act as a CO2 “sink” that helps mitigate 
the increase in atmospheric CO2, the increase in acidity in the marine environment 
represents an enormous challenge to organisms that must adapt to the new 
conditions.

Many marine organisms, including mollusks, many corals, and some plankton, 
use dissolved carbonate ions (CO22

3 ) to construct protective shells of calcium car-
bonate (CaCO3). However, carbonate ions can combine with H1 to form bicar-
bonate:

CO22
3 1 H1 Δ HCO2

3

Consequently, the increase in ocean acidity could decrease the availability of carbonate 
and thereby slow the growth of shell-building organisms. This not only would affect the 
availability of shellfi sh for human consumption but also would impact huge numbers of 
unicellular organisms at the base of the marine food chain. It is possible that acidifi ca-
tion of the oceans could also dissolve existing calcium carbonate–based materials, such 
as coral reefs:

CaCO3 1 H1 Δ HCO2
3 1 Ca21

This could have disastrous consequences for these species-rich ecosystems.

Question: Paradoxically, some marine organisms appear to benefi t from increased 
atmospheric CO2. Write an equation that describes how increased bicarbonate 
concentrations in seawater could promote shell growth.

TABLE 2-3  

pH Values of Some Biological Fluids

Fluid pH

Pancreatic juice 7.8–8.0
Blood 7.4
Saliva 6.4–7.0
Urine 5.0–8.0
Gastric juice 1.5–3.0

Figure 2-16 Relationship between 
pH and [H1]. Because pH is equal to 
–log [H1], the greater the [H1], the 
lower the pH. A solution with a pH of 
7 is neutral, a solution with a pH , 7 
is acidic, and a solution with a pH . 7 
is basic.

? What is the difference in H1 concen-
tration between a solution at pH 4 
and a solution at pH 8?

[H+] (M)pH

14 10−14

13 10−13

12 10−12

11 10−11

10 10−10

9

Neutral

Basic

Acidic

10−9

8 10−8

7 10−7

6 10−6

5 10−5

4 10−4

3 10−3

2 10−2

1 10−1

0 1
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The pH of a solution can be altered

The pH of a sample of water can be changed by adding a substance that affects the 
existing balance between [H1] and [OH2]. Adding an acid increases the concentra-
tion of [H1] and decreases the pH; adding a base has the opposite effect. Biochemists 
defi ne an acid as a substance that can donate a proton and a base as a substance that can 
accept a proton. For example, adding hydrochloric acid (HCl) to a sample of water 
increases the hydrogen ion concentration ([H1] or [H3O

1]) because the HCl 
donates a proton to water:

HCl 1 H2O n H3O1 1 Cl2

Note that in this reaction, H2O acts as a base that accepts a proton from the added acid.
Similarly, adding the base sodium hydroxide (NaOH) increases the pH (decreases 

[H1]) by introducing hydroxide ions that can recombine with existing hydrogen ions:

NaOH 1 H3O1 n Na1 1 2 H2O

In this reaction, H3O
1 is the acid that donates a proton to the added base. The fi nal 

pH of the solution depends on how much H1 (for example, from HCl) has been 
introduced or how much H1 has been removed from the solution by its reaction 
with a base (for example, the OH2 ion of NaOH). Substances such as HCl and 
NaOH are known as “strong” acids and bases because they ionize completely in 
water. The Na1 and Cl2 ions are called spectator ions and do not affect the pH. 
Calculating the pH of a solution of strong acid or base is straightforward (see Sample 
Calculation 2-1).

SAMPLE CALCULATION 2-1

PROBLEM

SOLUTION

PRACTICE PROBLEMS

Calculate the pH of 1 L of water to which is added (a) 10 mL of 5.0 M HCl or 
(b) 10 mL of 5.0 M NaOH.

(a) The fi nal concentration of HCl is 
(0.01 L)(5.0 M)

1.01 L
5 0.050 M

 Since HCl dissociates completely, the added [H1] is equal to [HCl], or 0.050 M 
(the existing hydrogen ion concentration, 1027 M, can be ignored because it is 
much smaller).

 pH 5 2log[H1]

 5 2log 0.050

 5 1.3

(b) The fi nal concentration of NaOH is 0.050 M. Since NaOH dissociates 
completely, the added [OH2] is 0.050 M. Use Equation 2-2 to calculate [H1].

 K w 5 10214 5 [H1][OH2]

 [H1] 5 10214y[OH2]

 5 10214y(0.050 M)

 5 2.0 3 10213 M

 pH 5 2log[H1]

 5 2log(2.0 3 10213)

 5 12.7

1. Calculate the pH of 500 mL of water after the addition of 50 mL of 25 mM HCl.
2. Calculate the pH of 250 mL of water after mixing with 250 mL of 5 mM NaOH.
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A pK value describes an acid’s tendency to ionize

Most biologically relevant acids and bases, unlike HCl and NaOH, do not dissociate 
completely when added to water. In other words, proton transfer to or from water 
is not complete. Therefore, the fi nal concentrations of the acidic and basic 
species (including water itself ) must be expressed in terms of an equilibrium. 
For example, acetic acid partially ionizes, or donates only some of its protons to 
water:

CH3COOH 1 H2O Δ CH3COO2 1 H3O1

The equilibrium constant for this reaction takes the form

 K 5
[CH3COO2][H3O1]

[CH3COOH][H2O]
 [2-5]

Because the concentration of H2O is much higher than the other concentrations, it 
is considered constant and is incorporated into the value of K, which is then 
formally known as Ka, the acid dissociation constant:

 K a 5 K  [H2O] 5
[CH3COO2][H1]

[CH3COOH]
 [2-6]

The acid dissociation constant for acetic acid is 1.74 3 1025. The larger the value of 
Ka, the more likely the acid is to ionize; that is, the greater its tendency to donate 
a proton to water. The smaller the value of Ka, the less likely the compound is to 
donate a proton.

Acid dissociation constants, like hydrogen ion concentrations, are often very 
small numbers. Therefore, it is convenient to transform the Ka to a pK value as 
 follows:

 pK 5 2log K a [2-7]

For acetic acid,

 pK 5 2log(1.74 3 1025) 5 4.76  [2-8]

The larger an acid’s Ka, the smaller its pK and the greater its “strength” as an acid.
Consider an acid such as the ammonium ion, NH4

1:

NH1
4 Δ NH3 1 H1

Its Ka is 5.62 3 10210, which corresponds to a pK of 9.25. This indicates that the 
ammonium ion is a relatively weak acid, a compound that tends not to donate a 
proton. On the other hand, ammonia (NH3), which is the conjugate base of the 
acid NH4

1, readily accepts a proton. The pK values of some compounds are listed in 
Table 2-4. A polyprotic acid, a compound with more than one acidic hydrogen, has 
a pK value for each dissociation (called pK1, pK2, etc.). The fi rst proton dissociates 
with the lowest pK value. Subsequent protons are less likely to dissociate and so have 
higher pK values.

The pH of a solution of acid is related to the pK

When an acid (represented as the proton donor HA) is added to water, the fi nal 
hydrogen ion concentration of the solution depends on the acid’s tendency to ionize:

HA Δ A2 1 H1
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In other words, the fi nal pH depends on the equilibrium between HA and A2,

 K a 5
[A2][H1]

HA
 [2-9]

so that

 [H1] 5 K a  
[HA]

[A2]
 [2-10]

We can express [H1] as a pH, and Ka as a pK, which yields

 2log[H1] 5 2log K a 2 log 

[HA]

[A2]
 [2-11]

or

 pH 5 pK 1 log 

[A2]

[HA]
 [2-12]

Equation 2-12 is known as the Henderson–Hasselbalch equation. It relates the pH 
of a solution to the pK of an acid and the concentration of the acid (HA) and its 
conjugate base (A2). This equation makes it possible to perform practical calcula-
tions to predict the pH of a solution (see Sample Calculation 2-2) or the concentra-
tions of an acid and its conjugate base at a given pH (see Sample Calculation 2-3).

TABLE 2.4  pK Values of Some Acids

Name Formulaa  pK

Trifl uoroacetic acid CF3COOH 0.18
Phosphoric acid H3PO4 2.15b

Formic acid HCOOH 3.75
Succinic acid HOOCCH2CH2COOH 4.21b

Acetic acid CH3COOH 4.76
Succinate HOOCCH2CH2COO2 5.64c

Thiophenol C6H5SH 6.60
Phosphate H2PO2

4  6.82c

N-(2-acetamido)-2-amino-
 ethanesulfonic acid (ACES) H2NCOCH2N

1

H2CH2CH2SO2
3   6.90

Imidazolium ion 

NH

N 
H

�

 7.00

p-Nitrophenol HO NO2 7.24

N-2-hydroxyethylpiperazine- 
HOCH2CH2HN NCH2CH2SO3

�
�

 N9-2-ethanesulfonic acid (HEPES)  7.55

Glycinamide 1H3NCH2CONH2 8.20
Tris(hydroxymethyl)- 
 aminomethane (Tris) (HOCH2)3CN

1

H3  8.30
Boric acid H3BO3 9.24
Ammonium ion NH1

4  9.25
Phenol C6H5OH 9.90
Methylammonium ion CH3NH1

3  10.60
Phosphate HPO22

4  12.38d

a The acidic hydrogen is highlighted in red; bpK1; 
cpK2; 

dpK3.
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SAMPLE CALCULATION 2-2

SAMPLE CALCULATION 2-3

PROBLEM

PROBLEM

SOLUTION

SOLUTION

PRACTICE PROBLEMS

Calculate the pH of a 1-L solution to which has been added 6.0 mL of 1.5 M 
acetic acid and 5.0 mL of 0.4 M sodium acetate.

Calculate the concentration of formate in a 10-mM solution of formic acid at 
pH 4.15.

First, calculate the fi nal concentrations of acetic acid (HA) and acetate (A2). The 
fi nal volume of the solution is 1 L 1 6 mL 1 5 mL 5 1.011 L.

 [HA] 5
(0.006 L)(1.5 M)

1.011 L
5 0.0089 M

 [A2] 5
(0.005 L)(0.4 M)

1.011 L
5 0.0020 M

Next, substitute these values into the Henderson–Hasselbalch equation using the 
pK  for acetic acid given in Table 2-4:

 pH 5 pK 1 log  

[A2]

[HA]

 pH 5 4.76 1 log  

0.0020
0.0089

 5 4.76 2 0.65

 5 4.11

The solution of formic acid contains both the acid species (formic acid) and its 
conjugate base (formate). Use the Henderson–Hasselbalch equation to determine 
the ratio of formate (A2) to formic acid (HA) at pH 4.15, using the pK value 
given in Table 2-4.

 pH 5 pK 1 log 
[A2]

[HA]

 log 
[A2]
[HA]

5 pH 2 pK 5 4.15 2 3.75 5 0.40

 
[A2]

[HA]
5 2.51 or [A2] 5 2.51[HA]

Since the total concentration of formate and formic acid is 0.01 M, [A2] 1 [HA] 5 
0.01 M, and [HA] 5 0.01 M 2 [A2]. Therefore,

 [A2] 5 2.51[HA]

 [A2] 5 2.51(0.01 M 2 [A2])

 [A2] 5 0.0251 M 2 2.51[A2]

 3.51[A2] 5 0.0251 M

 [A2] 5 0.0072 M or 7.2 mM

3. Calculate the pH of a 1-L solution to which has been added 25 mL of 10 mM 
acetic acid and 25 mL of 30 mM sodium acetate.

4. Calculate the pH of a 500-mL solution to which has been added 10 mL of 50 mM 
boric acid and 20 mL of 20 mM sodium borate.

PRACTICE PROBLEMS5. Calculate the concentration of acetate in a 50-mM solution of acetic acid at pH 5.0.
6. Calculate the concentration of phosphoric acid in a 50-mM solution of 

phosphate at pH 3.0.

c02AqueousChemistry.indd Page 39  15/06/12  11:13 AM user-F391c02AqueousChemistry.indd Page 39  15/06/12  11:13 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



The Henderson–Hasselbalch equation indicates that when the pH of a solution of 
acid is equal to the pK of that acid, then the acid is half dissociated; that is, exactly half 
of the molecules are in the protonated HA form and half are in the unprotonated 
A2 form. You can prove to yourself that when [A2] 5 [HA], the log term of the 
Henderson–Hasselbalch equation becomes zero (log 1 5 0), and pH 5 pK. When 
the pH is far below the pK, the acid exists mostly in the HA form; when the pH is 
far above the pK, the acid exists mostly in the A2 form. Note that A2 signifi es a 
deprotonated acid; if the acid (HA) bears a positive charge to begin with, the dis-
sociation of a proton yields a neutral species, still designated A2.

Knowing the ionization state of an acidic substance at a given pH can be critical. 
For example, a drug that has no net charge at pH 7.4 may readily enter cells, whereas 
a drug that bears a net positive or negative charge at that pH may remain in the 
bloodstream and be therapeutically useless (see Sample Calculation 2-4).

PROBLEM

SOLUTION

PRACTICE PROBLEMS

Determine which molecular species of phosphoric acid predominates at pH values 
of (a) 1.5, (b) 4, (c) 9, and (d) 13.

From the pK values in Table 2-4, we know that:

Below pH 2.15, the fully protonated H3PO4 species predominates.

At pH 2.15, [H3PO4] 5 [H2PO2
4 ].

Between pH 2.15 and 6.82, the H2PO2
4  species predominates.

At pH 6.82, [H2PO2
4 ] 5 [HPO22

4 ].

Between pH 6.82 and 12.38, the HPO22
4  species predominates.

At pH 12.38, [HPO22
4 ] 5 [PO32

4 ].

Above pH 12.38, the fully deprotonated PO32
4  species predominates.

Therefore, the predominant species at the indicated pH values are (a) H3PO4, 
(b) H2PO2

4 , (c) HPO22
4 , and (d) PO32

4 .

 7. Which species of phosphoric acid predominates at pH 6?
 8. Which species of phosphoric acid predominates at pH 8?
 9. At what pH will [NH3] 5 [NH4

1]?
10.  Over what pH range will the HOOCCH2CH2COO2 form of succinic acid 

predominate?

SAMPLE CALCULATION 2-4

The pH-dependent ionization of biological molecules is also key to understand-
ing their structures and functions. Many of the functional groups on biological mole-
cules act as acids and bases. Their ionization states depend on their respective pK 
values and on the pH ([H1]) of their environment. For example, at physiological 
pH, a polypeptide bears multiple ionic charges because its carboxylic acid 
(OCOOH) groups are ionized to carboxylate (OCOO2) groups and its amino 
(ONH2) groups are protonated (ONH1

3 ). This is because the pK values for the 
carboxylic acid groups are about 4, and the pK values for the amino groups are above 
10. Consequently, below pH 4, both the carboxylic acid and amino groups are 
mostly protonated; above pH 10, both groups are mostly deprotonated.

 pH , 4 4 , pH , 10 pH . 10

 OCOOH OCOO2 OCOO2

 ONH3
1 ONH3

1 ONH2

Note that a compound containing a OCOO2 group is sometimes still called 
an “acid,” even though it has already given up its proton. Similarly, a “basic” compound 
may already have accepted a proton.

40
Ch 2 Aqueous Chemistry
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CONCEPT REVIEW
• What is pH and how is it related to [H1] and [OH2]?
• How does the addition of an acid or base affect the pH of a solution?
• What is the relationship between pK and a molecule’s tendency to lose a proton?
• What is the relationship between pH and the pK of an acid?

When a strong acid such as HCl is added to pure water, all the added acid contrib-
utes directly to a decrease in pH. But when HCl is added to a solution containing a 
weak acid in equilibrium with its conjugate base (A2), the pH does not change so 
dramatically, because some of the added protons combine with the conjugate base 
to re-form the acid and therefore do not contribute to an increase in [H1].

 HCl S H1 1 Cl2 large increase in [H1]
 HCl 1 A2 n HA 1 Cl2 small increase in [H1]

Conversely, when a strong base (such as NaOH) is added to the solution of weak 
acid/conjugate base, some of the added hydroxide ions accept protons from the acid 
to form H2O and therefore do not contribute to a decrease in [H1].

 NaOH S Na1 1 OH2 large decrease in [H1]
 NaOH 1 HA S Na1 1 A2 1 H2O small decrease in [H1]

The weak acid/conjugate base system (HA/A2) acts as a buffer against the added 
acid or base by preventing the dramatic changes in pH that would otherwise occur.

The buffering activity of a weak acid, such as acetic acid, can be traced by titrating the 
acid with a strong base (Fig. 2-17). At the start of the titration, all the acid is present in 
its protonated (HA) form. As base (for example, NaOH) is added, protons begin to dis-
sociate from the acid, producing A2. The continued addition of base eventually causes 
all the protons to dissociate, leaving all the acid in its conjugate base (A2) form. At the 
midpoint of the titration, exactly half the protons have dissociated, so [HA] 5 [A2] and 
pH 5 pK (Equation 2-12). The broad, fl at shape of the titration curve shown in 
Figure 2-17 indicates that the pH does not change drastically with added acid or base 
when the pH is near the pK. The effective buffering capacity of an acid is generally taken to 
be within one pH unit of its pK. For acetic acid (pK 5 4.76), this would be pH 3.76–5.76.

KEY CONCEPT
• Buffer solutions resist changes 

in pH.

2-4 Tools and Techniques: Buffers

pH

pK

0 0.5

H+ ions dissociated

1

[CH3COOH] > [CH3COO−] [CH3COOH] < [CH3COO−]

Midpoint
[CH3COOH] = [CH3COO−]

Start point

End point

1

2

3

4

5

6

7

8

Effective
buffering
range

Figure 2-17 Titration of acetic 
acid. At the start point (before base is 
added), the acid is present mainly in its 
CH3COOH form. As small amounts 
of base are added, protons dissociate 
until, at the midpoint of the titration 
(where pH 5 pK ), [CH3COOH] 5 
[CH3COO2]. The addition of more 
base causes more protons to dissociate 
until nearly all the acid is in the 
CH3COO2 form (the end point). 
The shaded area indicates the effective 
buffering range of acetic acid. Within 
one pH unit of the pK, additions of 
acid or base do not greatly perturb the 
pH of the solution.  See Animated 
Figure. Titration curves for acetic acid, 
phosphate, and ammonia.

? Sketch the titration curve for 
 ammonia.

41
Tools and Techniques: Buffers
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Ch 2 Aqueous Chemistry

Biochemists nearly always perform experiments in buffered solutions in order to 
maintain a constant pH when acidic or basic substances are added or when chemical 
reactions produce or consume protons. Without buffering, fl uctuations in pH 
would alter the ionization state of the molecules under study, which might then 
behave differently. Before biochemists appreciated the importance of pH, experi-
mental results were often poorly reproducible, even within the same laboratory.

A buffer solution is typically prepared from a weak acid and the salt of its conju-
gate base (see Sample Calculation 2-5). The two are mixed together in the appropri-
ate ratio, according to the Henderson–Hasselbalch equation, and the fi nal pH is 
adjusted if necessary by adding a small amount of concentrated HCl or NaOH. In 
addition to choosing a buffering compound with a pK value near the desired pH, a 
biochemist must consider other factors, including the compound’s solubility, stabil-
ity, toxicity to cells, reactivity with other molecules, and cost.

PROBLEM

SOLUTION

PRACTICE PROBLEMS

How many mL of a 2.0-M solution of boric acid must be added to 600 mL of a 
solution of 10 mM sodium borate in order for the pH to be 9.45?

Rearrange the Henderson–Hasselbalch equation to isolate the [A2]/[HA] term:

 pH 5 pK 1 log 
[A2]

[HA]

 log 
[A2]
[HA]

5 pH 2 pK

 
[A2]

[HA]
5 10(pH2pK )

Substitute the known pK (from Table 2-4) and the desired pH:

[A2]

[HA]
5 10(9.4529.24) 5 100.21 5 1.62

The starting solution contains (0.6 L)(0.01 mol ?  L21) 5 0.006 moles of borate 
(A2). The amount of boric acid (HA) needed is 0.006 mol/1.62 5 0.0037 mol.

Since the stock boric acid is 2.0 M, the volume of boric acid to be added is 
(0.0037 mol)/(2.0 mol ?  L21) 5 0.0019 L or 1.9 mL.

11. How many mL of a 5.0-M solution of sodium borate must be added to a 
200-mL solution of 50 mM boric acid in order for the pH to be 9.6?

12. How many mL of a 1-M solution of imidazolium chloride must be added to a 
500-mL solution of 10 mM imidazole in order for the pH to be 6.5?

SAMPLE CALCULATION 2-5

One commonly used laboratory buffer system that mimics physiological condi-
tions contains a mixture of dissolved NaH2PO4 and Na2HPO4 for a total phosphate 
concentration of 10 mM. The Na1 ions are spectator ions and are usually not sig-
nifi cant because the buffer solution usually also contains about 150 mM NaCl (see 
Fig. 2-13). In this “phosphate-buffered saline,” the equilibrium between the two 
species of phosphate ions can “soak up” added acid (producing more H2PO2

4 ) or 
added base (producing more HPO22

4 ).

Acid added

Base added

H2PO4
� H� � HPO4

2� 

H2PO4
� H� � HPO4

2� 

H2PO4
� H� � HPO4

2� 

pK = 6.82

This phenomenon illustrates Le Châtelier’s principle, which states that a change in 
concentration of one reactant will shift the concentrations of other reactants in 
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Tools and Techniques: Buffers

 order to restore equilibrium. In the human body, the major buffering systems in-
volve bicarbonate, phosphate, and other ions (Box 2-D).

CONCEPT REVIEW
• How does a solution of a weak acid and its conjugate base minimize 

changes in pH when a strong acid or base is added to the solution?
• What is the useful pH range of a buffer?

BOX 2-D

The cells of the human body typically maintain an internal pH 
of 6.9–7.4. The body does not normally have to defend itself 
against strong inorganic acids, but many metabolic processes 
generate acids, which must be buffered so that they do not cause 
the pH of blood to drop below its normal value of 7.4. The 
functional groups of proteins and phosphate groups can serve as 
biological buffers; however, the most important buffering system 
involves CO2 (itself a product of metabolism) in the blood plasma 
(plasma is the fl uid component of blood).

CO2 reacts with water to form carbonic acid, H2CO3

CO2 1 H2O Δ H2CO3

This freely reversible reaction is accelerated in vivo by the enzyme 
carbonic anhydrase, which is present in most tissues and is par-
ticularly abundant in red blood cells. Carbonic acid ionizes to 
bicarbonate, HCO2

3 (see Box 2-C):

H2CO3 Δ H1 1 HCO2
3

so that the overall reaction is

CO2 1 H2O Δ H1 1 HCO2
3

The pK for this process is 6.1 (the ionization of HCO2
3  to 

CO22
3  occurs with a pK of 10.3 and is therefore not signifi cant 

at physiological pH).
Although a pK of 6.1 appears to be just outside the range of a 

useful physiological buffer (which would be within one pH unit 
of 7.4), the effectiveness of the bicarbonate buffer system is aug-
mented by the fact that excess hydrogen ions can not only be 
buffered but can also be eliminated from the body. This is possible 
because after the H1 combines with HCO2

3  to re-form H2CO3, 
which rapidly equilibrates with CO2 1 H2O, some of the CO2 
can be given off as a gas in the lungs. If it becomes necessary to retain 
more H1 to maintain a constant pH, breathing can be adjusted so 
that less gaseous CO2 is lost during exhalation.

Changes in pulmonary function can adequately 
adjust blood pH on the order of minutes to hours; 
however, longer-term adjustments of hours to days 
are made by the kidneys, which use a variety of 
mechanisms to excrete or retain H1, bicarbonate, 
and other ions. In fact, the kidneys play a major role 
in the buffering of metabolic acids. Normal meta-
bolic activity generates acids as the result of the deg-
radation of amino acids, the incomplete oxidation 
of glucose and fatty acids, and the ingestion of acidic 
groups in the form of phosphoproteins and phos-
pholipids. The HCO2

3 required to buffer these 

Acid–Base Balance in Humans

acids is initially fi ltered out of the bloodstream in the kidneys, but the 
kidneys actively reclaim this bicarbonate before it is lost in the urine. 
Most bicarbonate reabsorption is accomplished by a system in which 
H1 leaves the kidney cells in exchange for Na1 (step 1 in the fi gure 
below). The expelled H1 combines with HCO2

3  in the fi ltrate, form-
ing CO2 (step 2). Because it is nonpolar, the CO2 can diffuse into the 
kidney cell, where it is converted back to H1 1 HCO2

3  (step 3).

In addition to reabsorbing fi ltered HCO2
3, the kidneys also 

generate additional HCO2
3 to offset losses due to the buffering 

of metabolic acids and the exhalation of CO2. Metabolic activity 
in the kidney cells produces CO2, which is converted to
H1 1 HCO2

3 . The cells actively secrete the H1, which is lost 
via the urine (step 1 in the fi gure below), accounting for the mildly 
acidic pH of normal urine. The bicarbonate remaining in the cell 
is returned to the bloodstream in exchange for Cl2 (step 2).

CLINICAL CONNECTION

KIDNEY CELL BLOODFILTRATE

1 2
HCO3

� HCO3
�

H� pump

H� H�

CO2

Ion exchanger

Cl� Cl�

KIDNEY CELLFILTRATE

1

2 3

HCO3
� HCO3

�

Na�

H� H�

Na�

CO2 CO2

Ion exchanger
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Additional HCO2
3  accumulates as a result of the metabolism of 

the amino acid glutamine in the kidneys.

NH2NH3

CH2CH
�

CH2 C

OCOO�

Glutamine

The two amino groups are removed as ammonia (NH3), which is 
ultimately excreted in the urine. Because the ammonium ion (NH1

4 ) 
has a pK value of 9.25, nearly all the ammonia molecules become 
protonated at physiological pH. The consumption of protons 
from carbonic acid (ultimately, CO2) leaves an excess of HCO2

3 .
Certain medical conditions can disrupt normal acid–base 

balance, leading to acidosis (blood pH less than 7.35) or alka-
losis (blood pH greater than 7.45). The activities of the lungs 
and kidneys, as well as other organs, may contribute to the 
imbalance or respond to help correct the imbalance.

The most common disorder of acid–base chemistry is meta-
bolic acidosis, which is caused by the accumulation of the acidic 
products of metabolism and can develop during shock, starva-
tion, severe diarrhea (in which bicarbonate-rich digestive fl uid is 
lost), certain genetic diseases, and renal failure (in which dam-
aged kidneys eliminate too little acid). Metabolic acidosis can 
interfere with cardiac function and oxygen delivery and contrib-
ute to central nervous system depression. Despite its many dif-
ferent causes, one common symptom of metabolic acidosis is 
rapid, deep breathing. The increased ventilation helps compen-
sate for the acidosis by “blowing off ” more acid in the form of 
CO2 derived from H2CO3. However, this mechanism also 
impairs O2 uptake by the lungs. Metabolic acidosis can be treated 
by administering sodium bicarbonate (NaHCO3). In chronic 
metabolic acidosis, the mineral component of bone serves as a 
buffer, which leads to the loss of calcium, magnesium, and phos-
phate and ultimately to osteoporosis and fractures.

Normal conditions
H2CO3 H2O � CO2

H2CO3

H2CO3

H2CO3

H2CO3

H2CO3

H2CO3

H2O � CO2

H2O � CO2

H2O � CO2

H2O � CO2

H2O � CO2

H2O � CO2

Excess acid

Insufficient acid

H� � HCO3
�

H� � HCO3
�

H� � HCO3
�

H� � HCO3
�

H� � HCO3
�

H� � HCO3
�

H� � HCO3
�

Metabolic alkalosis, a less common condition, can result 
from prolonged vomiting, which represents a loss of HCl in gas-
tric fl uid. This specifi c disorder can be treated by infusing NaCl. 
Metabolic alkalosis is also caused by overproduction of mineralo-
corticoids (hormones produced by the adrenal glands), which 
leads to abnormally high levels of H1 excretion and Na1 reten-
tion. This disorder does not respond to saline infusion. Individu-
als with metabolic alkalosis may experience apnea (cessation of 
breathing) for 15 s or more and cyanosis (blue coloration) due to 
inadequate oxygen uptake. Both these symptoms refl ect the 

body’s effort to compensate for the high blood pH by minimiz-
ing the loss of CO2 from the lungs.

What happens when abnormal lung function is the cause of 
an acid–base imbalance? Respiratory acidosis can result from 
impaired pulmonary function caused by airway blockage, asth-
ma (constriction of the airways), and emphysema (loss of alveo-
lar tissue). In all cases, the kidneys respond by adjusting their 
activity, mainly by increasing the synthesis of the enzymes that 
break down glutamine in order to produce NH3. Excretion of 
NH1

4  helps correct the acidosis. However, renal compensation 
of respiratory acidosis takes hours to days (the time course for 
adjusting enzyme levels), so this condition is best treated by 
restoring pulmonary function through bronchodilation, supple-
mental oxygen, or mechanical ventilation (assisted breathing).

Some of the diseases that impair lung function (for example, 
asthma) can also contribute to respiratory alkalosis, but this 
relatively rare condition is more often caused by hyperventilation 
brought on by fear or anxiety. Unlike the other acid–base disor-
ders, this form of respiratory alkalosis is seldom life-threatening.

 Questions: 

1. Impaired pulmonary function can contribute to respiratory 
acidosis. Using the appropriate equations, explain how the failure 
to eliminate suffi cient CO2 through the lungs leads to acidosis.

2. Metabolic acidosis often occurs in patients with impaired cir-
culation from cardiac arrest. Mechanical hyperventilation (a 
standard treatment for acidosis) cannot be used with these 
patients because they often have acute lung injury (ALI). A 
group of physicians at San Francisco General Hospital advo-
cated using tris(hydroxymethyl)aminomethane (Tris) to treat 
the metabolic acidosis of these patients.
(a)  How would mechanical hyperventilation help alleviate 

acidosis in patients who do not have ALI?
(b)  Why would treatment with sodium bicarbonate be 

 effective in treating metabolic acidosis? Why would this 
treatment be unacceptable for patients with ALI?

(c)  Explain how Tris works to treat metabolic acidosis. Why 
is this treatment acceptable for patients with ALI?

Tris(hydroxymethyl)aminomethane

CH2OH

CHOH2C NH2

CH2OH

   [From Kallet, R. H., et al., Am. J. Respir. Crit. Care Med. 
161, 1149–1153 (2000).]

3. An individual who develops alkalosis by hyperventilating is 
encouraged to breathe into a paper bag for several minutes. 
Why does this treatment correct the alkalosis?

4. Ammonia produced in kidney cells can diffuse out of the cell, 
but only in its unprotonated (NH3) form.
(a) Explain.
(b)  The NH1

4  ion, however, can exit the cell in exchange 
for another ion. What ion is most likely involved?

5. Kidney cells excrete H1 and reabsorb HCO2
3  from the fi l-

trate. The movement of each of these ions is thermodynami-
cally unfavorable. However, the movement of each becomes 
possible when it is coupled to another, thermodynamically 
favorable ion transport process. Explain how the movement 
of other ions drives the transport of H1 and HCO2

3 .
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6. In uncontrolled diabetes, the body converts fats to the so-
called ketone bodies acetoacetate and 3-hydroxybutyrate, 
which accumulate in the bloodstream.

COO�C

H

CH2CH3

OH

COO�C CH2CH3

O

Acetoacetate 3-Hydroxybutyrate

Do the ketone bodies contribute to acidosis or alkalosis? How 
might the body compensate for this acid–base imbalance?

7. Kidney cells have a carbonic anhydrase on their external 
 surface as well as an intracellular carbonic anhydrase. What 
are the functions of these two enzymes?

8. Explain why the lungs can rapidly compensate for metabolic 
acidosis, whereas the kidneys are slow to compensate for 
 respiratory acidosis.

2-1 Water Molecules Form Hydrogen Bonds

• Water molecules are polar; they form hydrogen bonds with each 
other and with other polar molecules bearing hydrogen bond 
donor or acceptor groups.

• The electrostatic forces acting on biological molecules also 
include ionic interactions and van der Waals interactions.

• Water dissolves polar and ionic substances.

2-2 The Hydrophobic Effect

• Nonpolar (hydrophobic) substances tend to aggregate rather than 
disperse in water in order to minimize the decrease in entropy 
that would be required for water molecules to surround each non-
polar molecule. This is the hydrophobic effect.

• Amphiphilic molecules, which contain both polar and nonpolar 
groups, may aggregate to form micelles or bilayers.

SUMMARY

2-3 Acid–Base Chemistry

• The dissociation of water produces hydroxide ions (OH2) and 
protons (H1) whose concentration can be expressed as a pH 
 value. The pH of a solution can be altered by adding an acid 
(which donates protons) or a base (which accepts protons).

• The tendency for a proton to dissociate from an acid is expressed 
as a pK value.

• The Henderson–Hasselbalch equation relates the pH of a solution 
of a weak acid and its conjugate base to the pK and the concentra-
tions of the acid and base.

2-4 Tools and Techniques: Buffers

• A buffered solution, which contains an acid and its conjugate 
base, resists changes in pH when more acid or base is added.

polarity
hydrogen bond
ionic interaction
van der Waals radius
electronegativity
van der Waals interaction
dipole–dipole interaction
London dispersion forces
dielectric constant
solute
solvation
hydration
hydrophilic
hydrophobic

hydrophobic effect
amphiphilic
amphipathic
micelle
bilayer
vesicle
hydronium ion
proton jumping
ionization constant of water (Kw)
neutral solution
acidic solution
basic solution
pH
acid

base
acid dissociation constant (Ka)
pK
conjugate base
polyprotic acid
Henderson–Hasselbalch equation
buffer
Le Châtelier’s principle
acidosis
alkalosis
metabolic acidosis
metabolic alkalosis
respiratory acidosis
respiratory alkalosis

GLOSSARY TERMS

PROBLEMS

2-1 Water Molecules Form Hydrogen Bonds

1. The HOCOH bond angle in the perfectly tetrahedral CH4 
molecule is 1098. Explain why the HOOOH bond angle in water 
is only about 104.58.

2. Each CPO bond in CO2 is polar, yet the whole molecule is 
nonpolar. Explain.

3. Is ammonia a polar molecule?

4. Consider the following molecules and their melting points 
listed below. How can you account for the differences in melting 
points among these molecules of similar size?

 Molecular weight  Melting
 (g ?  mol21) point (8C)

Water, H2O 18.0 0
Ammonia, NH3 17.0 277
Methane, CH4 16.0 2182
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5. Identify the hydrogen bond acceptor and donor groups in the 
following molecules. Use an arrow to point toward each acceptor 
and away from each donor.

N

H

CH3

CH2

CH C O�H3N CH C

CH2

COO�

O O

Aspartame

H2N NH2S

O

O
Sulfanilamide

O

O

Uric acid

O

N

NN

N

H H

H
H

6. Do intermolecular hydrogen bonds form in the compounds 
below? Draw the hydrogen bonds where appropriate.

H3C(a) C

N

H

O

H3C CH2 OH(c)

H3C CH2 Cl O
HHand(d)

H3C CH2 CH2 CH3O
N

N
HHand(e)

(b)

N
H

7. What are the most important intermolecular interactions in 
the following molecules?

H3C CH3(a) C

H3C CH3CH2(c)

CsCl(d)

O

H3C NH2C

O

(b)

8. Examine Table 2-1.
(a) Rank the fi ve atoms listed in order of increasing electro-
negativity.
(b) What is the relationship between an atom’s electronegativity 
and its ability to participate in hydrogen bonding?

9. Rank the melting points of the following compounds:

H3C NH2

(a)

C

H3C CH3CH2 O

O

(b)

(c)

(d) H3C CH3(CH2)3

(e) H3C CH2

H2N NH2C

O

CH

O

10. Classify the compounds listed in Problem 9 as soluble, 
slightly soluble, or insoluble in water and explain your answer.

11. Water is unusual in that its solid form is less dense than its 
liquid form. This means that when a pond freezes in the winter, ice 
is found as a layer on top of the pond, not on the bottom. What are 
the biological advantages of this?

12. Ice skaters skate not on the solid ice surface itself but on a 
thin fi lm of water that forms between the skater’s blade and the ice. 
What unique property of water makes ice skating possible?

13. Ammonium sulfate, (NH4)2SO4, is a water-soluble salt. 
Draw the structures of the hydrated ions that form when ammo-
nium sulfate dissolves in water.

14. The amino acid glycine is sometimes drawn as structure A 
below. However, the structure of glycine is more accurately repre-
sented by structure B. Glycine has the following properties: white 
crystalline solid, high melting point, and high water solubility. Why 
does structure B more accurately represent the structure of glycine 
than structure A?

CH2 COOHH2N CH2 COO��H3N
Structure A Structure B

15. 
(a) Water has a surface tension that is nearly three times greater 
than that of ethanol. Explain.
(b) The surface tension of water has been shown to decrease 
with increasing temperature. Explain.

16. Explain why water forms nearly spherical droplets on the 
surface of a freshly waxed car. Why doesn’t water bead on a clean 
windshield?

17. Which of the four primary alcohols listed in Table 2-2 would 
be the best solvent for ammonium ions? What can you conclude 
about the polarity of these solvents, which all contain an OOH 
group that can form hydrogen bonds?

18. Editors of a popular sporting magazine recommend spong-
ing skin down with isopropyl alcohol after a noontime bike ride. 
Why is this a quick alternative to a shower?

19. A typical spherical bacterial cell with a diameter of 1 mm 
contains 1000 molecules of a certain protein.

(a) What is the protein’s concentration in units of mM? (Hint: 
The volume of a sphere is 4pr3/3.)
(b) How many molecules of glucose does the cell contain if the 
internal glucose concentration is 5 mM?

20. Practitioners of homeopathic medicine believe that good 
health can be restored by administering a small amount of a harmful 
substance that stimulates the body’s natural healing processes. The 
remedy is typically prepared by serially diluting an animal or plant 
extract. In a so-called 303 dilution, the active substance is diluted 
10-fold, 30 times in succession.

(a) If the substance is initially present at a concentration of 1 M, 
what is its concentration after a 303 dilution?

46
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(b) A typical homeopathic dose is a few drops. How many 
molecules of the active substance would be present in 1 mL?
(c) When confronted with the results of an exercise such as the 
one in part (b), proponents of homeopathy claim that a 
molecule can leave an imprint, or memory of itself, on the 
surrounding water molecules. What information presented in 
this chapter might be used to support this claim? To refute it?

2-2 The Hydrophobic Effect

21. Consider the structures of the molecules below. Are these 
molecules polar, nonpolar, or amphiphilic? Which are capable of 
forming micelles? Which are capable of forming bilayers?

CH2

CH2

HC

C

(a)

O

H3C CH2COO�

CH3

CH3

(CH2)11 N�

(c) H3C CH3

CH3

CH3

N�
Cl�

(e) H3C COO�

OH

CH

(b) H3C CH3(CH2)11

CH3(CH2)11

CO

HO

CH3(CH2)11

O

O

(d)

22. The compound bis-(2-ethylhexyl)sulfosuccinate (abbreviated 
AOT) is capable of forming “reverse” micelles in the hydrocarbon 
solvent isooctane (2,2,4-trimethylpentane). Scientists have investi-
gated the use of reverse micelles for extracting water-soluble pro-
teins. A two-phase system is formed: the hydrocarbon phase con-
taining the reverse micelles and the water phase containing the 
protein. After a certain period of time, the protein is transferred to 
the reverse micelle.

(a) Draw the structure of the reverse micelle that AOT would 
form in isooctane.
(b) Where would the protein be located in the reverse micelle?

O

O

O

O

(CH2)3 CH2 CH2O CCH

CH2CH3

CH2CH3

H3C

(CH2)3 CH2 CHO C S O�CHH3C

Bis-(2-ethylhexyl)sulfosuccinate (AOT)

23. Many household soaps are amphiphilic substances, often the 
salts of long-chain fatty acids, that form water-soluble micelles. An 
example is sodium dodecyl sulfate (SDS above, right).

(a) Identify the polar and nonpolar portions of the SDS molecule.
(b) Draw the structure of the micelle formed by SDS.
(c) Explain how the SDS micelles “wash away” water-insoluble 
substances such as cooking grease.

O

O

(CH2)11 O S O�Na�H3C

Sodium dodecyl sulfate (SDS)

24. A device sometimes called a laundry ball is advertised as a 
replacement for environmentally harmful detergent. The laundry 
ball is a rubber-coated, baseball-sized plastic sphere containing fl uid 
that is said to serve as an organizing template for water  molecules.

(a) Evaluate this claim based on your knowledge of water 
structure.
(b) Magnets inside the laundry ball are said to rip apart clusters 
of water molecules to make it easier for individual water 
molecules to access and remove dirt molecules. If true, would 
this action help wash away dirt?
(c) The instructions recommend that a laundry ball, rather than 
the usual detergent, be added to a load of laundry. Why do the 
instructions recommend washing with hot rather than cold 
water?

25. Just as a dissolved substance tends to move spontaneously 
down its concentration gradient, water also tends to move from an 
area of high concentration (low solute concentration) to an area of 
low concentration (high solute concentration), a process known as 
osmosis.

(a) Explain why a lipid bilayer would be a barrier to osmosis.
(b) Why are isolated human cells placed in a solution that 
typically contains about 150 mM NaCl? What would happen if 
the cells were placed in pure water?

26. Fresh water is obtained from seawater in a desalination pro-
cess using reverse osmosis. In reverse osmosis, seawater is forced 
through a membrane; the salt remains on one side of the membrane 
and fresh water is produced on the other side. In what ways does 
reverse osmosis differ from osmosis as described in Problem 25?

27. Which of the following substances might be able to cross a 
bilayer? Which substances could not? Explain your answer.

(a) CO2

(b) CHO

NO2

NO2

OH

CH2OH

H OH

H OH

H OH

HO H

Glucose 2,4-Dinitrophenol (DNP)

(d) Ca21

28. Drug delivery is a challenging problem because the drug 
molecules must be suffi ciently water soluble to dissolve in the blood, 
but also suffi ciently nonpolar to pass through the cell membrane for 
delivery. A medicinal chemist proposes to encapsulate a water-
soluble drug into a vesicle (see Section 2-2). How does this strategy 
facilitate the delivery of the drug to its target cell?

29. A specialized protein pump in the red blood cell membrane 
exports Na1 ions and imports K1 ions in order to maintain the 
sodium and potassium ion concentrations shown in Figure 2-13. 
Does the movement of these ions occur spontaneously, or is this an 
energy-requiring process? Explain.

(c)
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30. Estimate the amount of Na1 lost in sweat during 15 minutes of 
vigorous exercise. What is the mass of potato chips (200 mg Na1 per 
ounce) you would have to consume in order to replace the lost sodium?

31. The bacterium E. coli has the ability to change both its water 
content and its cytoplasmic K1 concentration to adapt to changes 
in the solute concentration of its growth medium. (The solute con-
centration is referred to as osmolarity—a solution with a high con-
centration of solute has a high osmolarity and a solution with a low 
concentration of solute has a low osmolarity.) The bacterial cell con-
sists of a cytoplasmic compartment bounded by a membrane, which 
is in turn surrounded by a cell wall. The cell wall is porous and can 
accommodate the passage of water and ions. (The membrane is not 
as porous but does allow passage of water and ions.) In addition, the 
cell wall is also fairly elastic and can stretch to accommodate increases 
in the cytoplasmic compartment volume.

E. coli

Cytoplasm

Periplasmic
space

Cytoplasmic
membrane

Cell wall

Under nongrowing conditions, E. coli responds to changes in osmo-
larity by regulating its cytoplasmic water content. What would 
happen to the cytoplasmic volume if E. coli were grown in a high-
osmolarity medium? In a low-osmolarity medium?

32. Under growth conditions, E. coli also regulates cytoplasmic 
K1 content (in addition to water) in response to growth medium 
osmolarity (see Problem 31). This prevents the large changes in cell 
volume that would occur in response to changes in growth medium 
osmolarity if only water content were regulated. How might E. coli 
regulate both the cytoplasmic concentrations of K1 and water when 
grown in a low-osmolarity medium? What happens when E. coli is 
grown in a high-osmolarity medium?

2-3 Acid–Base Chemistry

33. Compare the concentrations of H2O and H1 in a sample of 
pure water at pH 7.0 at 258C.

34. Like all equilibrium constants, the value of Kw is temperature 
dependent. Kw is 1.47 3 10214 at 308C. What is “neutral” pH at 
this temperature?

35. What is the pH of a solution of 1.0 3 1029 M HCl?

36. What is the pH of a solution of 1.0 3 1029 M NaOH?

37. Explain why H3O
1 is the strongest acid that can exist in a 

biological system.

38. Draw a diagram similar to Fig. 2-14 showing how a hydrox-
ide ion appears to jump through an aqueous solution.

39. Calculate [H1] for saliva (pH �6.6) and urine (pH �5.5).

40. Fill in the blanks of the following table:

 Acid, base,  
 or neutral? pH [H1] (M) [OH2] (M)

A  5.60  
B    4.5 3 1027

C Neutral   
D   2.1 3 1023 

41. Calculate the pH of 500 mL of water to which (a) 20 mL of 
1.0 M HNO3 or (b) 15 mL of 1.0 M KOH has been added.

42. What is the pH of 1.0 L of water to which (a) 1.5 mL of 
3.0 M HCl or (b) 1.5 mL of 3.0 M NaOH has been added?

43. Several hours after a meal, partially digested food leaves the 
stomach and enters the small intestine, where pancreatic juice is 
added. How does the pH of the partially digested mixture change as 
it passes from the stomach into the intestine (see Table 2-3)?

44. The pH of urine has been found to be correlated with diet. 
Acidic urine results when meat and dairy products are consumed, 
because the oxidation of sulfur-containing amino acids in the pro-
teins produces protons. Consumption of fruits and vegetables leads 
to alkaline urine, because these foods contain plentiful amounts of 
potassium and magnesium carbonate salts. Why would the presence 
of these salts result in alkaline urine?

45. Give the conjugate base of the following acids:
(a) HC2O4

2 (e) HAsO4
22

(b) HSO3
2 (f ) HPO4

22

(c) H2PO4
2 (g) HO2

2

(d) HCO3
2

46. Give the conjugate acid of the species listed in Problem 45.

47. Identify the acidic hydrogens in the following compounds.

Piperidine

N
H2

�

COOHCH2

CHO COOH

Citric acid

COOHCH2

Lysine

�H3N

NH3
�

CH C

CH2

CH2

CH2

CH2

OH

O

Oxalic acid

OHHO C

O

C

O

O

O O

NH

N
H

Barbituric acid

O

O

CH2 CH2 S O�O NH�

4-Morphine ethanesulfonic acid (MES)

48. The structure of pyruvic acid is shown below.
(a) Draw the structure of pyruvate.
(b) Using what you have learned about acidic functional 
groups, which form of this compound is likely to predominate 
in the cell at pH 7.4? Explain.

CH3

C O

COOH
Pyruvic acid
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49. The structure of a neutral form of lysine is shown below. Use 
the information presented in Section 2-3 to draw the structure of 
this compound at pH 7.

H2N

NH2

CH C

CH2

CH2

CH2

CH2

OH

O

50. Rank the following according to their strength as acids:

 Acid Ka pK

A Citrate  4.76
B Succinic acid 6.17 3 1025 
C Succinate 2.29 3 1026 
D Formic acid 1.78 3 1024 
E Citric acid  3.13

51. The pK of CH3CH2NH3
1 is 10.7. Would the pK of 

FCH2CH2NH3
1 be higher or lower?

52. The amino acid glycine (H2NOCH2OCOOH) has pK 
values of 2.35 and 9.78. Indicate the structure and net charge of 
the molecular species that predominates at pH 2, 7, and 10.

2-4 Tools and Techniques: Buffers

53. Which would be a more effective buffer at pH 8.0 (see 
Table 2-4)?

(a) 10 mM HEPES buffer or 10 mM glycinamide buffer
(b) 10 mM Tris buffer or 20 mM Tris buffer
(c)  10 mM boric acid or 10 mM sodium borate

54. Which would be a more effective buffer at pH 5.0 (see 
Table 2-4)?

(a) 10 mM acetic acid buffer or 10 mM HEPES buffer
(b) 10 mM acetic acid buffer or 20 mM acetic acid buffer
(c) 10 mM acetic acid or 10 mM sodium acetate

55. Explain why metabolically generated CO2 does not accumu-
late in tissues but is quickly converted to carbonic acid by the action 
of carbonic anhydrase in red blood cells.

56. The pH of blood is maintained within a narrow range 
(7.35–7.45). Carbonic acid, H2CO3, participates in blood buffering.

(a) Write the equations for the dissociation of the two ionizable 
protons.
(b) The pK for the fi rst ionizable proton is 6.35; the pK for the 
second ionizable proton is 10.33. Use this information to identify 
the weak acid and the conjugate base present in the blood.

57. Phosphoric acid, H3PO4, has three ionizable protons.
(a) Sketch the titration curve. Indicate the pK values and the 
species that predominate in each area of the curve.
(b) Which two phosphate species are present in the blood at 
pH 7.4?
(c) Which two phosphate species would be used to prepare a 
buffer solution of pH 11?

58. The structure of acetylsalicylic acid (aspirin) is shown. Is 
aspirin more likely to be absorbed (pass through a lipid membrane) 
in the stomach (pH �2) or in the small intestine (pH �8)? Explain.

C OH

CH3O C

O

Acetylsalicylic acid (aspirin)

O

pKa = 2.97

59. A solution is made by mixing 50 mL of a stock solution of 
2.0 M K2HPO4 and 25 mL of a stock solution of 2.0 M KH2PO4. 
The solution is diluted to a fi nal volume of 200 mL. What is the 
fi nal pH of the solution?

60. Calculate the ratio of imidazole to the imidazolium ion in a 
solution at pH 7.4.

61. What is the volume (in mL) of glacial acetic acid (17.4 M) 
that would have to be added to 500 mL of a solution of 0.20 M 
sodium acetate in order to achieve a pH of 5.0?

62. What is the mass of NaOH that would have to be added to 
500 mL of a solution of 0.20 M acetic acid in order to achieve a pH 
of 5.0?

63. An experiment requires the buffer HEPES, pH 5 8.0 (see 
Table 2-4).

(a) Write an equation for the dissociation of HEPES in water. 
Identify the weak acid and the conjugate base.
(b) What is the effective buffering range for HEPES?
(c) The buffer will be prepared by making 1.0 L of a 0.10 M 
solution of HEPES. Hydrochloric acid will be added until the 
desired pH is achieved. Describe how you will make 1.0 L of 
0.10 M HEPES. (HEPES is supplied by a chemical company as 
a sodium salt with a molecular weight of 260.3 g ?  mol21.)
(d) What is the volume (in mL) of a stock solution of 6.0 M 
HCl that must be added to the 0.1 M HEPES to achieve the 
desired pH of 8.0? Describe how you will make the buffer.

64. One liter of a 0.10 M Tris buffer (see Table 2-4) is prepared 
and adjusted to a pH of 8.2.

(a) Write the equation for the dissociation of Tris in water. 
Identify the weak acid and the conjugate base.
(b) What is the effective buffering range for Tris?
(c) What are the concentrations of the conjugate acid and weak 
base at pH 8.2?
(d) What is the ratio of conjugate base to weak acid if 1.5 mL 
of 3.0 M HCl is added to 1.0 L of the buffer? What is the new 
pH? Has the buffer functioned effectively? Compare the pH 
change to that of Problem 42a in which the same amount of 
acid was added to the same volume of pure water.
(e) What is the ratio of conjugate base to weak acid if 1.5 mL 
of 3.0 M NaOH is added to 1.0 L of the buffer? What is the 
new pH? Has the buffer functioned effectively? Compare the 
pH change to that of Problem 42b in which the same amount of 
base was added to the same volume of pure water.

65. One liter of a 0.1 M Tris buffer (see Table 2-4) is prepared 
and adjusted to a pH of 2.0.

(a) What are the concentrations of the conjugate base and weak 
acid at this pH?
(b) What is the pH when 1.5 mL of 3.0 M HCl is added to 1.0 L 
of the buffer? Has the buffer functioned effectively? Explain.
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(c) What is the pH when 1.5 mL of 3.0 M NaOH is added to 
1.0 L of the buffer? Has the buffer functioned effectively? Explain.

66. A patient who has taken an overdose of aspirin is brought 
into the emergency room for treatment. She suffers from respiratory 
alkalosis, and the pH of her blood is 7.5. Determine the ratio of 
HCO2

3  to H2CO3 in the patient’s blood at this pH. How does this 
compare to the ratio of HCO2

3  to H2CO3 in normal blood? Can 
the H2CO3/HCO2

3  system work effectively as a buffer in this 
patient under these conditions?

67. Metabolic acidosis is a general term that describes a number 
of metabolic disorders in the body that result in a lowering of the 

blood pH from 7.4 to 7.35 or below. The kidney plays a vital role in 
regulating blood pH. The kidney can either excrete or reabsorb 
various ions, including phosphate, H2PO4

2; ammonium, NH4
1; or 

bicarbonate, HCO3
2. Which ions are excreted and which ions are 

reabsorbed in metabolic acidosis? Explain, using relevant chemical 
equations.

68. Metabolic alkalosis occurs when the blood pH rises to 7.45 
or greater. Which ions are excreted and which ions are reabsorbed in 
metabolic alkalosis (see Problem 67)?

Ellis, R. J., Macromolecular crowding: obvious but underappre-
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the large number of macromolecules in cells could affect reaction 
equilibria and reaction rates.]
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FROM GENES 
TO PROTEINS3ch

a
p

te
r

THIS CHAPTER IN CONTEXT

Do You Remember?
 Cells contain four major types of biological molecules and three major types 

of polymers (Section 1-2).

 Modern prokaryotic and eukaryotic cells apparently evolved from simpler 

nonliving systems (Section 1-4).

 Noncovalent forces, including hydrogen bonds, ionic interactions, and 

van der Waals forces, act on biological molecules (Section 2-1).

 HOW do researchers decipher the information 

in DNA?

Virtually all biological materials, such as this blood sample, contain 
DNA. Even minute amounts of biological fl uids can yield traces of DNA. 

Because the sequence of nucleotides in a DNA molecule is a form of 
information, the ability to read and interpret the sequence makes it possible 

to identify an individual or diagnose a disease. For example, analysis of fetal DNA 
in the maternal circulation can reveal chromosomal abnormalities as well as the 

presence of sequence variants that can cause disease. Yet the techniques for reading 
DNA sequences, described in this chapter, also generate challenges in compiling vast 

quantities of data and understanding how cells themselves store and use that information.

Part 2 Molecular Structure
 and Function

   3 From Genes 
to Proteins

Part 3 Metabolism

Part 1 Foundations

Part 4 Genetic Information
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Ch 3 From Genes to Proteins

All the structural components of cells and the machinery that carries out the cell’s 
activities are ultimately specifi ed by the cell’s genetic material—DNA. Therefore, 
before examining other types of biological molecules and their metabolic transfor-
mations, we must consider the nature of DNA, including its chemical structure and 
how its biological information is organized and expressed. The Tools and Tech-
niques section of this chapter includes some of the methods used to study and 
manipulate DNA in the laboratory.

Gregor Mendel was certainly not the fi rst to notice that an organism’s characteristics (for 
example, fl ower color or seed shape in pea plants) were passed to its progeny, but in 1865 
he was the fi rst to describe their predictable patterns of inheritance. By 1903, Mendel’s 
inherited factors (now called genes) were recognized as belonging to chromosomes 
(a word that means “colored bodies”), which are visible by light  microscopy (Fig. 3-1).

Nucleic acids had been discovered in 1869 by Friedrich Miescher, who isolated 
this material from the white blood cells in pus on surgical bandages. However, when 
it became clear that chromosomes were composed of both proteins and nucleic 
acids, nucleic acids were dismissed as possible carriers of genetic information due to 
their lack of complexity: They contained only four different types of structural units, 
called nucleotides. In contrast, proteins contained 20 different types of amino acids 
and exhibited great diversity in composition, size, and shape—attributes that seemed 
more appropriate for carriers of genetic information.

Years later, microbiologists showed that a substance from a dead pathogenic 
(disease-causing) strain of the bacterium Streptococcus pneumoniae could transform 
cells from a normal strain to the pathogenic type. In 1944, Oswald Avery, Colin 
MacLeod, and Maclyn McCarty showed that this transforming substance was 
 deoxyribonucleic acid (DNA), but their results did not garner much attention. 
Another seven years went by until Alfred Hershey and Martha Chase demonstrated 
that in bacteriophages (viruses that infect bacterial cells and that consist only of 
protein and DNA), the DNA, not the protein, was the infectious agent (Fig. 3-2).

By this time, DNA was known to contain chains of polymerized nucleotides—
abbreviated A, C, G, and T—but these were thought to occur as simple repeating 
tetranucleotides, for example,

—ACGT-ACGT-ACGT-ACGT—

3-1 DNA Is the Genetic Material

KEY CONCEPTS
• DNA and RNA are polymers 

of nucleotides, each of which 
consists of a purine or pyrimidine 
base, deoxyribose or ribose, and 
phosphate.

• A DNA molecule contains two 
antiparallel strands that wind 
around each other to form a double 
helix in which A and T bases in 
opposite strands, and C and G bases 
in opposite strands, pair through 
hydrogen bonding.

• Double-stranded nucleic acids are 
denatured at high temperatures; at 
lower temperatures, complementary 
polynucleotides anneal.

Figure 3-1 Human chromosomes 
from amniocentesis. In this image, 
the chromosomes have been stained 
with fl uorescent dyes. [Dr. P. Boyer/Photo 
Researchers, Inc.]

Figure 3-2 A T-type bacteriophage. The phage consists mostly of a protein coat 
surrounding a molecule of DNA. Alfred Hershey and Martha Chase identifi ed the DNA 
as the infectious agent. [Dept. of Microbiology, Biozentrum/Science Photo Library/Photo Researchers.]
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When Erwin Chargaff showed in 1950 that the nucleotides in DNA were not all 
present in equal numbers and that the nucleotide composition varied among 
species, it became apparent that DNA might be complex enough to be the genetic 
material after all, and the race was on to decipher its molecular structure.

The DNA structure ultimately elucidated by James Watson and Francis Crick 
in 1953 incorporated Chargaff ’s observations. Specifi cally, Chargaff noted that 
the amount of A is equal to the amount of T, the amount of C is equal to the 
amount of G, and the total amount of A � G is equal to the total amount of C � T. 
Chargaff ’s “rules” could be satisfi ed by a molecule with two polynucleotide strands 
(polymers of nucleotides) in which A and C in one strand pair with T and G in the 
other.

Nucleic acids are polymers of nucleotides

Each nucleotide of DNA includes a nitrogen-containing base. The bases adenine 
(A) and guanine (G) are known as purines because they resemble the organic 
 compound purine:
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The bases cytosine (C) and thymine (T) are known as pyrimidines because they 
resemble the organic compound pyrimidine:
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Ribonucleic acid (RNA) contains the pyrimidine uracil (U) rather than thymine:
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N
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so that DNA contains the bases A, C, G, and T, whereas RNA contains A, C, G, and U.
Linking atom N9 in a purine or atom N1 in a pyrimidine to a fi ve-carbon sugar 

forms a nucleoside. In DNA, the sugar is 29-deoxyribose; in RNA, the sugar is ribose 
(the sugar atoms are numbered with primes to distinguish them from the atoms of 
the attached bases).
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A nucleotide is a nucleoside to which one or more phosphate groups are linked, usually at 
C5� of the sugar. Depending on whether there are one, two, or three phosphate groups, 
the nucleotide is known as a nucleoside monophosphate, nucleoside diphosphate, or 
nucleoside triphosphate and is represented by a three-letter abbreviation, for example,
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Deoxynucleotides are named in a similar fashion, and their abbreviations are pre-
ceded by “d.” The deoxy counterparts of the compounds shown above would there-
fore be deoxyadenosine monophosphate (dAMP), deoxyguanosine diphosphate 
(dGDP), and deoxycytidine triphosphate (dCTP). The names and abbreviations of 
the common bases, nucleosides, and nucleotides are summarized in Table 3-1.

Some nucleotides have other functions

In addition to serving as the building blocks for DNA and RNA, nucleotides per-
form a variety of functions in the cell. They are involved in energy transduction, 
intracellular signaling, and regulation of enzyme activity. Some nucleotide deriva-
tives are essential players in the metabolic pathways that synthesize biomolecules or 
degrade them in order to “capture” free energy. For example, coenzyme A (CoA; 
Fig. 3-3a) is a carrier of other molecules during their synthesis and degradation. 
Two nucleotides are linked in the compounds nicotinamide adenine dinucleotide 
(NAD; Fig. 3-3b) and fl avin adenine dinucleotide (FAD; Fig. 3-3c), which undergo 
reversible oxidation and reduction during a number of metabolic reactions. Interest-
ingly, a portion of the structures of each of these molecules is derived from a vitamin, 
a compound that must be obtained from the diet.

TABLE 3-1  Nucleic Acid Bases, Nucleosides, and Nucleotides

Base Nucleosidea Nucleotidesa

Adenine (A) Adenosine Adenylate; adenosine monophosphate (AMP)
   adenosine diphosphate (ADP)
   adenosine triphosphate (ATP)
Cytosine (C) Cytidine Cytidylate; cytidine monophosphate (CMP)
   cytidine diphosphate (CDP)
   cytidine triphosphate (CTP)
Guanine (G) Guanosine Guanylate; guanosine monophosphate (GMP)
   guanosine diphosphate (GDP)
   guanosine triphosphate (GTP)
Thymine (T)b Thymidine Thymidylate; thymidine monophosphate (TMP)
   thymidine diphosphate (TDP)
   thymidine triphosphate (TTP)
Uracil (U)c Uridine Uridylate; uridine monophosphate (UMP)
   uridine diphosphate (UDP)
   uridine triphosphate (UTP)
a Nucleosides and nucleotides containing 29-deoxyribose rather than ribose may be called deoxynucleosides and 
deoxynucleotides. The nucleotide abbreviation is then preceded by “d.”

bThymine is found in DNA but not in RNA.
cUracil is found in RNA but not in DNA.
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Figure 3-3 Some nucleotide derivatives. The adenosine 
group of each of these compounds is shown in red. Note 
that each also contains a vitamin derivative. (a) Coenzyme A 
(CoA) contains a residue of pantothenic acid (pantothenate), 
also known as vitamin B5. The sulfhydryl group is the site of 
attachment of other groups. (b) The nicotinamide group of 
nicotinamide adenine dinucleotide (NAD) is a derivative of 
the vitamin niacin (also called nicotinic acid or vitamin B3; 
see inset) and undergoes oxidation and reduction. The related 

compound nicotinamide adenine dinucleotide phosphate 
(NADP) contains a phosphoryl group at the adenosine C29 
position. (c) Oxidation and reduction of fl avin adenine 
dinucleotide (FAD) occurs at the ribofl avin group (also known 
as vitamin B2).

? Identify the nitrogenous base(s) and sugar(s) in each 
structure.
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DNA is a double helix

In a nucleic acid, the linkage between nucleotides is called a phosphodiester bond 
because a single phosphate group forms ester bonds to both C5� and C3�. During 
DNA synthesis in a cell, when a nucleoside triphosphate is added to the polynucleo-
tide chain, a diphosphate group is eliminated. Once incorporated into a polynucle-
otide, the nucleotide is formally known as a nucleotide residue. Nucleotides 
consecutively linked by phosphodiester bonds form a polymer in which the bases 
project out from a backbone of repeating sugar–phosphate groups.
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The end of the polymer that bears a phosphate group attached to C5� is known as 
the 5� end, and the end that bears a free OH group at C3� is the 3� end. By conven-
tion, the base sequence in a polynucleotide is read from the 5� end (on the left) to 
the 3� end (on the right).
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DNA contains two polynucleotide strands whose bases pair through hydrogen 
bonding (hydrogen bonds are discussed in Section 2-1). Two hydrogen bonds link 
adenine and thymine, and three hydrogen bonds link guanine and cytosine:
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All the base pairs, which consist of a purine and a pyrimidine, have the same 
molecular dimensions (about 11 Å wide). Consequently, the sugar–phosphate back-
bones of the two strands of DNA are separated by a constant distance, regardless of 
whether the base pair is A:T, G:C, T:A, or C:G.

A T

Sugar–phosphate
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G C

T A
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C G

C G
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T A

G C

A T
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Although the DNA is shown here as a ladder-like structure (left), with the two 
sugar–phosphate backbones as the vertical supports and the base pairs as the 
rungs, the two strands of DNA twist around each other to generate the familiar 
double helix (right). This conformation allows successive base pairs, which are 
essentially planar, to stack on top of each other with a center-to-center distance of 
only 3.4 Å. In fact, Watson and Crick derived this model for DNA not just from 
Chargaff ’s rules but also from Rosalind Franklin’s studies of the diffraction (scat-
tering) of an X-ray beam by a DNA fi ber, which suggested a helix with a repeating 
spacing of 3.4 Å.
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The major features of the DNA molecule include the following (Fig. 3-4):

1. The two polynucleotide strands are antiparallel; that is, their phosphodiester 
bonds run in opposite directions. One strand has a 5� S 3� orientation, and the 
other has a 3� S 5� orientation.

2. The DNA “ladder” is twisted in a right-handed fashion. (If you climbed the 
DNA helix as if it were a spiral staircase, you would hold the outer railing—the 
sugar–phosphate backbone—with your right hand.)

3. The diameter of the helix is about 20 Å, and it completes a turn about every 10 
base pairs, which corresponds to an axial distance of about 34 Å.

4. The twisting of the DNA “ladder” into a helix creates two grooves of unequal 
width, the major and minor grooves.

5. The sugar–phosphate backbones defi ne the exterior of the helix and are exposed 
to the solvent. The negatively charged phosphate groups bind Mg2� cations in vivo, 
which helps minimize electrostatic repulsion between these groups.

6. The base pairs are located in the center of the helix, approximately perpendicular 
to the helix axis.

7. The base pairs stack on top of each other, so the core of the helix is solid (see 
Fig. 3-4b). Although the planar faces of the base pairs are not accessible to the 
solvent, their edges are exposed in the major and minor grooves (this allows certain 
DNA-binding proteins to recognize specifi c bases).

In nature, DNA seldom assumes a perfectly regular conformation because of small 
sequence-dependent irregularities. For example, base pairs can roll or twist like propeller 

Figure 3-4 Model of DNA. (a) Ball-and-stick model with atoms colored: C gray, 
O red, N blue, and P gold (H atoms are not shown). (b) Space-fi lling model with the 
sugar–phosphate backbone in gray and the bases color-coded: A green, C blue, 
G yellow, and T red.  See Interactive Exercise. Three-dimensional structure of DNA.

? How many nucleotides are shown in this double helix?

5  end

5  end

3  end

3  end

34 Å
(10 bp)

Major
groove

Minor
groove

20 Å

(b)(a)
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blades, and the helix may wind more tightly or loosely at certain nucleotide 
 sequences. DNA-binding proteins may take advantage of these small varia-
tions to locate their specifi c binding sites, and they in turn may further distort 
the DNA helix by causing it to bend or partially unwind.

The size of a DNA segment is expressed in units of base pairs (bp) or kilo-
base pairs (1000 bp, abbreviated kb). Most naturally occurring DNA mole-
cules comprise thousands to millions of base pairs. A short single-stranded 
polymer of nucleotides is usually called an oligonucleotide (oligo is Greek for 
“few”). In a cell, nucleotides are polymerized by the action of enzymes known 
as polymerases. The phosphodiester bonds linking nucleotide residues can be 
broken by the action of nucleases. An exonuclease removes a residue from the 
end of a polynucleotide chain, whereas an endonuclease cleaves at some other 
point along the chain. Polymerases and nucleases are usually specifi c for either 
DNA or RNA. In the absence of these enzymes, the structures of nucleic acids 
are remarkably stable.

RNA is single-stranded

RNA, which is a single-stranded polynucleotide, has greater conformational free-
dom than DNA, whose structure is constrained by the requirements of regular base-
pairing between its two strands. An RNA strand can fold back on itself so that base 
pairs form between complementary segments of the same strand. Consequently, RNA 
molecules tend to assume intricate three-dimensional shapes (Fig. 3-5). Unlike 
DNA, whose regular structure is suited for the long-term storage of genetic informa-
tion, RNA can assume more active roles in expressing that information. For exam-
ple, the molecule shown in Figure 3-4, which carries the amino acid phenylalanine, 
interacts with a number of proteins and other RNA molecules during protein 
 synthesis.

The residues of RNA are also capable of base-pairing with a complementary single 
strand of DNA to produce an RNA–DNA hybrid double helix. A double helix involv-
ing RNA is wider and fl atter than the standard DNA helix (its diameter is about 26 Å, 
and it makes one helical turn every 11 residues). In addition, its base pairs are inclined 
to the helix axis by about 20� (Fig. 3-6). These structural differences relative to the 
standard DNA helix primarily refl ect the presence of the 2� OH groups in RNA.

A double-stranded DNA helix can adopt this same helical conformation; it is 
known as A-DNA. The standard DNA helix shown in Figure 3-4 is known as B-DNA. 
Other conformations of DNA have been described, and there is evidence that they 
exist in vivo, at least for certain nucleotide sequences, but their functional signifi -
cance is not completely understood.

DNA can be denatured and renatured

The pairing of polynucleotide strands in a double-stranded nucleic acid is possible 
because bases in each strand form hydrogen bonds with complementary bases in 
the other strand: A is the complement of T (or U), and G is the complement of C. 
However, the structural stability of the DNA helix does not depend signifi cantly 
on hydrogen bonding between complementary bases. (If the strands were sepa-
rated, the bases could still satisfy their hydrogen-bonding requirements by form-
ing hydrogen bonds with solvent water molecules.) Instead, stability depends mostly 
on stacking interactions, which are a form of van der Waals interaction, between 
adjacent base pairs. A view down the helix axis shows that stacked base pairs do not 
overlap exactly, due to the winding of the helix (Fig. 3-7). Although individual 
stacking interactions are weak, they are additive along the length of a DNA 
 molecule.

The stacking interactions between neighboring G:C base pairs are stronger than 
those of A:T base pairs (this is not related to the fact that G:C base pairs have one 
more hydrogen bond than A:T base pairs). Consequently, a DNA helix that is rich 
in G and C is harder to disrupt than DNA with a high proportion of A and T. These 
differences can be quantifi ed in the melting temperature (Tm) of the DNA.

Figure 3-5 A transfer RNA molecule. 
This 76-nucleotide single-stranded 
RNA molecule folds back on itself 
so that base pairs form between 
complementary segments. [Structure (pdb 
4TRA) determined by E. Westhoff, P. Dumas, 
and D. Moras.]

Figure 3-6 An RNA–DNA hybrid 
helix. In a double helix formed by one 
strand of RNA (red) and one strand of 
DNA (blue), the planar base pairs are 
tilted and the helix does not wind as 
steeply as in a standard DNA double 
helix (compare with Fig. 3-4). [Structure 
(pdb 1FIX) determined by N. C. Horton and 
B. C. Finzel.]
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To determine the melting point of a sample of DNA, the temperature is slowly 
increased. At a suffi ciently high temperature, the base pairs begin to unstack, hydro-
gen bonds break, and the two strands begin to separate. This process continues as the 
temperature rises, until the two strands come completely apart. The melting, or 
denaturation, of the DNA can be recorded as a melting curve (Fig. 3-8) by monitoring 
an increase in the absorbance of ultraviolet (260-nm) light (the aromatic bases absorb 
more light when unstacked). The midpoint of the melting curve (that is, the tem-
perature at which half the DNA has separated into single strands) is the Tm. Table 3-2 
lists the GC content and the melting point of the DNA from different species. Since 
manipulating DNA in the laboratory frequently requires the thermal separation of 
paired DNA strands, it is sometimes helpful to know the DNA’s GC content.

When the temperature is lowered slowly, denatured DNA can renature; that is, the 
separated strands can re-form a double helix by reestablishing hydrogen bonds between the 
complementary strands and by restacking the base pairs. The maximum rate of renatur-
ation occurs at about 20–25�C below the melting temperature. If the DNA is cooled 
too rapidly, it may not fully renature because base pairs may form randomly between 
short complementary segments. At low temperatures, the improperly paired segments 
are frozen in place since they do not have enough thermal energy to melt apart and 
fi nd their correct complements (Fig. 3-9). The rate of  renaturation of denatured 
DNA depends on the length of the double-stranded molecule: Short segments come 
together (anneal) faster than longer segments because the bases in each strand must 
locate their partners along the length of the complementary strand.

The ability of short single-stranded nucleic acids (either DNA or RNA) to hybrid-
ize with longer polynucleotide chains is the basis for a number of useful laboratory 
techniques (described in detail in Section 3-4). For example, an oligonucleotide probe 

Figure 3-7 Axial view of DNA base 
pairs. A view down the central axis of 
the DNA helix shows the overlap of 
neighboring base pairs (only the fi rst 
two nucleotide pairs are highlighted).

? Locate the base and sugar in the 
blue nucleotides.
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Figure 3-8 A DNA melting curve. Thermal denaturation 
(melting, or strand separation) of DNA results in an increase 
in ultraviolet absorbance relative to the absorbance at 25�C. 
The melting point, Tm, of the DNA sample is defi ned as the 
midpoint of the melting curve.

TABLE 3-2  GC Content and Melting Points of DNA

Source of DNA GC Content (%) Tm (8C)

Dictyostelium discoideum (fungus) 23.0 79.5
Clostridium butyricum (bacterium) 37.4 82.1
Homo sapiens 40.3 86.5
Streptomyces albus (bacterium) 72.3 100.5

[Data from Brown, T. A. (ed.), Molecular Biology LabFax, vol. I., Academic Press (1998), pp. 233–237.]
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that has been tagged with a radioactive isotope or a fl uorescent group can be used to 
detect the presence of a complementary nucleic acid sequence in a complex mixture.

Figure 3-9 Renaturation of DNA. DNA strands that have been melted apart can 
renature at a temperature of 20–25�C below the Tm. At much lower temperatures, base 
pairs may form between short complementary segments within and between the single 
strands. Correct renaturation is possible only if the sample is rewarmed so that the 
improperly paired strands can separate and reanneal.

High heat
(melting)

Cooling to
20–25°C below Tm
(renaturation)

Rapid cooling to 
temperature much 
lower than Tm
(improper base 
pairing)

Rewarming
to 20–25°C
below Tm
(renaturation)   

CONCEPT REVIEW
• What are the relationships among purines, pyrimidines, nucleosides, 

nucleotides, and nucleic acids?
• Describe the arrangement of the base pairs and sugar–phosphate 

backbones in DNA.
• What did Chargaff’s rules reveal about the structure of DNA?
• How do DNA and RNA differ?
• Describe the molecular events in DNA denaturation and renaturation.

The complementarity of the two strands of DNA is essential for its function as the 
storehouse of genetic information, since this information must be replicated (copied) for 
each new generation. As fi rst suggested by Watson and Crick, the separated strands of 
DNA direct the synthesis of complementary strands, thereby generating two identical 
double-stranded molecules (Fig. 3-10). The parental strands are said to act as templates 
for the assembly of the new strands because their sequence of nucleotides determines 
the sequence of nucleotides in the new strands. Thus,  genetic information—in the form 
of a sequence of nucleotide residues—is transmitted each time a cell divides.

A similar phenomenon is responsible for the expression of that genetic informa-
tion, a process in which the information is used to direct the synthesis of proteins 
that carry out the cell’s activities. First, a portion of the DNA, a gene, is transcribed 
to produce a complementary strand of RNA; then the RNA is translated into protein. 
This paradigm, known as the central dogma of molecular biology, was formulated 
by Francis Crick. It can be shown schematically as

transcription
DNA RNA Protein

replication 
translation

KEY CONCEPT
• The biological information encoded 

by a sequence of DNA is transcribed 
to RNA and then translated into the 
amino acid sequence of a protein.

3-2 Genes Encode Proteins

 See Guided Exploration. Overview of 
transcription and translation.
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Even in the simplest organisms, DNA is an enormous molecule, and many 
 organisms contain several different DNA molecules (for example, the chromosomes 
of eukaryotes). An organism’s complete set of genetic information is called its 
 genome. A genome may comprise several hundred to perhaps 35,000 genes.

To transcribe a gene, one of the two strands of DNA serves as a template for 
an RNA polymerase to synthesize a complementary strand of RNA. The RNA 
therefore has the same sequence (except for the substitution of U for T) and the 
same 5� S 3� orientation as the nontemplate strand of DNA. This strand of 
DNA is often called the coding strand (the template strand is called the noncod-
ing strand).
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The transcribed RNA is known as messenger RNA (mRNA) because it carries the 
same genetic message as the gene.

The mRNA is translated in the ribosome, a cellular particle consisting of protein 
and ribosomal RNA (rRNA). At the ribosome, small molecules called transfer RNA 
(tRNA), which carry amino acids, recognize sequential sets of three bases (known as 
codons) in the mRNA through complementary base-pairing (a tRNA molecule is 
shown in Fig. 3-5). The ribosome covalently links the amino acids carried by succes-
sive tRNAs to form a protein. The protein’s amino acid sequence therefore ultimately 
depends on the nucleotide sequence of the DNA.

Translation

DNA

mRNA

tRNAs

Protein Leucine

Leu Ser Ala

Serine Alanine

C T C C C
5�

5�

3�

3�

A G GT
G A G G G

3� 5�
T C CA

C U C C CA G GU

G A G G GU C CA

Transcription

The correspondence between amino acids and mRNA codons is known as the 
genetic code. There are a total of 64 codons: 3 of these are “stop” signals that ter-
minate translation, and the remaining 61 represent, with some redundancy, the 20 
standard amino acids found in proteins. Table 3-3 shows which codons specify 
which amino acids. In theory, knowing a gene’s nucleotide sequence should be 
equivalent to knowing the amino acid sequence of the protein encoded by the 
gene. However, as we will see, genetic information is often “processed” at several 
points before the protein reaches its mature form. Keep in mind that the rRNA and 
tRNA required for protein synthesis, as well as other types of RNA, are also 
encoded by genes. The “products” of these genes are the result of transcription 
without translation.

Figure 3-10 DNA replication. 
The double helix unwinds so that 
each parental strand can serve as a 
template for the synthesis of a new 
complementary strand. The result is 
two identical double-helical DNA 
molecules.

? Label the 5� and 3� end of each 
strand.

OldOld

Old New OldNew

NewNew

62
Ch 3 From Genes to Proteins

c03FromGenesToProteins.indd Page 62  25/06/12  7:02 PM user-f409c03FromGenesToProteins.indd Page 62  25/06/12  7:02 PM user-f409



TABLE 3-3  The Standard Genetic Codea

a The 20 amino acids are abbreviated; Ala, alanine; Arg, arginine; Asn, asparagine; Asp, aspartate; Cys, cysteine; Gly, 
glycine; Gln, glutamine; Glu, glutamate; His, histidine; Ile, isoleucine; Leu, leucine; Lys, lysine; Met, methionine; Phe, 
phenylalanine; Pro, proline; Ser, serine; Thr, threonine; Trp, tryptophan; Tyr, tyrosine; and Val, valine.

? How many amino acids would be uniquely specifi ed by a genetic code that consisted 
of just the fi rst two nucleotides in each codon?

First 
Position 
(59 end)

Second Position
Third 

Position 
(39end)

U C A G

U UUU Phe
UUC Phe
UUA Leu
UUG Leu

UCU Ser
UCC Ser
UCA Ser
UCG Ser

UAU Tyr
UAC Tyr
UAA Stop
UAG Stop

UGU Cys
UGC Cys
UGA Stop
UGG Trp

U
C
A
G

C CUU Leu
CUC Leu
CUA Leu
CUG Leu

CCU Pro
CCC Pro
CCA Pro
CCG Pro

CAU His
CAC His
CAA Gln
CAG Gln

CGU Arg
CGC Arg
CGA Arg
CGG Arg

U
C
A
G

A AUU Ile
AUC Ile
AUA Ile
AUG Met

ACU Thr
ACC Thr
ACA Thr
ACG Thr

AAU Asn
AAC Asn
AAA Lys
AAG Lys

AGU Ser
AGC Ser
AGA Arg
AGG Arg

U
C
A
G

G GUU Val
GUC Val
GUA Val
GUG Val

GCU Ala
GCC Ala
GCA Ala
GCG Ala

GAU Asp
GAC Asp
GAA Glu
GAG Glu

GGU Gly
GGC Gly
GGA Gly
GGG Gly

U
C
A
G

A mutated gene can cause disease

Because an organism’s genetic material infl uences the organism’s entire repertoire of 
activities, it is vitally important to unravel the sequence of nucleotides in that organism’s 
DNA, even by examining one gene at a time. Thousands of genes have been identifi ed 
through studies of the genes’ protein products, and millions more have been catalogued 
through genome-sequencing projects (discussed below in Section 3-3). Although the 
functions of many genes are not yet understood, some genes have come to light through 
the study of inherited diseases. In a traditional approach, researchers have used the 
defective protein associated with a particular disease to track down the relevant genetic 
defect. For example, the variant hemoglobin protein that causes sickle cell anemia 
results from the substitution of the amino acid glutamate by valine. In the gene for that 
protein chain, the normal GAG codon has been mutated (altered) to GTG.

Normal gene · · · ACT CCT GAG GAG AAG · · ·

Protein  · · · Thr – Pro – Glu – Glu – Lys · · ·

Mutated gene · · · ACT CCT GTG GAG AAG · · ·

Protein  · · · Thr – Pro – Val – Glu – Lys · · ·

More modern approaches begin with analysis of the DNA to discover the genetic 
changes that lead to disease. The fi rst successful application of this method identifi ed 
the cystic fi brosis gene, that is, the gene whose mutation cause the disease (Box 3-A).

Over 3000 genes have been linked to specifi c monogenetic diseases, such as sickle 
cell anemia and cystic fi brosis. In many cases, a variety of different mutations have 
been catalogued for each disease gene, which explains in part why symptoms of 
the disease vary between individuals. The database known as OMIM (Online 
Mendelian Inheritance in Man; http://www.ncbi.nlm.nih.gov/omim) contains 
information on thousands of genetic variants, including the clinical features of 
the resulting disorder and its biochemical basis. The Genetic Testing Registry 
(http://www.ncbi.nlm.nih.gov/gtr/) is a database of the diseases that can be detected 
through analysis of DNA, carried out by either clinical or research laboratories.
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BOX 3-A

About 1 in 3000 babies in the United 
States is born with cystic fi brosis (CF), 
the most common inherited disease in 
individuals of northern European extrac-
tion. The most serious symptom of CF is 
the obstruction of the airways by thick, 
sticky mucus, which tends to create an 
ideal environment for bacterial growth. 
Individuals with CF may also suffer from 
impaired secretion of digestive enzymes 
from the pancreas, which contributes to 
malnutrition and poor growth. Histori-
cally, individuals with CF died in child-
hood, but a variety of treatments, including 
the use of antibiotics to prevent lung 
infections, have now extended survival 
well into adulthood.

Before the era of DNA testing, one of 
the diagnostic signs of CF was high chlo-
ride concentrations in sweat (according 
to medieval folklore, a baby who tasted 
salty when kissed was predicted to die soon). But neither this 
characteristic nor other symptoms, such as the thick mucus in 
the airways, pointed unequivocally to a defect in any known 
protein. Consequently, the search for the genetic basis for CF 
required a strategy that did not use a protein as its starting 
point.

To fi nd the cystic fi brosis gene, researchers 
analyzed DNA from affected individuals, who 
had two copies of the defective CF gene, and 
from family members who were asymptomatic 
carriers and had one normal and one defective 
copy of the gene. Individuals with one or two 
copies of the defective CF gene shared two other 
genetic features that can be detected in a labora-
tory test. These two DNA markers were used to 
defi ne a chromosomal region that was likely to 
contain the cystic fi brosis gene. In particular, 
one DNA segment on chromosome 7 appeared 
to be present in a number of mammalian species, which sug-
gested that the segment contained an essential gene (about 98% 
of mammalian DNA does not encode any protein). The research-
ers then deduced the sequence of nucleotides in this region of 
DNA, ultimately identifying a stretch of about 250,000 bp as 
the CF gene.

As is the case for nearly all mammalian genes, only certain 
portions of the CF gene directly correspond to a protein prod-
uct, because segments of the mRNA molecule transcribed from 
the gene are excised, an event called splicing, before the message 
is translated into protein (splicing is discussed further in Sec-
tion 21-3). In addition, sequences at each end of the mRNA are 
not translated. After splicing, the mRNA is only 6129 nucleotides 
long. Of this molecule, 4440 nucleotides (or 4440 4 3 5 1480 
codons) specify the 1480 amino acid residues of the protein 
product.

Discovery of the Cystic Fibrosis Gene

Matching every three bases in the derived mRNA sequence with 
the appropriate amino acid (see Table 3-3) yielded the amino 
acid sequence of the protein.

Additional sequencing studies showed that in about 70% of 
CF patients, the gene is missing three nucleotides. This results in 
the deletion of a single phenylalanine (Phe) residue at position 
508 (the 508th amino acid residue in the encoded protein):

Note that although the nucleotide deletion affects codons 507 
and 508, the redundancy of the genetic code means that the 
isoleucine (Ile) at position 507 is not affected (because codons 
ATC and ATT both specify Ile). The protein lacking Phe 508 is 
abnormally processed by the cell, so very little is present in func-
tional form.

So what does the CF gene do? The putative function of the 
cystic fi brosis gene product was identifi ed by its sequence simi-
larity to a large family of proteins involved in the transport of 
substances across cell membranes (recall from Section 2-2 that 
only nonpolar substances can spontaneously traverse a lipid 
bilayer; all other substances require a protein transporter). Each 
member of this protein family has one or two segments that 
position the protein in the membrane. The CF protein also 
contains an additional domain thought to play a regulatory 
role. Accordingly, the protein was named the cystic fi brosis 

CLINICAL CONNECTION

DNA

transcription

splicing

250,000 bp

6129 bases

1480 amino acids

4440 bases = 1480 codons

translation

Unspliced
mRNA

Spliced mRNA

Protein

Normal gene
Protein

Mutated gene
Protein

. . .

. . .
. . .
. . .

. . .

. . .
. . .
. . .

504 505 506 507 508 509 510 511 512
GAA AAT ATC ATC TTT GGT GTT TCC TAT
Glu Asn Ile Ile Phe Gly Val Ser Tyr

504 505 506 507 508 509 510 511 512
GAA AAT ATC AT– ––T GGT GTT TCC TAT
Glu Asn Ile Ile Gly Val Ser Tyr
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CONCEPT REVIEW
• How does DNA encode genetic information and how is this information 

expressed?
• What is the relationship between the nucleotide sequence in a gene and the 

amino acid sequence of a protein?
• List some reasons why knowing a gene’s sequence might be useful.

transmembrane conductance regulator (CFTR). When the 
CFTR gene was introduced into different cell types, its function 
could be studied. The CFTR protein is, in fact, a membrane 
protein that acts as a channel to allow Cl2 to exit the cell

EXTRACELLULAR
FLUID Cell

membrane

CYTOSOL CFTR

Cl−

Cl−

CFTR also appears to regulate Na1 uptake by the cell. Conse-
quently, a defective or absent CFTR protein disrupts the normal 
distribution of Na1 and Cl2. In the CF lung, the concentra-
tions of the ions are low in the extracellular space. As a result, 
the water that would normally be drawn by high concentrations 
of these ions is absent. In a normal lung, the extracellular fl uid 
is thin and watery, but in the CF lung, the fl uid is thick and 
viscous. In the sweat gland, a defective CFTR alters the trans-
port of Na1 and Cl2, causing the salty sweat that is diagnostic 
of CF.

 Questions:

1. The Phe-deletion mutation described on the facing page 
causes a severe form of CF. Other types of mutations in the 
CF gene produce milder forms of the disease that may not be 
detected until adulthood. Explain.

2. One portion of the normal CF gene has the sequence
. . . AAT ATA GAT ACA G . . .

 In some individuals with cystic fi brosis, this portion of the 
gene has the sequence

. . . AAT AGA TAC AG . . .

 How has the DNA sequence changed and how does this 
affect the encoded protein?

3. Most genetic diseases that limit survival to reproductive age 
are relatively rare; CF is an exception. The prevalence of the 
defective CF gene suggests that it may have had benefi ts 
during human evolution. Some pathogens (disease-causing 
organisms) use the normal CFTR as an entry point for in-
fecting cells. Explain why individuals with one normal and 
one defective CF gene are more likely to survive (and pass on 
their genes) than individuals with two normal or two defec-
tive copies of the CF gene.

4. Would cystic fi brosis be a good candidate for treatment by 
gene therapy (Section 3-4)?

The ability to sequence large tracts of DNA has made it possible to study entire 
genomes, from the small DNA molecules of parasitic bacteria to the enormous 
 multichromosome genomes of plants and mammals. Sequence data are customarily 
deposited in a public database such as GenBank. The data can be accessed 
 electronically in order to compare a given sequence to sequences from other genes 
(see Bioinformatics Project 2).

Some of the thousands of organisms whose genomes have been partially or fully 
sequenced are listed in Table 3-4. This list includes species that are widely used as 
model organisms for different types of biochemical studies (Fig. 3-11).

Gene number is roughly correlated 
with organismal complexity

Not surprisingly, organisms with the simplest lifestyles tend to have the least amount 
of DNA and the fewest genes. For example, M. genitalium and H. infl uenzae (see 
Table 3-4) are human parasites that depend on their host to provide nutrients; these 
organisms do not contain as many genes as free-living bacteria such as Synechocystis 
(a photosynthetic bacterium). Multicellular organisms generally have even more 
DNA and more genes, presumably to support the activities of their many specialized 

KEY CONCEPTS
• The genomes of different species 

vary in size and number of genes.
• Genes can be identifi ed by their 

nucleotide sequences.
• Analysis of genetic data can provide 

information about gene function and 
risk of disease.

3-3 Genomics
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TABLE 3-4  Genome Size and Gene Number of Some Organisms

Organism Genome Size (kb) Number of Genes

Bacteria
Mycoplasma genitalium 580 525
Haemophilus infl uenzae 1,830 1,789
Synechocystis PCC6803 3,947 3,618
Escherichia coli 4,643 4,630

Archaea
Methanocaldococcus jannaschii 1,740 1,830
Archaeoglobus fulgidus 2,178 2,486

Fungi
Saccharomyces cerevisiae (yeast) 12,071 6,281

Plants
Arabidopsis thaliana 119,146 33,323
Oryza sativa (rice) 382,151 30,294
Zea mays (corn) �2,046,000 �32,000

Animals
Caenorhabditis elegans (nematode) 100,268 21,175
Drosophila melanogaster (fruit fl y) 139,466 15,016
Homo sapiens 3,102,000 �21,000

[Data from NCBI Genome Project.]

? What is the relationship between genome size and gene number in prokaryotes? 
How does this differ in eukaryotes?
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Figure 3-11 Some model organisms. 
(a) Escherichia coli, a normal inhabitant 
of the mammalian digestive tract, is a 
metabolically versatile bacterium that 
tolerates both aerobic and anaerobic 
conditions. (b) Baker’s yeast, Saccharomyces 
cerevisiae, is one of the simplest eukaryotic 
organisms, with just over 6000 genes. 
(c) Caenorhabditis elegans is a small (1-mm) 
and transparent roundworm. As a 
multicellular organism, it bears genes 
not found in unicellular organisms. 
(d) The plant kingdom is represented by 
Arabidopsis thaliana, which has a short 
generation time and readily takes up 
foreign DNA. [Dr. Kari Lounatmaa/Science 
Photo Library/Photo Researchers; Andrew 
Syred/Science Photo Library/Photo Researchers; 
Sinclair Stammers/Science Photo Library/Photo 
Researchers; Dr. Jeremy Burgess/Science Photo 
Library/Photo Researchers.]

(a) (b)

(c) (d)
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cell types. Interestingly, humans contain about as many genes as nematodes, sug-
gesting that organismal complexity results not just from the raw number of genes 
but from how the genes are transcribed and translated into protein. Note that hu-
mans and many other organisms are diploid (having two sets of genetic informa-
tion, one from each parent), so that each human cell contains roughly 6.2 billion 
base pairs of DNA. For simplicity, genetic information usually refers to the haploid 
state, equivalent to one set of genetic instructions.

In prokaryotic genomes, all but a few percent of the DNA represents genes for 
proteins and RNA. The proportion of noncoding DNA generally increases with the 
complexity of the organism. For example, about 30% of the yeast genome, about 
half of the Arabidopsis genome, and over 98% of the human genome is noncoding 
DNA. Although up to 80% of the human genome may actually be transcribed to 
RNA, the protein-coding segments account for only about 1.5% of the total (Fig. 3-12).

Much of the noncoding DNA consists of repeating sequences with no known 
function. The presence of repetitive DNA helps explain why certain very large 
genomes actually include only a modest number of genes. For example, the 
maize (corn) and rice genomes contain about the same number of genes, but 
the maize genome is as much as 10 times larger than the rice genome. Over half of 
the maize genome appears to be composed of transposable elements, short segments 
of DNA that are copied many times and inserted randomly into the chromosomes.

The human genome contains several types of repetitive DNA sequences, includ-
ing the inactive remnants of transposable elements. About 45% of human DNA 
consists of moderately repetitive sequences, which are blocks of hundreds or thou-
sands of nucleotides scattered throughout the genome. The most numerous of these 
are present in hundreds of thousands of copies. Highly repetitive sequences account 
for another 3% of the human genome. These segments of 2 to 10 bases are present 
in millions of copies. They are repeated tandemly (side by side), sometimes thou-
sands of times. The number of repeats of a given sequence often varies between in-
dividuals, even in the same family, so this information can be analyzed to produce a 
DNA “fi ngerprint” (see Section 3-4).

Some so-called noncoding DNA in fact consists of genes for RNA molecules, 
which appear to play a variety of roles in regulating the expression of protein-coding 
genes (Chapter 21). Comparisons of mammalian genomes indicate that as much as 
6% of the human genome appears to have changed relatively little during evolution, 
suggesting that it has some essential function.

Genes are identifi ed by comparing sequences

For many genomes, the exact number of genes has not yet been determined, and 
different methods for identifying genes yield different estimates. For example, a 
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Unique sequence Moderately repetitive

Highly repetitiveProtein-coding

Figure 3-12 Coding and noncoding portions of the human genome. Approximately 
1.5% of the genome codes for proteins. Moderately repetitive sequences make up 45% 
of the genome and highly repetitive sequences about 3%, so that roughly half of the 
human genome consists of unique DNA sequences of unknown function. Up to 80% 
of the genome may be transcribed, however.
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computer can scan a DNA sequence for an open reading frame (ORF), that is, a 
stretch of nucleotides that can potentially be transcribed or translated. For a protein-
coding gene, the ORF begins with a “start” codon: ATG in the coding strand of 
DNA, which corresponds to AUG in RNA (see Table 3-3). This codon specifi es 
methionine, the initial residue of all newly synthesized proteins. The ORF ends with 
one of the three “stop” codons: DNA coding sequences of TAA, TAG, or TGA, 
which correspond to the three mRNA stop codons (see Table 3-3). Other so-called 
ab initio (“from the beginning”) gene-identifying methods scan the DNA for other 
features that characterize the beginnings and endings of genes. These methods tend 
to overestimate the number of genes.

Another method for identifying genes in a genome relies on sequence compari-
sons with known genes (and thereby probably underestimates the true number of 
genes). Such genome-to-genome comparisons are possible because of the universal 
nature of the genetic code and the relatedness of all organisms through evolution 
(Section 1-4). Genes with similar functions in different species tend to have similar 
sequences; such genes are said to be homologous. Even an inexact match can still 
indicate a protein’s functional category, such as enzyme or hormone receptor, al-
though its exact role in the cell may not be obvious. Genes that appear to lack coun-
terparts in other species are known as orphan genes. At present, the number of 
known genes exceeds the number of known gene products (proteins and RNA mol-
ecules). This is hardly surprising, given that some genes are expressed at low levels or 
generate products that have not yet been detected through conventional biochemi-
cal isolation approaches. About 20% of the genes in the well-studied organism 
E. coli have not yet been assigned functions.

Genome maps, such as the ones shown in Figure 3-13, indicate the placement 
and orientation of genes on a chromosome. Arrows pointing in opposite directions 
represent genes encoded by different strands of the double-stranded chromosome. 
Note that mammalian genes are typically much longer than bacterial genes (27 kb 
on average), since they contain sequences that are spliced out of the transcript before 
translation. In addition, the spaces between genes are much larger in the mamma-
lian genome.

Gene-mapping projects have uncovered some interesting aspects of evolution, 
including horizontal gene transfer. This occurs when a gene is transferred be-
tween species rather than from parent to offspring of the same species (vertical 
gene transfer). Horizontal gene transfer may be mediated by viruses, which can 
pick up extra DNA as they insert and excise themselves from the host’s chromo-
somes. This activity can generate, for example, what appears to be a mammalian 
gene inside a bacterial genome. The ease with which many bacterial organisms 
trade their genes has given rise to the idea that groups of bacteria should be viewed 
as a continuum of genomic variations instead of separate species with discrete 
genomes.

Genomic data can be linked to disease

Genomics, the study of genomes, has a number of practical applications. For one 
thing, the number of genes and their putative functions provide a rough snapshot of the 

Figure 3-13 Examples of genome maps. (a) Genes located in a 10-kb span of the
E. coli chromosome. (b) Genes from a 2500-kb gene-rich segment of the mouse 
genome. Each gene is represented by a colored block.

(a)

(b)

68
Ch 3 From Genes to Proteins

c03FromGenesToProteins.indd Page 68  6/22/12  12:13 PM F-444c03FromGenesToProteins.indd Page 68  6/22/12  12:13 PM F-444



metabolic capabilities of a given organism. For example, humans and fruit fl ies differ 
in the number of genes that code for cell-signaling pathways and immune system 
functions (Fig. 3-14). An unusual number of genes belonging to one category 
might indicate some unusual biological property in an organism. This sort of knowl-
edge could be useful for developing drugs to inhibit the growth of a pathogenic 
organism according to its unique metabolism.

Genomic analysis also reveals variations among individuals, some of which can 
be linked to an individual’s chance of developing a particular disease. In addition 
to genetic changes that are clearly associated with a single-gene disorder, millions 
more sequence variations have been catalogued. On average, the DNA of any two 
humans differs at 3 million sites, or about once every thousand base pairs. These single-
nucleotide polymorphisms (SNPs, instances where the DNA sequence differs 
among individuals) are compiled in databases. Some of the factors that can alter 
DNA are discussed in Section 20-5).

Researchers have attempted to correlate SNPs with disorders, such as cardiovas-
cular disease or cancer, that likely depend on the contributions of many genes. 
 Genome-wide association studies (GWAS) have identifi ed, for example, 39 sites that 
are associated with type 2 diabetes and 71 that are associated with Crohn’s disease, 
an autoimmune disorder. The risk tied to any particular genetic variant is low, but 
the entire set of variations can explain up to 50% of the heritability of the disease. 
Although the SNPs are only proxies for disease genes, these data should provide a 
starting point for researchers to explore the DNA near the SNPs to discover the 
genes that are directly involved in the disease. Several commercial enterprises offer 
individual genome-sequencing services, but until genetic information can be reli-
ably translated into effective disease-prevention or treatment regimens, the practical 
value of “personal genomics” is somewhat limited.

CONCEPT REVIEW
• Describe the rough correlation between gene number and organismal 

lifestyle.
• How are genes identifi ed?
• Why is it useful to identify homologs of human genes?
• What is the value of genome-wide association studies? What are their 

limitations?

Figure 3-14 Functional classifi cation of genes. This diagram is based on 17,181 
human genes (a) and 9837 Drosophila genes (b), grouped according to the biochemical 
function of the gene product. Humans devote a larger proportion of genes to cell 
communication (25.4% versus 18.6% in Drosophila) and to the immune system 
(15.3% versus 10.2% in Drosophila). [Data from the Protein Analysis through Evolutionary 
Relationships classifi cation system, www.pantherdb.org/.]

cell communication

(a) Human (b) Drosophila

immune system
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 See Guided Exploration. DNA 
sequence determination by the chain-
terminator method.

 HOW do researchers decipher 

the information in DNA?

Molecular biologists have devised clever procedures for isolating, amplifying, 
 sequencing, altering, and otherwise manipulating DNA. Many of the techniques 
take advantage of naturally occurring enzymes that cut, copy, and link nucleic acids. 
These techniques also exploit the ability of nucleic acids to interact with comple-
mentary molecules purifi ed from natural sources or synthesized in the laboratory.

DNA sequencing uses DNA polymerase 
to make a complementary strand

The most widely used technique for determining the sequence of nucleotides in a 
segment of DNA was developed by Frederick Sanger in 1975. The Sanger sequenc-
ing technique is also known as dideoxy DNA sequencing because it uses dideoxy 
nucleotides, that is, nucleotides lacking both 29 and 39 hydroxyl groups:

baseO

H H
HH

HH

OCH2PPP

2�,3�-Dideoxynucleoside triphosphate
(ddNTP)

A dideoxynucleoside triphosphate can be abbreviated ddNTP, where N represents 
any of the four bases.

The sequencing protocol is outlined in Figure 3-15. First, the DNA is dena-
tured to separate its two strands. The DNA is then incubated with a mixture of all 
four deoxynucleoside triphosphates (dATP, dCTP, dGTP, and dTTP) and a bacte-
rial DNA polymerase, an enzyme that catalyzes the polymerization of the nucleo-
tides in the order determined by their base-pairing with a single-stranded DNA 
template. Because the DNA polymerase cannot begin a new nucleotide strand but 
can only extend a preexisting chain, a short single-stranded primer that base pairs 
with the template strand is added to the mixture. Keep in mind that the reaction 
mixture actually contains millions of molecules of the template, the primer, and the 
polymerase.

The reaction mixture also includes small amounts of four dideoxynucleotides 
(ddATP, ddCTP, ddGTP, and ddTTP), each of which is tagged with a different 
fl uorescent dye. As the DNA polymerase proceeds to synthesize a new DNA chain, it 
occasionally adds one of the ddNTPs in place of the corresponding dNTP. This halts 
further extension of the DNA chain because the newly incorporated ddNTP, which 
lacks a 3� OH group, cannot form the 3� portion of a 3�–5� phosphodiester bond to 
the next nucleotide (see Section 3-1).

The concentrations of the ddNTPs in the reaction mixture are lower than the 
concentrations of their corresponding dNTPs, so the DNA polymerase can assemble 
new chains of varying length before the random incorporation of a ddNTP halts 
further polymerization. The result is a population of truncated DNA strands, each 
capped by a fl uorescent ddNTP residue. The fragments differ in length by a single 
nucleotide since they all started from identical primers.

The reaction products are subjected to electrophoresis, a procedure in which the 
molecules move through a gel-like matrix such as agarose or polyacrylamide under 
the infl uence of an electric fi eld. Because all the DNA segments have a uniform 
charge density, they are separated on the basis of their size (the smallest molecules 
move fastest). The separated molecules are excited by a laser so that the fl uorescent dye 

KEY CONCEPTS
• A DNA molecule can be sequenced 

or amplifi ed by using DNA 
polymerase to make a copy of a 
template strand.

• Linking together DNA fragments 
produces recombinant DNA 
molecules that can be used to 
study gene function, to express 
genes in host organisms, and to 
engineer genes for commercial and 
therapeutic purposes.

3-4 Tools and Techniques: Manipulating DNA
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attached to each dideoxynucleotide residue emits its characteristic color (Fig. 3-16). 
The order of appearance of the colors corresponds to the order of nucleoides in the 
newly synthesized DNA. Keep in mind that this sequence is complementary to the 
DNA strand that was used as a template in the sequencing reaction. With automa-
tion, a single reaction can yield a sequence of 400–1000 nucleotides.

Newer sequencing procedures also use DNA polymerase to generate a comple-
mentary DNA strand. In the pyrosequencing technique, molecules of the template 
DNA are immobilized on a plastic surface, a primer and DNA polymerase are added, 

Figure 3-15 Dideoxy DNA sequencing procedure.

ATAGCTCGACGTAG
ATAGCTCGACGTA
ATAGCTCGACGT
ATAGCTCGACG
ATAGCTCGAC
ATAGCTCGA
ATAGCTCG
ATAGCTC
ATAGCT

Double-stranded DNA

Primer bound to DNA

Single DNA strand to be sequenced

Denature DNA 

Add primer, DNA polymerase, dNTPs,
and fluorescent-labeled ddNTPs

DNA polymerase extends the primer by sequentially adding
nucleotides that base pair with the template strand.
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terminates polymerization.

Primer

Primer
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Figure 3-16 Results of dideoxy 
sequencing. In electrophoresis, the 
DNA fragments generated by dideoxy 
sequencing move through a thin 
tube under an electric fi eld and are 
detected by their fl uorescence. The 
peaks represent fragments that differ in 
size by one nucleotide, and the color 
corresponds to the dideoxynucleotide 
at the end of the fragment. Thus, the 
successive peaks reveal the nucleotide 
sequence.
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and then a dNTP substrate is introduced. If DNA polymerase adds that nucleotide 
to the new DNA strand, pyrophosphate (the “diphosphate” portion of the dNTP) is 
released and triggers a chemical reaction involving the fi refl y enzyme luciferase, which 
generates a fl ash of light. Solutions of each of the four dNTPs are successively washed 
across the immobilized DNA template, and a detector records whether light is pro-
duced in the presence of a particular dNTP. In this way, the sequence of nucleotides 
complementary to the template strand can be deduced. In a similar approach, the 
DNA to be sequenced is introduced into microscopic wells positioned atop an ion-
sensitive layer. When DNA polymerase adds the appropriate nucleotide, the reaction 
releases a hydrogen ion, which is detected as a voltage change. Pyrosequencing and 
related techniques can “read” stretches of 300–500 nucleotides, somewhat shorter 
than the sequences revealed by dideoxy sequencing, but the small scale of the fl uid-
delivery system allows many templates to be  sequenced simultaneously.

Because DNA samples are frequently too large to be sequenced in a single pass, 
the DNA must be broken into a number of overlapping segments that are individually 
sequenced. The nucleotide sequence of the entire DNA can then be reconstructed 
by computer analysis of the overlapping sequences. Although this piece-by-piece 
approach can be carried out systematically, it is usually more effi cient to generate a 
large number of DNA fragments in a random, or “shotgun,” fashion and then 
 examine the sequenced pieces for overlaps.

Original DNA

Segments to be
individually
sequenced

The polymerase chain reaction amplifi es DNA

At one time, scientists requiring large amounts of a particular DNA sequence had to 
laboriously isolate the target DNA and clone (copy) it in living cells, as described 
later in this section. That changed in 1985 with the invention of the polymerase 
chain reaction (PCR) by Kary Mullis. Although PCR cannot entirely replace clon-
ing as a research tool, it provides a relatively easy and rapid way to amplify a segment 
of DNA. One of the advantages of PCR over traditional cloning techniques is that the 
starting material need not be pure (this makes the technique ideal for analyzing com-
plex mixtures such as tissues or biological fl uids).

Like DNA sequencing, PCR uses DNA polymerase to make copies of a particu-
lar DNA sequence (Fig. 3-17). The reaction mixture contains the DNA sample, a 
DNA polymerase, all four deoxynucleotides, and two oligonucleotide primers that 
are complementary to the 3� ends of the two strands of the target sequence. In the 
fi rst step of PCR, the sample is heated to 90–95�C to separate the DNA strands. 
Next, the temperature is lowered to about 55�C, cool enough for the primers to 
hybridize with the DNA strands. The temperature is then increased to about 75�C, 
and the DNA polymerase synthesizes new DNA strands by extending the primers. 
The three steps—strand separation, primer binding, and primer extension—are 
 repeated as many as 40 times. Because the primers represent the two ends of the 
target DNA, this sequence is preferentially amplifi ed so that it doubles in concentra-
tion with each reaction cycle. For example, 20 cycles of PCR can theoretically yield 
220 � 1,048,576 copies of the target sequence in a matter of hours. The DNA can 
then be cloned, sequenced, or used for another purpose.

One of the keys to the success of PCR is the use of bacterial DNA polymerases 
that can withstand the high temperatures required for strand separation (these tem-
peratures inactivate most enzymes). Commercial PCR kits usually contain DNA 
polymerase from Thermus aquaticus (“Taq,” which lives in hot springs) or Pyrococcus 
furiosus (“Pfu,” which inhabits geothermally heated marine sediments), since their 
enzymes perform optimally at high temperatures.

 See Guided Exploration. PCR and 
site-directed mutagenesis.
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One of the limitations of PCR is that choosing appropriate primers requires 
some knowledge of the DNA sequence to be amplifi ed; otherwise, the primers will 
not anneal with complementary sequences in the DNA and the polymerase will not 
be able to make any new DNA strands. However, since no new DNA is synthesized 
unless the primers can bind to the DNA sequence, PCR can be used to verify the pres-
ence of that sequence. In fact, PCR is the most effi cient way to detect certain organ-
isms that are diffi cult to grow in the laboratory. For obvious reasons, PCR is also 
preferred over culturing as a way to detect the presence of highly contagious bacteria 
and viruses. Blood banks use PCR to test donations for the human immunodefi -
ciency virus (HIV), hepatitis viruses, and West Nile virus. Scientists have used PCR 
to amplify DNA from ancient bones and, in the forensics laboratory, to analyze 
DNA of more recent origin (Box 3-B).

If merely detecting a specifi c DNA sequence does not provide enough infor-
mation, quantitative PCR (qPCR, also known as real-time PCR) can be employed. 

Figure 3-17 The polymerase chain 
reaction. Each cycle consists of 
separation of DNA strands, binding 
of primers to the 3� ends of the target 
sequence, and extension of the primers 
by DNA polymerase. The target DNA 
doubles in concentration with each 
cycle.

? Indicate the temperature at which 
each step takes place.

Target sequence
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Primers

5′3′

extend primers
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extend primers

anneal primers
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BIOCHEMISTRY NOTEBOX 3-B

DNA Fingerprinting

Individuals can be distinguished by examining polymorphisms in their DNA. Current 
DNA fi ngerprinting methods use PCR to examine segments of repetitive DNA 
sequences, most often short tandem repeats of four nucleotides. The exact number of 
repeats varies among individuals, and each set of repeats, or allele, is small enough (usu-
ally less than 500 bp) that alleles differing by just one four-residue repeat can be easily 
differentiated.

Because the fi rst step of fi ngerprinting is PCR, only a tiny amount of DNA is 
needed—about 1 mg, or the amount present on a coffee cup or a licked envelope. And 
since the target segment is short, the purity and integrity of the DNA sample is usually 
not an issue. The locus, or region of DNA containing the repeats, is PCR-amplifi ed 
using fl uorescent primers that are complementary to the unique (nonrepeating) 
sequences fl anking the repeats. In the example below, the two DNA segments have seven 
and eight tandem repeats of the AATG sequence.

AATG AATG AATG AATG AATG AATG AATG

AATG AATG AATG AATG AATG AATG AATG AATG

The PCR primers hybridize with sequences fl anking the repeats (shaded blue), which 
are the same in all individuals. The amplifi ed products are then separated according to size 
by electrophoresis and detected by their fl uorescence. The results are compared to reference 
standards containing a known number of AATG repeats, from 5 to 10 in this example.

Sample A comes from an individual with two copies of the 7-repeat allele and sample 
B from an individual with one copy of the 7-repeat allele and one copy of the 8-repeat 
allele (recall that humans are diploid, with two copies of each “gene”).

Each of the loci that have been 
selected for forensic use generally have 
7 to 30 different alleles. In a single 
sample of DNA, multiple loci can be 
amplifi ed by PCR simultaneously, pro-
vided that the sizes of the PCR prod-
ucts are suffi ciently different that they 
will not overlap during electrophoresis. 
Alternatively, each PCR primer can 
bear a different fl uorescent dye.

The probability of two individuals 
having matching DNA fi ngerprints 
depends on the number of loci exam-
ined and the number of possible alleles 
at each locus. For example, assume that 
one locus has 20 alleles and that each 
allele has a frequency in the population 
of 5% (1 in 20, or 1/20). Another locus 
has 10 alleles, and each has a frequency 
of 10% (1 in 10, or 1/10). The proba-
bility that two individuals would match 
at both sites is 1/20 3 1/10 5 1/200 
(the probabilities of independent events 
are multiplied). If multiple loci are 
examined, the probabilities can reach the range of 1 in a million or more. For this reason, 
most courts now consider DNA sequences to be unambiguous identifi ers of individuals.

Question: Would a child’s DNA fi ngerprint match the parents’ DNA fi ngerprints?

F
lu

or
es

ce
nc

e

Reference

Size

5 6 7 8 9 10

Sample B

Sample A
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In this technique, the polymerase chain reaction continually generates new DNA 
 sequences that bind to fl uorescent probes, so the amount of the DNA sequence can 
be monitored over time (rather than at the end of many reaction cycles, as in stan-
dard PCR). This approach is useful for quantifying infectious agents such as bacteria 
and viruses. Analysis of fetal DNA from the mother’s blood relies on the accuracy of 
qPCR to detect the small increase in concentration of a particular stretch of DNA 
that the fetus may have inherited from its mother, since circulating maternal DNA 
is about 10 times more abundant than the circulating fetal DNA.

qPCR methods are also used to assess the level of gene expression in cells: Cel-
lular mRNA is fi rst reverse-transcribed to DNA, then a specifi c DNA sequence is 
amplifi ed by PCR. A gene’s level of expression is sometimes reported relative to that 
of a gene that encodes a protein such as actin, which is typically produced at con-
stant levels in cells and can therefore serve as a sort of benchmark.

Restriction enzymes cut DNA at specifi c sequences

Naturally occurring DNA molecules tend to break from mechanical stress during 
laboratory manipulations. However, such randomly fragmented DNA is not always 
useful, so researchers take advantage of enzymes that cut DNA in defi ned ways. 
Bacteria produce DNA-cleaving enzymes known as restriction endonucleases (or 
restriction enzymes) that catalyze the breakage of phosphodiester bonds at or near 
specifi c nucleotide sequences. These enzymes can thereby destroy foreign DNA that 
enters the cell (for example, bacteriophage DNA). In this way, the bacterial cell 
“restricts” the growth of the phage. The bacterial cell protects its own DNA from 
endonucleolytic digestion by methylating it (adding a OCH3 group) at the same 
sites recognized by its restriction endonucleases. In the laboratory, the most useful 
restriction enzymes are those that cleave at (rather than just near) the recognition 
site. Hundreds of these enzymes have been examined; some are listed in Table 3-5 
along with their recognition sequences and cleavage sites.

Restriction enzymes typically recognize a 4- to 8-base sequence that is identical, 
when read in the same 5� S 3� direction, on both strands. DNA with this form of 
symmetry is said to be palindromic (words such as madam and noon are palindromes). 
One restriction enzyme isolated from E. coli is known as EcoRI (the fi rst three letters 
are derived from the genus and species names). Its recognition  sequence is

G A T—5� 3�A T C —
C T A—3� 5�T A G —

The arrows indicate the phosphodiester bonds that are cleaved. Note that the se-
quence reads the same on both strands.

Because the EcoRI cleavage sites are symmetrical but staggered, the enzyme gen-
erates DNA fragments with single-stranded extensions known as sticky ends:

G A T— A T C —
C T A— T A G —

In contrast, the E. coli restriction enzyme known as EcoRV cleaves both strands of 
DNA at the center of its 6-bp recognition sequence, so that the resulting DNA frag-
ments have blunt ends:

G T T—5� 3�A A C —
C A A—3� 5�T T G—

G T T— A A C —
C A A— T T G —

Restriction enzymes have many uses in the laboratory. For example, they are indis-
pensable for reproducibly breaking large pieces of DNA into smaller pieces of manage-
able size. Restriction digests of well-characterized DNA molecules, such as the 48,502 
bp E. coli bacteriophage l, yield restriction fragments of predictable size (Fig. 3-18).
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TABLE 3-5

Recognition and Cleavage Sites of 
Some Restriction Endonucleases

 Recognition/
Enzyme Cleavage Sitea

AluI AG | CT
MspI C | CGG
AsuI G | GNCCb

EcoRI G | AATTC
EcoRV  GAT | ATC
PstI CTGCA | G
SauI CC | TNAGG
NotI GC | GGCCGC
aThe sequence of one of the two DNA strands is shown. 
The vertical bar indicates the cleavage site.
bN represents any nucleotide.

[An exhaustive source of information on restriction 
enzymes is available through the Restriction Enzyme 
Database: rebase.neb.com/rebase/rebase.html.]

Figure 3-18 Digestion of 
bacteriophage � DNA by the restriction 
enzyme HindIII. The restriction enzyme 
cleaves the DNA to produce eight 
fragments of defi ned size, six of which 
are large enough to be separated by 
electrophoresis in an agarose gel. The 
DNA was applied to the top of the gel, 
and the fragments were visualized by 
binding a fl uorescent dye. The numbers 
indicate the number of base pairs in 
each fragment. [Reprinted from www.
neb.com, http://www.neb.com; © 2012 with 
permission from New England Biolabs.]

? Explain why the bands at the top 
appear brighter than the bands at 
the bottom.
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DNA fragments are joined to produce recombinant DNA

Recombinant DNA technology (also known as genetic engineering or molecular 
cloning) is a set of methods for cleaving, joining, and copying DNA fragments 
in vivo (PCR copies DNA in vitro). Briefl y, a fragment of DNA is combined with 
another DNA molecule to produce a recombinant DNA molecule:

1. A fragment of DNA of the appropriate size is generated by the action of a restric-
tion enzyme, by PCR, or by chemical synthesis.

2. The fragment is incorporated into another DNA molecule.
3. The recombinant DNA is introduced into cells, where it replicates.
4. Cells containing the desired DNA are identifi ed.

Restriction endonucleases are valuable tools for genetic engineers. When different 
samples of DNA are digested with the same sticky end–generating restriction endo-
nuclease, all the fragments have identical sticky ends. If the fragments are mixed 
 together, the sticky ends can fi nd their complements and re-form base pairs. The 
discontinuities in the sugar–phosphate backbone can then be mended by a DNA 
 ligase (an enzyme that forms new phosphodiester bonds between adjacent nucleotide 
residues). These cutting-and-pasting reactions allow a segment of DNA to be excised 
from a chromosome and inserted into a carrier DNA molecule, such as a circular 
plasmid, that has been cut by the same restriction enzyme. DNA ligase seals the 
breaks in the nucleotide strands, leaving an unbroken double-stranded recombinant 
DNA molecule consisting of the plasmid with a foreign DNA insert (Fig. 3-19).

Plasmids are small, circular DNA molecules present in many bacterial cells. A single 
cell may contain multiple copies of a plasmid, which replicates independently of the 
bacterial chromosome and usually does not contain genes essential for the host’s 
normal activities. However, plasmids often do carry genes for specialized functions, 
such as resistance to certain antibiotics (these genes often encode proteins that inacti-
vate the antibiotics). An antibiotic resistance gene allows the selection of cells that 
harbor the plasmid: Only cells that contain the plasmid can survive in the presence of 
the antibiotic. Growing large quantities of plasmid-laden cells is one way to produce 
large amounts of the foreign DNA insert. (It can be removed later by treating the 
plasmid with the same restriction enzyme used to insert the foreign DNA.) A piece of 
DNA that is amplifi ed in this way is said to be cloned. The plasmid that contains the 
foreign DNA is called a cloning vector. Note that a clone is simply an identical copy 
of an original. The term is used to refer either to a gene that has been amplifi ed, as 
described above, or to a cell or organism that is genetically identical to its parent.

An example of a cloning vector is shown in Figure 3-20. This plasmid contains 
a gene (called ampR) for resistance to the antibiotic ampicillin and a gene (called 
lacZ ) encoding the enzyme �-galactosidase, which catalyzes the hydrolysis of certain 
galactose derivatives. The lacZ gene has been engineered to contain several restric-
tion sites, any one of which can be used as an insertion point for a piece of foreign 
DNA with compatible sticky ends. Interrupting the lacZ gene with foreign DNA 
prevents the synthesis of the �-galactosidase protein.

Figure 3-19 Production of a recombinant DNA molecule. A small circular 
plasmid and a sample of DNA are cut with the same restriction enzyme, generating 
complementary sticky ends, so that the fragment of foreign DNA can be ligated into 
the plasmid.  See Animated Figure. Construction of a recombinant DNA molecule.

cut

Plasmid

Foreign
DNA

Recombinant
DNA

anneal ligate
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Colonies of bacterial cells harboring the intact plasmid can be detected when 
their b-galactosidase cleaves a galactose derivative that generates a blue dye:
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Colonies of bacterial cells in which a foreign DNA insert has interrupted the lacZ 
gene are unable to cleave the galactose derivative and therefore do not turn blue 
(Fig. 3-21). This method for identifying (screening) bacterial cells containing plas-
mids with the insert is known as blue-white screening. A single white colony can 
then be removed from the culture plate and grown in order to harvest its 
recombinant DNA for sequencing or some other purpose. Bacterial cells that lack 
the plasmid entirely would also be white. However, these cells are eliminated by 
including ampicillin in the culture medium, which kills cells that don’t contain the 
ampR gene.

A large number of cloning vectors have been developed to accommodate differ-
ent sizes of DNA inserts (Table 3-6). Vectors also differ by the cell type in which the 
vector can grow (for example, bacterial, fungal, insect, or mammalian cells) and in 
the strategy used to select cells containing the foreign DNA.

Cloned genes yield valuable products

If a gene that has been isolated and cloned in a host cell is also expressed (transcribed 
and translated into protein), it may affect the metabolism of that cell. The functions 
of some gene products have been assessed in this way. Sometimes a specifi c combi-
nation of vector and host cell are chosen so that large quantities of the gene product 
can be isolated from the cultured cells or from the medium in which they grow. This 
is an economical method for producing certain proteins that are diffi cult to obtain 
directly from human tissues (Table 3-7).

After a gene has been isolated and cloned, it can be specifi cally  altered in order to 
alter the amino acid sequence of the encoded protein. Site-directed mutagenesis (also 
called in vitro mutagenesis) mimics the natural process of evolution and allows pre-
dictions about the structural and functional roles of particular amino acids in a 
protein to be rigorously tested in the laboratory. One technique for site-directed 
mutagenesis is a variation of PCR in which the primers are oligonucleotides whose 
sequences are identical to a portion of the gene of interest except for one or a few 
bases corresponding to the codon(s) to be altered. The primers can hybridize to the 

ampR

lacZ

EcoRI
SacI
KpnI
AvaI
XmaI
SmaI
BamHI
XbaI
SalI
AccI
HincII
PstI
SphI
HindIII

Figure 3-20 Map of a cloning 
vector. This 2743-bp circular DNA 
molecule, called pGEM-3Z, has a gene 
for resistance to ampicillin so that 
bacterial cells containing the plasmid 
can be selected by their ability to grow 
in the presence of the antibiotic. The 
plasmid also has a site comprising 
recognition sequences for 14 different 
restriction enzymes. Inserting a foreign 
DNA segment at this site interrupts the 
lacZ gene, which encodes the enzyme 
b-galactosidase.

Figure 3-21 Culture dish used in 
blue-white screening. Blue colonies 
arise from cells whose plasmids have 
an intact b-galactosidase gene. White 
colonies arise from cells whose plasmids 
contain an insert that interrupts the 
b-galactosidase gene. [Courtesy S. Kopczak 
and D. P. Snustad, University of Minnesota.]

TABLE 3-6  

Types of Cloning Vectors

 Size of DNA
Vector Insert (kb)

Plasmid �20
Cosmid 40–45
Bacterial artifi cial 
 chromosome 40–400
Yeast artifi cial 
 chromosome 400–1000
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wild-type (naturally occurring) gene sequence if there are only a few mismatched 
bases. Multiple rounds of DNA polymerase–catalyzed primer extension yield many 
copies of the gene with the desired sequence (Fig. 3-22). The mutagenized gene can 
then be inserted into a vector for expression in a host cell.

TABLE 3-7  Some Recombinant Protein Products

Protein Purpose

Insulin Treat insulin-dependent diabetes
Growth hormone Treat certain growth disorders in children
Erythropoietin Stimulate production of red blood cells; 
  useful in kidney dialysis
Coagulation factors IX and X Treat hemophilia b and other bleeding disorders
Tissue plasminogen activator Promote clot lysis following myocardial 
  infarction or stroke
Colony stimulating factor Promote white blood cell production after 
  bone marrow transplant

Figure 3-22 Site-directed 
 mutagenesis.  See Animated Figure. 
Site-directed mutagenesis. Double-stranded plasmid

containing gene to be
mutagenized

Many copies of
double-stranded DNA
with mutagenized gene
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Genetically modifi ed organisms have 
practical applications

Introducing a foreign gene into a single host cell via a cloning vector alters the 
 genetic makeup of that cell and all its descendants. Producing a transgenic organism 
whose cells all contain the foreign gene is more diffi cult. In mammals, the DNA 
must be injected into fertilized eggs, which are then implanted in a foster mother. 
Some of the resulting embryos’ cells (possibly including their reproductive cells) will 
contain the foreign gene. When the animals mature, they must be bred in order to 
yield offspring whose cells are all transgenic.

Transgenic plants are produced by introducing recombinant DNA into a few 
cells, which can often develop into an entire plant whose cells all contain the foreign 
DNA. Desirable traits such as resistance to insect pests have been introduced into 
several important crop species. For example, about two-thirds of the U.S. corn 
(maize) crop is genetically modifi ed to produce a protein that is toxic to plant-eating 
insects. So-called Bt corn plants have been engineered to express an insecticidal 
toxin from the bacterium Bacillus thuringiensis. However, the extensive acreage 
 devoted to the transgenic corn (also known as a genetically modifi ed, or GM, food) 
raises some concerns: It increases the selective pressure on insects to evolve resistance 
to the toxin, and it increases the likelihood that the toxin gene will be transferred to 
other plant species, with disastrous effects on the insects that feed on them.

Transgenic plants have also been engineered for better nutrition. For example, 
researchers have developed strains of rice with foreign genes, from other plant 
 species, that encode enzymes necessary to synthesize b-carotene (an orange pigment 
that is the precursor of vitamin A) and a gene for the iron-storage protein ferritin 
(Fig. 3-23). The genetically modifi ed rice strains are intended to help alleviate 
 vitamin A defi ciencies (which affl ict some 400 million people) and iron defi ciencies 
(an estimated 30% of the world’s population suffers from iron defi ciency).

Using techniques similar to those for producing transgenic animals, researchers 
can produce animals in which a particular gene has been inactivated. These “gene 
knockouts” can serve as animal models for human diseases. For example, mice lack-
ing the cystic fi brosis gene have been used to study the development of the disease 
and to test potential treatments.

Gene therapy can cure some human diseases

The goal of gene therapy is to introduce a functional gene into an individual in order 
to compensate for an existing malfunctioning gene. The fi rst successful gene therapy 
trials treated children with severe combined immunodefi ciency (SCID), a normally 
fatal condition caused by the absence of the enzyme adenosine deaminase or the 
absence of a particular receptor protein. Bone marrow cells were removed from each 
patient, genetically modifi ed, and infused into the patient, where they differentiated 
into functional immune system cells. The “correct” gene sequence was generated by 
site-directed mutagenesis and then introduced into the bone marrow cells via a viral 
vector. Vectors derived from viruses are effective because viruses have evolved to be 
effi cient gene-delivery systems for mammalian cells.

Some of the diseases treated by gene therapy are listed in Table 3-8. Despite some 
30 years of research effort, signifi cant challenges remain. For example, the viral 

Figure 3-23 Genetically modifi ed 
rice. The plant has been genetically 
engineered to produce more b-carotene, 
the precursor of vitamin A. As a result, 
the rice grains are yellow rather than 
white. [© phloen/Alamy.]

TABLE 3-8  Some Hereditary Diseases Treated by Gene Therapy

Disease Symptoms

Adrenoleukodystrophy Neurodegeneration
Hemophilia Bleeding
Leber’s congenital amaurosis Blindness
Severe combined immunodefi ciency (SCID) Immunodefi ciency
�-Thalassemia Anemia
Wiskott-Aldrich syndrome Immunodefi ciency
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vectors used in gene therapy may elicit an immune response that destroys the vector 
before it can deliver its cargo or, as occurred in one case, kills the patient. Moreover, 
viruses tend to insert themselves into the host cell’s chromosomes somewhat at ran-
dom, which may interrupt the function of other genes. This has led to several cases 
of leukemia (uncontrolled growth of an immune system cell) in gene therapy 
 recipients. An additional limitation of the current gene therapy approaches is that 
most viruses can accommodate a foreign gene no larger than about 8 kb, whereas 
some human genes have a total length of hundreds of kb (the CF gene is 250 kb). 
Some genes also require additional regulatory sequences, at some distance from the 
coding segments, in order for the gene to be expressed in a tissue-specifi c and devel-
opmentally appropriate manner. Whereas a person’s immune system can be 
 “re-seeded” using a few altered cells that continue to multiply, other types of tissues 
do not readily take up foreign DNA or cannot proliferate to an extent that would 
permit the introduced gene to compensate for the defective gene.

3-1 DNA Is the Genetic Material

• The genetic material in virtually all organisms consists of DNA, 
a polymer of nucleotides. A nucleotide contains a purine or 
pyrimidine base linked to a ribose group (in RNA) or a deoxyri-
bose group (in DNA) that also bears one or more phosphate 
groups.

• DNA contains two antiparallel helical strands of nucleotides 
linked by phosphodiester bonds. Each base pairs with a comple-
mentary base in the opposite strand: A with T and G with C. The 
structure of RNA, which is single-stranded and contains U rather 
than T, is more variable.

• Nucleic acid structures are stabilized primarily by stacking interac-
tions between bases. The separated strands of DNA can reanneal.

3-2 Genes Encode Proteins

• The central dogma summarizes how the sequence of nucleotides 
in DNA is transcribed into RNA, which is then translated into 
protein according to the genetic code.

• The sequence of nucleotides in a segment of DNA can reveal 
mutations that cause disease.

3-3 Genomics

• Genomes contain variable amounts of repetitive and other forms 
of noncoding DNA in addition to genes, which are identifi ed by 
their sequence characteristics or similarity to other genes.

SUMMARY

• Genetic variations can be linked to human diseases even when 
specifi c disease genes have not been identifi ed.

3-4 Tools and Techniques: Manipulating DNA

• The sequence of nucleotides in a segment of DNA is commonly 
determined by the dideoxy method, in which labeled comple-
mentary copies of a DNA strand are synthesized. The presence 
of dideoxynucleotides, which cannot support further synthesis, 
generates a set of fragments of different lengths that are separated 
and analyzed to deduce the sequence of the original template 
strand.

• Large amounts of a particular DNA segment can be obtained 
by the polymerase chain reaction, in which a DNA poly-
merase makes complementary copies of a selected segment of 
DNA.

• DNA molecules can be reproducibly fragmented by the action of 
restriction enzymes, which cleave DNA at specifi c sequences.

• DNA fragments can be joined to each other to generate recom-
binant DNA molecules that are then cloned (copied) in host 
cells.

• A cloned gene can be manipulated so that large amounts of its 
protein product can be produced. The sequence of the gene may 
fi rst be altered by site-directed mutagenesis.

• Genes can be introduced into foreign hosts to produce transgenic 
organisms. In gene therapy, a normal gene is introduced in order 
to cure a genetic disease.

CONCEPT REVIEW
• Summarize the steps of dideoxy DNA sequencing. How does 

pyrosequencing differ from the dideoxy approach?
• How do researchers reconstruct long DNA sequences?
• Describe the polymerase chain reaction (PCR). Why is PCR a step in DNA 

fi ngerprinting?
• Why are restriction endonucleases useful for constructing recombinant 

DNA?
• How can cells containing recombinant DNA molecules be identifi ed by 

selection or screening?
• Describe how a cloned gene can be used to produce an altered protein, 

to generate a transgenic organism, or to cure a disease.
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chromosome
nucleic acid
nucleotide
DNA (deoxyribonucleic acid)
bacteriophage
polynucleotide
base
purine
pyrimidine
RNA (ribonucleic acid)
nucleoside
deoxynucleotide
vitamin
phosphodiester bond
residue
59 end
39 end
base pair
sugar–phosphate backbone
antiparallel
major groove
minor groove
bp
kb
oligonucleotide
polymerase
nuclease
exonuclease
endonuclease
A-DNA
B-DNA
stacking interactions

melting temperature (Tm)
denaturation
renaturation
anneal
probe
replication
gene
gene expression
transcription
translation
genome
coding strand
noncoding strand
messenger RNA (mRNA)
ribosome
ribosomal RNA (rRNA)
transfer RNA (tRNA)
codon
genetic code
mutation
cystic fi brosis (CF)
DNA marker
splicing
diploid
haploid
transposable element
moderately repetitive DNA
highly repetitive DNA
open reading frame (ORF)
homologous genes
orphan gene
genome map

horizontal gene transfer
genomics
single-nucleotide polymorphism (SNP)
genome-wide association study (GWAS)
dideoxy DNA sequencing
ddNTP
primer
dNTP
electrophoresis
pyrosequencing
polymerase chain reaction (PCR)
quantitative PCR (qPCR)
restriction endonuclease
palindrome
DNA fi ngerprinting
allele
locus
sticky ends
blunt ends
restriction digest
restriction fragment
recombinant DNA technology
DNA ligase
plasmid
selection
cloning vector
clone
blue-white screening
site-directed mutagenesis
transgenic organism
gene therapy

GLOSSARY TERMS

DATABASES FOR THE  STORAGE AND “MINING” OF GENOME SEQUENCES

Learn to locate nucleotide sequences, examine their encoded information, and  identify 
similarities to other sequences.

BIOINFORMATICS PROJECT 2

PROBLEMS

3-1 DNA Is the Genetic Material

 1. The identifi cation of DNA as the genetic material began 
with Griffi th’s “transformation” experiment conducted in 1928. 
Griffi th worked with Pneumococcus, an encapsulated bacterium 
that causes pneumonia. Wild-type Pneumococcus forms smooth 
colonies when plated on agar and causes death when injected into 
mice. A mutant Pneumococcus lacking the enzymes needed to syn-
thesize the polysaccharide capsule (required for virulence) forms 
rough colonies when plated on agar and does not cause death when 
injected into mice. Griffi th found that heat-treated wild-type Pneu-
mococcus did not cause death when injected into the mice because 
the heat treatment destroyed the polysaccharide capsule. However, 
if Griffi th mixed heat-treated wild-type Pneumococcus and the 
mutant unencapsulated Pneumococcus together and injected this 
mixture, the mice died. Even more surprisingly, upon autopsy, 

Griffi th found live, encapsulated Pneumococcus bacteria in the 
mouse tissue. Griffi th concluded that the mutant Pneumococcus 
had been “transformed” into disease-causing Pneumococcus, but he 
could not explain how this occurred. Using your current knowl-
edge of how DNA works, explain how the mutant Pneumococcus 
became transformed.

 2. In 1944, Avery, MacLeod, and McCarty set out to identify 
the chemical agent capable of transforming mutant unencapsulated 
Pneumococcus to the deadly encapsulated form. They isolated a vis-
cous substance with the chemical and physical properties of DNA 
and showed that it was capable of transformation. Transformation 
could still occur if proteases (enzymes that degrade proteins) or 
ribonucleases (enzymes that degrade RNA) were added prior to the 
experiment. What did these treatments tell the investigators about 
the molecular identity of the transforming factor?
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 3. In 1952, Alfred Hershey and Martha Chase carried out 
experiments using bacteriophages, which consist of nucleic acid 
enclosed by a protein capsid (coat). Hershey and Chase fi rst labeled 
the bacteriophages with the radioactive isotopes 35S and 32P. Because 
proteins contain sulfur but not phosphorus, and DNA contains 
phosphorus but not sulfur, each type of molecule was separately 
labeled. The radiolabeled bacteriophages were allowed to infect the 
bacteria, and then the preparation was treated to separate the empty 
capsids (ghosts) from the bacterial cells. The ghosts were found to 
contain most of the 35S label, whereas 30% of the 32P was found in 
the new bacteriophages produced by the infected cells. What does 
this experiment reveal about the roles of bacteriophage DNA and 
protein?

 4. In February 1953 (two months before Watson and Crick 
published their paper describing DNA as a double helix), Linus 
Pauling and Robert Corey published a paper in which they pro-
posed that DNA adopts a triple-helical structure. In their model, 
the three chains are tightly packed together. The phosphate groups 
reside on the inside of the triple helix, while the nitrogenous bases 
are located on the outside. They proposed that the triple helix was 
stabilized by hydrogen bonds between the interior phosphate 
groups. What are the fl aws in this model?

 5. In some organisms, DNA is modifi ed by addition of methyl 
groups. Draw the structure of 5-methylcytosine.

 6. In certain pathogenic bacteria, the methylation of certain ade-
nines in DNA is required in order for the bacteria to cause disease.

(a) Draw the structure of N 6-methyladenine.
(b) Why might scientists be interested in the fact that other 
bacteria produce an N 6-DNA methyltransferase (an enzyme 
that catalyzes the transfer of methyl groups to adenine)?

 7. Certain strains of E. coli incorporate the nitrogenous base 
shown here into nucleotides. For which base is this one a substitute?

O

NH

N
H

O

Cl

 8. An E. coli culture is grown in the presence of the base shown 
in Problem 7. A control culture is grown in the absence of this 
modifi ed base. Compare the masses of the DNA isolated from 
E. coli in these two cultures.

 9. Describe the chemical difference between uracil and 
thymine.

10. (a) What kind of linkage joins the two nucleotides in the 
dinucleotides NAD and FAD (see Figure 3-3)?
(b) How do the adenosine groups in FAD and CoA differ?

11. Draw a CA (ribo)dinucleotide and label the phosphodiester 
bond. How would the structure differ if it were DNA?

12. Many cellular signaling pathways involve the conversion of 
ATP to cyclic AMP, in which a single phosphate group is esterifi ed 
to both C39 and C59. Draw the structure of cyclic AMP.

13. Do Chargaff ’s rules hold true for RNA? Explain why or why 
not.

14. A diploid organism with a 30,000-kb haploid genome 
contains 19% T residues. Calculate the number of A, C, G, and 
T residues in the DNA of each cell in this organism.

15. A well-studied bacteriophage has 97,004 bases in its com-
plete genome.

(a) There are 24,182 G residues in the genome. Calculate the 
number of C, A, and T residues.
(b) Why does GenBank report a total of 48,502 bases for this 
bacteriophage genome?

16. The complete genome of a virus contains 1578 T residues, 
1180 G residues, 1609 A residues, and 1132 C residues. What can 
you conclude about the structure of the viral genome, given this 
information?

17. Identify the base pair highlighted in blue in Figure 3-7.

18. The adenine derivative hypoxanthine can base pair with cyto-
sine, adenine, and uracil. Show the structures of these base pairs.

Hypoxanthine

N

N N

NH

H

O

19. Explain whether the following statement is true or false: 
Because a G:C base pair is stabilized by three hydrogen bonds, 
whereas an A:T base pair is stabilized by only two hydrogen bonds, 
GC-rich DNA is harder to melt than AT-rich DNA.

20. Hydrogen bonding does not make a signifi cantly large con-
tribution to the overall stability of the DNA molecule. Explain.

21. How can the hydrophobic effect (Section 2-2) explain why 
DNA adopts a helical structure?

22. (a) Would you expect proteins to bind to the major groove 
or the minor groove of DNA? Explain.
(b) Eukaryotic DNA is packaged with histones, small proteins 
with a high lysine and arginine content. Why do histones have a 
high affi nity for DNA?

Arginine

Lysine

HN CH C

O

CH2

CH2

CH2

CH2

NH3
�

NH CH C

O

CH2

CH2

CH2

NH

NH2
�

NH2

C

23. Draw melting curves that would be obtained from the DNA 
of Dictyostelium discoideum and Streptomyces albus (see Table 3-2).

24. Using Table 3-2 as a guide, estimate the melting temperature 
of the DNA from an organism whose genome contains equal 
amounts of all four nucleotides.

25. What might you fi nd in comparing the GC content of DNA 
from Thermus aquaticus or Pyrococcus furiosus and DNA from bacte-
ria in a typical backyard pond?

26. Explain why the melting temperature of a sample of double-
helical DNA increases when the Na1 concentration increases.
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27. You have a short piece of synthetic RNA that you want to use 
as a probe to identify a gene in a sample of DNA. The RNA probe 
has a tendency to hybridize with sequences that are only weakly 
complementary. Should you increase or decrease the temperature to 
improve your chances of tagging the correct sequence?

28. In the laboratory technique known as fl uorescence in situ 
hybridization (FISH), a fl uorescent oligonucleotide probe is allowed 
to hybridize with a cell’s chromosomes, which are typically spread 
on a microscope slide. Explain why the chromosome preparation 
must be heated before the probe is added to it.

3-2 Genes Encode Proteins

29. Discuss the shortcomings of the following defi nitions for 
gene:

(a) A gene is the information that determines an inherited 
characteristic such as fl ower color.
(b) A gene is a segment of DNA that encodes a protein.
(c) A gene is a segment of DNA that is transcribed in all cells.

30. The semiconservative nature of DNA replication (as shown 
in Fig. 3-10) was proposed by Watson and Crick in 1953, but it 
wasn’t experimentally verifi ed until 1958. Meselson and Stahl grew 
bacteria on a “heavy nitrogen” source (ammonium chloride contain-
ing the isotope 15N) for many generations so that virtually every 
nitrogen atom in the bacterial DNA was the 15N isotope. This 
resulted in DNA that was denser than normal. The food source was 
abruptly switched to one containing only 14N. Bacteria were har-
vested and the DNA isolated by density gradient centrifugation.

(a) What is the density of the DNA of the fi rst-generation 
daughter DNA molecules? Explain.
(b) What is the density of the DNA isolated after two genera-
tions? Explain.

31. A segment of the coding strand of a gene is shown below.

ACACCATGGTGCATCTGACT

(a) Write the sequence of the complementary strand that DNA 
polymerase would make.
(b) Write the sequence of the mRNA that RNA polymerase 
would make from the gene segment.

32. A portion of a gene is shown below.

59-ATGATTCGCCTCGGGGCTCCCCAGTCGCTGGTGCT-
39-TACTAAGCGGAGCCCCGAGGGGTCAGCGACCACGA-

GCTGACGCTGCTCGTCG-39
CGACTGCGACGAGCAGC-59

The sequence of the mRNA transcribed from this gene has the fol-
lowing sequence:

59-AUGAUUCGCCUCGGGGCUCCCCAGUCGCU-
GGUGCUGCUGACGCUGCUCGUCG-39

(a) Identify the coding and noncoding strands of the DNA.
(b) Explain why only the coding strands of DNA are com-
monly published in databanks.

33. In the early 1960s, Marshall Nirenberg deciphered the 
genetic code by designing an experiment in which he synthesized a 
polynucleotide strand consisting solely of U residues, then added 
this strand to a test tube containing all of the components needed 
for protein synthesis.

(a) What polypeptide was produced by this “cell-free” system?
(b) What polypeptides were produced when poly(A), poly(C), 
and poly(G) were added to the cell-free system?

34. Har Gobind Korana, using a new polynucleotide synthesis 
method that he developed, extended Nirenberg’s work by synthesiz-
ing polynucleotides with precisely defi ned sequences.

(a) What polypeptide(s) would be produced if a poly(GU) were 
added to the cell-free system described in Problem 33?
(b) Do these results help to decipher the identities of the 
codons involved?

35. An open reading frame (ORF) is a portion of the genome that 
potentially codes for a protein. A given nucleotide sequence of mRNA 
potentially has three different reading frames, only one of which is 
correct (the selection of the correct ORF will be discussed more fully 
in Section 22-3). A portion of the gene for a type II human collagen 
is shown. What are the sequences of amino acids that can potentially 
be translated from each of the three possible reading frames?

AGGTCTTCAGGGAATGCCTGGCGAGAGGGGAGCAGCT-
GGTATCGCTGGGCCCAAAGGC

36. Refer to Problem 35. Collagen’s amino acid sequence con-
sists of repeating triplets in which every third amino acid is glycine. 
Does this information assist you in your identifi cation of the correct 
reading frame?

37. One form of the disease adrenoleukodystrophy (ALD) is 
caused by the substitution of serine for asparagine in the ALD pro-
tein. List the possible single-nucleotide alterations in the DNA of 
the ALD gene that could cause this genetic disease.

38. In another form of adrenoleukodystrophy, a CGA codon 
in the ALD gene is converted to a UGA codon. Explain how this 
mutation affects the ALD protein.

39. A mutation occurs when there is a base change in the DNA 
sequence. Some base changes do not lead to changes in the amino 
acid sequence of the resulting protein. Explain why.

40. Is it possible for the same segment of DNA to encode two 
different proteins? Explain.

41. A portion of the nucleotide sequence from the DNA coding 
strand of the chick ovalbumin gene is shown. What is the partial 
amino acid sequence of the encoded protein?

CTCAGAGTTCACCATGGGCTCCATCGGTGCAGCAA-
GCATGGAA— (1104 bp)—TTCTTTGGCAGATGTGTTT-

CCCCTTAAAAAGAA

42. A type of gene therapy called RNA interference (RNAi) is 
being investigated to treat Huntington’s disease. This disease is the 
result of a mutation in the DNA that results in the synthesis of a 
nervous system protein with an altered amino acid sequence. The 
mutated protein forms clumps, which cause nervous system defects. 
To treat this disease, scientists synthesize short sequences of RNA 
(siRNA, or small interfering RNA) that form base pairs with the 
mRNA that codes for the mutated protein.

(a) Design an siRNA that will interfere with the synthesis of the 
protein shown in Problem 41.
(b) Explain how the addition of the siRNA will prevent the 
synthesis of the protein.
(c) What are the diffi culties that must be overcome in order for 
RNA interference to be an effective technique for treating the 
disease?

3-3 Genomics

43. The genome of the bacterium Carsonella ruddii contains 
159 kb of DNA with 182 ORFs. What can you conclude about 
the habitat or lifestyle of this bacterium?
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44. In theory, both strands of DNA can code for proteins; that is, 
genes can be overlapping. Propose an explanation for why overlapping 
genes are more commonly observed in prokaryotes than in eukaryotes.

45. For many years, biologists and others have claimed that 
humans and chimpanzees are 98% identical at the level of DNA. 
Both the human and chimp genomes, which are roughly the same 
size, have now been sequenced, and the data reveal approximately 
35 million nucleotide differences between the two species. How 
does this number compare to the original claim?

46. When genomes of various organisms were sequenced, biolo-
gists expected that the DNA content (the C-value) would be posi-
tively correlated with organismal complexity. But no such correla-
tion has been demonstrated. In fact, some amphibians have DNA 
content that is similar to that found in humans. The C-value paradox 
is the term that refers to this puzzling lack of correlation between 
DNA content and organismal complexity. What questions do biolo-
gists need to ask as they attempt to solve the paradox?

47. A partial sequence of a newly discovered bacteriophage is 
shown below.

(a) Identify the longest open reading frame (ORF).
(b) Assuming that the ORF has been correctly identifi ed, where 
is the most likely start site?

TATGGGATGGCTGAGTACAGCACGTTGAATGAGGCGAT-
GGCCGCTGGTGATG

48. The bacteriophage described in Problem 47 contains 59 kb 
and 105 ORFs. None of the ORFs code for tRNAs. How does the 
bacteriophage replicate its DNA and synthesize the structural pro-
teins necessary to replicate itself?

49. If each person’s genome contains a SNP every 300 nucleo-
tides or so, how many SNPs are in that person’s genome?

50. Assuming that genes and SNPs are distributed evenly 
throughout the human genome, estimate how many protein-coding 
genes are likely to differ between two individuals.

51. A genome-wide association study was carried out to identify 
the SNPs located on chromosome 1 that were correlated with an 
intestinal disease. The location of three genes on chromosome 1 
(between positions 6.3 3 107 and 6.6 3 107) is shown in the fi gure 
below. A 21og10 P-value of 7 or greater is assumed to be associated 
with the disease.

(a) What are the locations on the chromosome that show the 
strongest correlation with the disease?
(b) Which genes contain SNPs associated with the disease and 
which do not?
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52. Use the information in the fi gure below to determine the 
chromosomal locations for the SNPs that are most closely associated 
with a colon disease.
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3-4 Tools and Techniques: Manipulating DNA

53. Design a 10-bp primer that could be used to determine the 
following sequence of DNA:

59-AGTCGATCCCTGATCGTACGCTACGGTAACGT-39

54. The following fragments were produced by using the “shot-
gun” method. Show how the fragments should be aligned to deter-
mine the sequence of the DNA.

ACCGTGTTTCCGACCG

ATTGTTCCCACAGACCG

CGGCGAAGCATTGTTCC

TTGTTCCCACAGACCGTG

55. The primer used in sequencing a cloned DNA segment often 
includes the recognition sequence for a restriction endonuclease. 
Explain.

56. Heat-stable DNA polymerases are sometimes used for 
dideoxy sequencing at high temperatures, especially when the tem-
plate DNA has a high content of G 1 C. Explain.

57. Could you perform PCR with an ordinary DNA polymerase, 
that is, one that is destroyed by high temperatures? What modifi ca-
tions would you make in the PCR protocol?

58. Examine the sequence of the protein in Solution 41. Assume 
that the corresponding DNA sequence is not known. Using the 
amino acid sequence as a guide, design a pair of nine-base deoxy-
nucleotide primers that could be used for PCR amplifi cation of the 
protein-coding portion of the gene. (Hint: DNA polymerase can 
extend a primer only from its 39 end.) How many different pairs of 
primers could you choose from?

59. Which restriction enzymes in Table 3-5 generate sticky ends? 
Blunt ends?

60. A sample of the DNA segment shown below is treated with 
the restriction enzyme MspI. Next, the sample is incubated with an 
exonuclease that acts only on single-stranded polynucleotides. What 
mononucleotides will be present in the reaction mixture?

TGCTTAGCCGGAACGA
ACGAATCGGCCTTGCT

61. Which is more likely to be called a “rare cutter”: a restriction 
enzyme with a four-base recognition sequence or a restriction 
enzyme with an eight-base recognition sequence?

62. Restriction enzymes are used to construct restriction maps 
of DNA. These are diagrams of specifi c DNA molecules that show 
the sites where the restriction enzymes cleave the DNA. To con-
struct a restriction map, purifi ed samples of the DNA are treated 
with restriction enzymes, either alone or in combination, and then 
the reaction products are separated by agarose gel electrophoresis, a 
technique that separates the DNA fragments based on size. (The 
smaller fragments travel more quickly and are found near the 

bottom of the gel, whereas the larger fragments are found near the 
top of the gel.)

Control

20 kb

EcoRI PstI
EcoRI

+
PstI

15 kb

11 kb

9 kb
8 kb
7 kb

3 kb
2 kb

Use the results of the agarose gel electrophoresis separation (above) 
to construct a restriction map for the sample of DNA.

63. The search for a gene sometimes starts with a DNA library, 
which is a set of cloned DNA fragments representing all the 
sequences in an organism’s genome. If you were to construct a 
human DNA library to search for novel genes, would you choose to 
clone the DNA fragments in plasmids or in yeast artifi cial chromo-
somes? Explain.

64. A researcher trying to identify the gene for a known protein 
might begin by looking closely at the protein’s sequence in order to 
design a single-stranded oligonucleotide probe that will hybridize 
with the DNA of the gene. Why would the researcher focus on a 
segment of the protein containing a methionine (Met) or trypto-
phan (Trp) residue (see Table 3-3)?

65. A group of investigators is interested in studying the gp41 
protein from the human immunodefi ciency virus (HIV). In order 
to do this, they use site-directed mutagenesis to synthesis a series of 
truncated proteins. A partial sequence of the gp41 protein is shown. 
Design an 18 bp “mismatched primer” (see Fig. 3-22) that could be 
used to synthesize a truncated protein that would terminate after 
the Leu residue at position 700.

WYIKLFIMIVGGLVGLRIVFAVLSIVNRVRGGYSP. . . . . .

700

66. Refer to the DNA sequence shown in Problem 41. 
(a) Using the coding sequence for this gene, design two 18-bp 
PCR primers that could be used to amplify this gene. 
(b) Suppose you wanted to add EcoRI restriction sites to each 
end of the gene. How would you modify the sequences of the 
PCR primers you designed in (a) to amplify the gene?
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THIS CHAPTER IN CONTEXT

HOW do faulty protein structures lead 

to disorders such as Alzheimer’s disease?

The effects of this neurodegenerative condition are 
clearly visible when comparing scans of the brain of 

an Alzheimer’s disease patient (right) and a normal brain 
(left). In this chapter, we’ll examine protein structure, 
beginning with the amino acids that form polypeptide 
chains. We’ll also see how proteins are stabilized by 

weak noncovalent forces, including the hydrophobic 
effect. When some protein structures are disrupted, the 

molecules tend to aggregate, eventually impairing cellular 
functions and producing the symptoms of disorders such as 

Alzheimer’s disease.

Do You Remember?
 Cells contain four major types of biological molecules and three major types of 

polymers (Section 1-2).

 Noncovalent forces, including hydrogen bonds, ionic interactions, and van der 

Waals forces, act on biological molecules (Section 2-1).

 The hydrophobic effect, which is driven by entropy, excludes nonpolar substances 

from water (Section 2-2).

 An acid’s pK value describes its tendency to ionize (Section 2-3).

 The biological information encoded by a sequence of DNA is transcribed to RNA 

and then translated into the amino acid sequence of a protein (Section 3-2).

Part 2 Molecular Structure
 and Function

   4 Protein Structure

Part 3 Metabolism

Part 1 Foundations

Part 4 Genetic Information
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Figure 4-1 A gallery of protein structures. These space-
filling models are all shown at approximately the same scale. 
In proteins that consist of more than one chain of amino acids, 
the chains are shaded differently. [Structure of insulin (pdb 1ZNI) 
determined by M. G. W. Turkenburg, J. L. Whittingham, G. G. Dodson, E. J. 
Dodson, B. Xiao, and G. A. Bentley; structure of maltoporin (pdb 1MPM) 

determined by R. Dutzler and T. Schirmer; structure of phosphoglycerate 
kinase (pdb 3PGK) determined by P. J. Shaw, N. P. Walker, and H. C. Watson; 
structure of DNA polymerase (pdb 1KFS) determined by C. A. Brautigan and 
T. A. Steitz; and structure of plastocyanin (pdb 1PND) determined by B. A. 
Fields, J. M. Guss, and H. C. Freeman.] 

Proteins are the workhorses of the cell. They provide structural stability and motors 
for movement; they form the molecular machinery for harvesting free energy and 
using it to carry out other metabolic activities; they participate in the expression of 
genetic information; and they mediate communication between the cell and its en-
vironment. In subsequent chapters, we will describe in more detail these protein-
driven phenomena, but for now we will focus on protein structure. 

Proteins come in many shapes and sizes (Fig. 4-1). The essence of their biological 
function is their interaction with other molecules, including other proteins. We will 
look fi rst at the amino acid components of proteins. Next comes a discussion of how 
the protein backbone folds and how the backbone plus all the side chains assume a 
unique three-dimensional shape. The Tools and Techniques section of this chapter 
examines some of the procedures for purifying and sequencing proteins and deter-
mining their three-dimensional shapes.

DNA polymerase (E. coli Klenow fragment)
Synthesizes a new DNA chain using an existing
DNA strand as a template (more in Section 20-2)

Plastocyanin (poplar)
Shuttles electrons as part of the apparatus for

converting light energy to chemical energy
(more in Section 16-2)

Insulin (pig)
Released from the pancreas to signal the
availability of the metabolic fuel glucose

(more in Section 19-2)

Maltoporin (E. coli )
Permits sugars to cross the bacterial cell

membrane (more in Section 9-2)

Phosphoglycerate kinase (yeast)
Catalyzes one of the central reactions in metabolism

(more in Section 13-1)
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A protein is a biological molecule that consists of one or more polypeptides, which 
are chains of polymerized amino acids. A cell may contain dozens of different amino 
acids, but only 20 of these—called the “standard” amino acids—are commonly 
found in proteins. As introduced in Section 1-2, an amino acid is a small molecule 
containing an amino group (ONH3

1) and a carboxylate group (OCOO–) as well as 
a side chain of variable structure, called an R group:

COO�

NH3
�

C RH

Note that at physiological pH, the carboxyl group is unprotonated and the amino group 
is protonated, so an isolated amino acid bears both a negative and a positive charge. 

The 20 amino acids have different chemical properties 

The identities of the R groups distinguish the 20 standard amino acids. The R groups 
can be classified by their overall chemical characteristics as hydrophobic, polar, or 
charged, as shown in Figure 4-2, which also includes the one- and three-letter codes 
for each amino acid. These compounds are formally called a-amino acids because 
the amino and carboxylate (acid) groups are both attached to a central carbon atom 
known as the a carbon (abbreviated Ca). 

Nineteen of the twenty standard amino acids are asymmetric, or chiral, mole-
cules. Their chirality, or handedness (from the Greek cheir, “hand”), results from 
the asymmetry of the alpha carbon. The four different substituents of Ca can be 
arranged in two ways. For alanine, a small amino acid with a methyl R group, the 
possibilities are 

COO� COO�

H3N� C� H H

CH3

NH3
�C�

CH3

You can use a simple model-building kit to satisfy yourself that the two structures 
are not identical. They are nonsuperimposable mirror images, like right and left 
hands.

The amino acids found in proteins all have the form on the left. For historical 
reasons, these are designated L amino acids (from the Greek levo, “left”). Their mirror 
images, which rarely occur in proteins, are the D amino acids (from dextro, “right”). 

Molecules related by mirror symmetry are physically indistinguishable and are 
usually present in equal amounts in synthetic preparations. However, the two forms 
behave differently in biological systems (Box 4-A).

It is advisable to become familiar with the structures of the standard amino acids, 
since their side chains ultimately help determine the three-dimensional shape of the 
protein as well as its chemical reactivity. 

The Hydrophobic Amino Acids 
As their name implies, the hydrophobic amino acids have essentially nonpolar side 
chains that interact very weakly or not at all with water. The aliphatic (hydrocarbon-
like) side chains of alanine (Ala), valine (Val), leucine (Leu), isoleucine (Ile), and 
phenylalanine (Phe) obviously fit into this group. Although methionine (Met, with 
an S atom) and tryptophan (Trp, with an NH group) include atoms that can form 
hydrogen bonds, the bulk of their side chains is nonpolar. Proline (Pro) is unique 
among the amino acids because its aliphatic side chain is also covalently linked to its 
amino group. 

KEY CONCEPTS
• The 20 amino acids differ in the 

chemical characteristics of their 
R groups. 

• Amino acids are linked by peptide 
bonds to form a polypeptide. 

• A protein’s structure may be 
described at four levels, from 
primary to quaternary.

4-1 Proteins Are Chains of Amino Acids 89

Does Chirality Matter?

The importance of chirality in biologi-
cal systems was brought home in the 
1960s when pregnant women with 
morning sickness were given the seda-
tive thalidomide, which was a mixture 
of right- and left-handed forms. The 
active form of the drug has the struc-
ture shown below. 

H

O

N

C

O

N

O

O

H

Thalidomide

Tragically, its mirror image, which was 
also present, caused severe birth de-
fects, including abnormally short or 
absent limbs. 

Although the mechanisms of action 
of the two forms of thalidomide are 
not well understood, different responses 
to the two forms can be rationalized. 
An organism’s ability to distinguish 
chiral molecules results from the hand-
edness of its molecular constituents. 
For example, proteins contain all L 
amino acids, and polynucleotides coil 
in a right-handed helix (see Fig. 3-4). 
The lessons learned from thalidomide 
have made drugs more costly to develop 
and test but have also made them safer. 

Question: Which of the 20 
amino acids is not chiral?

BIOCHEMISTRY NOTEBOX 4-A
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Figure 4-2 Structures and abbreviations of the 20 
standard amino acids. The amino acids can be classified 
according to the chemical properties of their R groups as 
hydrophobic, polar, or charged. The side chain (R group) of 
each amino acid is shaded. The three-letter code is usually 
the first three letters of the amino acid’s name. The one-letter 
code is derived as follows: If only one amino acid begins 
with a particular letter, that letter is used: C 5 cysteine, 
H 5 histidine, I 5 isoleucine, M 5 methionine, S 5 serine, 
and V 5 valine. If more than one amino acid begins with 
a particular letter, the letter is assigned to the most abundant 
amino acid: A 5 alanine, G 5 glycine, L 5 leucine, 
P 5 proline, and T 5 threonine. Most of the others are 

phonetically suggestive: D 5 aspartate (“asparDate”), 
F 5 phenylalanine (“Fenylalanine”), N 5 asparagine 
(“asparagiNe”), R 5 arginine (“aRginine”), W 5 tryptophan 
(“tWyptophan”), and Y 5 tyrosine (“tYrosine”). The rest are 
assigned as follows: E 5 glutamate (near D, aspartate), 
K 5 lysine, and Q 5 glutamine (near N, asparagine). The 
carbon atoms of amino acids are sometimes assigned Greek 
letters, beginning with Ca, the carbon to which the R group is 
attached. Thus, glutamate has a g-carboxylate group, and lysine 
has an ε-amino group. 

? Identify the functional groups in each amino acid. Refer to 
Table 1-1.

In proteins, the hydrophobic amino acids are almost always located in the inte-
rior of the molecule, among other hydrophobic groups, where they do not interact 
with water. And because they lack reactive functional groups, the hydrophobic side 
chains do not directly participate in mediating chemical reactions. 

The Polar Amino Acids 
The side chains of the polar amino acids can interact with water because they contain 
hydrogen-bonding groups. Serine (Ser), threonine (Thr), and tyrosine (Tyr) have hydroxyl 
groups; cysteine (Cys) has a thiol group; and asparagine (Asn) and glutamine (Gln) 
have amide groups. All these amino acids, along with histidine (His, which bears a 
polar imidazole ring), can be found on the solvent-exposed surface of a protein, 
although they also occur in the protein interior, provided that their hydrogen-bonding 

COO�

NH3
�

Alanine (Ala, A)

CH3CH

COO�

NH3
�

Serine (Ser, S)

CH2CH OH

COO�

NH3
�

Phenylalanine (Phe, F)

Hydrophobic amino acids

Polar amino acids

Charged amino acids

CH2CH

COO�

NH3
�

Valine (Val, V)

CH

CH3

CH3

CH

COO�

NH3
�

Leucine (Leu, L)

CH

CH3

CH3

CH2CH

COO�

NH3
�

Asparagine (Asn, N)

C

O

CH2CH NH2

COO�

NH3
�

Isoleucine (Ile, I)

CH

CH3

CH2CH CH3

COO�

NH3
�

Threonine (Thr, T)

CH

CH3

OH OHCH

COO�

NH3
�

Methionine (Met, M)

SCH2CH CH2 CH3

COO�

NH3
�

Tyrosine (Tyr, Y)

CH2CH

COO�

NH3
�

Aspartate (Asp, D)

C

O

CH2CH O�

COO�

NH3
�

Glutamine (Gln, Q)

C

O

CH2CH NH2CH2

COO�

NH3
�

NH3
�

Histidine (His, H)

CH2CH
N
H

N

COO�

NH3
�

Glutamate (Glu, E)

C

O

CH2CH2CH O�

COO�

NH3
�

Lysine (Lys, K)

CH2 CH2CH2CH CH2

COO�

NH3
�

Cysteine (Cys, C)

CH2CH SH

COO�

H2N
�

Proline (Pro, P)

CH2

CH2

CH
CH2

COO�

NH3
�

Tryptophan (Trp, W)

CH2CH

NH2
�

NH2

NH

COO�

NH3
�

Glycine (Gly, G)

CH H

N
H

COO�

NH3
�

Arginine (Arg, R)

CH2 CH2 CCH2CH
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requirements are satisfied by their proximity to other hydrogen bond donor or 
acceptor groups. Glycine (Gly), whose side chain consists of only an H atom, cannot 
form hydrogen bonds but is included with the polar amino acids because it is 
neither hydrophobic nor charged.

Depending on the presence of nearby groups that increase their polarity, some of 
the polar side chains can ionize at physiological pH values. For example, the neutral 
(basic) form of His can accept a proton to form an imidazolium ion (an acid):

COO�

NH3
�

Base

CH2HC

COO�

NH3
�

Acid

CH2HC

H�

H�

NH�

N
H

N

N
H

As we will see, the ability of His to act as an acid or a base gives it great versatility in 
catalyzing chemical reactions. 

Similarly, the thiol group of Cys can be deprotonated, yielding a thiolate anion: 

HC CH2

NH3
�

H�

H�

COO�

SH HC CH2

NH3
�

COO�

S�

Occasionally, cysteine’s thiol group undergoes oxidation with another thiol group, 
such as another Cys side chain, to form a disulfide bond:

HC CH2

NH3
�

COO�

S S CH2

Disulfide bond

NH3
�

COO�

CH

In rare cases, the very weakly acidic hydroxyl groups of Ser, Thr, and Tyr ionize to 
yield hydroxide groups that can act as strong bases in chemical reactions. 

The Charged Amino Acids 
Four amino acids have side chains that are virtually always charged under physiological 
conditions. Aspartate (Asp) and glutamate (Glu), which bear carboxylate groups, 
are negatively charged. Lysine (Lys) and arginine (Arg) are positively charged. 
These side chains are usually located on the protein’s surface, where their charged 
groups can be surrounded by water molecules or interact with other polar or ionic 
substances. 

Although it is convenient to view amino acids merely as the building blocks 
of proteins, many amino acids play key roles in regulating physiological processes 
(Box 4-B).

Peptide bonds link amino acids in proteins 

The polymerization of amino acids to form a polypeptide chain involves the 
condensation of the carboxylate group of one amino acid with the amino 
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group of another (a condensation reaction is one in which a water molecule is 
eliminated):

C

H

H3N
� �

R1

C �

O�

O

C

H

H N

R2

H2O

C

H

H

O�

O

C

H

H3N
�

R1

C

O

C

H

N

R2

C

H O�

O

Peptide bond

The resulting amide bond linking the two amino acids is called a peptide bond. The 
remaining portions of the amino acids are called amino acid residues. In a cell, pep-
tide bond formation is carried out in several steps involving the ribosome and ad-
ditional RNA and protein factors (Section 22-3). Peptide bonds can be broken, or 
hydrolyzed, by the action of exo- or endopeptidases (enzymes that act from the end 
or the middle of the chain, respectively).

By convention, a chain of amino acid residues linked by peptide bonds is written 
or drawn so that the residue with a free amino group is on the left (this end of the 

BIOCHEMISTRY NOTEBOX 4-B

Monosodium Glutamate

A number of amino acids and compounds derived from them function as signaling 
molecules in the nervous system (we will look at some of these in more detail in 
Section 18-2). Among the amino acids with signaling activity is glutamate, which 
most often operates as an excitatory signal and is necessary for learning and memory. 
Because glutamate is abundant in dietary proteins and because the human body can 
manufacture it, glutamate defi ciency is rare. But is there any danger in eating too 
much glutamate?

Glutamate binds to receptors on the tongue that register the taste of umami—one 
of the fi ve human tastes, along with sweet, salty, sour, and bitter. By itself, the umami 
taste is not particularly pleasing, but when combined with other tastes, it imparts a 
sense of savoriness and induces salivation. For this reason, glutamate in the form of 
monosodium glutamate (MSG) is sometimes added to processed foods as a fl avor 
enhancer. For example, a low-salt food item can be made more appealing by adding 
MSG to it.

According to some popular accounts, “Chinese restaurant syndrome” can be 
attributed to the consumption of excess MSG added to prepared foods or present in 
soy sauce (MSG is also naturally present in many other foods, including cheese and 
tomatoes). The symptoms of the syndrome reportedly include muscle tingling, head-
ache, and drowsiness—all of which could potentially refl ect the role of glutamate in 
the nervous system. However, a defi nitive link between MSG intake and neurological 
symptoms has not been demonstrated in scientifi c studies and therefore remains 
mostly anecdotal. 

Question: Draw the structure of MSG. Which group is ionized in order to pair 
with a single sodium ion? What is the structure of magnesium glutamate? Would it 
have the same physiological effects as MSG?
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Note that, except for the two terminal groups, the charged amino and carboxylate 
groups of each amino acid are eliminated in forming peptide bonds. The electrostatic 
properties of the polypeptide therefore depend primarily on the identities of the side chains 
(R groups) that project out from the polypeptide backbone.

The pK values of all the charged and ionizable groups in amino acids are given in 
Table 4-1 (recall from Section 2-3 that a pK value is a measure of a group’s tendency 
to ionize). Thus, it is possible to calculate the net charge of a protein at a given pH 
(see Sample Calculation 4-1). At best, this value is only an estimate, since the side 
chains of polymerized amino acids do not behave as they do in free amino acids. 
This is because of the electronic effects of the peptide bond and other functional 
groups that may be brought into proximity when the polypeptide chain folds into a 
three-dimensional shape. The chemical properties of a side chain’s immediate neigh-
bors, its microenvironment, may alter its polarity, thereby altering its tendency to 
lose or accept a proton. 

Nevertheless, the chemical and physical properties of proteins depend on their con-
stituent amino acids, so proteins exhibit different behaviors under given laboratory 
conditions. These differences can be exploited to purify a protein, that is, to isolate 
it from a mixture containing other molecules (see Section 4-5). 

CHN-terminus C-terminus

H

H3N
�

R1

C

O

Residue 1

N CH C N CH C N CH C O�

R2 R3 R4

H H

O O O

Residue 2 Residue 3 Residue 4

TABLE 4-1  pK Values of Ionizable Groups in Polypeptides

Groupa pK

a 
The ionizable proton is indicated in red.

C-terminus

N-terminus

Asp

Glu

His

Tyr

Lys

Arg

Cys

3.5

9.0

3.9

4.1

6.0

10.5

10.5

12.5

8.4

CH2 C

O

OH

COOH

CH2 C

O

OHCH2

SHCH2

CH2 CH2 CH2 NH

CH2CH2 CH2 CH2

NH2

C

OHCH2

CH2

N
H

NH�

NH3
�

NH3
�

NH2
�
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polypeptide is called the N-terminus) and the residue with a free carboxylate group 
is on the right (this end is called the C-terminus):
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Most polypeptides contain between 100 and 1000 amino acid residues, 
although some contain thousands of amino acids (Table 4-2). Polypeptides smaller 
than about 40 residues are often called oligopeptides (oligo is Greek for “few”) or 
just peptides. Since there are 20 different amino acids that can be polymerized to 
form polypeptides, even peptides of similar size can differ dramatically from each 
other, depending on their complement of amino acids.

TABLE 4-2  Composition of Some Proteins 

 Number of  Number of  Molecular
 Amino Acid  Polypeptide  Mass
Protein  Residues  Chains (D)

Insulin (bovine) 51 2  5733
Rubredoxin (Pyrococcus)  53  1  5878
Myoglobin (human) 153 1 17,053
Phosphorylase kinase (yeast) 416 1 44,552
Hemoglobin (human) 574 4 61,972
Reverse transcriptase (HIV) 986 2 114,097
Nitrite reductase (Alcaligenes) 1029 3 111,027
C-reactive protein (human) 1030 5 115,160
Pyruvate decarboxylase (yeast) 1112 2 121,600
Immunoglobulin (mouse) 1316 4 145,228
Ribulose bisphosphate carboxylase (spinach) 5048 16 567,960
Glutamine synthetase (Salmonella) 5628 12 621,600
Carbamoyl phosphate synthetase (E. coli) 5820 8 637,020

SAMPLE CALCULATION 4-1

PROBLEM

SOLUTION

PRACTICE PROBLEMS

Estimate the net charge of the polypeptide chain below at physiological pH (7.4) 
and at pH 5.0.

Ala–Arg–Val–His–Asp–Gln

The polypeptide contains the following ionizable groups, whose pK values are 
listed in Table 4-1: the N-terminus (pK 5 9.0), Arg (pK 5 12.5), His (pK 5 6.0), 
Asp (pK 5 3.9), and the C-terminus (pK 5 3.5).

At pH 7.4, the groups whose pK values are less than 7.4 are mostly deproton-
ated, and the groups with pK values greater than 7.4 are mostly protonated. The 
polypeptide therefore has a net charge of 0:

 Group Charge

 N-terminus 11
 Arg 11
 His   0
 Asp 21
 C-terminus 21
 net charge   0

At pH 5.0, His is likely to be protonated, giving the polypeptide a net charge of 11:

 Group Charge

 N-terminus 11
 Arg 11
 His 11
 Asp 21
 C-terminus 21
 net charge 11

1. Estimate the net charge of a Glu–Tyr dipeptide at pH 6.0. 
2. Estimate the net charge of an Asp–Asp–Asp tripeptide at pH 7.0.
3. Estimate the net charge of a His–Lys–Glu tripeptide at pH 8.0.
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The potential for sequence variation is enormous. For a modest-sized polypep-
tide of 100 residues, there are 20100 or 1.27 3 10130 possible amino acid sequences. 
This number is clearly unattainable in nature, since there are only about 1079 atoms in 
the universe, but it illustrates the tremendous structural variability of proteins. 

Unraveling the amino acid sequence of a protein may be relatively straightforward if 
its gene has been sequenced (see Section 3-3). In this case, it is just a matter of reading 
successive sets of three nucleotides in the DNA as a sequence of amino acids in the pro-
tein. However, this exercise may not be accurate if the gene’s mRNA is spliced before 
being translated or if the protein is hydrolyzed or otherwise covalently modified imme-
diately after it is synthesized. And, of course, nucleic acid sequencing is of no use if the 
protein’s gene has not been identified. The alternative is to use a technique such as mass 
spectrometry to directly determine the protein’s amino acid sequence (Section 4-5). 

The amino acid sequence is the first level 
of protein structure 

The sequence of amino acids in a polypeptide is called the protein’s primary struc-
ture. There are as many as four levels of structure in a protein (Fig. 4-3). Under 
physiological conditions, a polypeptide very seldom assumes a linear extended con-
formation but instead folds up to form a more compact shape, usually consisting of 

Figure 4-3 Levels of protein structure in hemoglobin. [Structure of human hemoglobin 
(pdb 2HHB) determined by G. Fermi and M. F. Perutz.]

–Glu–Ser–Phe–Gly–Asp–
Primary structure
The sequence of
amino acid residues

Secondary structure
The localized
conformation of
the polypeptide backbone

Tertiary structure
The three-dimensional
structure of an entire
polypeptide, including
all its side chains

Quaternary structure
The spatial arrangement
of polypeptide chains
in a protein with
multiple subunits
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In the peptide bond that links successive amino acids in a polypeptide chain, the 
electrons are somewhat delocalized so that the peptide bond has two resonance forms: 

C
N

H

O

C
N

H

O�

�

Due to this partial (about 40%) double-bond character, there is no rotation around the 
CON bond. In a polypeptide backbone, the repeating NOCaOC units of the 
amino acid residues can therefore be considered to be a series of planar peptide 
groups (where each plane contains the atoms involved in the peptide bond): 

N
N CC�

C�

H O

H O

C N
N CC�

C�

H O

H O

C

Here the H atom and R group attached to Ca are not shown. 
The polypeptide backbone can still rotate around the NOCa and CaOC 

bonds, although rotation is somewhat limited. For example, a sharp bend at Ca 
could bring the carbonyl oxygens of neighboring residues too close: 

Here the atoms are color-coded: C gray, O red, N blue, and H white. 

KEY CONCEPTS
• The polypeptide backbone has 

limited conformational flexibility. 
• The a helix and b sheet are common 

secondary structures characterized 
by hydrogen bonding between 
backbone groups. 

4-2  Secondary Structure: The Conformation of the 
Peptide Group 

several layers. The local folding arrangement of the polypeptide backbone (exclusive 
of the side chains) is known as secondary structure. The complete three-dimensional 
conformation of the polypeptide, including its backbone atoms and all its side 
chains, is the polypeptide’s tertiary structure. In a protein that consists of more than 
one polypeptide chain, the quaternary structure refers to the spatial arrangement of 
all the chains. In the following sections we will consider the second, third, and 
fourth levels of protein structure.

CONCEPT REVIEW
• Draw the structures and give the one- and three-letter abbreviations for 

the 20 standard amino acids.
• Divide the 20 amino acids into groups that are hydrophobic, polar, and charged. 
• Which polar amino acids are sometimes charged? 
• Describe the four levels of protein structure.
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Conformation of the Peptide Group 

As the resonance structures on the opposite page indicate, the groups involved in 
the peptide bond are strongly polar, with a tendency to form hydrogen bonds. The 
backbone amide groups are hydrogen bond donors, and the carbonyl oxygens are 
hydrogen bond acceptors. Under physiological conditions, the polypeptide chain folds so 
that it can satisfy as many of these hydrogen-bonding requirements as possible. At the 
same time, the polypeptide backbone must adopt a conformation (a secondary structure) 
that minimizes steric strain. In addition, side chains must be positioned in a way that 
minimizes their steric interference. Two kinds of secondary structure commonly 
found in proteins meet these criteria: the a helix and the b sheet. 

The a helix exhibits a twisted backbone conformation 

The a helix was first identified through model-building studies carried out by Linus 
Pauling. In this type of secondary structure, the polypeptide backbone twists in a 
right-handed helix (the DNA helix is also right-handed; see Section 3-1 for an 
explanation). There are 3.6 residues per turn of the helix, and for every turn, the 
helix rises 5.4 Å along its axis. In the a helix, the carbonyl oxygen of each residue 
forms a hydrogen bond with the backbone NH group four residues ahead. The 
backbone hydrogen-bonding tendencies are thereby met, except for the four resi-
dues at each end of the helix (Fig. 4-4). Most a helices are about 12 residues long.

Like the DNA helix, whose side chains fill the helix interior (see Figure 3-4b), the 
a helix is solid—the atoms of the polypeptide backbone are in van der Waals contact. 
However, in the a helix, the side chains extend outward from the helix (Fig. 4-5). 

The b sheet contains multiple polypeptide strands 

Pauling, along with Robert Corey, also built models of the b sheet. This type of 
secondary structure consists of aligned strands of polypeptide whose hydrogen-
bonding requirements are met by bonding between neighboring strands. The strands 
of a b sheet can be arranged in two ways (Fig. 4-6): In a parallel b sheet, neighbor-
ing chains run in the same direction; in an antiparallel b sheet, neighboring chains 
run in opposite directions. Each residue forms two hydrogen bonds with a neigh-
boring strand, so all hydrogen-bonding requirements are met, except in the first and 
last strands of the sheet.

Figure 4-4 The a helix. In this 
conformation, the polypeptide 
backbone twists in a right-handed 
fashion so that hydrogen bonds (dashed 
lines) form between CPO and NOH 
groups four residues farther along. 
Atoms are color-coded: Ca light gray, 
carbonyl C dark gray, O red, N blue, 
side chain purple, H white. [Based on a 
drawing by Irving Geis.]  See Animated 
Figure. The a helix.

? How many amino acid residues are 
shown here? How many hydrogen 
bonds?

 See Guided Exploration. Secondary 
structures in proteins.

 See Guided Exploration. Stable 
helices in proteins: the a helix.

(b)(a)

Figure 4-5 An a helix from myoglobin. In (a) a ball-and-stick model and (b) a 
space-filling model of residues 100–118 of myoglobin, the backbone atoms are green 
and the side chains are gray. [Structure of sperm whale myoglobin (pdb 1MBD) determined by 
S. E. V. Phillips.]
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A single b sheet may contain from 2 to more than 12 polypeptide strands, with 
an average of 6 strands, and each strand has an average length of 6 residues. In a b 
sheet, the amino acid side chains extend from both faces (Fig. 4-7).

Proteins also contain irregular secondary structure

a Helices and b sheets are classifi ed as regular secondary structures, because their 
component residues exhibit backbone conformations that are the same from one residue 
to the next. In fact, these elements of secondary structure are easily recognized in the 

 See Guided Exploration. Hydrogen 
bonding in b sheets. 

Figure 4-6 b sheets. In a parallel b sheet and an antiparallel b sheet, the 
polypeptide backbone is extended. In both types of b sheet, hydrogen bonds form 
between the amide and carbonyl groups of adjacent strands. The H and R attached to 
Ca are not shown. Note that the strands are not necessarily separate polypeptides but 
may be segments of a single chain that loops back on itself.  See Animated Figure. 
b sheets.

? How many amino acid residues are shown in each chain?
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Figure 4-7 Side view of two parallel strands of a b sheet. In (a) a ball-and-stick 
model and (b) a space-filling model of a b sheet from carboxypeptidase A, the 
backbone atoms are green. The amino acid side chains (gray) point alternately to each 
side of the b sheet. [Structure of carboxypeptidase (pdb 3CPA) determined by W. N. Lipscomb.] 

(b)(a)
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Tertiary Structure and 

Protein Stability

CONCEPT REVIEW
• Which amino acid atoms constitute the polypeptide backbone?
• What limits the rotation of the backbone?
• Summarize the structural features of a helices and b sheets.
• Distinguish regular and irregular secondary structure.
• Why does virtually every protein contain loops?

three-dimensional structures of a huge variety of proteins, regardless of their amino 
acid composition. Of course, depending on the identities of the side chains and 
other groups that might be present, a helices and b sheets may be slightly distorted 
from their ideal conformations. For example, the final turn of some a helices 
becomes “stretched out” (longer and thinner than the rest of the helix). 

In every protein, elements of secondary structure (individual � helices or strands in a 
� sheet) are linked together by polypeptide loops of various sizes. A loop may be a rela-
tively simple hairpin turn, as in the connection of two antiparallel b strands (which 
are shown below as flat arrows; left ). Or it may be quite long, especially if it joins 
successive strands in a parallel b sheet (right): 

Usually, the loops that link b strands or a helices consist of residues with irregular 
secondary structure; that is, the polypeptide does not adopt a defined secondary struc-
ture in which successive residues have the same backbone conformation. Note that 
“irregular” does not mean “disordered”: The peptide backbone almost always adopts a 
single, unique conformation. Most proteins contain a combination of regular and 
irregular secondary structure. On average, 31% of residues are in a helices, 28% are in 
b sheets, and most of the remainder are in irregular loops of different sizes.

The three-dimensional shape of a protein, known as its tertiary structure, includes 
its regular and irregular secondary structure (that is, the overall folding of its pep-
tide backbone) as well as the spatial arrangement of all its side chains. In a fully 
folded protein under physiological conditions, virtually every atom has a desig-
nated place. 

One of the most powerful techniques for probing the atomic structures of mac-
romolecules, including proteins, is X-ray crystallography (Section 4-5). The structure 
of myoglobin, the first protein structure to be determined by X-ray crystallography, 
came to light in 1958 through the efforts of John Kendrew, who painstakingly 
determined the conformation of every backbone and side-chain group. Kendrew’s 
results—coming just a few years after Watson and Crick had published their 
elegant model of DNA—were a bit of a disappointment. The myoglobin structure 
lacked the simplicity and symmetry of a molecule such as DNA and was more 
irregular and complex than expected (myoglobin structure is examined in detail in 
Section 5-1). 

The structure of another well-studied protein, the enzyme triose phosphate isom-
erase, is shown in Figure 4-8a. This enzyme is a globular protein (fibrous proteins, 
in contrast, are usually highly elongated; examples of these are presented in Section 5-2). 
The proteins shown in Figure 4-1 are all globular proteins. The tertiary structure of 

KEY CONCEPTS
• A folded polypeptide assumes a 

shape with a hydrophilic surface and 
a hydrophobic core. 

• Protein folding and protein 
stabilization depend on noncovalent 
forces. 

• Some proteins can adopt more than 
one stable conformation. 

4-3 Tertiary Structure and Protein Stability
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triose phosphate isomerase can be simplified by showing just the peptide backbone 
(Fig. 4-8b). Alternatively, the structure can be represented by a ribbon that passes 
through Ca of each residue (Fig. 4-8c). This rendering makes it easier to identify 
elements of secondary structure.

Commonly used systems for analyzing protein structures are based on the pres-
ence of secondary structural elements. For example, four classes are recognized by 
the CATH system (the name refers to a hierarchy of organizational levels: Class, 
Architecture, Topology, and Homology). Proteins may contain mostly a struc-
ture, mostly b structure, a combination of a and b, or very few secondary struc-
tural elements. Examples of each class are shown in Figure 4-9. Structural data—
including the three-dimensional coordinates for each atom—for tens of thousands 
of proteins and other macromolecules are available in online databases. The use 
of software for visualizing and manipulating such structures provides valuable 
insight into molecular structure and function (see Bioinformatics Project 3, 
Visualizing Three-Dimensional Protein Structures).

Proteins have hydrophobic cores

Globular proteins typically contain at least two layers of secondary structure. This 
means that the protein has definite surface and core regions. On the protein’s sur-
face, some backbone and side-chain groups are exposed to the solvent; in the core, 

Figure 4-8 Triose phosphate 
isomerase. (a) Space-filling model. All 
atoms (except H) are shown (C gray, 
O red, N blue). (b) Polypeptide 
backbone. The trace connects the 
a carbons of successive amino 
acid residues. (c) Ribbon diagram. 
The ribbon represents the overall 
conformation of the backbone. 
[Structure (pdb 1YPI) determined by T. Alber, 
E. Lolis, and G. A. Petsko.] 

(a)

(b)

(c)

(a) (b)

(c) (d)

Figure 4-9 Classes of protein structure. In each protein, a helices are colored red, 
and b strands are colored yellow. (a) Growth hormone, an all-a protein. [Structure 
(pdb 1HGU) determined by L. Chantalat, N. Jones, F. Korber, J. Navaza, and A. G. Pavlovsky.] 
(b) gB-Crystallin, an all-b protein. [Structure (pdb 1GCS) determined by S. Najmudin, 
P. Lindley, C. Slingsby, O. Bateman, D. Myles, S. Kumaraswamy, and I. Glover.] (c) Flavodoxin, an 
a/b protein. [Structure (pdb 1CZN) determined by W. W. Smith, K. A. Pattridge, C. L. Luschinsky, 
and M. L. Ludwig.] (d) Tachystatin, a protein with little secondary structure. [Structure 
(pdb 1CIX) determined by N. Fujitani, S. Kawabata, T. Osaki, Y. Kumaki, M. Demura, K. Nitta, 
and K. Kawano.] 
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101these groups are sequestered from the solvent. In other words, the protein comprises a 
hydrophilic surface and a hydrophobic core.

A polypeptide segment that has folded into a single structural unit with a hydro-
phobic core is often called a domain. Some small proteins consist of a single 
domain. Larger proteins may contain several domains, which may be structurally 
similar or dissimilar (Fig. 4-10).

The core of a small hydrophobic protein (or a domain) is typically rich in regular 
secondary structure. This is because the formation of a helices and b sheets, which 
are internally hydrogen-bonded, minimizes the hydrophilicity of the polar back-
bone groups. Irregular secondary structures (loops) are more often found on the 
surface of the protein (or domain), where the polar backbone groups can form 
hydrogen bonds to water molecules. 

The requirement for a hydrophobic core and a hydrophilic surface also places 
constraints on amino acid sequence. The location of a particular side chain in a 
protein’s tertiary structure is related to its hydrophobicity: The greater a residue’s 
hydrophobicity, the more likely it is to be located in the protein interior. In the protein 
interior, side chains pack together, leaving very little empty space or space that could 
be occupied by a water molecule. 

Table 4-3 lists two scales for assessing the hydrophobicity of amino acid side 
chains. Such information is useful for predicting the locations of amino acid resi-
dues within proteins. For example, highly hydrophobic residues such as Phe and 
Met are almost always buried. Polar side chains, like hydrogen-bonding backbone 
groups, can participate in hydrogen bonding in the protein interior, which helps 
“neutralize” their polarity and allows them to be buried in a nonpolar environment. 
When a charged residue occurs in the protein interior, it is almost always located 
near another residue with the opposite charge, so the two groups can interact elec-
trostatically to form an ion pair. By color-coding the amino acid residues of myo-
globin according to their hydrophobicity, it is easy to see that hydrophobic side 
chains cluster in the interior while hydrophilic side chains predominate on the 
surface (Fig. 4-11).

Figure 4-10 A two-domain protein. 
In this model of glyceraldehyde-3-
phosphate dehydrogenase, the small 
domain is red, and the large domain is 
green. [Structure (pdb 1GPD) determined by 
D. Moras, K. W. Olsen, M. N. Sabesan, M. 
Buehner, G. C. Ford, and M. G. Rossmann.] 

? Which of the proteins in Figure 4-9 
consists of two domains?

TABLE 4-3  Hydrophobicity Scales 

Residue  Scale Aa  Scale Bb 

Phe  2.8  3.7 
Met  1.9  3.4
Ile  4.5  3.1 
Leu  3.8  2.8 
Val  4.2 2.6 
Cys  2.5 2.0 
Trp  20.9  1.9 
Ala  1.8 1.6 
Thr  20.7 1.2 
Gly  20.4  1.0 
Ser  20.8  0.6 
Pro  21.6  20.2 
Tyr  21.3  20.7 
His  23.2  23.0 
Gln  23.5  24.1
Asn  23.5  24.8
Glu  23.5  28.2
Lys  23.9 28.8
Asp  23.5  29.2
Arg  24.5  212.3
aScale A is from Kyte, J., and Doolittle, R.F., J. Mol. Biol. 157, 105–132 (1982). 
bScale B is from Engelman, D.M., Steitz, T.A., and Goldman, A., Annu. Rev. Biophys. Chem. 15, 
321–353 (1986). 

Figure 4-11 Hydrophobic and 
hydrophilic residues in myoglobin. 
(a) All hydrophobic side chains (Ala, 
Ile, Leu, Met, Phe, Pro, Trp, and Val) 
are colored green. These residues are 
located mostly in the protein interior. 
(b) All polar and charged side chains are 
colored red. These are located primarily 
on the protein surface.

(a)

(b)

c04ProteinStructure.indd Page 101  5/30/12  2:03 PM user-f494c04ProteinStructure.indd Page 101  5/30/12  2:03 PM user-f494 OS-F-440OS-F-440



Protein structures are stabilized mainly by the 
hydrophobic effect 

Surprisingly, the fully folded conformation of a protein is only marginally more 
stable than its unfolded form. The difference in thermodynamic stability amounts 
to about 0.4 kJ ? mol–1 per amino acid, or about 40 kJ ? mol–1 for a 100-residue 
polypeptide. This is equivalent to the amount of free energy required to break two 
hydrogen bonds (about 20 kJ ? mol21 each). This quantity seems incredibly small, 
considering the number of potential interactions among all of a protein’s backbone 
and side-chain atoms. Nevertheless, most proteins do fold into a unique and stable 
three-dimensional arrangement of atoms. 

The largest force governing protein structure is the hydrophobic effect (introduced in 
Section 2-2), which causes nonpolar groups to aggregate in order to minimize their 
contact with water. The hydrophobic effect is driven by the increase in entropy of 
the solvent water molecules, which would otherwise have to order themselves around 
each hydrophobic group. As we have seen, hydrophobic side chains are located 
predominantly in the interior of a protein. This arrangement stabilizes the folded 
polypeptide backbone, since unfolding it or extending it would expose the hydro-
phobic side chains to the solvent (Fig. 4-12).

Hydrogen bonding by itself is not a major determinant of protein stability, because in an 
unfolded protein, polar groups could just as easily form energetically equivalent hydro-
gen bonds with water molecules. Instead, hydrogen bonding may help the protein fine-
tune a folded conformation that is already largely stabilized by the hydrophobic effect.

Cross-links help stabilize proteins 

Many folded polypeptides appear to be held in place by cross-links of various kinds, 
the most common being ion pairs, disulfide bonds, and inorganic ions such as zinc. 
Do these cross-links help stabilize the protein? 

An ion pair can form between oppositely charged side chains or the N- and 
C-terminal groups (Fig. 4-13). Although the resulting electrostatic interaction is strong, 
it does not contribute much to protein stability. This is because the favorable free energy 
of the electrostatic interaction is offset by the loss of entropy when the side chains 
become fixed in the ion pair. For a buried ion pair, there is the additional energetic cost 
of desolvating the charged groups in order for them to enter the hydrophobic core. 

102
Ch 4 Protein Structure

(a) Folded

(b) Unfolded

Unfavorable solvation

Figure 4-12 The hydrophobic effect in protein folding. (a) In a folded protein, 
hydrophobic regions (represented by blue segments of the polypeptide chain) are 
sequestered in the protein interior. (b) Unfolding the protein exposes these segments 
to water. This arrangement is energetically unfavorable, because the presence of the 
hydrophobic groups interrupts the hydrogen-bonded network of water molecules.
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Protein Stability

Disulfide bonds (shown in Section 4.1) can form within and between  polypeptide 
chains. Experiments show that even when the Cys residues of certain proteins are 
chemically blocked, the proteins may still fold and function normally. This suggests 
that disulfide bonds are not essential for stabilizing these proteins. In fact, disulfides 
are rare in intracellular proteins, since the cytoplasm is a reducing environment. 
They are more plentiful in proteins that are secreted to an extracellular (oxidizing) 
environment (Fig. 4-14). Here, the bonds may help prevent protein unfolding 
under relatively harsh extracellular conditions.

Domains containing cross-links called zinc fingers are common in DNA-
binding proteins. These structures consist of 20–60 residues with one or two 
Zn21 ions. The Zn21 ions are tetrahedrally coordinated by the side chains of Cys 
and/or His and sometimes Asp or Glu (Fig. 4-15). Protein domains this size are 

Figure 4-13 Examples of ion pairs in myoglobin. (a) The ε-amino group of Lys 77 
interacts with the carboxylate group of Glu 18. (b) The carboxylate group of Asp 60 
interacts with Arg 45. The atoms are color-coded: C gray, N blue, and O red. Note that 
these intramolecular interactions occur between side chains that are near each other in 
the protein’s tertiary structure but are far apart in the primary structure. 

? Identify residues that could form two other types of ion pairs.

Asp

Arg
+

−

(b)

(a)

Lys

−

Glu

+

Figure 4-14 Disulfide bonds in 
lysozyme, an extracellular protein. 
This 129-residue enzyme from hen 
egg white contains eight Cys residues 
(yellow), which form four disulfide 
bonds that link different sites on the 
polypeptide backbone. [Structure (pdb 
1E8L) determined by H. Schwalbe, S. B. 
Grimshaw, A. Spencer, M. Buck, J. Boyd, C. M. 
Dobson, C. Redfield, and L. J. Smith.] 

Figure 4-15 Zinc fingers. (a) A zinc finger with one Zn21 (purple sphere) 
coordinated by two Cys and two His residues, from Xenopus transcription factor 
IIIA. (b) A zinc finger with two Zn21 coordinated by six Cys residues, from the yeast 
transcription factor GAL4. [Structure of transcription factor IIIA (pdb 1TF6) determined by 
R. T. Nolte, R. M. Conlin, S. C. Harrison, and R. S. Brown; structure of GAL4 (pdb 1D66) determined 
by R. Marmorstein and S. Harrison.]

(b)(a)
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too small to assume a stable tertiary structure without a metal ion cross-link. 
Zinc is an ideal ion for stabilizing proteins: It can interact with ligands (S, N, or 
O) provided by several amino acids, and it has only one oxidation state (unlike 
Cu or Fe ions, which readily undergo oxidation–reduction reactions under 
cellular conditions).

Protein folding begins with the formation 
of secondary structures 

The crowded nature of the cell interior (see Fig. 2-7) demands that proteins and 
other macromolecules assume compact shapes. In the cell, a newly synthesized 
polypeptide begins to fold as soon as it emerges from the ribosome, so part of 
the polypeptide may adopt its mature tertiary structure before the entire chain 
has been synthesized. It is difficult to monitor this process in the cell, so studies 
of protein folding in vitro usually use full-length polypeptides that have been 
chemically unfolded (denatured) and then allowed to refold (renature). In the 
laboratory, proteins can be denatured by adding highly soluble substances such 
as salts or urea (NH2OCOONH2). Large amounts of these solutes interfere 
with the structure of the solvent water, thereby attenuating the hydrophobic 
effect and causing the protein to unfold. When the solutes are removed, the 
proteins renature. 

Protein renaturation experiments demonstrate that protein folding is not a random 
process. That is, the protein does not just happen upon its most stable tertiary struc-
ture (its native structure) by trial and error but approaches this conformation 
through one or a few alternate pathways. During this process, small elements of 
secondary structure form first, then these coalesce under the influence of the hydro-
phobic effect to produce a mass with a hydrophobic core. Finally, small rearrange-
ments yield the native tertiary structure (Fig. 4-16).

All the information required for a protein to fold is contained in its amino acid 
sequence. Unfortunately, there are no completely reliable methods for predicting 
how a polypeptide chain will fold. In fact, it is difficult to determine whether a given 
amino acid sequence will form an a helix, b sheet, or irregular secondary structure. 
This presents a formidable obstacle to assigning three-dimensional structures—and 
possible functions—to the burgeoning number of proteins identified through 
genome sequencing (see Section 3-3).

In the laboratory, certain small proteins can be repeatedly denatured and rena-
tured, but in the cell, protein folding is more complicated and may require the 
assistance of other proteins. Some of these are known as molecular chaperones and 
are described in more detail in Section 22-4. Proteins that do not fold properly—
often due to genetic mutations that substitute one amino acid for another—can lead 
to a variety of diseases (Box 4-C). 

The pathway to full functionality may require additional steps beyond poly-
peptide folding. Some proteins contain several polypeptide chains, which must 
fold individually before assembling. In addition, many proteins undergo pro-
cessing before reaching their mature forms. Depending on the protein, this 
might mean removal of some amino acid residues or the covalent attachment of 
another group such as a lipid, carbohydrate, or phosphate group (Fig. 4-17). 
The attached groups usually have a discrete biological function and may also 
help stabilize the folded conformation of the protein. Finally, some proteins 
become functional only after associating with metal ions or a specific organic 
molecule. 

Some proteins can adopt more than one conformation. A protein’s native struc-
ture is not necessarily rigid and inflexible. In fact, some minor movement, primarily 
the result of bending and stretching of individual bonds, is required for most pro-
teins to carry out their biological functions. In addition, some proteins—as many as 
50% in eukaryotes—may include highly flexible extended segments that are rich in 
hydrophilic amino acids. These intrinsically unstructured proteins or protein seg-
ments might be particularly well suited for regulatory roles, in which one protein 
must interact with several others. 

Figure 4-16 Model of protein folding. 
In this hypothetical example, the 
polypeptide first forms elements of 
secondary structure (a helices and 
b sheets). These coalesce into a single 
globular mass, and small adjustments 
generate the final stable tertiary 
structure. [After Goldberg, M. E., Trends 
Biochem. Sci. 10, 389 (1985).]
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BOX 4-C

 HOW do faulty protein structures lead to disorders such 

as Alzheimer’s disease? At the start of the chapter, we posed a 
question about how faulty protein structures cause disease. The 
answer lies in the cell’s failure to deal with misfolded proteins. 
Normally, the chaperones that help new proteins to fold can also 
help misfolded proteins to refold. If the protein cannot be 
salvaged in this way, it is usually degraded to its component 
amino acids. 

Newly synthesized
polypeptide

Misfolded
structure

Native
structure

misfolding

refolding

folding

aggregation

degradation

The operation of this quality control system explains what hap-
pens in the most common form of cystic fibrosis (see Box 3-A): 
A mutated form of the CFTR protein folds incorrectly and 
therefore never reaches its intended cellular destination.

Other diseases result when misfolded proteins are not imme-
diately refolded or degraded but instead aggregate, often as long 
insoluble fibers. Although the fibers can occur throughout the 
body, they appear to be deadliest when they occur in the brain. 
Among the human diseases characterized by such fibrous depos-
its are Alzheimer’s disease, Parkinson’s disease, and the transmis-
sible spongiform encephalopathies, which lead to neurological 
abnormalities and loss of neurons (nerve cells). The aggregated 
proteins, a different type in each disease, are commonly called 
amyloid deposits (a name originally referring to their starchlike 
appearance). 

Alzheimer’s disease, the most common neurodegenerative 
disease, is accompanied by both intracellular “tangles” and extra-
cellular “plaques.”

Protein Misfolding and Disease

The fi brous material inside cells is made of a protein called 
tau, which is involved in the assembly of microtubules, a compo-
nent of the cytoskeleton (Section 5-2). Tau deposits also appear 
in some other neurodegenerative diseases, and tau’s role in 
Alzheimer’s disease is not clear. The extracellular amyloid mate-
rial in Alzheimer’s disease consists primarily of a protein called 
amyloid-b, a 40- or 42-residue fragment of the much larger 
amyloid precursor protein, which is a membrane protein. Prote-
ases called b-secretase and g-secretase cleave the precursor pro-
tein to generate amyloid-b. Normal brain tissue contains some 
extracellular amyloid-b, but neither its function nor the func-
tion of its precursor protein is completely understood. However, 
excess amyloid-b is clearly linked to Alzheimer’s disease. 

The neurodegeneration of Alzheimer’s disease may begin many 
years before symptoms such as memory loss appear, and studies of 
the disease in animal models indicate that both of these signs can 
be detected before amyloid fibers accumulate in the brain. These 
and other experimental results support the hypothesis that the 
early stages of amyloid-b misfolding and aggregation are toxic to 
neurons and are the ultimate cause of Alzheimer’s disease. The 
accumulation of extracellular fibers may actually be a protective 
mechanism to deal with excessive amyloid-b production. 

In Parkinson’s disease, neurons in a portion of the brain accu-
mulate fragments of a protein known as a-synuclein. Like 
amyloid-b, a-synuclein’s function is not fully known, but it 
appears to play a role in neurotransmission. a-Synuclein is a 
small soluble protein (140 amino acid residues) with an extended 
conformation, part of which appears to form a helices upon 
binding to other molecules. The intrinsic disorder of the protein 
may contribute to its propensity to form amyloid deposits, 
which are characterized by a high content of b secondary struc-
ture. Accumulation of this material is associated with the death 
of neurons, leading to the typical symptoms of Parkinson’s disease, 
which include tremor, muscular rigidity, and slow movements. 
Mutations in the gene for a-synuclein that lead to increased 
expression of the protein or promote its self-aggregation are 
responsible for some hereditary forms of Parkinson’s disease.

Mad cow disease is the best known of the transmissible spon-
giform encephalopathies (TSEs), a group of disorders that also 
includes scrapie in sheep and Creutzfeldt–Jakob disease in 
humans. These fatal diseases, which give the brain a spongy 
appearance, were once thought to be caused by a virus. However, 
extensive investigation has revealed that the infectious agent is a 
protein called a prion. Interestingly, normal human brain tissue 
contains the same protein, named PrPC (C for cellular), which 
occurs on neural cell membranes and appears to play a role in 
normal brain function. The scrapie form of the prion protein, 
PrPSc, has the same 253–amino acid sequence as PrPC but includes 
more b secondary structure. Introduction of PrPSc into cells appar-
ently triggers PrPC, which contains more a-helical structure, to 
assume the PrPSc conformation and thereby aggregate with it. 

How is a prion disease transmitted? One route seems to be by 
ingestion, as illustrated by the incidence of bovine TSE in cows 
consuming feed prepared from scrapie-infected sheep. (This 
feeding practice has been discontinued, but not before a number 

CLINICAL CONNECTION

Amyloid deposits (large red areas) surrounded by 
intracellular tangles (smaller dark shapes). [Courtesy Dennis 
Selkoe and Marcia Podlisny, Harvard University Medical School.] 
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In some cases, a protein’s conformational flexibility includes two stable alter-
natives in dynamic equilibrium. A change in cellular conditions, such as pH or 
oxidation state, or the presence of a binding partner can tip the balance toward one 
conformation or the other (Fig. 4-18). Because structural biologists have tradition-
ally examined proteins with fixed, stable shapes, newer approaches to studying 
protein structure will most likely reveal more about intrinsically unstructured pro-
teins and proteins with more than one conformational variant.

of people—who presumably consumed the infected beef—
developed a variant form of Creutzfeldt–Jakob disease). PrPSc 
must be absorbed, without being digested, and transported to 
the central nervous system. Here, it causes neurodegeneration, 
possibly through the loss of PrPC as it converts to PrPSc or 
through the toxic effects of the PrPSc as it accumulates.

Despite the lack of sequence or structural similarities among 
amyloid-b, a-synuclein, and PrPSc, their misfolded forms are all 
rich in b structure, and this seems to be the key to the formation 
of amyloid deposits. Studies of a fungal polypeptide similar to 
PrPSc show how amyloid formation might occur. In its original 
state, the protein is mostly a-helical. A segment of polypeptide 
shifts to an all-b conformation, which allows single molecules to 
stack on top of each other in parallel to form a triangular fiber 
stabilized by interchain hydrogen bonding. In this model, fi ve 
aggregated polypeptides are shown. The vertical arrow indicates 
the long axis of the amyloid fiber. 

Presumably, other amyloid-forming proteins undergo similar 
conformational changes. Significant aggregation may not occur until 
the protein concentration reaches some critical threshold (this may 
explain why the amyloid diseases, even the TSEs, take years to 
develop). After a few b structures have assembled, they act to trigger 
further protein misfolding, and the amyloid fibers rapidly propagate. 
Once formed, the fibers are resistant to degradation by proteases. 

 Questions: 

1. The gene for the amyloid precursor protein is located on 
chromosome 21. Individuals with Down syndrome (trisomy 
21) have three rather than two copies of chromosome 21. 
Explain why individuals with Down syndrome tend to 
exhibit Alzheimer’s-like symptoms by middle age.

2. Mice that have been genetically engineered to lack the PrP 
gene (but are normal in all other ways) do not develop 

spongiform encephalopathy after being inoculated with PrPSc, 
which causes disease in normal mice. What do these results 
reveal about the relationship between PrP and TSE? What do 
they reveal about the cellular function of PrP? 

3. Myoglobin is a protein that contains mostly a helices and 
no b strands (see Fig. 5-1). (a) Would you expect myoglobin 
to form amyloid fibers? (b) Under certain laboratory con-
ditions, myoglobin can be induced to form amyloid fibers. 
What does this suggest about a polypeptide’s ability to adopt 
b secondary structure? 

4. Discuss the role of amino acid side chains in the formation of 
an amyloid fiber. 
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HOCH2
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Figure 4-17 Some covalent modifications of proteins. (a) A 
16-carbon fatty acid (palmitate, in red) is linked by a thioester 
bond to a Cys residue. (b) A chain of several carbohydrate units 

(here only one sugar residue is shown, in red) is linked to the 
amide N of an Asn side chain. (c) A phosphoryl group (red) is 
esterified to a Ser side chain. 

Model for amyloid formation. [From Meier, B., et al., Science, 319, 
1523–1526 (2008). Reprinted with permission from AAAS.]
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Figure 4-18 A protein with two stable conformations. One form of the protein 
lymphotactin consists of a three-stranded b sheet and an b helix (a). This form 
interconverts rapidly with an alternate form (b) with an all-b structure. [Structures 
(a, pdb 1J9O and b, pdb 2JP1) determined by B. F. Volkman.]

Most proteins, especially those with molecular masses greater than 100 kD, consist 
of more than one polypeptide chain. The individual chains, called subunits, may all 
be identical, in which case the protein is known as a homodimer, homotetramer, 
and so on. If the chains are not all identical, the prefix hetero- is used. The spatial 
arrangement of these polypeptides is known as the protein’s quaternary structure. 

The forces that hold subunits together are similar to those that determine the tertiary 
structures of the individual polypeptides. The interface (the area of contact) between 
two subunits is often hydrophobic, with closely packed side chains. Hydrogen bonds, 
ion pairs, and disulfide bonds dictate the exact geometry of the interacting subunits. 

Among the most common quaternary structures in proteins are symmetrical 
arrangements of two or more identical subunits (Fig. 4-19). Even in proteins with 
nonidentical subunits, the symmetry is based on groups of subunits. For example, 
hemoglobin, a heterotetramer with two ab units, can be considered to be a dimer 
of dimers (see Fig. 4-19c). A few multimeric proteins are known to adopt more than 
one possible quaternary structure and apparently shift among the alternatives by 
dissociating, adopting different tertiary structures, and reassembling. 

The advantages of multisubunit protein structure are many. For starters, the cell 
can construct extremely large proteins through the incremental addition of small 
building blocks (we will see examples of this in the next chapter). This is clearly an 
asset for certain structural proteins that—due to their enormous size—cannot be 
synthesized all in one piece or must be assembled outside the cell. Moreover, the 
impact of the inevitable errors in transcription and translation can be minimized if 
the affected polypeptide is small and readily replaced. 

Finally, the interaction between subunits in a multisubunit protein affords an 
opportunity for the subunits to influence each other’s behavior or work coopera-
tively. The result is a way of regulating function that is not possible in single-subunit 
proteins or in multisubunit proteins whose subunits each operate independently. In 
Chapter 5, we will examine the cooperative behavior of hemoglobin, which has four 
interacting oxygen-binding sites. 

KEY CONCEPT
• Proteins containing more than one 

polypeptide chain have quaternary 
structure. 

4-4 Quaternary Structure

CONCEPT REVIEW
• How do the surface and core of a protein differ? Which residues are likely to 

be found in each region? 
• What forces stabilize protein structure? 
• How does an unfolded polypeptide reach its native conformation? 

(a) (b)

CONCEPT REVIEW
• What are the advantages of quaternary structure? 
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(b)(a)

(d)(c)

Figure 4-19 Some proteins with 
quaternary structure. The alpha 
carbon backbone of each polypeptide is 
shown. (a) Nitrite reductase, an enzyme 
with three identical subunits, from 
Alcaligenes. [Structure (pdb 1AS8) determined 
by M. E. P Murphy, E. T. Adams, and S. Turley.] 
(b) E. coli fumarase, a homotetrameric 
enzyme. [Structure  (pdb 1FUQ) determined 
by T. Weaver and L. Banaszak.] (c) Human 
hemoglobin, a heterotetramer with 
two a subunits (blue) and 2 b subunits 
(red). [Structure (pdb 2HHB) determined by 
G. Fermi and M. F. Perutz.] (d) Bacterial 
methane hydroxylase, whose two 
halves (right and left in this image) 
each contain three kinds of subunits. 
[Structure (pdb 1MMO) determined by A. C. 
Rosenzweig, C. A. Frederick, S. J. Lippard, and 
P. Nordlund.] 

? Which of the proteins shown in 
Fig. 4-1 has quaternary structure?

Like nucleic acids (Section 3-4), proteins can be purified and analyzed in the labora-
tory. In this section, we will examine some commonly used approaches to isolating 
proteins and determining their sequence of amino acids and their three-dimensional 
structures.

Chromatography takes advantage of a polypeptide’s 
unique properties

As described in Section 4-1, a protein’s amino acid sequence determines its overall 
chemical characteristics, including its size, shape, charge, and ability to interact with 
other substances. A variety of laboratory techniques have been devised to 
exploit these features in order to separate proteins from other cellular components. 
One of the most powerful techniques is chromatography. Originally performed with 
solvents moving across paper, chromatography now typically uses a column packed 
with a porous matrix (the stationary phase) and a buffered solution (the mobile 
phase) that percolates through the column. Proteins or other solutes pass through the 
column at different rates, depending on how they interact with the stationary phase.

In size-exclusion chromatography (also called gel filtration chromatography), the 
stationary phase consists of tiny beads with pores of a characteristic size. If a solution 
containing proteins of different sizes is applied to the top of the column, the pro-
teins will move through the column as fluid drips out the bottom. Larger proteins 
will be excluded from the spaces inside the beads and will pass through the column 
faster than smaller proteins, which will spend time inside the beads. The proteins 
gradually become separated and can be recovered by collecting the solution that 
exits the column (Fig. 4-20). 

KEY CONCEPTS
• Chromatography is a technique for 

separating molecules on the basis 
of size, charge, or specific binding 
behavior. 

• The sequence of amino acids in a 
polypeptide can be determined by 
mass spectrometry.

• The three-dimensional arrangement 
of atoms in a protein can be 
deduced by measuring the 
diffraction of X-rays or electrons 
or by analyzing nuclear magnetic 
resonance.

4-5 Tools and Techniques: Analyzing Protein Structure
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Figure 4-20 Size-exclusion chromatography. (a) Small molecules (blue) can enter 
the spaces inside the porous beads of the stationary phase, while larger molecules 
(gold) are excluded. (b) When a mixture of proteins (green) is applied to the top of 
a size-exclusion column, the large proteins (gold) migrate more quickly than small 
proteins (blue) through the column and are recovered by collecting the material that 
flows out the bottom of the column. In this way, a mixture of proteins can be separated 
according to size.  See Animated Figure. Gel filtration chromatography. 

(b)(a)

A protein’s net charge at a particular pH can be exploited for its purification by 
ion exchange chromatography. In this technique, the solid phase typically consists 
of beads derivatized with positively charged diethylaminoethyl (DEAE) groups or 
negatively charged carboxymethyl (CM) groups:

DEAE

COO�CH2CM

CH2

CH2 CH2

CH3

CH2 CH3

NH�

Negatively charged proteins will bind tightly to the DEAE groups, while un-
charged and positively charged proteins pass through the column. The bound 
proteins can then be dislodged by passing a high-salt solution through the column 
so that the dissolved ions can compete with the protein molecules for binding to 
DEAE groups (Fig. 4-21). Alternatively, the pH of the solvent can be decreased 

Figure 4-21 Ion exchange 
chromatography. When a mixture of 
proteins (brown) is applied to the top 
of a positively charged anion exchange 
column (e.g., a DEAE matrix), negatively 
charged proteins (red) bind to the matrix, 
while uncharged and cationic proteins 
(orange and purple) flow through the 
column. The desired protein can be 
dislodged by applying a high-salt solution 
(whose anions compete with the protein 
for binding to the DEAE groups). 
In cation exchange chromatography, 
negatively charged proteins bind to an 
anionic matrix (e.g., one containing 
carboxymethyl groups).  See Animated 
Figure. Ion exchange chromatography. 

High salt High salt
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Figure 4-22 SDS-PAGE. Following 
electrophoresis, the gel was stained with 
Coomassie blue dye so that each protein 
is visible as a blue band. Lanes 1 and 8 
contain proteins of known molecular 
mass that serve as standards for 
estimating the masses of other proteins. 
[Courtesy of Bio-Rad Laboratories, ©2012.]

Other binding behaviors can be adapted for chromatographic separa-
tions. For example, a small molecule can be immobilized on the chro-
matographic matrix, and proteins that can specifically bind to that 
molecule will stick to the column while other substances exit the 
column without binding. This technique, called affinity chromatography, 
is a particularly powerful separation method because its takes advantage 
of a protein’s unique ability to interact with another molecule, rather than 
one of its general features such as size or charge. High-performance liquid 
chromatography (HPLC) is the name given to chromatographic separa-
tions, often analytical in nature rather than preparative, that are carried 
out in closed columns under high pressure, with precisely controlled 
flow rates and automated sample application. 

Proteins are sometimes analyzed or isolated by electrophoresis, in 
which molecules move through a gel-like matrix such as polyacryl-

amide under the infl uence of an electric fi eld (Section 3-4). In sodium dodecyl 
sulfate polyacrylamide gel electrophoresis (SDS-PAGE), both the sample and the 
gel contain the detergent SDS, which binds to proteins to give them a uniform 
density of negative charges. When the electric fi eld is applied, the proteins all 
move toward the positive electrode at a rate depending on their size, with smaller 
proteins migrating faster than larger ones. After staining, the proteins are visible 
as bands in the gel (Fig. 4-22).

so that the bound protein’s anionic groups become protonated, loosening their 
hold on the DEAE matrix. Similarly, positively charged proteins will bind to CM 
groups and can subsequently be dislodged by solutions with a higher salt concen-
tration or a higher pH. 

The success of ion exchange can be enhanced by knowing something about the 
protein’s net charge (see Sample Calculation 4-1) or its isoelectric point, pI, the pH 
at which it carries no net charge. For a molecule with two ionizable groups, the pI 
lies between the pK values of those two groups:

 pI 5 1/2 (pK1 1 pK2)   [4-1]

Calculating the pI of an amino acid is relatively straightforward (Sample Calcula-
tion 4-2). However, a protein may contain many ionizable groups, so although its 
pI can be estimated from its amino acid composition, its pI is more accurately 
determined experimentally.

SAMPLE CALCULATION 4-2

PROBLEM

SOLUTION

PRACTICE PROBLEMS

Estimate the isoelectric point of arginine.

In order for arginine to have no net charge, its a-carboxyl group must be unpro-
tonated (negatively charged), its a-amino group must be unprotonated (neutral), 
and its side chain must be protonated (positively charged). Because protonation of 
the a-amino group or deprotonation of the side chain would change the amino 
acid’s net charge, the pK values of these groups (9.0 and 12.5) should be used with 
Equation 4-1:

pI 5 1/2 (9.0 1 12.5) 5 10.75

4.  Estimate the pI of alanine.
5. Estimate the pI of glutamate.
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Mass spectrometry reveals amino acid sequences 

A standard approach to sequencing a protein has several steps: 

1.  The sample of protein to be sequenced is purified (for example, by chromatographic 
or other methods) so that it is free of other proteins. 

2. If the protein contains more than one kind of polypeptide chain, the chains are 
separated so that each can be individually sequenced. In some cases, this requires 
breaking (reducing) disulfide bonds.

3. Large polypeptides must be broken into smaller pieces (�100 residues) that can be 
individually sequenced. Cleavage can be accomplished chemically, for example, 
by treating the polypeptide with cyanogen bromide (CNBr), which cleaves 
the peptide bond on the C-terminal side of Met residues. Cleavage can also be 
accomplished with proteases (another term for peptidases) that hydrolyze 
specific peptide bonds. For example, the protease trypsin cleaves the peptide 
bond on the C-terminal side of the positively charged residues Arg and Lys:

CH� H3N
�

NH3
�

CH2 R

C

O

CHNH C O�

O

CH2

CH2

CH2

CHNH

Lys
(or Arg)

NH3
�

CH2 R

C

O

CHNH C

O

CH2

CH2

CH2

H2O

trypsin

 Some commonly used proteases and their preferred cleavage sites are listed in 
Table 4-4. 

4. Each peptide is sequenced. In a classic procedure known as Edman degradation, 
the N-terminal residue of a peptide is chemically derivatized, cleaved off, and identi-
fi ed; the process is then repeated over and over so that the peptide’s sequence can be 
deduced, one residue at a time. Alternatively, each peptide can be sequenced by 
mass spectrometry.

5. To reconstruct the sequence of the intact polypeptide, a different set of fragments 
that overlaps the first is generated so that the two sets of sequenced fragments can 
be aligned. 

Set 1
(cleaved with

trypsin)

Set 2
(cleaved with

chymotrypsin)

Val Leu Lys Ser Arg Tyr ThrGlnAlaGlyPhe

Val Leu Lys Ser Arg Tyr ThrGlnAlaGlyPhe

A more effi cient approach for analyzing protein structure measures the sizes of 
peptide fragments by mass spectrometry. In standard mass spectrometry, a solu-
tion of the protein (or another macromolecule) is sprayed from a tiny nozzle at 
high  voltage. This yields droplets of positively charged molecular fragments, from 
which the solvent quickly evaporates. Each gas-phase ion then passes through an 

TABLE 4-4  

Specifi cities of Some Proteases

 Residue Preceding
Protease  Cleaved Peptide Bonda

Chymotrypsin Phe, Trp, Tyr
Elastase Ala, Gly, Ser, Val
Thermolysin  Ile, Met, Phe, Trp, Tyr, Val
Trypsin Arg, Lys
aCleavage does not occur if the following residue is Pro. 

 See Guided Exploration. Protein 
sequence determination. 

  See Animated Figure. Generating 
overlapping peptides to determine amino 
acid sequence.
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electric fi eld. The ions are defl ected, with smaller ions defl ected more than larger 
ions, so that they are separated by their mass-to-charge ratios. In this way, the 
masses of the fragments can be measured and the mass of the intact molecule can 
be deduced. 

Two mass spectrometers in series can be used to determine the sequence of amino 
acids in a polypeptide. The fi rst instrument sorts the peptide ions so that only one 
emerges. This species is then allowed to collide with an inert gas, such as helium, 
which breaks the peptide, usually at a peptide bond. The second mass spectrometer 
then measures the mass-to-charge ratios of the peptide fragments (Fig. 4-23). 
Because successively larger fragments all bear the same charge but differ by one amino 
acid, and because the mass of each of the 20 amino acids is known, the sequence of amino 
acids in a set of fragments can be deduced. Although mass spectrometry is not practical 
for sequencing large polypeptides, even a partial sequence may be valuable (Box 4-D). 
Mass spectrometry can also reveal additional details of protein structure, such as 
covalently modifi ed amino acid residues.

Figure 4-23 Peptide sequencing by mass spectrometry. (a) A solution of charged 
peptides is sprayed into the fi rst mass spectrometer (MS1). One peptide ion is selected 
to enter the collision chamber to be fragmented. The second mass spectrometer (MS2) 
then measures the mass-to-charge ratio of the ionic peptide fragments. The peptide 
sequence is determined by comparing the masses of increasingly larger fragments. 
(b) An example of peptide sequencing by mass spectrometry. The difference in mass of 
each successive peak identifi es each residue, allowing the amino acid sequence to be read 
from right to left. [From  Keough, T., et al., Proc. Nat. Acad. Sci. 96, 7131–7136 (1999). Reprinted 
with  permission of PNAS.]
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Protein structures are determined by X-ray 
crystallography, electron crystallography, 
and NMR spectroscopy 

Most proteins are too small to be directly visualized, even by electron microscopy, 
but their atomic structures are accessible to high-energy probes in the form of 
X-rays. X-Ray crystallography is performed on samples of protein that have been 
induced to form crystals. A protein preparation must be exceptionally pure in order 
to crystallize without imperfections. A protein crystal, often no more than 0.5 mm 
in diameter, usually contains 40–70% water by volume and is therefore more 
gel-like than solid (Fig. 4-24).

When bombarded with a narrow beam of X-rays, the electrons of the atoms in 
the crystal scatter the X-rays, which reinforce and cancel each other to produce a 
diffraction pattern of light and dark spots that can be captured electronically or on 
a piece of X-ray film (Fig. 4-25).

Mathematical analysis of the intensities and positions of the diffracted X-rays 
yields a three-dimensional map of electron density in the crystallized molecule. 
The level of detail of the image depends in part on the quality of the crystal. 
Slight conformational variations among the crystallized protein molecules often 
limit resolution to about 2 Å. However, this is usually sufficient to trace the poly-
peptide backbone and discern the general shapes of the side chains (Fig. 4-26). 
When Kendrew determined the X-ray structure of myoglobin, its amino acid 
sequence was not known. Today, protein crystallographers usually take advantage 
of amino acid sequence information to simplify the task of elucidating protein 
structures.

Figure 4-24 Crystals of the protein 
streptavidin. [Courtesy I. Le Trong and R. E. 
Stenkamp, University of Washington.]

BIOCHEMISTRY NOTEBOX 4-D

Mass Spectrometry Applications

Mass spectrometry has been used for several decades in clinical and forensics laboratories 
to identify normal metabolic compounds as well as toxins and drugs (both therapeutic 
and illicit). Instruments that detect traces of explosives at airport security checkpoints 
also use mass spectrometry, which is rapid, sensitive, and reliable. The analysis of small 
compounds by mass spectrometry is relatively straightforward. It is much more chal-
lenging, however, to analyze large molecules in complex mixtures for the purpose of di-
agnosing a disease such as cancer or tracking its effects on human tissues. 

Fluids such as blood contain so many different proteins, with concentrations ranging 
over many order of magnitude, that it is diffi cult to detect rare proteins against a backdrop 
of very abundant ones such as serum albumin and immunoglobulins, which together 
account for about 75% of the plasma proteins. Urinalysis by mass spectrometry holds 
more promise, as urine normally contains relatively few proteins and none with a mass 
greater than about 15,000 D. Even so, over 2000 different proteins are detectable in urine.

One common approach for identifying proteins in biological samples is to fractionate 
the mixture by electrophoresis, then extract the separated proteins from the gel, partially 
digest them with a protease, and subject them to mass spectrometry. The resulting 
pattern of peaks, a “fi ngerprint,” can be compared to a database to identify the protein. 
Even when tandem mass spectrometers are used, it may not be necessary to completely  
sequence each polypeptide. A partial sequence of just a few amino acids is often suffi cient 
to identify the parent protein. Of course, the availability of complete genomic sequences 
makes this approach possible, and a number of software programs have been developed 
to translate mass spectral data into query sequences for searching sequence databases. 

Question: Explain why it is possible that a 5-residue sequence can uniquely 
identify a protein whose total length is 200 residues. (Hint: compare the total number 
of possible pentapeptide sequences to the actual number of pentapeptide fragments in 
the polypeptide.)

Figure 4-25 An X-ray diffraction 
pattern. [Courtesy Isolde Le Trong, David 
Teller, and Ronald Stenkamp, University of 
Washington.] 
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Figure 4-26 Protein structure at 
different resolutions. In this example, 
the green areas represent electron 
density, and the protein structure 
is superimposed in black. As the 
resolution improves, it becomes easier 
to trace the pattern of the protein 
backbone (a portion of an a helix). 
[Based on a drawing by Wayne Hendrickson.] 

3.0 Å5.0 Å 1.5 Å

Figure 4-27 The NMR structure of 
glutaredoxin. Twenty structures for this 
85-residue protein, all compatible with 
the NMR data, are shown as a-carbon 
traces, colored from the N-terminus 
(blue) to the C-terminus (red). [Structure 
(pdb 1EGR) determined by P. Sodano, 
T. H. Xia, J. H. Bushweller, O. Bjornberg, 
A. Holmgren, M. Billeter, and K. Wuthrich.] 

CONCEPT REVIEW
• What types of chromatography would separate proteins of different size? 

Of different charge? 
• Summarize the strategy used to determine the sequence of a large protein.
• Compare the physical state of the protein to be analyzed by X-ray 

crystallography, electron crystallography, and NMR spectroscopy. 

Are X-ray structures accurate? One might expect a crystallized molecule to be 
utterly immobile, quite different from a protein in solution, which undergoes bend-
ing and stretching movements among its many bonds. But, in fact, crystallized pro-
teins retain some of their ability to move. They can sometimes bind small molecules 
that diffuse into the crystal (which is about half water) and can sometimes mediate 
chemical reactions. These activities would not be possible if the structure of the 
crystallized protein did not closely approximate the structure of the protein in solution. 
Finally, nuclear magnetic resonance (NMR) methods (see below) for determining 
the structures of small proteins in solution appear to yield results consistent with 
X-ray crystallographic data. 

Proteins that are difficult to crystallize, such as membrane proteins with extensive 
hydrophobic regions, can sometimes be analyzed by electron crystallography, a 
technique in which electron beams rather than X-rays probe the protein’s structure. 
Protein samples, which do not have to be in a crystalline array, are placed in an elec-
tron microscope, and diffraction information is collected from many different 
angles. In this way, the three-dimensional structure of the protein can be recon-
structed. Because electrons interact more strongly with atoms than X-rays do, the 
sample is susceptible to radiation damage. This can be minimized by rapidly freez-
ing the sample and collecting data at the temperature of liquid nitrogen (–196°C), 
a method called cryoelectron microscopy. The structures of some macromolecular 
complexes, including the ribosome (Section 22-2), have been visualized using 
cryoelectron microscopy.

Proteins in solution can be analyzed by nuclear magnetic resonance (NMR) spec-
troscopy, which takes advantage of the ability of atomic nuclei (most commonly, hy-
drogen) to resonate in an applied magnetic field according to their interactions with 
nearby atoms. An NMR spectrum consists of numerous peaks that can be analyzed to 
reveal the distances between two H atoms that are close together in space or are cova-
lently connected through one or two other atoms. These measurements, along with 
information about the protein’s amino acid sequence, are used to construct a three-
dimensional model of the protein. Due to the inherent imprecision of the measure-
ments, NMR spectroscopy typically yields a set of closely related structures, which 
may convey a sense of the protein’s natural conformational flexibility (Fig. 4-27). 
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4-1 Proteins Are Chains of Amino Acids

• The 20 amino acid constituents of proteins are differentiated by 
the chemical properties of their side chains, which can be roughly 
classified as hydrophobic, polar, or charged. 

• Amino acids are linked by peptide bonds to form a polypeptide.

4-2  Secondary Structure: The Conformation 
of the Peptide Group

• Protein secondary structure includes the a helix and b sheet, in 
which hydrogen bonds form between backbone carbonyl and 
amide groups. Irregular secondary structure has no regularly 
repeating conformation.

4-3 Tertiary Structure and Protein Stability 

• The three-dimensional shape (tertiary structure) of a protein 
includes its backbone and all side chains. A protein may contain 
all a, all b, or a mix of a and b structures.

• A globular protein has a hydrophobic core and is stabilized pri-
marily by the hydrophobic effect. Ion pairing, disulfide bonds, 
and other cross-links may also help stabilize proteins.

SUMMARY

• A denatured protein may refold to achieve its native structure. In 
a cell, chaperones assist protein folding. 

4-4 Quaternary Structure

• Proteins with quaternary structure have multiple subunits. 

4-5  Tools and Techniques: Analyzing Protein 
Structure

• In the laboratory, proteins can be purified by chromatographic 
techniques that take advantage of the proteins’ size, charge, and 
ability to bind other molecules.

• The sequence of amino acids in a polypeptide can be determined 
by chemically derivatizing and removing them in Edman degra-
dation or by measuring the mass-to-charge ratio of peptide frag-
ments in mass spectrometry.

• X-Ray crystallography, electron crystallography, and NMR spec-
troscopy provide information about the three-dimensional of 
proteins at the atomic level.

protein
polypeptide
amino acid 
R group 
a-amino acid 
Ca
chirality 
disulfi de bond 
condensation reaction 
peptide bond 
residue 
hydrolysis 
exopeptidase 
endopeptidase 
N-terminus 
C-terminus 
backbone 
microenvironment 
oligopeptide 
peptide 
primary structure 
secondary structure

tertiary structure 
quaternary structure 
a helix 
b sheet 
parallel b sheet 
antiparallel b sheet
regular secondary structure
irregular secondary structure 
globular protein 
fibrous protein
domain 
ion pair 
zinc finger 
denaturation 
renaturation 
native structure 
molecular chaperone 
processing 
amyloid deposits 
transmissible spongiform

encephalopathy 
(TSE)

prion 
intrinsically unstructured protein
subunit 
homo-
hetero-
chromatography 
size-exclusion chromatography 
ion exchange chromatography 
pI 
affinity chromatography 
HPLC 
SDS-PAGE
protease 
Edman degradation 
mass spectrometry 
X-ray crystallography 
diffraction pattern 
electron crystallography 
cryoelectron microscopy 
NMR spectroscopy 

GLOSSARY TERMS

VISUALIZING THREE-
DIMENSIONAL PROTEIN 
STRUCTURES

Learn to use Jmol or PyMOL to view and manipulate structures obtained from the 
Protein Data Bank.

BIOINFORMATICS PROJECT 3
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PROBLEMS

4-1 Proteins Are Chains of Amino Acids

 1. Amino acids (except for glycine) are chiral; that is, they con-
tain a chiral carbon and thus can form mirror-image isomers, or 
enantiomers. Biochemists use D and L to distinguish enantiomers 
instead of the RS system used by chemists. 

(a) The structure of L-alanine is shown. Label the chiral carbon 
and draw the structure of D-alanine.

COO�

C

CH3

L-Alanine

�H3N H

(b) The vast majority of proteins in living systems consist of 
L amino acids. However, D amino acids are found in some short 
bacterial peptides that make up cell walls. Why might this be 
advantageous to the bacteria? 

 2. How many chiral carbons does threonine have? How many 
stereoisomers are possible? Draw the stereoisomers of threonine. 

 3. Which of the 20 standard amino acids are
(a) cyclic
(b) aromatic
(c) sometimes charged at physiological pH
(d) technically not hydrophobic, polar, or charged
(e) basic
(f ) acidic
(g) sulfur-containing

 4. The side chains of asparagine and glutamine can undergo 
hydrolysis in aqueous acid. Draw the reactants and products for the 
deamination reaction. Name the products. 

 5. Rank the solubility of the following amino acids in water at 
pH 7: Trp, Arg, Ser, Val, Thr. 

 6. What is more soluble, a solution of free histidine or a solu-
tion of the histidine tetrapeptide described in Problem 11?

 7. At what pH would an amino acid bear both a COOH and 
an NH2 group?

 8. Most amino acids have melting points around 300°C. They 
are soluble in water but insoluble in nonpolar organic solvents. How 
do these observations support your answer to Problem 7?

 9. The pK values of the amino and carboxyl groups in free ami-
no acids differ from the pK values of the N- and C-termini of poly-
peptides. Explain. 

10. Histones are basic proteins that bind to DNA. What amino 
acids are found in abundance in histones and why? What important 
intermolecular interactions form between histones and DNA? 

11. Estimate the net charge of a His–His–His–His tetrapeptide 
at pH 6.0.

12. Certain bacteria synthesize cyclic tetrapeptides. 
(a) Estimate the net charge at pH 7.0 of such a compound that 
consists of two Pro and two Tyr residues. 
(b) If the peptide were linear rather than cyclic, what would be 
its net charge?
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13. Biochemists sometimes link a recombinant protein to a protein 
known as green fluorescent protein (GFP), which was first purified 
from bioluminescent jellyfish. The fluorophore in GFP (shown below) 
is a derivative of three consecutive amino acids that undergo cycliza-
tion of the polypeptide chain and an oxidation. Identify 

(a) the three residues and the bonds that result from the 
(b) cyclization and (c) oxidation reactions. 

NH CH N

N

C

CH

OH2C

OH

CH2 C

O

OH

14. Draw the structure of the dipeptide Lys–Glu at pH 7.0. 
Label the following: 

(a) peptide bond, (b) N-terminus, (c) C-terminus, (d) an 
a-amino group and an ε-amino group, (e) an a-carboxylate 
group and a g-carboxylate group. 

15. The artificial non-nutritive sweetener aspartame is a dipep-
tide with the sequence Asp–Phe. The carboxyl terminus is methyl-
ated. Draw the structure of aspartame at pH 7.0. 

16. The zebrafi sh is a good animal model to use to test the 
actions of various drugs. The zebrafi sh produces a novel heptapep-
tide that binds to opiate receptors in the brain. The sequence of the 
peptide is Tyr–Gly–Gly–Phe–Met–Gly–Tyr. Draw the structure of 
the heptapeptide at pH 7.

17. Glutathione is a Cys-containing tripeptide found in red blood 
cells that functions to remove hydrogen peroxide and organic perox-
ides that can irreversibly damage hemoglobin and cell membranes. 

(a) The sequence of glutathione is g-Glu–Cys–Gly. The g-Glu 
indicates that the first peptide bond forms between the g-carboxyl 
group of the Glu side chain and the a-amino group of Cys. Draw 
the structure of glutathione. 
(b) Glutathione is sometimes abbreviated as GSH to show the 
importance of the Cys side chain in reactions. For example, two 
molecules of GSH react with an organic peroxide as shown below. 
The glutathione is oxidized to GSSG, and the organic peroxide is 
reduced to a less harmful alcohol. Draw the structure of GSSG. 

2 GSH 1 ROOOOOH     GSSG 1 ROH 1 H2O

18. Why are the terms protein and polypeptide not interchangeable? 

19. A fusion protein can be synthesized in which the protein car-
ries a specifi c tag. These tags are useful in identifying the proteins in 
various types of experiments. Fusion proteins with the FLAG epi-
tope bind to specifi c anti-FLAG antibodies and carry this extra 
sequence: Asp–Tyr–Lys–Asp–Asp–Asp–Asp–Lys. Draw the struc-
ture of the FLAG epitope.

20. The biotech company that sells anti-FLAG epitopes provides the 
information that fusion proteins carrying the FLAG epitope display 
the sequence on the surface of the protein (see Problem 19). Examine the 
sequence and explain why the company can make this claim.

glutathione 
peroxidase
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21. You have isolated a tripeptide containing Arg, His, and Pro. 
How many different sequences are possible for this tripeptide?

22. You have isolated a tetrapeptide with an unknown sequence, 
and after hydrolyzing its peptide bonds, you recover Ala, Glu, Lys, and 
Thr. How many different sequences are possible for this tetrapeptide?

23. Read the following sentences and identify each statement as 
describing the primary, secondary, tertiary, or quaternary structure 
of the protein:

(a) The shape of myoglobin is roughly spherical.
(b) Hemoglobin consists of four polypeptide chains.
(c) About one-third of the amino acid residues in collagen are 
glycines.
(d) The lysozyme molecule contains regions of helical structure.

24. Which level of protein architecture is discussed in Problem 13?

4-2  Secondary Structure: The Conformation 
of the Peptide Group 

25. Draw the structure of the peptide group and draw hydrogen 
bonds that form between functional groups of the peptide group 
and water.

26. The structure of the peptide bond is drawn in Section 4.1 in 
the trans confi guration in which the carbonyl group and the amide 
hydrogen are on opposite sides of the peptide bond. Draw the struc-
ture of the peptide bond in the cis confi guration. Which confi gura-
tion is more likely to be found in proteins and why?

27. Compare and contrast the structures of the DNA helix and 
the a helix.

28. The a helix is stabilized by hydrogen bonds that are directed 
along the length of the helix. The peptide carbonyl group of the nth 
residue forms a hydrogen bond with the peptide ONH group of the 
(n 1 4)th residue. Draw the structure of this hydrogen bond. 

29. Proline is known as a helix disrupter; it sometimes appears at 
the beginning or the end of an a helix but never in the middle. Explain.

30. Interestingly, glycine, like proline (see Problem 29), is not 
usually found in an a helix, but for the opposite reason. Explain 
why glycine residues are not usually found in a helices.

31. In 1967, Schiffer and Edmundson developed a tool called a 
helical wheel that is still widely used today. A helical wheel is used to 
visualize an a helix in which the angle of rotation between two con-
secutive amino acid residues is 100°. Because the a helix consists of 
3.6 residues per turn, the pattern repeats after five turns and 18 
residues. In the final representation the view is down the helical axis. 

1
12

5

16

9

2

13

17
10

3

14

18

11

4

15
8

7

6

The sequence of a domain of the gp160 protein (found in the 
envelope of HIV) is shown below, using one-letter codes for the 
amino acids. Plot this sequence on the helical wheel. What do you 
notice about the types of amino acid residues on either side of the 
wheel? 

MRVKEKYQHLWRWGWRWG

32. A 24-residue peptide called Pandinin 2 was isolated from 
scorpion venom and was found to have both antimicrobial and 
hemolytic properties. The sequence of the first 18 residues of this 
peptide is shown below. (a) Use the helical wheel shown in Prob-
lem 31 to plot the sequence of this peptide. (b) Propose a hypoth-
esis that explains why the peptide has the ability to lyse bacteria and 
red blood cells. 

FWGALAKGALKLIPSLFS

4-3 Tertiary Structure and Protein Stability 

33. Examine Figure 4-8 (triose phosphate isomerase). To which 
of the CATH classes does this protein belong? 

34. Choose the amino acid in the following pairs that would be 
more likely to appear on the solvent-exposed surface of a protein: 

(a) Lys or Leu 
(b) Ser or Ala 
(c) Phe or Tyr 
(d) Trp or Gln
(e) Asn or Ile 

35. In a receptor protein, a Glu residue is altered to an Ala resi-
due in a site-directed mutagenesis experiment. Binding of the ligand 
to this receptor decreases 100-fold. What does this experiment tell 
you about the interaction between the ligand and the receptor? 

36. Scientists studying the enzyme PEP carboxylase from corn 
conducted site-directed mutagenesis studies in which they synthe-
sized three different mutant forms of the enzyme. For each mutant, 
a lysine was converted to a different amino acid—an Asn, a Glu, or 
an Arg. Which substitution would you expect would have the least 
effect on enzymatic activity? Which substitution would have the 
greatest effect? Explain.

37. Draw two amino acid side chains that can interact with each 
other via the following intermolecular interactions: 

(a) ion pair 
(b) hydrogen bond 
(c) van der Waals interaction (London dispersion forces) 

38. A type of muscular dystrophy, called severe childhood auto-
somal recessive muscular dystrophy (SCARMD), results from a 
mutation in the gene for a 50-kD muscle protein. The defective 
protein leads to muscle necrosis. Detailed studies of this protein 
have revealed that an arginine residue at position 98 has been 
mutated to a histidine. Why might replacing an arginine with histi-
dine result in a defective protein? 

39. Laboratory techniques for randomly linking together amino 
acids typically generate an insoluble polypeptide, yet a naturally 
occurring polypeptide of the same length is usually soluble. Explain. 

40. Proteins can be unfolded, or denatured, by agents that alter 
the balance of weak noncovalent forces that maintain the native 
conformation. How would the following agents cause a protein to 
denature? Be specific about the type of intermolecular forces that 
would be affected. 

(a) heat 
(b) pH 
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(c) amphiphilic detergents 
(d) reducing agents such as 2-mercaptoethanol 
(HSCH2CH2OH) 

41. In 1957, Christian Anfi nsen carried out a denaturation 
experiment with ribonuclease. Ribonuclease, a pancreatic enzyme 
that catalyzes the digestion of RNA, consists of a single chain of 
124 amino acids cross-linked by four disulfi de bonds. Urea and 
2-mercaptoethanol were added to a solution of ribonuclease, which 
caused it to unfold, or denature. The loss of tertiary structure resulted 
in a loss of biological activity. When the denaturing agent (urea) and 
the reducing agent (mercaptoethanol) were simultaneously removed, 
the ribonuclease spontaneously folded back up to its native confor-
mation and regained full enzymatic activity in a process called 
renaturation. What is the significance of this experiment? 

42. Insulin consists of two chains, a shorter A chain and a longer 
B chain. The two chains are held together with disulfide bonds. 
In vivo, insulin is processed from proinsulin, a single polypeptide 
chain. The C chain is removed from proinsulin to form insulin. 

C chain

PPGELALAQLGGLGGGLEVAGAQPN

FVNQHLCGSHLVEALYLVCGERGFFYTP

IVEQCCTSICSLYQLENYCN

Q
A

E
R

Q
K
R
G

R
A

K

A chain

B chain

S S

S

N

C

S
S
S

(a) A denaturation/renaturation experiment similar to the one 
carried out by Anfinsen with ribonuclease (see Problem 41) was 
carried out using insulin. However, in contrast to Anfinsen’s 
results, approximately 2–4% of the activity of the native protein 
was recovered when the urea and 2-mercaptoethanol were 
removed by dialysis (this is the level of activity to be expected if 
the disulfide bridges formed randomly). When the experiment 
was repeated with proinsulin, 60% of the activity was restored 
upon renaturation. Explain these observations. 
(b) The investigators noted that the refolding of proinsulin 
depended on pH. For example, when the proinsulin was 
incubated in pH 7.5 buffer, only 10% of the proinsulin was 
renatured. But at pH 10.5, 60% of the proinsulin was rena-
tured. Explain these observations. (Hint: The pK value of the 
cysteine side chain in proinsulin is similar to the pK value of the 
sulfhydryl group in free cysteine.)

43. In the mid-1980s, scientists noted that if cells were incubated 
at 42°C instead of the normal 37°C, the synthesis of a group of 
proteins dramatically increased. For lack of a better name, the scien-
tists called these heat-shock proteins. It was later determined that 
the heat-shock proteins were chaperones. Why do you think that 
the cell would increase its synthesis of chaperones when the tem-
perature is increased? 

44. A protein engineering laboratory studying monoclonal anti-
body proteins characterized the thermal stability of these proteins 
by measuring their melting temperature (Tm), which is defined as 
the temperature at which the proteins are half unfolded. The inves-
tigators found that there was a positive correlation between Tm and 
the proteins’ OSH molar ratio. In other words, proteins with a 

higher content of OSH were more thermally stable. Explain the 
reason for this observation. 

45. Spectrin is a protein found in the cytoskeleton of the red 
blood cell. The cytoskeleton consists of proteins anchored to the 
cytosolic surface of the membrane and gives the cell the strength and 
flexibility to squeeze through capillaries. The spectrin protein chains 
consist of repeating segments that form a-helical bundles. Recently, 
a mutant spectrin was isolated in which a glutamine was replaced 
with proline. What would be the effect of this mutation on the spec-
trin protein? What are the consequences for the red blood cell? 

46. During evolution, why do insertions, deletions, and substi-
tutions of amino acids occur more often in loops than in elements 
of regular secondary structure? 

4-4 Quaternary Structure 

47. The restriction endonucleases EcoRI and EcoRV are dimeric 
(two-subunit) enzymes (see Section 3-4). Based on how these 
proteins interact with DNA, do you expect them to be homo- or 
heterodimeric? 

48. A protein with two identical subunits can often be rotated 
180° (halfway) around its axis so as to generate an identical struc-
ture; such a protein is said to have rotational symmetry. Why is it 
not possible for a protein to have mirror symmetry (that is, its halves 
would be related as if reflected in a mirror)? 

49. Glutathione transferase consists of a dimer of two identical 
subunits. The dimer is in equilibrium with its constituent mono-
mers. Site-directed mutagenesis studies were carried out on this pro-
tein in which two arginine residues were mutated to glutamines and 
two aspartates were mutated to asparagines. These substitutions 
caused the equilibrium to shift in favor of the monomeric form of 
the enzyme. Where were the arginines and aspartates likely to be 
found on the protein and what is their role in stabilizing the dimeric 
form of the enzyme? 

50. A tetrameric protein dissociates into dimers when the deter-
gent sodium dodecyl sulfate (SDS) is added to a solution of the 
protein. But the dimers are termed SDS-resistant because they do 
not further dissociate into monomers in the presence of the deter-
gent. What intermolecular forces might be acting at the dimer–
dimer interface? Are the intermolecular forces acting at the monomer– 
monomer interface different? Explain. 

4-5  Tools and Techniques: Analyzing 
Protein Structure 

51. Estimate the pI of a Ser–Ile dipeptide.

52. Estimate the pI of a Gly–Tyr–Val tripeptide.

53. A certain protein has a pI of 4.3. What types of amino acids 
are likely to be relatively abundant in this protein?

54. What can you conclude about the net charge of any protein 
at a pH less than 3.5?

55. In your laboratory, you plan to use ion exchange chromatog-
raphy to separate the peptide shown below (using one-letter codes) 
from a mixture of different peptides at pH 7.0. Should you choose 
a matrix containing DEAE or CM groups? 

Peptide:  GLEKSLVRLGDVQPSLGKESRAKKFQRQ 

56. The protein allergen from peanuts, a protein called Ara h8, 
was recently purified and characterized. The investigators initially 
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had difficulty separating Ara h8 from a similar protein in peanuts 
called Ara h6 because the two proteins were of similar size and had 
nearly identical pI values. Separation of the two proteins was fi nally 
achieved when it was noted that the Ara h6 protein contained 10 
cysteine residues involved in disulfide bridges, whereas Ara h8 con-
tained no cysteines. The protein mixture was treated with a reducing 
agent, dithiothreitol (DTT), and then treated with iodoacetic acid 
(ICH2COOH, a reagent that adds to, or alkylates, an —SH group 
and releases free iodine). The mixture was then loaded onto an anion 
exchange column and the two proteins were successfully separated.

(a) Show the structural changes that occur when Cys residues 
are exposed to DTT followed by iodoacetic acid.
(b) Draw a plausible elution profi le (protein concentration 
versus solvent volume) for the separation of the proteins by 
anion exchange chromatography.
(c) Explain why this treatment resulted in successful separation 
of the two proteins.

57. The sequence of kassinin, a tachykinin dodecapeptide from the 
African frog Kassina senegalensis, was determined. A single round of 
Edman degradation identifi es Asp as the N-terminus. A second sample 
of the peptide is treated with chymotrypsin. Two fragments are released 
with the following amino acid compositions: fragment I (Gly, Leu, 
Met, Val) and fragment II (Asp2, Gln, Lys, Phe, Pro, Ser, Val). Next, a 
third sample of peptide is treated with trypsin, which results in two 
fragments with the following amino acid compositions: fragment III 
(Asp, Pro, Lys, Val) and fragment IV (Asp, Gln, Gly, Leu, Met, Phe, 
Ser, Val). Treatment of another sample with elastase yields a single Gly 
residue and three fragments—fragment V (Leu, Met), fragment VI 
(Asp, Lys, Pro, Ser, Val), and fragment VII, which was sequenced: Asp–
Gln–Phe–Val. A fourth sample was treated with CNBr, but the dode-
capeptide was not cleaved. What is the sequence of the dodecapeptide?

58. The ubiquitin protein from the malaria parasite was treat-
ed with chymotrypsin, and the resulting fragments were 
sequenced. A second sample of the polypeptide was treated with 
trypsin, and the fragments were sequenced. What is the sequence 
of the polypeptide?

Chymotrypsin fragments Trypsin fragments

AGKQLEDGRTLSDY LR
IPPDQQRLIF AK
VKTLTGKTITLDVEPSDTIEN- EGI
 VKAKIQDKEGI IQDK
NIQKESTLHLVLRLRGGMQIF LIFAGK
 QLEDGR
 TLTGK
 IPPDQQR
 GGMQIFVK
 TLSDYNIQK
 ESTLHLVLR
 TITLDVEPSDTIENVK

59. Before sequencing, a protein whose two identical polypep-
tide chains are linked by a disulfide bond must be reduced and 
alkylated (to chemically block them). Why should reduction and 
alkylation also be performed for a single polypeptide chain that 
includes an intramolecular disulfide bond? 

60. You must cleave the following peptide into smaller fragments. 
Which of the proteases listed in Table 4-4 would theoretically yield 
the most fragments? The fewest? 

NMTQGRCKPVNTFVHEPLVDVQNVCFKE

61. Seedlings use seed storage proteins as an important nitrogen 
source during germination. The amino acid sequence of a seed storage 
protein named BN was determined in the following manner. The BN 
protein was first treated with 2-mercaptoethanol to reduce any disulfide 
bridges. This treatment revealed that BN consists of two chains, a light 
chain and a heavy chain. Next, the two chains were separated and three 
separate samples of each chain were treated with different proteases. 
The fragments obtained were individually sequenced by Edman degra-
dation. The sequence is shown below (the first five residues of the light 
chain are missing due to a blocked amino terminus).

PQGPQQRPPLLQQCCNEKHQEEPLCVCPTLKGASKAVRQ-
QIRQQGQQQGQQGQQLQREISRIYQTATHLPRVCNIPRV-
SICPFQKTMPGP

Heavy chain

RIPKCRKEFQQAQHLRACQQWLHKQANQSGGGPS
Light chain

(a) Why was it necessary to carry out a minimum of two different 
proteolytic cleavages of the protein using different proteases?
(b) One of the enzymes used by the investigators was trypsin. 
Indicate the sequences of the fragments that would result from 
trypsin digestion. 
(c) Choose a second protease to cleave both the light and heavy 
chains into smaller fragments. What protease did you choose, 
and why? Indicate the sequences of the fragments that would 
result from digestion by the protease you chose. 

62. A peptide sequence linked to the amino terminal of an anti-
body was sequenced by purifying its mRNA and then using the 
genetic code to determine the protein sequence. The amino acid 
sequence of this peptide is shown below:

METDTLLLWVLLLWVPGSTG

Why would sequencing using the traditional methods (e.g., enzymatic 
cleavage) be diffi cult to accomplish with this particular peptide?

63. In prokaryotes, the error rate in protein synthesis may be as 
high as 5 3 1024 per codon. How many polypeptides containing 500 
residues would you expect to contain an amino acid substitution?

64. How many polypeptides containing 2000 residues would 
you expect to contain an amino acid substitution (see Problem 63)?

65. The mass of each amino acid residue is shown below. Explain 
why mass spectrometry, which is highly accurate, cannot distinguish 
Leu and Ile.

Residue Mass (D)

Ala  71.0
Arg  156.1
Asn  114.0
Asp  115.0
Cys  103.0
Gln  128.1
Glu  129.0
Gly  57.0
His  137.1
Ile  113.1
Leu 113.1
Lys  128.1
Met  131.0
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Residue Mass (D)

Phe  147.1
Pro  97.1
Ser  87.0
Thr  101.0
Trp  186.1
Tyr  163.1
Val  99.1

66. In sequencing by mass spectrometry, not every peptide bond 
may break. (a) If cleavage between two Gly residues does not occur, 
which amino acid would be identifi ed in place of the two glycines? 
(b) What amino acid would be identifi ed if a bond between Ser and 
Val did not break (see Problem 65 for amino acid masses)?

67. The peptide shown here is subjected to mass spectrometry to 
determined its sequence. If all its peptide bonds (but no others) are 
broken, what is the mass of the smallest fragment? Assume that the 
only charged group is the N-terminus.

O

O

N
H

N
H O

O

N
HCH3

H3N

H3C CH3

O�

O�

O
�

68. For the peptide described in Problem 67, determine the 
difference in mass between the smallest and the next-smallest 
fragment. 

69. X-ray crystallographic analysis of a protein crystal sometimes 
fails to reveal the positions of the fi rst few residues of a polypeptide 
chain. Explain.

70. X-ray crystallography yields models showing the positions 
of atoms such as C, N, and O. Hydrogen atoms are not detected in 
most electron density maps and must be added back in their 
inferred positions. Add back the H atoms in the polypeptide struc-
ture below.

O

N C
C N

C

O

O

C C

C

C

C
O N

N

C C
C C

C

S

C

Branden, C., and Tooze, J., Introduction to Protein Structure 
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THIS CHAPTER IN CONTEXT

CAN proteins move?

The traditional approach to studying proteins focuses on their architecture, such as a helices 
and b sheets, suggesting that proteins are like sculpture: beautiful perhaps, but somewhat 
rocklike. Indeed, a common technique for determining protein structure requires that the 

protein molecules fi rst form a crystal. The static images of proteins that appear on the 
pages of this textbook further contribute to the impression that proteins are not 

particularly dynamic. This chapter highlights several types of proteins, 
describing how they move—not just by bonds stretching and fl exing 
but also by dramatic movements that are integral to the proteins’ 
physiological functions. The swimming movements of the parasite 

Giardia, for example, depend on the activity of motor proteins in its 
fl agella.

Do You Remember?
 Noncovalent forces, including hydrogen bonds, ionic interactions, and 

van der Waals forces, act on biological molecules (Section 2-1).

 A protein’s structure may be described at four levels, from primary to quaternary 

(Section 4-1).

 Some proteins can adopt more than one stable conformation (Section 4-3).

 Proteins containing more than one polypeptide chain have quaternary structure 

(Section 4-4).

[Alliance Images/Alamy Limited]

Part 2 Molecular Structure
 and Function

   5 Protein Function

Part 3 Metabolism

Part 1 Foundations

Part 4 Genetic Information
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Every protein, with its unique three-dimensional structure, can perform some 
unique function for the organism that produces it. For example, the hormone insu-
lin (a 51-residue protein) docks with its receptor (a much larger membrane protein) 
to trigger certain intracellular responses. And nearly all enzymes are proteins that 
interact with specifi c molecules and mediate their chemical transformation. This 
chapter begins by examining myoglobin, an intracellular oxygen-binding protein 
that gives vertebrate muscle a reddish color, and hemoglobin, a major protein of red 
blood cells, which transports O2 from the lungs to other tissues. These two proteins 
have been studied for many decades and provide a wealth of information about 
protein function.
 Myoglobin and hemoglobin are globular proteins, but many of the most abun-
dant proteins are fi brous proteins that are elongated and may assemble to form 
 extended structures that determine the shape and other physical attributes of cells 
and entire organisms. These structural proteins include collagen, an extracellular 
matrix protein, and a variety of proteins that constitute the intracellular scaffolding 
known as the cytoskeleton. Other than forming fi brous networks, these proteins 
have little in common, exhibiting a variety of secondary, tertiary, and quaternary 
structural characteristics related to their distinct physiological functions.
 Whereas the supportive role of fi brous proteins in cellular architecture may seem 
obvious, it turns out that many of the dynamic functions of cells are also intricately 
tied to the cytoskeleton. The movements of cells and the movements of organelles 
within cells refl ect the action of motor proteins that operate along tracks provided 
by cytoskeletal fi bers. Motor proteins provide some additional lessons in protein 
structure and function due to the mechanism whereby they use chemical energy (the 
energy of ATP) to do mechanical work, that is, molecular movement.

Myoglobin is a relatively small protein with a compact shape about 44 3 44 3 25 Å 
(Fig. 5-1a). Myoglobin lacks b structure entirely, and all but 32 of its 153 amino 
acids are part of eight a helices, which range in length from 7 to 26 residues and are 
labeled A through H (Fig. 5-1b). Hemoglobin is a tetrameric protein whose four 
subunits each resemble myoglobin.
 The fully functional myoglobin molecule contains a polypeptide chain plus the 
iron-containing porphyrin derivative known as heme (shown below). The heme is a 
type of prosthetic group, an organic compound that allows a protein to carry out some 
function that the polypeptide alone cannot perform—in this case, binding oxygen.
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KEY CONCEPTS
• O2 binds to the heme group of 

myoglobin such that binding is 
half-maximal when the oxygen 
concentration is equal to the 
dissociation constant.

• The similarities in structure and 
sequence between myoglobin and 
hemoglobin indicate a common 
evolutionary origin.

• O2 can bind cooperatively to 
hemoglobin as the protein 
shifts from the deoxy to the oxy 
conformation.

• The Bohr effect and BPG modulate 
hemoglobin function in vivo.

5-1 Myoglobin and Hemoglobin: Oxygen-Binding Proteins
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 The planar heme is tightly wedged into a hydrophobic pocket between helices 
E and F of myoglobin. It is oriented so that its two nonpolar vinyl (OCHPCH2) 
groups are buried and its two polar propionate (OCH2OCH2OCOO2) groups 
are exposed to the solvent. The central iron atom, with six possible coordination 
bonds, is liganded by four N atoms of the porphyrin ring system. A fi fth ligand is 
provided by a His residue of myoglobin known as His F8 (the eighth residue of 
helix F). Molecular oxygen (O2) can bind reversibly to form the sixth coordina-
tion bond. (This is what allows certain heme-containing proteins, such as myoglo-
bin and hemoglobin, to function physiologically as oxygen carriers.) Residue His 
E7 (the seventh residue of helix E) forms a hydrogen bond to the O2 molecule 
(Fig. 5-2). By itself, heme is not an effective oxygen carrier because the central 
Fe(II) (or Fe21 ) atom is easily oxidized to the ferric Fe(III) (or Fe31 ) state, which 
cannot bind O2. Oxidation does not readily take place when the heme is part of a 
protein such as myoglobin or hemoglobin.

Oxygen binding to myoglobin depends 
on the oxygen concentration

The muscles of diving mammals are especially rich in myoglobin. At one time, myo-
globin was believed to be an oxygen-storage protein—which would be advantageous 
during a long dive—but it most likely just facilitates oxygen diffusion through 
 muscle cells or binds other small molecules such as nitric oxide (NO).
 Myoglobin’s O2-binding behavior can be quantifi ed. To begin, the reversible 
binding of O2 to myoglobin (Mb) is described by a simple equilibrium

Mb 1 O2 Δ MbO2

with a dissociation constant, K:

 K 5
[Mb][O2]

[MbO2]
 [5-1]

where the square brackets indicate molar concentrations. (Note that biochemists 
tend to describe binding phenomena in terms of dissociation constants, sometimes 
given as Kd, which are the reciprocals of the association constants, K a, used by chem-
ists.) The proportion of the total myoglobin molecules that have bound O2 is called 
the fractional saturation and is abbreviated Y:

 Y 5
[MbO2]

[Mb] 1 [MbO2]
 [5-2]

Since [MbO2] is equal to [Mb][O2]/K (Equation 5-1, rearranged),

 Y 5
[O2]

K 1 [O2]
 [5-3]

O2 is a gas, so its concentration is expressed as pO2, the partial pressure of oxygen, 
in units of torr (where 760 torr 5 1 atm). Thus,

 Y 5
p O2

K 1 p O2
 [5-4]

In other words, the amount of O2 bound to myoglobin (Y) is a function of the oxygen 
concentration (pO2) and the affi nity of myoglobin for O2 (K).
 A plot of fractional saturation (Y ) versus pO2 yields a hyperbola (Fig. 5-3). As 
the O2 concentration increases, more and more O2 molecules bind to the heme 
groups of myoglobin molecules until, at very high O2 concentrations, virtually all 
the myoglobin molecules have bound O2. Myoglobin is then said to be saturated 
with oxygen. The oxygen concentration at which myoglobin is half-saturated—that 
is, the concentration of O2 at which Y is half-maximal—is equivalent to K. For 
convenience, K is usually called p50, the oxygen pressure at 50% saturation. For 
 human myoglobin, p50 is 2.8 torr (see Sample Calculation 5-1).

(a)

Figure 5-1 Models of myoglobin 
structure. (a) Space-fi lling model. All 
atoms (except H) are shown (C gray, 
O red, N blue). The heme group, where 
oxygen binds, is purple. (b) Ribbon 
diagram with the eight a helices labeled 
A–H. [Structure of myoglobin (pdb 1MBO) 
determined by S. E. V. Phillips.] 

? To which class of the CATH system 
(Section 4-3) does myoglobin belong?

D

B

G

H

F
C

E

A

(b)

Figure 5-2 Oxygen binding to 
the heme group of myoglobin. The 
central Fe(II) atom of the heme group 
(purple) is liganded to four porphyrin 
N atoms and to the N of His F8 below 
the porphyrin plane. O2 (red) binds 
reversibly to the sixth coordination site, 
above the porphyrin plane. Residue His 
E7 forms a hydrogen bond to O2.
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Myoglobin and hemoglobin are related by evolution

Hemoglobin is a heterotetramer containing two a chains and two b chains. Each 
of these subunits, called a globin, looks a lot like myoglobin. The hemoglobin a 
chains, the hemoglobin b chains, and myoglobin have remarkably similar tertiary 
structures (Fig. 5-4). All have a heme group in a hydrophobic pocket, a His F8 that 
ligands the Fe(II) ion, and a His E7 that forms a hydrogen bond to O2.
 Somewhat surprisingly, the amino acid sequences of the three globin polypeptides 
are only 18% identical. Figure 5-5 shows the aligned sequences, with the necessary 
gaps (for example, the hemoglobin a chain has no D helix). The lack of striking 
 sequence similarities among these proteins highlights an important principle of protein 
three-dimensional structure: Certain tertiary structures—for example, the backbone 
 folding pattern of a globin polypeptide—can accommodate a variety of amino acid sequences. 
In fact, many proteins with completely unrelated sequences adopt similar structures.

Figure 5-3 Myoglobin oxygen-binding curve. The relationship between the fractional 
saturation of myoglobin (Y ) and the oxygen concentration (pO2) is hyperbolic. When 
pO2 5 K 5 2.8 torr, myoglobin is half-saturated (Y 5 0.5).
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SAMPLE CALCULATION 5-1

PROBLEM

SOLUTION

PRACTICE PROBLEMS

Calculate the fractional saturation of myoglobin when pO2 5 1 torr, 10 torr, 
and 100 torr.

Use Equation 5-4 and let K 5 2.8 torr.

When pO2 5 1 torr, Y 5
1

2.8 1 1
5 0.26

When pO2 5 10 torr, Y 5
10

2.8 1 10
5 0.78

When pO2 5 100 torr, Y 5
100

2.8 1 100
5 0.97

1. Calculate the fractional saturation of myoglobin when pO2 5 5.6 torr.
2. How would the value of Y  in Practice Problem 1 change if K 5 1.4 torr?
3.  At what pO2 value would myoglobin be 75% saturated with O2?

Figure 5-4 Tertiary structures of myoglobin and the a and b chains of hemoglobin. 
Backbone traces of a globin (blue) and b globin (red) are aligned with myoglobin 
(green) to show their structural similarity. The heme group of myoglobin is shown in 
gray. [Structure of hemoglobin (pdb 2HHB) determined by G. Fermi and M. F. Perutz.]

? Which portion of globin structure shows the most variability? The least? Explain.
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 Clearly, the globins are homologous proteins that have evolved from a common 
ancestor through genetic mutation (see Section 3-3). The a and b chains of human 
hemoglobin share a number of residues; some of these are also identical in human 
myoglobin. A few residues are found in all vertebrate hemoglobin and myoglobin 
chains. The invariant residues, those that are identical in all the globins, are essential 
for the structure and/or function of the proteins and cannot be replaced 
by other residues. Some positions are under less selective pressure to 
maintain a particular amino acid match and can be conservatively substi-
tuted by a similar amino acid (for example, Ile for Leu or Ser for Thr). 
Still other positions are variable, meaning that they can accommodate a 
variety of residues, none of which is critical for the protein’s structure or 
function. By looking at the similarities and differences in sequences among 
evolutionarily related proteins such as the globins, it is possible to deduce con-
siderable information about elements of protein structure that are central to 
protein function (see Bioinformatics Project 4).
 Sequence analysis also provides a window on the course of globin 
evolution, since the number of sequence differences roughly corresponds to 
the time since the genes diverged. An estimated 1.1 billion years ago, a 
single globin gene was duplicated, possibly by aberrant genetic recombi-
nation, leaving two globin genes that then could evolve independently 
(Fig. 5-6). Over time, the gene sequences diverged by mutation. One gene became 
the myoglobin gene. The other coded for a monomeric hemoglobin, which is still 
found in some primitive vertebrates such as the lamprey (an organism that origi-
nated about 425 million years ago). Subsequent duplication of the hemoglobin 
gene and additional sequence changes yielded the a and b globins, which made 
possible the evolution of a tetrameric hemoglobin (whose structure is abbreviated 
a2b2). Additional gene duplications and mutations produced the z chain (from the 
a chain) and the g and ε chains (from the b chain). In fetal mammals, hemoglobin 

Figure 5-6 Evolution of the globins. 
Duplication of a primordial globin 
gene allowed the separate evolution 
of myoglobin and a monomeric 
hemoglobin. Additional duplications 
among the hemoglobin genes gave 
rise to six different globin chains that 
combine to form tetrameric hemoglobin 
variants at various times during 
development.

Primordial globin

Myoglobin β δ ε γ ζ α

A B C D EHelix

Mb      G-LSDGEWQLVLNVWGKVEADIPGHGQEVLIRLFKGHPETLEKFDKFKHLKSEDEMKASEDLKKHGATVLTALG

Hb �    V-LSPADKTNVKAAWGKVGAHAGEYGAEALERMFLSFPTTKTYFPHF-DLSH-----GSAQVKGHGKKVADALT

Hb �    VHLTPEEKSAVTALWGKV--NVDEVGGEALGRLLVVYPWTQRFFESFGDLSTPDAVMGNPKVKAHGKKVLGAFS

Helix F G H

Mb      GILKKKGHHEAEIKPLAQSHATKHKIPVKYLEFISECIIQVLQSKHPGDFGADAQGAMNKALELFRKDMASNYKELGFQG

Hb �    NAVAHVDDMPNALSALSDLHAHKLRVDPVNFKLLSHCLLVTLAAHLPAEFTPAVHASLDKFLASVSTVLTSKYR

Hb �    DGLAHLDNLKGTFATLSELHCDKLHVDPENFRLLGNVLVCVLAHHFGKEFTPPVQAAYQKVVAGVANALAHKYH

Figure 5-5 The amino acid sequences of myoglobin and 
the hemoglobin a and b chains. The sequence of human 
myoglobin (Mb) and the human hemoglobin (Hb) chains are 
written so that their helical segments (bars labeled A through 
H) are aligned. Residues that are identical in the a and b 
globins are shaded yellow; residues identical in myoglobin 
and the a and b globins are shaded blue, and residues that are 

invariant in all vertebrate myoglobin and hemoglobin chains 
are shaded purple. The one-letter abbreviations for amino 
acids are given in Figure 4-2. [After Dickerson, R. E., and Geis, I., 
Hemoglobin, pp. 68–69, Benjamin/Cummings (1983).]

? Can you identify positions occupied by structurally similar 
amino acids in all three globins?
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has the composition a2g2, and early human embryos synthesize a z2ε2 hemoglobin. 
In primates, a recent duplication of the b chain gene has yielded the d chain. An 
a2d2 hemoglobin occurs as a minor component (about 2%) of adult human hemo-
globin. At present, the d chain appears to have no unique biological function, but 
it may eventually evolve one.

Oxygen binds cooperatively to hemoglobin

A milliliter of human blood contains about 5 billion red blood cells, each of which 
is packed with about 300 million hemoglobin molecules. Consequently, blood can 
carry far more oxygen than a comparable volume of pure water. The oxygen-carrying 
capacity of the blood can be quickly assessed by measuring the hematocrit (the per-
centage of the blood volume occupied by red blood cells, which ranges from about 
40% (in women) to 45% (in men). Individuals with anemia, too few red blood cells, 
can sometimes be treated to increase red blood cell production (Box 5-A).
 The hemoglobin in red blood cells, like myoglobin, binds O2 reversibly, but it 
does not exhibit the simple behavior of myoglobin. A plot of fractional saturation 
(Y ) versus pO2 for hemoglobin is sigmoidal (S-shaped) rather than hyperbolic 
(Fig. 5-7). Furthermore, hemoglobin’s overall oxygen affi nity is lower than that of 
myoglobin: Hemoglobin is half-saturated at an oxygen pressure of 26 torr (p50 5 
26 torr), whereas myoglobin is half-saturated at 2.8 torr.
 Why is hemoglobin’s binding curve sigmoidal? At low O2 concentrations, 
 hemoglobin appears to be reluctant to bind the fi rst O2, but as the pO2 increases, O2 
binding increases sharply, until hemoglobin is almost fully saturated. A look at the 
binding curve in reverse shows that at high O2 concentrations, oxygenated hemoglo-
bin is reluctant to give up its fi rst O2, but as the pO2 decreases, all the O2 molecules 
are easily given up. This behavior suggests that the binding of the fi rst O2 increases 
the affi nity of the remaining O2-binding sites. Apparently, hemoglobin’s four heme 
groups are not independent but communicate with each other in order to work in a 
 unifi ed fashion. This is known as cooperative binding behavior. In fact, the fourth O2 
taken up by hemoglobin binds with about 100 times greater affi nity than the fi rst.
 Hemoglobin’s relatively low oxygen affi nity and its cooperative binding behavior 
are the keys to its physiological function (see Fig. 5-7). In the lungs, where the pO2 

BIOCHEMISTRY NOTEBOX 5-A

Erythropoietin Boosts Red Blood Cell Production

Erythropoietin (EPO) is a 165-residue protein hormone that signals the bone marrow to 
produce more red blood cells (also known as erythrocytes). EPO is synthesized primarily 
by the kidneys, so individuals with kidney disease are often defi cient in EPO and develop 
anemia. Treating these individuals with recombinant EPO can increase red blood cell 
production to near-normal levels.
 The results of EPO treatment have not been lost on athletes, particularly in endur-
ance sports such as cycling; some competitors have found that taking EPO increases 
their red cell counts, thereby increasing their ability to deliver oxygen to their muscles. 
The illegal use of EPO to enhance athletic performance is diffi cult to detect. For one 
thing, EPO is already present in the body, and an increase in red blood cells by itself is 
not proof of EPO doping. A clever abuser may even take iron supplements to mask the 
telltale drop in stored iron that accompanies the increased production of erythrocytes. 
Successfully detecting the presence of recombinant EPO takes advantage of subtle dif-
ferences between the natural and recombinant hormones. Although they have the same 
amino acid sequence, recombinant EPO produced by cultured cells is not derivatized 
with carbohydrates in the same manner as EPO produced naturally by the kidneys.

Questions: Would measurement of mean red blood cell volume or red blood cell 
number provide the same information as the hematocrit? Why might it be hazardous 
to take EPO to increase red blood cell levels above normal?

c05ProteinFunction.indd Page 126  25/06/12  7:13 AM user-F391c05ProteinFunction.indd Page 126  25/06/12  7:13 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



Figure 5-7 Oxygen binding to 
hemoglobin. The relationship between 
fractional saturation (Y ) and oxygen 
concentration (pO2) is sigmoidal. 
The pO2 at which hemoglobin is 
half-saturated ( p50) is 26 torr. For 
comparison, myoglobin’s O2-binding 
curve is indicated by the dashed line. The 
difference in oxygen affi nity between 
hemoglobin and myoglobin ensures that 
O2 bound to hemoglobin in the lungs 
is released to myoglobin in the muscles. 
This oxygen-delivery system is effi cient 
because the tissue pO2 corresponds to 
the part of the hemoglobin binding 
curve where the O2 affi nity falls off most 
sharply.  See Animated Figure. Oxygen-
binding curve of hemoglobin.

? Could this O2-delivery system still 
operate if the p50 for myoglobin 
was twice as high?
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BIOCHEMISTRY NOTEBOX 5-B

Carbon Monoxide Poisoning

The affi nity of hemoglobin for carbon monoxide is about 250 times higher than its 
affi nity for oxygen. However, the concentration of CO in the atmosphere is only about 
0.1 ppm (parts per million by volume), compared to an O2 concentration of about 
200,000 ppm. Normally, only about 1% of the hemoglobin molecules in an individual 
are in the carboxyhemoglobin (Hb � CO) form, probably as a result of endogenous 
 production of CO in the body (CO acts as a signaling molecule, although its physiolog-
ical role is not well understood).
 Danger arises when the fraction of carboxyhemoglobin rises, which can occur when 
individuals are exposed to high levels of environmental CO. For example, the incom-
plete combustion of fuels, as occurs in gas-burning appliances and vehicle engines, re-
leases CO. The concentration of CO can rise to about 10 ppm in these situations and to 
as high as 100 ppm in highly polluted urban areas. The concentration of carboxyhemo-
globin may reach 15% in some heavy smokers, although the symptoms of CO poisoning 
are usually not apparent.
 CO toxicity, which occurs when the concentration of carboxyhemoglobin rises above 
about 25%, causes neurological impairment, usually dizziness and confusion. High 
doses of CO, which cause carboxyhemoglobin levels to rise above 50%, can trigger coma 
and death. When CO is bound to some of the heme groups of hemoglobin, O2 is not 
able to bind to those sites because its low affi nity means that it cannot displace the 
bound CO. In addition, the carboxyhemoglobin molecule remains in a high-affi nity 
conformation, so that even if O2 does bind to some of the hemoglobin heme groups in 
the lungs, O2 release to the tissues is impaired. The effects of mild CO poisoning are 
largely reversible through the administration of O2. But because the CO remains bound 
to hemoglobin with a half-life of several hours, recovery is slow.

Question: Sketch the oxygen-binding curves of hemoglobin and carboxyhemo-
globin [Hb � (CO)2].

is about 100 torr, hemoglobin is about 95% saturated with O2. In the tissues, where 
the pO2 is only about 20 to 40 torr, hemoglobin’s oxygen affi nity drops off rapidly 
(it is only about 55% saturated when the pO2 is 30 torr). Under these conditions, 
the O2 released from hemoglobin is readily taken up by myoglobin in muscle cells, since 
myoglobin’s affi nity for O2 is much higher, even at the lower oxygen pressure. Myoglo-
bin can therefore relay O2 from red blood cells in the capillaries to the muscle cell’s 
mitochondria, where it is consumed in the oxidative reactions that sustain muscle 
activity. Agents such as carbon monoxide, which interferes with O2 binding to hemo-
globin, prevent the effi cient delivery of O2 to cells (Box 5-B).

127
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A conformational shift explains hemoglobin’s 
cooperative behavior

The four heme groups of hemoglobin must be able to sense one another’s 
 oxygen-binding status so that they can bind or release their O2 in concert. But the 
four heme groups are 25 to 37 Å apart, too far for them to communicate via an 
electronic signal. Therefore, the signal must be mechanical. In a mechanism worked 
out by Max Perutz, the four globin subunits undergo conformational changes 
when they bind O2. This is one example of protein structural changes that provide 
an answer to the question posed at the start of the chapter: Proteins can move.
 In deoxyhemoglobin (hemoglobin without any bound O2), the heme Fe ion 
has fi ve ligands, so the porphyrin ring is somewhat dome-shaped and the Fe lies 
about 0.6 Å out of the plane of the porphyrin ring. As a result, the heme group is 
bowed slightly toward His F8 (Fig. 5-8). When O2 binds to produce oxy-
hemoglobin, the Fe—now with six ligands—moves into the center of the porphy-
rin plane. This movement of the Fe ion pulls His F8 farther toward the heme 
group, and this in turn drags the entire F helix so that it moves up to 1 Å. The F 
helix cannot move in this manner unless the entire protein alters its conformation, 
culminating in the rotation of one ab unit relative to the other. Consequently, 
hemoglobin has two quaternary structures, corresponding to the oxy and deoxy states.

Deoxy Oxy

α

α

β

α

α
β

β
β

 The shift in conformation between the oxy and deoxy states primarily in-
volves rotation of one ab unit relative to the other. Oxygen binding decreases 
the size of the central cavity between the four subunits and alters some of the 
contacts between subunits. The two conformational states of hemoglobin are 

 CAN proteins move?

Figure 5-8 Conformational changes in hemoglobin upon O2 binding. In 
deoxyhemoglobin (blue), the porphyrin ring is slightly bowed down toward His F8 
(shown in ball-and-stick form). The remainder of the F helix is represented by its 
alpha carbon atoms. In oxyhemoglobin (purple), the heme group becomes planar, 
pulling His F8 and its attached F helix upward. The bound O2 is shown in red.  See 
Animated Figure. Movements of heme and F helix in hemoglobin.
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formally known as T (for “tense”) and R (for “relaxed”). The T state corre-
sponds to deoxyhemoglobin, and the R state corresponds to oxyhemoglobin.
 Deoxyhemoglobin is reluctant to bind the fi rst O2 molecule because the  protein 
is in the deoxy (T) conformation, which is unfavorable for O2 binding (the Fe 
atom lies out of the heme plane). However, once O2 has bound, probably to the a 
chain in each ab pair, the entire tetramer switches to the oxy (R) conformation as 
the Fe atom and the F helix move. An intermediate conformation is not possible, 
because the contacts between the ab units do not allow it (Fig. 5-9).  Molecular 
dynamics studies suggest that hemoglobin does not instantaneously snap from 
one conformation to the other but instead undergoes fl uctuations in tertiary 
structure that precede the shift in quaternary structure.
 Subsequent O2 molecules bind with higher affi nity because the protein is  already 
in the oxy (R) conformation, which is favorable for O2 binding. Similarly, oxyhe-
moglobin tends to retain its bound O2 molecules until the oxygen pressure drops 
signifi cantly. Then some O2 is released, triggering the change to the deoxy (T) 
conformation. This decreases the affi nity of the remaining bound O2 molecules, 
making it easier for hemoglobin to unload its bound oxygen. Because measure-
ments of O2 binding refl ect the average behavior of many individual hemoglobin 
molecules, the result is a smooth curve (as shown in Fig. 5-7).
 Hemoglobin and many other proteins with multiple binding sites are known as 
allosteric proteins (from the Greek allos, meaning “other,” and stereos, meaning 
“space”). In these proteins, the binding of a small molecule (called a ligand) to one site 
alters the ligand-binding affi nity of the other sites. In principle, the ligands need not be 
identical, and their binding may either increase or decrease the binding activity of 
the other sites. In hemoglobin, the ligands are all oxygen molecules, and O2 binding 
to one subunit of the protein increases the O2 affi nity of the other subunits.

H1 ions and bisphosphoglycerate regulate oxygen 
binding to hemoglobin in vivo

Decades of study have revealed the detailed chemistry behind hemoglobin’s activity 
(and have also revealed how molecular defects can lead to disease; Box 5-C). The 
conformational change that transforms deoxyhemoglobin to oxyhemoglobin alters 
the microenvironments of several ionizable groups in the protein, including the two 
N-terminal amino groups of the a subunits and the two His residues near the 

(b)

HisHis

(a)

Thr Thr

Thr
Pro

Pro

Thr

Figure 5-9 Some of the subunit interactions in hemoglobin. 
The interactions between the ab units of hemoglobin include 
contacts between side chains. The relevant residues are shown 
in space-fi lling form. (a) In deoxyhemoglobin, a His residue 
on the b chain (blue, left) fi ts between a Pro and a Thr residue 
on the a chain (green, right). (b) Upon oxygenation, the His 

residue moves between two Thr residues. An intermediate 
conformation (between the deoxy and oxy conformations) 
is disallowed in part because the highlighted side chains 
would experience strain. [Structure of human deoxyhemoglobin (pdb 
2HHB) determined by G. Fermi and M. F. Perutz; structure of human 
oxyhemoglobin (pdb 1HHO) determined by B. Shaanan.]
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BOX 5-C

Mutations in the DNA sequence for the genes that encode the 
a and b chains of hemoglobin produce hemoglobin proteins 
with altered amino acid sequences. In some cases, the mutation is 
benign and the hemoglobin molecules function more or less nor-
mally. But in other cases, the mutation results in serious physical 
complications for the individual, as the ability of the mutant 
hemoglobin to deliver oxygen to cells is compromised. Mutant 
hemoglobins are often unstable, which may also result in destruc-
tion of the red blood cell (anemia). Hundreds of hemoglobin 
variants are known, and about 5% of the world’s population 
 carries an inherited disorder of hemoglobin. One of the better-
known hemoglobin variants is sickle cell hemoglobin (known as 
hemoglobin S or Hb S). Individuals with two copies of the defec-
tive gene develop sickle cell anemia, a debilitating disease that 
predominantly affects populations of African descent.

The discovery of the molecular defect that causes sickle cell 
anemia was a groundbreaking event in biochemistry. The  disease 
was fi rst described in 1910, but for many years there was no 
direct evidence that sickle cell anemia—or any genetic disease—
was the result of an alteration in the molecular structure of a 
protein. Then in 1949, Linus Pauling (who was already on his 
way to discovering the a helix) showed that hemoglobin from 
patients with sickle cell anemia had a different electrical charge 
than hemoglobin from healthy individuals. Eight years later, in 
1957, Vernon Ingram identifi ed a single amino acid difference: 
Glu at position A3 in the b chain is replaced by Val in sickle cell 
hemoglobin. This was the fi rst evidence that an alteration in a 
gene caused an alteration in the amino acid sequence of the 

corresponding polypeptide. 
The mutation is described 
in Section 3-2.

In normal hemoglobin, 
the switch from the oxy to the 
deoxy conformation exposes 
a hydrophobic patch on the 
protein surface between the E 
and F helices. The hydropho-
bic Val residues on hemo-
globin S are optimally posi-
tioned to bind to this patch. 
This intermolecular associa-
tion leads to the rapid aggre-
gation of hemoglobin S 
 molecules to form long rigid 
fi bers.

These fi bers physically 
distort the red blood cell, 
producing the familiar sickle 
shape. Because hemoglo-
bin S aggregation occurs 
only among deoxyhemo-
globin S molecules,  sickling 
tends to occur when the red 
blood cells pass through 
oxygen-poor capillaries. The 

Hemoglobin Mutations

 misshapen cells can obstruct blood fl ow and rupture, leading to 
the intense pain, organ damage, and loss of red blood cells that 
characterize the  disease.

CLINICAL CONNECTION

In this model of polymerized 
hemoglobin S molecules, the 
heme groups are red and the 
mutant Val residues are blue. 
[From W. Royer and D. Harrington, 
J. Mol. Biol. 272, 398–407 (1992).]

Normal red blood cells (top) and a sickled cell (bottom). [From 
Andrew Skred/Science Photo Library/Photo Researchers and Jacki Lewin, 
Royal Free Hospital/Science Photo Library/Photo Researchers.]

The high frequency of the gene for sickle cell anemia (that is, 
the mutated b globin gene) was at fi rst puzzling: Genes that lead 
to disabling diseases tend to be rare because individuals with 
two copies of the gene usually die before they can pass the gene 
to their offspring. However, carriers of the sickle cell variant 
appear to have a selective advantage. They are protected against 
malaria, a parasitic disease that affl icts about 225 million people 
and kills about 1 million each year, mostly children. In fact, the 
sickle cell hemoglobin variant is common in regions of the world 
where malaria is endemic. In heterozygotes (individuals with one 
normal and one defective b globin gene), only about 2% of red 
blood cells undergo sickling. Sickling does not directly lead to 
elimination of Plasmodium falciparum, the intracellular proto-
zoan that causes malaria. However, the presence of hemoglobin 
S triggers production of heme oxygenase, an engyme whose reac-
tion products protect against the damage caused by the parasite.

The thalassemias result from genetic defects that reduce the rate 
of synthesis of the a or b globin chains. These disorders are preva-
lent in the Mediterranean area (the name comes from the Greek 
word thalassa, meaning “sea”) and in South Asia. Depending on the 
nature of the mutation, individuals with thalassemia may experience 
mild to severe anemia and their red blood cells may be smaller than 
normal. But like heterozygotes for hemoglobin S, individuals with 
thalassemia are apparently more resistant to malaria.

The accompanying table lists some hemoglobin residues that 
are critical for normal function; their mutation produces clinical 
symptoms. Note that defective hemoglobins are usually named 
for the place where they were fi rst observed or characterized.
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 Questions:

1. In the mutant hemoglobin Hb Ohio (b142Ala S Asp), the 
substitution of Asp for Ala results in the displacement of the 
G helix relative to the H helix in the b chain. This decreases 
the stability of the b146His–b94Asp ion pair. Draw an 
 oxygen-binding curve that compares the relative p50 values of 
normal hemoglobin (Hb A) and Hb Ohio. What is the effect 
of the decreased stability of the His–Asp ion pair on Hb Ohio?

2. Investigators of mutant human hemoglobins often subject the 
proteins to cellulose acetate electrophoresis at pH 8.5, a pH at 
which most hemoglobins are negatively charged. The proteins 
are applied at the negative pole and migrate toward the posi-
tive pole when the current is turned on. The more negatively 
charged the hemoglobin, the faster it migrates to the positive 
pole. Results for normal (Hb A) and sickle cell hemoglobin 
(Hb S) are shown. Draw a diagram that shows the results of 
electrophoresis of Hb A and Hb Ohio (b 142Ala  S Asp).

Hb S

Hb A

� �

3. Hb Milledgeville (a44Pro S Leu) results in a mutated 
 hemoglobin with altered oxygen affi nity. Explain how the 
oxygen affi nity is altered.

4. Hb Providence (b44Lys S Asn) results from a single point 
mutation of the DNA.

 (a)  What is the change in the DNA that occurred to pro-
duce the mutant hemoglobin?

 (b)  Compare the oxygen affi nities of Hb Providence and 
Hb A.

 (c)  There are actually two forms of Hb Providence in affected 
individuals. Hb Providence in which the b44Lys has 
been replaced with Asn is referred to as Hb Providence 
Asn. This mutant hemoglobin can undergo deamidation 
to produce Hb Providence Asp. Draw the reaction that 
converts Hb Providence Asn to Hb Providence Asp.

 (d)  Draw a diagram that shows the cellulose acetate electro-
phoresis results for Hb A, Hb Providence Asn, and Hb 
Providence Asp.

 (e)  Compare the oxygen affi nities of Hb Providence Asp 
and Hb Providence Asn.

5. Hb Syracuse (b146His S Pro) is a mutant hemoglobin with 
altered oxygen affi nity.

 (a)  Draw a diagram showing the cellulose acetate electro-
phoresis results for Hb Syracuse and Hb A.

 (b)  Evaluate the ability of Hb Syracuse to respond to normal 
allosteric effectors of hemoglobin. How is the oxygen 
affi nity affected as a result?

Chain Position Amino Acid Role Signifi cance

a 44 Pro Participates in the formation of the a1b2 interface in  Stabilizes the deoxy
   the deoxy form but not the oxy form. form.

a 141 (C-terminus) Arg Its COO2 forms an ion pair with Lys 127 and its side  Stabilizes the deoxy
   chain forms an ion pair with Asp 126 in the deoxy form. form.

b 82 Lys Forms an ion pair to BPG in the central cavity. Stabilizes the deoxy
    form.

b 146 His The side-chain imidazole ring forms an ion pair   Stabilizes the deoxy
   with Asp 94. It also forms an ion pair with BPG form.
   in the central cavity.

C-terminus of the b subunits. As a result, these groups become more acidic and 
release H1 when O2 binds to the protein:

Hb ?  H1 1 O2 Δ Hb ?  O2 1 H1

Therefore, increasing the pH of a solution of hemoglobin (decreasing [H1]) favors 
O2 binding by “pushing” the reaction to the right, as written above. Decreasing the 
pH (increasing [H1]) favors O2 dissociation by “pushing” the reaction to the left. 
The reduction of hemoglobin’s oxygen-binding affi nity when the pH decreases is known 
as the Bohr effect.
 The Bohr effect plays an important role in O2 transport in vivo. Tissues release 
CO2 as they consume O2 in respiration. The dissolved CO2 enters red blood cells, 
where it is rapidly converted to bicarbonate (HCO3

2) by the action of the enzyme 
carbonic anhydrase (see Box 2-D):

CO2 1 H2O Δ HCO3
2 1 H1

131

c05ProteinFunction.indd Page 131  31/08/12  12:08 PM user-F391c05ProteinFunction.indd Page 131  31/08/12  12:08 PM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



132
Ch 5 Protein Function

The H1 released in this reaction induces hemoglobin to unload its O2 (Fig. 5-10). 
In the lungs, the high concentration of oxygen promotes O2 binding to hemoglo-
bin. This causes the release of protons that can then combine with bicarbonate to 
re-form CO2, which is breathed out.
 Red blood cells use one additional mechanism to fi ne-tune hemoglobin 
 function. These cells contain a three-carbon compound, 2,3-bisphosphoglycerate 
(BPG):

C

CH

CH

H

OPO2
3
�

OPO2
3
�

�O O

2,3-Bisphosphoglycerate (BPG)

BPG binds in the central cavity of hemoglobin, but only in the T (deoxy) 
state. The five negative charges in BPG interact with positively charged groups 
in deoxyhemoglobin; in oxyhemoglobin, these cationic groups have moved 
away and the central cavity is too narrow to accommodate BPG. Thus, the 
presence of BPG stabilizes the deoxy conformation of hemoglobin. Without BPG, 
hemoglobin would bind O2 too tightly to release it to cells. In fact, hemoglo-
bin stripped of its BPG in vitro exhibits very strong O2 affinity, even at low 
pO2 (Fig. 5-11).
 The fetus takes advantage of this chemistry to obtain O2 from its mother’s 
hemoglobin. Fetal hemoglobin has the subunit composition a2g2. In the g 
chains, position H21 is not His (as it is in the mother’s b chain) but Ser. His H21 
bears one of the positive charges important for binding BPG in adult hemoglo-
bin. The absence of this interaction in fetal hemoglobin reduces BPG binding. 
Consequently, hemoglobin in fetal red blood cells has a higher O2 affi nity than adult 
hemoglobin, which helps transfer O2 from the maternal circulation across the placenta 
to the fetus.

Figure 5-10 Oxygen transport and the Bohr effect. Hemoglobin picks up O2 in 
the lungs. In the tissues, H1 derived from the metabolic production of CO2 decreases 
hemoglobin’s affi nity for O2, thereby promoting O2 release to the tissues. Back in 
the lungs, hemoglobin binds more O2, releasing the protons, which recombine with 
bicarbonate to re-form CO2.  See Animated Figure. The Bohr effect.

? Write the net equation for the  process shown in the diagram.

LUNGS BLOOD TISSUES

O2 O2

CO2 CO2

Hb  O2

Hb

Hb  O2

Hb

Hb  H� Hb  H�

H�

HCO3
�

H�

HCO3
�

Figure 5-11 Effect of BPG 
on hemoglobin. BPG binds to 
deoxyhemoglobin but not to 
oxyhemoglobin. It therefore reduces 
hemoglobin’s O2 affi nity by stabilizing 
the deoxy conformation.  See 
Animated Figure. Effect of BPG and CO2 
on hemoglobin.
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CONCEPT REVIEW
• Why does myoglobin require a prosthetic group?
• What is the relationship between myoglobin’s fractional saturation and the 

oxygen concentration?
• How can the sequences of homologous proteins provide information about 

residues that are essential or nonessential for a protein’s function?
• How do the different O2 affi nities of myoglobin and hemoglobin relate to 

their physiological roles?
• Explain the structural basis for hemoglobin’s cooperative O2-binding behavior.
• How do the Bohr effect and BPG regulate O2 transport in vivo?

A typical eukaryotic cell contains three types of cytoskeletal proteins that form fi bers 
extending throughout the cell (Fig. 5-12): These are microfi laments (actin  fi laments, 
with a diameter of about 70 Å), intermediate fi laments (with a diameter of about 
100 Å), and microtubules (with a diameter of about 240 Å). In large multicellular 
organisms, fi bers of the protein collagen provide structural support extracellularly. 
Bacterial cells also contain proteins that form structures similar to microfi laments 
and microtubules. In the following discussion, note how the structure of each 
 protein infl uences the overall structure and fl exibility of the fi ber as well as the fi ber’s 
ability to disassemble and reassemble.

Microfi laments are made of actin

A major portion of the eukaryotic cytoskeleton consists of microfi laments, or 
polymers of actin. In many cells, a network of actin fi laments supports the plasma 
membrane and therefore determines cell shape (see Fig. 2-7 and Fig. 5-12). 
 Certain proteins cross-link individual actin polymers to help form  bundles of 
microfi laments, thereby increasing their strength.
 Monomeric actin is a globular protein with about 375 amino acids (Fig. 5-13). 
On its surface is a cleft in which adenosine triphosphate (ATP) binds. The adeno-
sine group slips into a pocket on the protein, and the ribose hydroxyl groups and the 
phosphate groups form hydrogen bonds with the protein.

KEY CONCEPTS
• Globular actin subunits associate 

in a double chain to form a 
microfi lament.

• The growth and regression of actin 
fi laments can change a cell’s shape.

• Microtubules are hollow tubes built 
from tubulin dimers.

• Intermediate fi laments are long-
lasting fi brous proteins consisting of 
coiled a helices.

• Three left-handed Gly-rich helical 
polypeptides form the collagen 
triple helix.

5-2 Structural Proteins

Figure 5-12 Distribution of cytoskeletal fi bers in a single 
cell. To make these micrographs, each type of fi ber was labeled 
with a fl uorescent probe that binds specifi cally to one type 
of cytoskeletal protein. Note how the distribution of actin 
fi laments differs somewhat from that of intermediate fi laments 

and microtubules. [Courtesy J. Victor Small, Austrian Academy of 
Sciences, Vienna, Austria.]

? What type of fi ber best defi nes the cell’s nucleus?

Actin fi laments Intermediate fi laments Microtubules
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 Polymerized actin is sometimes referred to as F-actin (for fi lamentous actin, to 
distinguish it from G-actin, the globular monomeric form). The actin polymer is 
actually a double chain of subunits in which each subunit contacts four neighboring 
subunits (Fig. 5-14). Each actin subunit has the same orientation (for example, all 
the nucleotide-binding sites point up in Fig. 5-14), so the assembled fi ber has a 
distinct polarity. The end with the ATP site is known as the (2) end, and the op-
posite end is the (1) end.
 Initially, polymerization of actin monomers is slow because actin dimers and 
trimers are unstable. But once a longer polymer has formed, subunits add to both 
ends. Addition is usually much more rapid at the (1) end (hence its name) than at 
the (2) end (Fig. 5-15).
 Actin polymerization is driven by the hydrolysis of ATP (splitting ATP by the 
addition of water) to produce ADP 1 inorganic phosphate (Pi):
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Adenosine triphosphate (ATP)

Adenosine diphosphate (ADP) Inorganic phosphate (Pi)

This reaction is catalyzed by F-actin but not by G-actin. Consequently, most of the 
actin subunits in a microfi lament contain bound ADP. Only the most recently added 
subunits still contain ATP. Because ATP-actin and ADP-actin assume slightly differ-
ent conformations, proteins that interact with microfi laments may be able to distin-
guish rapidly polymerizing (ATP-rich) microfi laments from longer-established 
(ADP-rich) microfi laments.

Actin fi laments continuously extend and retract

Microfi laments are dynamic structures. Polymerization of actin monomers is a re-
versible process, so the polymer undergoes constant shrinking and growing as subunits 
add to and dissociate from one or both ends of the microfi lament (see Fig. 5-15). 
When the net rate of addition of subunits to one end of a microfi lament matches 
the net rate of removal of subunits at the other end, the polymer is said to be 
treadmilling (Fig. 5-16).

Figure 5-13 Actin monomer. This 
protein assumes a globular shape with a 
cleft where ATP (green) binds. [Structure 
of rabbit actin (pdb 1J6Z) determined by L. R. 
Otterbein, P. Graceffa, and R. Dominguez.]

Figure 5-14 Model of an actin 
fi lament. The structure of F-actin was 
determined from X-ray diffraction 
data and computer model-building. 
Fourteen actin subunits are shown (all 
are different colors except the central 
actin subunit, whose two halves are blue 
and gray). [Courtesy Ken Holmes, Max Planck 
Institute for Medical Research.]

(−) end

(+) end
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 Calculations suggest that under cellular conditions, the equilibrium between 
 monomeric actin and polymeric actin favors the polymer. However, the growth 
of microfilaments in vivo is limited by capping proteins that bind to and block 
further polymerization at the (1) or (2) ends. A process that removes a micro-
filament cap will target growth to the uncapped end. New microfilament 
growth can also occur as branches form along existing microfilaments.
 A supply of actin monomers to support microfi lament growth in one area must 
come at the expense of microfi lament disassembly elsewhere. In a cell, certain pro-
teins sever microfi laments by binding to a polymerized actin subunit and induc-
ing a small structural change that weakens actin–actin interactions and thereby 
increases the likelihood that the microfi lament will break at that point. Actin 
subunits can then dissociate from the newly exposed ends unless they are subse-
quently capped.
 Capping, branching, and severing proteins, along with other proteins whose ac-
tivity is sensitive to extracellular signals, regulate the assembly and  disassembly of 
actin fi laments. A cell containing a network of actin fi laments can therefore change 
its shape as the fi laments lengthen in one area and regress in another. Certain cells 
use this system to move. When a cell crawls along a surface, actin polymerization 
extends its “leading” edge, while depolymerization helps retract its “trailing” edge 
(Fig. 5-17a). The high density of growing fi lament ends at the leading edge of the 
cell (Fig. 5-17b) illustrates how the rapid formation and outward extension of actin 
fi laments can modulate cell shape and drive cell locomotion. Not only do actin 
 fi laments provide structural support and generate cell movement by assembly and 
disassembly, they also participate in generating tensile force. This system is well 

Figure 5-15 Actin fi lament assembly. A microfi lament grows as subunits add to its 
ends. Subunits usually add more rapidly to the (1) end, which therefore grows faster 
than the (2) end. Actual microfi laments are much longer than depicted here.

ATP-binding cleft

(−) end (+) end

Figure 5-16 Actin fi lament treadmilling. Net assembly at one end balances net 
dissociation at the other end.

Figure 5-17 Actin fi lament dynamics 
in cell crawling. (a) Scanning electron 
micrograph of crawling cells. The 
leading edges of the cells (lower left ) 
are ruffl ed where they have become 
detached from the surface and are in 
the process of extending. The trailing 
edges or tails of the cells, still attached 
to the surface (upper right), are gradually 
pulled toward the leading edge. The 
rate of actin polymerization is greatest 
at the leading edge. [Courtesy Guenter 
Albrecht-Buehler.] (b) Organization of 
actin fi laments in a fi sh epithelial cell. 
At the leading edge of the cell (top), 
the fi laments form a dense and highly 
branched network. Deeper within the 
cell (bottom), the fi laments are sparser. 
[Courtesy Tatyana Svitkina, Northwestern 
University Medical School.]

(a)

(b)
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 developed in muscle cells, where actin fi laments are an essential part of the  contractile 
apparatus (see Section 5-3).

Tubulin forms hollow microtubules

Like actin fi laments, microtubules are cytoskeletal fi bers built from small globular 
protein subunits. Consequently, they share with actin fi laments the ability to 
 assemble and disassemble on a time scale that allows the cell to rapidly change shape 
in response to external or internal stimuli. Compared to a microtubule, however, an 
actin fi lament is a thin and fl exible rod. A microtubule is about three times thicker and 
much more rigid because it is constructed as a hollow tube. Consider the following anal-
ogy: A metal rod with the dimensions of a pencil is easily bent. The same quantity 
of metal, fashioned into a hollow tube with a larger diameter but the same length, is 
much more resistant to bending.

Bicycle frames, plant stems, and bones are built on this same principle. Cells use 
hollow microtubules to reinforce other elements of the cytoskeleton (see Fig. 5-12), 
to construct cilia and fl agella, and to align and separate pairs of chromosomes  during 
mitosis.
 The basic structural unit of a microtubule is the protein tubulin. Two mono-
mers, known as a-tubulin and b-tubulin, form a dimer, and a microtubule grows 
by the addition of tubulin dimers. Each tubulin monomer contains about 450 
amino acids, 40% of them identical in a- and b-tubulin. The core of tubulin 
consists of a four-stranded and a six-stranded b sheet surrounded by 12 a helices 
(Fig. 5-18).
 Each tubulin subunit includes a nucleotide-binding site. Unlike actin, tubulin 
binds a guanine nucleotide, either guanosine triphosphate (GTP) or its hydrolysis 
product, guanosine diphosphate (GDP). When the dimer forms, the a-tubulin 
GTP-binding site becomes buried in the interface between the monomers. The 
nucleotide-binding site in b-tubulin remains exposed to the solvent (Fig. 5-19). 
After the tubulin dimer is incorporated into a microtubule and another dimer binds 
on top of it, the b-tubulin nucleotide-binding site is also sequestered from solvent. 
The GTP is then hydrolyzed, but the resulting GDP remains bound to b-tubulin 
because it cannot diffuse away (the GTP in the a-tubulin subunit remains where it 
is and is not hydrolyzed).
 Assembly of a microtubule begins with the end-to-end association of tubulin 
dimers to form a short linear protofi lament. Protofi laments then align side-to-side 
in a curved sheet, which wraps around on itself to form a hollow tube of 13 proto-
fi laments (Fig. 5-20). The microtubule extends as tubulin dimers add to both ends. 
Like a microfi lament, the microtubule is polar and one end grows more rapidly. The 
(�) end, terminating in �-tubulin, grows about twice as fast as the (�) or �-tubulin 
end because tubulin dimers bind preferentially to the (�) end.
 Disassembly of a microtubule also takes place at both ends but occurs more 
rapidly at the (1) end. Under conditions that favor depolymerization, the ends 
of the microtubule appear to fray (Fig. 5-21). This suggests that tubulin dimers 
do not simply dissociate individually from the microtubule ends but that the 
interactions between protofi laments weaken before the tubulin dimers come 
loose.
 Under certain conditions, microtubule treadmilling can occur when tubulin sub-
units add to the (1) end as fast as they leave the (2) end. In vivo, the (2) ends are 
often anchored to some sort of organizing center in the cell. This means that most 

Figure 5-18 Structure of b-tubulin. 
The strands of the two b sheets are 
shown in blue, and the 12 a helices that 
surround them are green. [Structure of pig 
tubulin (pdb 1TUB) determined by E. Nogales 
and K. H. Downing.]

Figure 5-19 The tubulin dimer. 
The guanine nucleotide (gold) in 
the a-tubulin subunit (bottom) is 
inaccessible in the dimer, whereas the 
nucleotide in the b-tubulin subunit 
(top) is more exposed to the solvent.

c05ProteinFunction.indd Page 136  25/06/12  7:13 AM user-F391c05ProteinFunction.indd Page 136  25/06/12  7:13 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



microtubule growth and regression occur at the (1) end. Microtubule dynamics 
are also regulated by proteins that cross-link microtubules and promote or prevent 
depolymerization.

Some drugs affect microtubules

Compounds that interfere with microtubule dynamics can have drastic physiolog-
ical effects. One reason is that during mitosis, chromosomes separate along a 
 spindle made of microtubules (Fig. 5-22). The drug colchicine, a product of the 
meadow saffron plant, causes microtubules to depolymerize, thereby blocking cell 
division.

OCH3

O
H3CO

H3CO

H3CO

Colchicine

O
NH

CH3

Colchicine binds at the interface between a- and b-tubulin in a dimer, facing the 
inside of the microtubule cylinder. The bound drug may induce a slight conforma-
tional change that weakens the lateral contacts between protofi laments. If enough 
colchicine is present, microtubules shorten and eventually disappear. Colchicine was 
fi rst used over 2000 years ago to treat gout (infl ammation stemming from the pre-
cipitation of uric acid in the joints) because it inhibits the action of the white blood 
cells that mediate infl ammation.

Figure 5-21 Electron micrograph of 
a depolymerizing microtubule. The 
ends of protofi laments apparently curve 
away from the microtubule and separate 
before tubulin dimers dissociate. 
[Courtesy Ronald Milligan, The Scripps 
Research Institute.]

Protofilament

Microtubule

(+) end

β-Tubulin
α-Tubulin

(−) end

(a)

(b)

Figure 5-20 Assembly of a microtubule. (a) ab Dimers of 
tubulin initially form a linear protofi lament. Protofi laments 
associate side by side, ultimately forming a tube. Tubulin 
dimers can add to either end of the microtubule, but growth is 
about twice as fast at the (1) end. (b) Cryoelectron microscopy 

view of a microtubule. [Courtesy Kenneth Downing, Lawrence Berkeley 
National Laboratory.]

? Compare a microtubule and an actin fi lament (Fig. 5-14) in 
terms of strength and speed of assembly.
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 Taxol binds to b-tubulin subunits in a microtubule, but not to free tubulin, so it 
stabilizes the microtubule, preventing its depolymerization.
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The taxol–tubulin interaction appears to include close contacts between taxol’s phe-
nyl groups and hydrophobic residues such as Phe, Val, and Leu. Taxol was originally 
extracted from the slow-growing and endangered Pacifi c yew tree, but it can also be 
purifi ed from more renewable sources or chemically synthesized. Taxol is used as an 
anticancer agent because it blocks cell division and is therefore toxic to rapidly dividing 
cells such as tumor cells.

Keratin is an intermediate fi lament

In addition to actin fi laments and microtubules, eukaryotic cells—particularly those 
in multicellular organisms—contain intermediate fi laments. With a diameter of 
about 100 Å, these fi bers are intermediate in thickness to actin fi laments and micro-
tubules. Intermediate fi laments are exclusively structural proteins. They play no part in 
cell motility, and unlike actin fi laments and microtubules, they have no associated 
motor proteins. However, they do interact with actin fi laments and microtubules 
via cross-linking proteins.
 Intermediate fi lament proteins as a group are much more heterogeneous than the 
highly conserved actin and tubulin. For example, humans have about 65 intermedi-
ate fi lament genes. The lamins are the intermediate fi laments that help form the 
nuclear lamina in animal cells, a 30–100-Å-thick network inside the nuclear mem-
brane that helps defi ne the nuclear shape and may play a role in DNA replication 
and transcription. In many cells, intermediate fi laments are much more abundant 
than microfi laments or microtubules and are most prominent in the dead remnants 
of epidermal cells—that is, in the hard outer layers of the skin—where they may 
account for 85% of the total protein (Fig. 5-23). The best-known intermediate fi la-
ment proteins are the keratins, a large group of proteins that include the “soft” kera-
tins, which help defi ne internal body structures, and the “hard” keratins of skin, 
hair, and claws.
 The basic structural unit of an intermediate fi lament is a dimer of � helices that 
wind around each other—that is, a coiled coil. The amino acid sequence in such 
a structure consists of seven-residue repeating units in which the fi rst and fourth 
residues are predominantly nonpolar. In an a helix, these nonpolar residues line up 
along one side (Fig. 5-24). Because a nonpolar group appears on average every 3.5 

Figure 5-22 Microtubules in 
a dividing cell. During mitosis, 
microtubules (green fl uorescence) 
link replicated chromosomes (blue 
fl uorescence) to two points at opposite 
sides of the cell. Disassembly of the 
microtubules, along with the action of 
motor proteins, draws the chromosomes 
apart before the cell splits in half. 
[Courtesy Alexey Khodjakov and Conly L. 
Rieder, Wadsworth Center, Albany.]

Figure 5-23 Scanning electron 
micrograph of sectioned human skin. 
The layers of dead epidermal cells at the 
top consist mostly of keratin. [Science 
Photo Library/Photo Researchers.]

Figure 5-24 Arrangement of 
residues in a coiled coil. This view 
down the axis of two seven-residue 
a helices shows that amino acids at 
positions 1 and 4 line up on one side of 
each helix. Nonpolar residues occupying 
these positions form a hydrophobic strip 
along the sides of the helices.
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residues but there are 3.6 residues per a-helical turn, the strip of nonpolar residues 
actually winds slightly around the surface of the helix. Two helices whose nonpolar 
strips contact each other therefore adopt a coiled structure with a left-handed twist 
(Fig. 5-25).
 Each intermediate fi lament subunit contains a stretch of a helix fl anked by 
nonhelical regions at the N- and C-termini. Two of these polypeptides interact in 
register (parallel and with ends aligned) to form a coiled coil. The dimers then 
associate in a staggered antiparallel arrangement to form higher-order fi brous 
structures (Fig. 5-26). The fully assembled intermediate fi lament may consist of 
16 to 32 polypeptides in cross-section. Note that no nucleotides are required for 
intermediate fi lament assembly. The N- and C-terminal domains may help align 
subunits during polymerization and interact with proteins that cross-link inter-
mediate fi laments to other cell components. Keratin fi bers themselves are cross-
linked through disulfi de bonds between Cys residues on adjacent chains.
 An animal hair—for example, sheep’s wool or the hair on your head— consists 
almost entirely of keratin fi laments (Fig. 5-27). Hair resists deformation but can 

Figure 5-26 Model of an intermediate 
fi lament. Pairs of polypeptides form 
coiled coils. These dimers associate to 
form tetramers and so on, ultimately 
producing an intermediate fi lament 
composed of 16 to 32 polypeptides in 
cross-section. Although drawn as straight 
rods here, the intermediate fi lament and 
its component structures are probably all 
twisted around each other in some way, 
much like a man-made rope or cable. 

Monomer

Dimer
(coiled coil)

Tetramer

Octamer

Intermediate
filament

(a) (b) (c)

Figure 5-25 Three views of a coiled coil. These models show a segment of the coiled 
coil from the protein tropomyosin. (a) Backbone model. (b) Stick model. (c) Space-
fi lling model. Each a-helical chain contains 100 residues. The nonpolar strips along 
each helix contact each other, so the two helices wind around each other in a gentle left-
handed coil. [Structure of tropomyosin (pdb 1C1G) determined by F. G. Whitby and G. N. Phillips, Jr.]

? Which nonpolar residues would be most likely to appear at positions 1 and 4? Which 
would be least likely?
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be stretched. Tensile stress breaks the hydrogen bonds between carbonyl and am-
ide groups four residues apart in the keratin a helix. The helices can then be 
pulled until the polypeptides are fully extended.  Additional force causes the poly-
peptide chain to break. If unbroken, the protein can spring back—at least 
partially—to its original a-helical conformation when the force is removed. This 
is why a wool sweater stretched out of shape gradually reverts to its former style.
 Perhaps due to their cable-like construction, intermediate fi laments undergo less 
remodeling than cellular fi bers constructed from globular subunits such as actin and 
tubulin. For example, nuclear lamins disassemble and reassemble only once during 
the cell cycle, when the cell divides. Keratins, as part of dead cells, remain intact for 
years. In the innermost layers of animal skin, epidermal cells synthesize large amounts 
of keratin. As layers of cells move outward and die, their keratin molecules are pushed 
together to form a strong waterproof coating. Because keratin is so important for the 
integrity of the epidermis, mutations in keratin genes are linked to certain skin disor-
ders. In diseases such as epidermolysis bullosa simplex (EBS), cells rupture when 
subject to normal mechanical stress. The result is separation of epidermal layers, 
which leads to blistering. The most severe cases of the disease arise from mutations 
in the most highly conserved regions of the keratin molecules, near the ends of the 
a-helical regions.

Collagen is a triple helix

Unicellular organisms can get by with just a cytoskeleton, but multicellular animals 
must have a way to hold their cells together according to some characteristic body 
plan. Large animals—especially nonaquatic ones—must also support the body’s 
weight. This support is provided by collagen, which is the most abundant animal 
protein. It plays a major structural role in the extracellular matrix (the material that 
helps hold cells together), in connective tissue within and between organs, and in 
bone. Its name was derived from the French word for glue (at a time when glue was 
derived from animal connective tissue).
 There are at least 28 types of collagen with different three-dimensional struc-
tures and physiological functions. The most familiar is the collagen from animal 
bones and tendons, which forms thick, ropelike fi bers (Fig. 5-28). This type of 
collagen is a trimeric molecule about 3000 Å long but only 15 Å wide. As in all 
forms of collagen, the polypeptide chains have an unusual amino acid composi-
tion and an unusual conformation. Except in the extreme N- and C-terminal re-
gions of the polypeptides (which are cleaved off once the protein exits the cell), 
every third amino acid is Gly, and about 30% of the remaining residues are pro-
line and hydroxyproline (Hyp). Hyp residues result from the hydroxylation of Pro 
residues after the polypeptide has been synthesized, in a reaction that requires 
ascorbate (vitamin C; Box 5-D).
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 For a stretch of about 1000 residues, each collagen chain consists of  repeating 
triplets, the most common of which is Gly–Pro–Hyp. Gly residues, which have only 
a hydrogen atom for a side chain, can normally adopt a wide range of secondary 
structures. However, the imino groups of Pro and Hyp residues (that is, their 
 connected side chains and amino groups) constrain the geometry of the peptide 
group. The most stable conformation for a polypeptide sequence containing repeating 
units of Gly –Pro –Hyp is a narrow left-handed helix (Fig. 5-29a).

Figure 5-27 Scanning electron 
micrograph of a human hair. [Tony Brain/ 
Science Photo Library/Photo Researchers.]

Figure 5-28 Electron micrograph of 
collagen fi bers. Thousands of aligned 
collagen proteins yield structures with 
a diameter of 500 to 2000 Å. [J. Gross/ 
Science Photo Library/Photo Researchers.]
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BIOCHEMISTRY NOTEBOX 5-D

Vitamin C Defi ciency Causes Scurvy
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In the absence of ascorbate (vitamin C), collagen contains too few hydroxyproline resi-
dues and hydroxylated lysyl residues, so the resulting collagen fi bers are relatively weak. 
Ascorbate also participates in enzymatic reactions involved in fatty acid breakdown and 
production of certain hormones. The symptoms of ascorbate defi ciency include poor 
wound healing, loss of teeth, and easy bleeding—all of which can be attributed to 
 abnormal collagen synthesis—as well as lethargy and depression.
 Historically, ascorbate defi ciency, known as scurvy, was common in sailors on long 
voyages where fresh fruit was unavailable. A remedy, in the form of a daily ration of 
limes, was discovered in the mid-eighteenth century. Unfortunately, citrus juice, which 
was also widely administered, proved much less effective in preventing scurvy because 
ascorbate is destroyed by heating and by prolonged exposure to air. For this reason, 
 factors such as exercise and good hygiene were also believed to prevent scurvy.
 Fruit is not the only source of ascorbate. Most animals—with the exception of bats, 
guinea pigs, and primates—produce ascorbate, so a diet containing fresh meat can sup-
ply suffi cient ascorbate, which is vital in locations, such as the far North, where fruit is 
not available.
 Given the presence of ascorbate in many foods, a true defi ciency is rare in adults. 
Scurvy does still occur, however, as a side effect of general malnutrition or in individuals 
consuming odd diets. Fortunately, the symptoms of scurvy, which is otherwise fatal, can 
be easily reversed by administering ascorbate or consuming fresh food.

Question: Refer to the structure of ascorbate to explain why it does not  accumulate 
in the body but instead is readily lost via the kidneys.

(b)(a) (c) (d) Figure 5-29 Collagen structure. 
(a) A sequence of repeating Gly–
Pro–Hyp residues adopts a secondary 
structure in which the polypeptide 
forms a narrow left-handed helix. 
The residues in this stick model are 
color-coded: Gly gray, Pro orange, 
Hyp red. H atoms are not shown. 
(b) Space-fi lling model of a single 
collagen polypeptide. (c) Space-fi lling 
model of the triple helix. (d) Backbone 
trace showing the three polypeptides 
in different shades of gray. Each 
polypeptide has a left-handed twist, 
but the triple helix has a right-handed 
twist. [Model of collagen (pdb 2CLG) 
constructed by J. M. Chen.]
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Figure 5-30 Cross-section of the 
collagen triple helix. In this view, 
looking down the axis of the three-
chain molecule, each ball represents 
an amino acid, and the bars represent 
peptide bonds. Gly residues (which lack 
side chains and are marked by “G”) are 
located in the center of the triple helix, 
whereas the side chains of other residues 
point outward from the triple helix.

? Compare this axial view of a collagen 
triple helix to the axial view of a 
coiled coil (Fig. 5-24).

G

G G
G

G

G

G

 In collagen, three polypeptides wind around each other to form a right-handed 
triple helix (Fig. 5-29b–d). The chains are parallel but staggered by one resi-
due so that Gly appears at every position along the axis of the triple helix. The 
Gly residues are all located in the center of the helix, whereas all other residues 
are on the periphery. A look down the axis of the triple helix shows why Gly—
but no other residue—occurs in the center of the helix (Fig. 5-30). The side 
chain of any other residue would be too large to fi t. In fact, replacing Gly with 
Ala, the next-smallest amino acid, greatly perturbs the structure of the triple 
helix.
 The collagen triple helix is stabilized through hydrogen bonding. One set of 
interactions links the backbone NOH group of each Gly residue to a back-
bone CPO group in another chain. The geometry of the triple helix prevents 
the other backbone NOH and CPO groups from forming hydrogen bonds 
with each other, but they are able to interact with a highly ordered network of 
water molecules  surrounding the triple helix like a sheath.

Collagen molecules are covalently cross-linked

Trimeric collagen molecules assemble in the endoplasmic reticulum. After they are 
secreted from the cell, they are trimmed by proteases and align side-to-side and end-
to-end to form the enormous fi bers visible by electron microscopy (see Fig. 5-28). 
The fi bers are strengthened by several kinds of cross-links. Because collagen polypep-
tides contain almost no cysteine, these links are not disulfi de bonds. Instead, the 
cross-links are covalent bonds between side chains that have been chemically modifi ed 
 following polypeptide synthesis. For example, one kind of cross-link requires the enzyme-
catalyzed oxidation of two Lys side chains, which then react to form a covalent bond. 
The number of these and other types of cross-links tends to increase with age, which 
explains why meat from older animals is tougher than meat from younger animals.
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 Collagen fi bers have tremendous tensile strength. On a per-weight basis, collagen 
is stronger than steel. Not all types of collagen form thick linear fi bers, however. 
Many nonfi brillar collagens form sheetlike networks of fi bers that support layers of 
cells in tissues. Often, several types of collagen are found together. Not surprisingly, 
defects in collagen affect a variety of organ systems (Box 5-E).

BOX 5-E

Connective tissue, such as cartilage and bone, consists of cells 
embedded in a matrix containing proteins (mainly collagen) and 
a space-fi lling “ground substance” (mostly polysaccharides; see 
Section 11-3). The polysaccharides, which are highly hydrated, 
are resilient and return to their original shape after being com-
pressed. The collagen fi bers are strong and relatively rigid, resist-
ing tensile (stretching) forces. Together, the polysaccharides 
and collagen give ligaments (which attach bone to bone) and 
tendons (which join muscles to bones) the appropriate degree of 
resistance and fl exibility. The connective tissues that surround 
muscles and organs contain collagen fi bers arranged in sheetlike 
networks with similar physical properties.

Genetic Collagen Diseases

 calcium phosphate forms extensive white crystals that account 
for up to 50% of the mass of bone. By itself, calcium phos-
phate is brittle. Yet bone is thousands of times stronger than 
the crystals because it is a composite structure in which the 
mineral is interspersed with collagen fi bers. This layered 
arrangement dissipates stresses so that the bone remains 
strong but can “give” a little under pressure without shatter-
ing. Bone tissue also includes passageways for small blood 
vessels.

During development, most of the skeleton takes shape as 
cartilaginous tissue becomes mineralized, forming hard bone. 
The repair of a fractured bone follows a similar process in which 
fi broblasts moving to the injured site synthesize large amounts 
of collagen, chondroblasts produce cartilage, and osteoblasts 
gradually replace the cartilage with bony tissue. Mature bone 
continues to undergo remodeling, which begins with the release 
of enzymes and acid from cells known as osteoclasts. The 
enzymes digest collagen and other extracellular matrix compo-
nents, while the low pH helps dissolve calcium phosphate. 
Osteoblasts then fi ll the void with new bone material. Some 
bones are remodeled faster than others, and the system responds 
to physical demands so that the bone becomes stronger and 
thicker when subjected to heavy loads. This is the basis for 
orthodontics: Teeth are realigned by placing stress on the bone 
in the tooth sockets for a period long enough for remodeling to 
take place.

The importance of collagen for the structure and function 
of connective tissues means that irregularities in the collagen 
protein itself or in the enzymes that process collagen molecules 
can lead to serious physical abnormalities. Hundreds of colla-
gen-related mutations have been identifi ed. Because most 
 tissues contain more than one type of collagen, the physiologi-
cal manifestations of collagen mutations are highly variable.

CLINICAL CONNECTION

CONCEPT REVIEW
• What is the basis of actin fi lament polarity?
• How does actin fi lament remodeling affect the cell’s shape?
• How does a microtubule differ structurally from an actin fi lament?
• Why does normal physiological function require regulation of the assembly 

and disassembly of cytoskeletal elements?
• How do the structures of intermediate fi laments such as keratin differ from 

the structures of actin fi laments and microtubules?
• How do two a helices form a coiled coil?
• How does the structure of collagen differ from the structure of keratin or 

the structures of fi bers with globular subunits?
• What is the structural importance of Gly residues in collagen?
• How are collagen fi bers stabilized and cross-linked?
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The regular arrays of collagen fi bers (horizontal bands) 
in tendon allow the tissue to resist tension. Fibroblasts, 
collagen-producing cells, occupy the spaces between the 
fi bers. Cartilage typically lacks blood vessels. [Mark Nielsen.]

In bone, the extracellular matrix is supplemented by min-
erals, mainly hydroxyapatite, Ca(PO4)3(OH). This form of 
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An assortment of molecular machinery acts on structural proteins—actin fi laments 
and microtubules—to generate the movements that allow cells to reorganize their 
contents, change their shape, and even crawl or swim. For example, muscle contrac-
tion is accomplished by the motor protein myosin pulling on actin fi laments. Eu-
karyotic cells that move via the wavelike motion of cilia or fl agella rely on the motor 
protein dynein, which acts by bending a bundle of microtubules. Intracellular trans-
port is carried out by motor proteins that move along microfi lament and microtubule 
tracks. In this section, we focus on two well-characterized motor proteins, myosin 
and kinesin, which provide additional examples of the ways that proteins can move.

Myosin has two heads and a long tail

There are at least 20 different types of myosin, which is present in nearly all eukary-
otic cells. Myosin works with actin to produce movement by transducing chemical 
energy (in the form of ATP) to mechanical energy. Muscle myosin, with a total 

KEY CONCEPTS
• The motor protein myosin couples 

the steps of ATP hydrolysis to 
conformational changes, resulting 
in muscle contraction.

• Kinesin transports cargo by moving 
processively along a microtubule 
track.

5-3 Motor Proteins

Defects in collagen type I (the major form in bones and 
 tendons) cause the congenital disease osteogenesis imper-
fecta. The primary symptoms of the disease include bone fra-
gility leading to easy fracture, long-bone deformation, and 
abnormalities of the skin and teeth.

Mutations in collagen type II, a form found in cartilage, lead 
to osteoarthritis. This genetic disease, which becomes apparent 
in childhood, is distinct from the osteoarthritis that can develop 
later in life, often after years of wear and tear on the joints. 
Defects in the proteins that process collagen extracellularly and 
help assemble collagen fi bers lead to disorders such as dermato-
sparaxis, which is characterized by extreme skin fragility.

Ehlers–Danlos syndrome results from abnormalities in col-
lagen type III, a molecule that is abundant in most tissues but is 
scarce in skin and bone. Symptoms of this phenotypically vari-
able disorder include easy bruising, thin or elastic skin, and joint 
hyperextensibility. In one form of the disease, which is accompa-
nied by a high risk for arterial rupture, the molecular defect is a 
mutation in a collagen type III gene. In another form of the 
disease, in which individuals often suffer from scoliosis (curva-
ture of the spine), the collagen genes are normal. In these cases, 
the disease results from a defi ciency of lysyl oxidase, the enzyme 
that modifi es Lys residues so that they can participate in collagen 
cross-links. Ehlers–Danlos syndrome is both rarer and less severe 
than osteogenesis imperfecta, with many affected individuals 
surviving to adulthood.

 Questions:

1. Explain why a broken bone, which is hard, can heal within a 
few weeks, whereas a torn ligament (which is softer) may take 
months to heal.

2. Osteoporosis is the weakening of bones that commonly 
 occurs with aging. Why is exercise recommended as a strategy 
for preventing fractures in the elderly?

3.  Osteogenesis imperfecta is a genetic disease, but most cases 
result from new mutations rather than ones that are passed 
from parent to child. Explain.

4. Because networks of collagen fi bers lend resilience to the deep 
(living) layers of skin, some “anti-aging” cosmetics contain 
purifi ed collagen. Explain why this exogenous (externally 
supplied) collagen is unlikely to attenuate the skin wrinkling 
that accompanies aging.

X-Ray of a child with a moderately severe case of osteogenesis 
imperfecta. [ISM/Phototake.]

Collagen type I, a trimeric molecule, contains two different 
types of polypeptide chains. Therefore, the severity of the disease 
depends in part on whether one or two chains in a collagen 
 molecule are affected. Furthermore, the location and nature of the 
mutation determine whether the abnormal collagen retains some 
normal function. For example, in one severe form of osteogenesis 
imperfecta, a 599-base deletion in a collagen gene represents the 
loss of a large portion of triple helix. The resulting protein is 
unstable and is degraded intracellularly. Milder cases of osteogen-
esis imperfecta result from amino acid substitutions, for example, 
the replacement of Gly by a bulkier residue. Other amino acid 
changes may slow intracellular processing and excretion of colla-
gen polypeptides, which affects the assembly of collagen fi bers. 
Osteogenesis imperfecta affects about one in 10,000 people.

 CAN proteins move?
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molecular mass of about 540 kD, consists mostly of two large 
 polypeptides that form two globular heads attached to a long tail 
(Fig. 5-31). Each head includes a binding site for actin and a binding 
site for an adenine nucleotide. In the tail region, the two polypeptides 
twist around each other to form a single rodlike coiled coil (the same 
structural motif that occurs in intermediate fi laments). The “neck” 
that joins each myosin head to the tail region consists of an a helix 
about 100 Å long, around which are wrapped two small polypeptides 
(Fig. 5-32). These so-called light chains help stiffen the neck helix so 
that it can act as a lever.
 Each myosin head can interact noncovalently with a subunit in an 
actin fi lament, but the two heads act independently, and only one head 
binds to the actin fi lament at a given time. In a series of steps that include 
protein conformational changes and the hydrolysis of ATP, the myosin head 
releases its bound actin subunit and rebinds another subunit closer to the 
(1) end of the actin fi lament. Repetition of this reaction cycle allows 
myosin to progressively walk along the length of the actin fi lament.
 In a muscle cell, hundreds of myosin tails associate to form a thick 
fi lament with the head domains sticking out (Fig. 5-33). These heads 
act as cross-bridges to thin fi laments, which each consist of an actin 
fi lament and actin-binding proteins that regulate the accessibility of 
the actin subunits to myosin heads. When a muscle contracts, the 
multitude of myosin heads individually bind and release actin, like 
rowers working asynchronously, which causes the thin and thick fi la-
ments to slide past each other (Fig. 5-34). Because of the arrangement 
of fi laments in the muscle cell, the action of myosin on actin results in 
an overall shortening of the muscle. This phenomenon is commonly 
called contraction, but the muscle does not undergo any compression 

Figure 5-31 Structure of muscle 
myosin. (a) Electron micrograph. 
[Courtesy John Trinick, University of Leeds.] 
(b) Drawing of a myosin molecule. 
Myosin’s two globular heads are 
connected via necks to myosin’s tail, 
where the polypeptide chains form a 
coiled coil.

? In what part of the protein are large 
hydrophobic residues most likely to 
occur?(a)

Tail

Head

Neck

1600 Å 165 Å
(b)

Neck

Head

Actin-
binding

site

ATP-binding
pocket

Figure 5-33 Electron micrograph of a thick fi lament. The heads of 
many myosin molecules project laterally from the thick rod formed by the 
aligned myosin tails. [From Trinick, J., and Elliott, A., J. Mol. Biol. 131, 15 (1977).]

Figure 5-32 Myosin head and 
neck region. The myosin neck forms 
a molecular lever between the head 
domain and the tail. Two light chains 
(lighter shades of purple) help stabilize 
the a-helical neck. The actin-binding 
site is at the far end of the myosin head. 
ATP binds in a cleft near the middle of 
the head. Only the alpha carbons of the 
light chains are visible in this model. 
[Structure of chicken myosin (pdb 2MYS) deter-
mined by I. Rayment and H. M. Holden.]
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and its volume remains constant—it actually becomes thicker around the middle. 
A shortening on the order of 20% of a muscle’s length is typical; 40% is extreme.

Myosin operates through a lever mechanism

How does myosin work? The key to its mechanism is the hydrolysis of the ATP that 
is bound to the myosin head. Although the ATP-binding site is about 35 Å away 
from the actin-binding site, the conversion of ATP to ADP 1 Pi triggers conforma-
tional changes in the myosin head that are communicated to the actin-binding site as 
well as to the lever (the neck region). The chemical reaction of ATP hydrolysis thereby 
drives the physical movement of myosin along an actin fi lament. In other words, the free 
energy released by hydrolysis of ATP is transformed into mechanical work.
 The four steps of the myosin–actin reaction sequence are shown in Figure 5-35. 
Note how each event at the nucleotide-binding site correlates with a conformational 
change related to either actin binding or bending of the lever. An a helix makes an 
ideal lever because it can be quite long. It is also relatively incompressible, so it can 
pull the coiled-coil myosin tail along with it. Altogether, the lever swings by about 
708 relative to the myosin head. The return of the lever to its original conformation 
(step 4 of the reaction cycle) is the force-generating step. When adjusted for the dif-
ference in mass, the myosin–actin system has a power output comparable to a typical 
automobile.
 Each cycle of ATP hydrolysis moves the myosin head by an estimated 50–100 Å. 
Since individual actin subunits are spaced about 55 Å apart along the thin fi lament, 
the myosin head advances by at least one actin subunit per reaction cycle. Because 
the reaction cycle involves several steps, some of which are essentially irreversible 
(such as ATP S ADP 1 Pi), the entire cycle is unidirectional.
 Myosin operates in many cells, not just in muscles. For example, myosin works 
with actin during cytokinesis (the splitting of the cell into two halves following 
 mitosis), and some myosin proteins use their motor activity to transport certain cell 
components along microfi lament tracks. Myosin molecules may also act as tension 
rods to cross-link the microfi laments of the cytoskeleton. This is one reason why 
mutations in myosin in the sensory cells of the ear cause deafness and other abnor-
malities (Box 5-F).

Kinesin is a microtubule-associated motor protein

Many cells also contain motor proteins, such as kinesin, that move along microtu-
bule tracks. There are several different types of kinesins; we will describe the proto-
typical one, also known as conventional kinesin.

Figure 5-34 Movement of thin and thick fi laments during muscle contraction.

Relaxed

Contracted

Thin filament (actin) Thick filament (myosin)
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Figure 5-35 The myosin–actin 
reaction cycle. For simplicity, only one 
myosin head is shown.  See Animated 
Figure. Mechanism of force generation in 
muscle.

? Write an equation that describes the 
reaction catalyzed by myosin.

Myosin Neck
Head

ATP

ATP

Actin
1. The reaction sequence begins with a myosin head 

bound to an actin subunit of the thin filament.
ATP binding alters the configuration of the myosin
head so that it releases actin.

2. The rapid hydrolysis of ATP to ADP + Pi
triggers a conformational change that rotates
the myosin lever and increases the affinity
of myosin for actin.

3. Myosin binds to an actin subunit
farther along the thin filament.

4. Binding to actin causes Pi  and then ADP
to be released. As these reaction products exit,
the myosin lever returns to its original position.
This causes the thin filament to move
relative to the thick filament (the power stroke).

ATP replaces the lost ADP to repeat
the reaction cycle.

ADP

ADP Pi

ADP Pi

Pi

BIOCHEMISTRY NOTEBOX 5-F

Myosin Mutations and Deafness

Inside the cochlea, the spiral-shaped organ of the inner ear, are thousands of hair cells, 
each of which is topped with a bundle of bristles known as stereocilia.

[P. Motta/Science Photo Library/Photo Researchers.]

Each stereocilium contains several hundred cross-linked actin fi laments and is therefore 
extremely rigid, except at its base, where there are fewer actin fi laments. Sound waves de-
fl ect the stereocilia at the base, initiating an electrical signal that is transmitted to the brain.
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 Myosin molecules probably help control the tension inside each stereocilium, so the 
ratcheting activity of the myosin motors along the actin fi laments may adjust the sensi-
tivity of the hair cells to different degrees of stimulus. Other myosin molecules whose 
tails bind certain cell constituents may use their motor activity to redistribute these 
 substances along the length of the actin fi laments. Abnormalities in any of these proteins 
could interfere with normal hearing.
 About half of all cases of deafness have a genetic basis, and over 100 different genes 
have been linked to deafness. One of these codes for myosin type VIIa, which is consid-
ered to be an “unconventional” myosin because it differs somewhat from the “conven-
tional” myosin of skeletal muscle (also known as myosin type II). Gene-sequencing 
studies indicate that myosin VIIa has 2215 residues and forms a dimer with two heads 
and a long tail. Its head domains probably operate by the same mechanism as muscle 
myosin, converting the chemical energy of ATP into mechanical energy for movement 
relative to an actin fi lament. Over a hundred mutations in the myosin VIIa gene have 
been identifi ed, including premature stop codons, amino acid substitutions, and 
 deletions—all of which compromise the protein’s function. Such mutations are respon-
sible for many cases of Usher syndrome, the most common form of deaf-blindness in 
the United States. Usher syndrome is characterized by profound hearing loss, retinitis 
 pigmentosa (which leads to blindness), and sometimes vestibular (balance) problems.
 The congenital deafness of Usher syndrome results from the failure of the cochlear 
hair cells to develop properly. The unresponsiveness of the stereocilia to sound waves 
probably also accounts for their inability to respond normally to the movement of fl uid 
in the inner ear, which is necessary for maintaining balance. Abnormal myosin also plays 
a role in the blindness that often develops in individuals with Usher syndrome, usually 
by the second or third decade. The intracellular transport function of myosin VIIa is 
responsible for distributing bundles of pigment in the retina. In retinitis pigmentosa, 
retinal neurons gradually lose their ability to transmit signals in response to light; in 
advanced stages of the disease, pigment actually becomes clumped on the retina.

Question: Not all mutations are associated with a loss of function. Explain how a 
myosin mutation that increases the rate of ADP release could lead to deafness.

Figure 5-36 Structure of kinesin. (a) Diagram of the molecule. 
(b) Model of the head and neck region. Each globular head, which 
contains a helices and b sheets, connects to an a helix that winds 
around its counterpart to form a coiled coil. Two light chains at 
the end of the coiled-coil tail can interact with a membranous 
vesicle, the “cargo.” [Structure of rat kinesin (pdb 3KIN) determined by 
F. Kozielski, S. Sack, A. Marx, M. Thormahlen, E. Schonbrunn, V Biou, A. 
Thompson, E.-M. Mandelkow, and E. Mandelkow.]

? Compare the structure of kinesin to the structure of myosin 
(Fig. 5-31).

Light chains

(a)

Heads

Tail

(b)

 Kinesin, like myosin, is a relatively large protein (with a molecular mass of 380 kD) 
and has two large globular heads and a coiled-coil tail domain (Fig. 5-36). Each 
100-Å-long head consists of an eight-stranded b sheet fl anked by three a helices on 
each side and includes a tubulin-binding site and a nucleotide-binding site. The 
light chains, situated at the opposite end of the protein, bind to proteins in the 
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membrane shell of a vesicle. The vesicle and its contents become kinesin’s cargo. 
Kinesin moves its cargo toward the (1) end of a microtubule by stepping along the length 
of a single protofi lament. Other microtubule-associated motor proteins appear to use 
a similar mechanism but move toward the (2) end of the microtubule.
 The motor activity of kinesin requires the chemical energy of ATP hydrolysis. 
However, kinesin cannot follow the myosin lever mechanism because its head domains are 
not rigidly fi xed to its neck regions. In kinesin, a relatively fl exible polypeptide segment 
joins each head to an a helix that eventually becomes part of the coiled-coil tail (see 
Fig. 5-36b). (Recall that in myosin, the lever is a long a helix that extends from the 
head to the coiled-coil region and is stiffened by the two light chains; see Fig. 5-32.) 
Nevertheless, the relative fl exibility of kinesin’s neck is critical for its function.
 Kinesin’s two heads are not independent but work in a coordinated fashion so 
that the two heads alternately bind to successive b-tubulin subunits along a proto-
fi lament, as if walking. Conformational changes elicited by ATP binding and hy-
drolysis are relayed to other regions of the molecule (Fig. 5-37). This transforms the 
free energy of ATP into the mechanical movement of kinesin. Each ATP-binding event 

Figure 5-37 The kinesin reaction 
cycle. The cycle begins with one kinesin 
head bound to a tubulin subunit in a 
protofi lament of a microtubule. The 
trailing head has ADP in its nucleotide-
binding site. For clarity, the relative size 
of the neck region is exaggerated.

? What prevents kinesin from moving 
backward?

βα

βα

βα

βα

ATP

ADP

ADP

ADP

ADP

ATP

ATP

Protofilament

(+)

1. ATP binding to the leading head (orange)
induces a conformational change in which
the neck docks against the head. This
movement swings the trailing head (yellow)
forward by 180° toward the (+) end of the
microtubule. This is the force-generating step.

2. The new leading head (yellow) quickly binds
to a tubulin subunit and releases its ADP.
This step moves kinesin’s cargo forward along
the protofilament.

3.

4.

In the trailing head (orange), ATP is
hydrolyzed to ADP + Pi. The Pi diffuses away,
and the trailing head begins to detach from
the microtubule.

ATP binds to the leading head to repeat
the reaction cycle.

Cargo

Pi
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yanks the trailing head forward by about 160 Å, so the net movement of the at-
tached cargo is about 80 Å, or the length of a tubulin dimer.

Kinesin is a processive motor

As in the myosin–actin system (see Fig. 5-35), the kinesin–tubulin reaction cycle 
proceeds in only one direction. Although most molecular movement is associated 
with ATP binding, ATP hydrolysis is a necessary part of the reaction cycle. The 
slowest step of the reaction cycle shown in Figure 5-37 is the dissociation of the trail-
ing kinesin head from the microtubule. ATP binding to the leading head may help 
promote trailing-head release as part of the forward-swing step. Because the free 
head quickly rebinds tubulin, the kinesin heads spend most of their time bound to 
the microtubule track.
 One consequence of kinesin’s almost constant hold on a microtubule is that 
many—perhaps 100 or more—cycles of ATP hydrolysis and kinesin advancement 
can occur before the motor dissociates from its microtubule track. Kinesin is therefore 
said to have high processivity. A motor protein such as myosin, which dissociates 
from an actin fi lament after a single stroke, is not processive.
 In a muscle cell, low processivity is permitted because the many myosin–actin 
interactions occur more or less simultaneously to cause the thin and thick fi laments 
to slide past each other (see Fig. 5-34). High processivity is advantageous for a transport 
engine such as kinesin, because its cargo (which is relatively large and bulky) can be 
moved long distances without being lost. Consider the need for effi cient transport in a 
neuron. Neurotransmitters and membrane components are synthesized in the cell 
body, where ribosomes are located, but must be moved to the end of the axon, 
which may be several meters long in some cases (Fig. 5-38).

Figure 5-38 Electron micrograph 
of neurons. Microtubule-associated 
motor proteins move cargo between the 
cell body and the ends of the axon and 
other cell processes. [CNRI/Science Photo 
Library/Photo Researchers.]

CONCEPT REVIEW
• Describe the steps of the myosin–actin reaction cycle.
• Which events at the nucleotide-binding site correlate with protein 

conformational changes?
• Compare and contrast the myosin–actin and kinesin–tubulin reaction cycles.
• Why is kinesin a processive motor?

5-1 Myoglobin and Hemoglobin: Oxygen-Binding 
Proteins

• Myoglobin contains a heme prosthetic group that reversibly 
binds oxygen. The amount of O2 bound depends on the O2 con-
centration and on myoglobin’s affi nity for oxygen.

• Hemoglobin’s a and b chains are homologous to myoglobin, 
indicating a common evolutionary origin.

• O2 binds cooperatively to hemoglobin with low affi nity, so hemo-
globin can effi ciently bind O2 in the lungs and deliver it to myo-
globin in the tissues.

• Hemoglobin is an allosteric protein whose four subunits alternate 
between the T (deoxy) and R (oxy) conformations in response 
to O2 binding to the heme groups. The deoxy conformation is 
favored by low pH (the Bohr effect) and by the presence of BPG.

5-2 Structural Proteins

• The microfi lament elements of a cell’s cytoskeleton are built from 
ATP-binding globular actin subunits that polymerize as a double 
chain. Polymerization is reversible, so actin fi laments undergo 
growth and regression. Their dynamics may be modifi ed by pro-
teins that mediate fi lament capping, branching, and severing.

• GTP-binding tubulin dimers polymerize to form a hollow 
microtubule. Polymerization is more rapid at one end, and the 

SUMMARY

microtubule can disassemble rapidly by fraying. Drugs that 
affect microtubule dynamics interfere with cell division.

• The intermediate fi lament keratin contains two long a-helical 
chains that coil around each other so that their hydrophobic 
 residues are in contact. Keratin fi laments associate and are cross-
linked to form semipermanent structures.

• Collagen polypeptides contain a large amount of proline and 
hydroxyproline and include a Gly residue at every third position. 
Each chain forms a narrow left-handed helix, and three chains coil 
around each other to form a right-handed triple helix with Gly resi-
dues at its center. Covalent cross-links strengthen collagen fi bers.

5-3 Motor Proteins

• Myosin, a protein with a coiled-coil tail and two globular heads, 
interacts with actin fi laments to perform mechanical work. ATP-
driven conformational changes allow the myosin head to bind, 
release, and rebind actin. This mechanism, in which myosin acts 
as a lever, is the basis of muscle contraction.

• The motor protein kinesin has two globular heads connected 
by fl exible necks to a coiled-coil tail. Kinesin transports vesicular 
cargo along the length of a microtubule by a processive stepping 
mechanism that is driven by conformational changes triggered by 
ATP binding and hydrolysis.
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cytoskeleton
motor protein
heme
prosthetic group
Y
pO2

saturation
p50

globin
homologous proteins
invariant residue
conservative substitution
variable residue
cooperative binding
deoxyhemoglobin

oxyhemoglobin
T state
R state
allosteric protein
ligand
anemia
thalassemia
Bohr effect
microfi lament
intermediate fi lament
microtubule
F-actin
G-actin
(2) end
(1) end

treadmilling
protofi lament
gout
coiled coil
imino group
triple helix
osteogenesis imperfecta
Ehlers–Danlos syndrome
thick fi lament
thin fi lament
stereocilia
Usher syndrome
cytokinesis
vesicle
processivity

GLOSSARY TERMS

PROBLEMS

5-1  Myoglobin and Hemoglobin: Oxygen-Binding 
Proteins

 1. Explain why globin alone or heme alone is not effective as an 
oxygen carrier.

 2. Myoglobin transfers oxygen obtained from hemoglobin to 
mitochondrial proteins involved in the catabolism of metabolic 
fuels to produce energy for the muscle cell. Using what you have 
learned in this chapter about myoglobin and hemoglobin, what can 
you conclude about the structures of these mitochondrial proteins?

 3. Myoglobin most effectively facilitates oxygen diffusion 
through muscle cells when the intracellular oxygen partial pressure 
is comparable to the p50 value of myoglobin. Explain why.

 4. Heart and muscle cells, where myoglobin resides, main-
tain an intracellular oxygen partial pressure of about 2.5 torr. 
Explain why a small change in oxygen partial pressure of 1 torr in 
either direction results in a dramatic change in myoglobin oxygen 
binding.

 5. Oxygenated myoglobin is bright red, whereas deoxygenated 
myoglobin is a purplish color. Myoglobin in which the Fe21 has 
been oxidized to Fe31 is referred to as met-myoglobin and appears 
brown. The sixth ligand in met-myoglobin is water rather than 
 oxygen.

(a) When a fresh, uncooked beef roast is sliced in two, the surface 
of the meat fi rst appears purplish but then turns red. Explain why.
(b) Why does meat turn brown when it is cooked?
(c) Why might a retailer choose to package meat using oxygen-
permeable plastic wrap instead of a vacuum-sealed package?

 6. Myoglobins from three species of fi sh—tuna, bonito, and 
mackerel—were purifi ed, and their oxygen binding affi nities were 
measured at 208C. The results are shown in the fi gure above right. 
(a) Use the graph to estimate the p50 values for each species. (b) Which 
species of fi sh has the highest oxygen-binding affi nity at the experi-
mental temperature? The least?

2 4

Tuna
Bonito
Mackerel

6 8 10
p O2 (torr)

0.25

0.50Y

0.75

1.00

 7. The oxygen-binding site in myoglobin, shown in Figure 5-2 
and in the fi gure below, resides in a heme pocket in which a valine 
residue provides one of the pocket boundaries. How is oxygen 
 binding affected when the Val residue is mutated to an Ile?

N

HN

His E7

Val 68

His F8

H3C

H

O
O

H3C
CH

NN

 8. Refer to the fi gure in Problem 7. How would oxygen- binding 
affi nity be affected if the Val residue was mutated to a Ser? (Hint: Is 
it more advantageous for oxygen binding for the pocket to be polar 
or nonpolar?)

USING DATABASES TO COMPARE AND INDENTIFY RELATED PROTEIN SEQUENCES

Learn to use database tools to compare and align protein sequences and construct 
phylogenetic trees.

BIOINFORMATICS PROJECT 4
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 9. Hexacoordinate Fe(II) in heme is bright red. Pentacoordi-
nate Fe(II) is blue. Explain how these electronic changes account for 
the different colors of arterial (scarlet) and venous (purple) blood.

10. Carbon monoxide, CO, binds to hemoglobin about 250 
times as tightly as oxygen. The resulting complex is a red color that 
is much brighter than that observed when oxygen is bound. What 
symptoms would you expect to observe in a patient with CO 
 poisoning?

11. Below is a list of the fi rst 10 residues of the B helix in myo-
globin from different organisms. Based on this information, which 
positions (a) cannot tolerate substitution, (b) can tolerate conserva-
tive substitution, and (c) are highly variable?

 Position  Human  Chicken  Alligator  Turtle  Tuna  Carp

  1 D D K D D D
  2 I I L L Y F
  3 P A P S T E
  4 G G E A T G
  5 H H H H M T
  6 G G G G G G
  7 Q H H Q G G
  8 E E E E L E
  9 V V V V V V
 10 L L I I L L

12. Invariant residues are those that are essential for the structure 
and/or function of the protein and cannot be replaced by other 
residues. Which amino acid residue in the globin chain is most 
 likely to be invariant? Explain.

13. Hemoglobin is 50% saturated with oxygen when pO2 5 26 
torr. If hemoglobin exhibited hyperbolic binding (as myoglobin 
does) with 50% saturation at 26 torr, what would be the fractional 
saturation when pO2 5 30 torr and 100 torr? What does this tell 
you about the physiological importance of hemoglobin’s sigmoidal 
oxygen-binding curve?

14. But hemoglobin does not exhibit hyperbolic binding, as we 
assumed in Problem 13; its oxygen-binding curve has a sigmoidal 
shape. The equation for hemoglobin’s sigmoidal oxygen dissociation 
curve is modifi ed from Equation 5-4:

Y 5
(p  O2)n

(p50)n 1 (p  O2)n

The quantity n is known as the Hill coeffi cient, and its value 
increases with the degree of cooperation of the ligand (in this case, 
oxygen) binding. For hemoglobin, the value of n is approximately 
equal to 3. We can use the equation above to calculate the fractional 
saturation of hemoglobin. (This was fi rst measured in 1904 by 
Christian Bohr and his colleagues, who measured oxygen binding in 
dog blood as a function of oxygen partial pressure at different con-
centrations of carbon dioxide.) At a CO2 partial pressure of 5 torr, 
the p50 value for hemoglobin is 15 torr. What is the fractional satu-
ration when pO2 5 25 torr, a typical venous oxygen partial pressure? 
What is the fractional saturation when pO2 5 120 torr, a typical 
oxygen partial pressure in the lungs?

15. Calculate the fractional saturation of oxygen binding to 
hemoglobin measured by Bohr and his colleagues for pO2 5 25 
torr and 120 torr (see Problem 14) when the CO2 partial pressure 
is 80 torr. Under these conditions, the p50 value for hemoglobin 
is 40 torr.

16. Compare your answers to Problems 14 and 15. How much 
oxygen is delivered to tissues when the pCO2 is 5 torr? How does 
this compare to the amount of oxygen delivered to tissues when the 
pCO2 is 40 torr? What role does CO2 play in assisting oxygen deliv-
ery to tissues?

17. The grelag goose lives year-round in the Indian plains, while 
its close relative, the bar-headed goose, spends the summer months 
in the Tibetan lake region. The p50 value for bar-headed goose 
hemoglobin is less than the p50 for grelag goose hemoglobin. What 
is the signifi cance of this adaptation?

18. Drinking a few drops of a preparation called “vitamin O,” 
which consists of oxygen and sodium chloride dissolved in water, 
purportedly increases the concentration of oxygen in the body.

(a) Use your knowledge of oxygen transport to evaluate this 
claim.
(b) Would vitamin O be more or less effective if it was infused 
directly into the bloodstream?

19. Highly active muscle generates lactic acid by respiration so 
fast that the blood passing through the muscle actually experiences 
a drop in pH from about 7.4 to about 7.2. Under these conditions, 
hemoglobin releases about 10% more O2 than it does at pH 7.4. 
Explain.

20. Plasmodium falciparum, the protozoan that causes malaria, 
slightly decreases the pH of the red blood cells it infects. Invoke the 
Bohr effect to explain why Plasmodium-infected cells are more likely 
to undergo sickling in individuals with the Hb S variant.

21. About two dozen histidine residues in hemoglobin are 
involved in binding the protons produced by cellular metabolism. 
In this manner, hemoglobin contributes to buffering in the blood, 
and the imidazole groups able to bind and release protons contrib-
ute to the Bohr effect. One important contributor to the Bohr effect 
is His 146 on the b chain of hemoglobin, whose side chain is in 
close proximity to the side chain of Asp 94 in the deoxy form of 
hemoglobin but not the oxy form.

(a) What kind of interaction occurs between Asp 94 and His 
146 in deoxyhemoglobin?
(b) The proximity of Asp 94 alters the pK value of the imidaz-
ole ring of His. In what way?

22. Refer to the data given in Problems 14 and 15. Compare the 
p50 values for hemoglobin when the pCO2 is 5 torr and 80 torr. 
What is the signifi cance of the different p50 values?

23. Lampreys are among the world’s most primitive vertebrates 
and are therefore interesting organisms to study. It has been shown 
that lamprey hemoglobin forms a tetramer when deoxygenated, but 
when the hemoglobin becomes oxygenated, the tetramers dissociate 
into monomers. The binding of oxygen to lamprey hemoglobin is 
infl uenced by pH; as in human hemoglobin, the deoxygenated form 
is favored when the pH decreases. Glutamate residues on the surface 
of the monomers play an important role. How might glutamate 
residues infl uence the equilibrium between the monomer and tetra-
mer form with changes in pH?

24. While most humans are able to hold their breath for only a 
minute or two, crocodiles can stay submerged under water for an 
hour or longer. This adaptation allows the crocodiles to kill their 
prey by drowning. In 1995, Nagai and colleagues suggested that 
bicarbonate (HCO3

2) binds to crocodile hemoglobin to promote 
oxygen dissociation in a manner similar to BPG in humans and, in 
so doing, promotes delivery of a large fraction of bound oxygen to 
tissues. Information gathered in these experiments may allow scien-
tists to design effective blood replacements.
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(a) Compare the shapes of the curves for the two hemoglobins 
and comment on their signifi cance.
(b) Which hemoglobin has a higher affi nity for oxygen when 
pO2 5 20 torr?
(c) Which hemoglobin has a higher affi nity for oxygen when 
pO2 5 75 torr?
(d) Which hemoglobin is most effi cient at delivering oxygen 
from arterial blood (pO2 5 75 torr) to active muscle (pO2 5 

20 torr)?

28. Rank the stability of the following mutant hemoglobins:
 Hb Hammersmith b42Phe S Ser
 Hb Bucuresti b42Phe S Leu
 Hb Sendagi b42Phe S Val
 Hb Bruxelles b42Phe S 0 (Phe is deleted)

29. People who live at or near sea level undergo high-altitude 
acclimatization when they go up to moderately high altitudes of 
about 5000 m.

(a) The low concentration of oxygen at these altitudes 
initially induces hypoxia, which results in hyperventilation. 
Explain why this occurs. What happens to blood pH during 
hyperventilation?
(b) After a period of weeks, the alveolar pCO2 decreases and the 
2,3-bisphosphoglycerate concentration increases. Explain these 
observations.

30. Animals indigenous to high altitudes, such as yaks, llamas, 
and alpacas, have adapted to the low oxygen concentrations at high 
altitudes because they have high-affi nity hemoglobins, achieved 
through a combination of globin-chain mutations and persistence 
of fetal hemoglobin (i.e., fetal hemoglobin is synthesized by mature 
animals). This is a true evolutionary adaptation and is different 
from the high-altitude acclimatization described in Problem 29.

(a) Compare the p50 values of the high-altitude animals with 
the p50 values of their low-altitude counterparts.
(b) How does the continued synthesis of fetal hemoglobin help 
these animals survive at high altitudes?

31. A patient with a high-affi nity hemoglobin mutant was the 
subject of a paper published in 1970s. The subject’s a chain was 
normal, but a mutation in the b chain occurred that resulted in the 
replacement of a lysine by an asparagine at position 144. (The 
 normal C-terminal sequence of the b chain is –Lys 144–Tyr 

(a) Consider the hypothesis that bicarbonate serves as an 
allosteric modulator of oxygen binding to hemoglobin in 
crocodiles. What is the source of HCO3

2 in crocodile tissues?
(b) Draw oxygen-binding curves for crocodile hemoglobin in 
the presence and absence of bicarbonate. Which conditions 
increase the p50 value for crocodile hemoglobin? What does this 
tell you about the oxygen-binding affi nity of hemoglobin under 
those conditions?
(c) The investigators found that the bicarbonate binding site 
on crocodile hemoglobin was located at the a1b2 subunit 
interface, where the two subunits slide with respect to each 
other during the oxy 4 deoxy transition. Based on their 
results, the researchers modeled a stereochemically plausible 
binding site that included the phenolate anions of Tyr 41b and 
Tyr 42a and the ε-amino group of Lys 38b. What interactions 
might form between these amino acid side chains and 
bicarbonate?
(d) Fish use ATP or GTP as allosteric effectors to encourage 
hemoglobin to release its bound oxygen. What structural 
characteristics do all of these different allosteric effectors 
have in common and how would the molecules bind to 
hemoglobin?

25. In the developing fetus, fetal hemoglobin (Hb F) is syn-
thesized beginning at the third month of gestation and continu-
ing until birth. After the baby is born, the concentration of Hb F 
declines and is replaced with adult hemoglobin (Hb A) as synthe-
sis of the g chain declines and synthesis of the b chain increases. 
By the time the baby is six months old, 98% of its hemoglobin is 
Hb A.

(a) In the graph below, which curve represents fetal hemoglobin?

Y

p O2

A
B

(b) Why does Hb F have a higher oxygen affi nity than Hb A? 
Why does this provide an advantage to the developing fetus?

26. The drug hydroxyurea can be used to treat sickle cell anemia, 
although it is not used often because of undesirable side effects. 
Hydroxyurea is thought to function by stimulating the affl icted 
 person’s synthesis of fetal hemoglobin. In a clinical study, patients 
who took hydroxyurea showed a 50% reduction in frequency of 
hospital admissions for severe pain, and there was also a decrease in 
the frequency of fever and abnormal chest X-rays. Why would this 
drug alleviate the symptoms of sickle cell anemia?

27. The oxygen-binding curves for normal hemoglobin (Hb A) 
and a mutant hemoglobin (Hb Great Lakes) are shown in the 
fi gure.
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43. A recent review listed literally dozens of compounds that are 
being investigated as possible therapeutic agents for treating cancer. 
Tubulin was the target for all of the compounds. Why is tubulin a 
good target for anticancer drugs?

44. The three-dimensional structure of paclitaxel bound to the 
tubulin dimer has been solved. Paclitaxel binds to a pocket in 
b-tubulin on the inner surface of the microtubule and causes a con-
formational change that counteracts the effects of GTP hydrolysis. 
How does the binding of paclitaxel affect the stability of the micro-
tubule?

45. Gout is a disease characterized by the deposition of sodium 
urate crystals in the synovial (joint) fl uid. The crystals are ingested by 
neutrophils, which are white blood cells that circulate in the blood-
stream before they crawl through tissues to reach sites of injury. 
Upon ingestion of the crystals, a series of biochemical reactions lead 
to a release of mediators from the neutrophils that cause infl amma-
tion, resulting in joint pain. Colchicine is used as a drug to treat 
gout because colchicine can inhibit neutrophil mobility. How does 
colchicine accomplish this?

46. The microtubules involved in cell division are less stable 
than microtubules found in axon extensions of nerve cells. Why is 
this the case?

47. Vinblastine, a compound in the periwinkle, has been shown 
to affect microtubule assembly by stabilizing the (1) ends and 
destabilizing the (2) ends of microtubules. How does vinblastine 
affect the formation of the mitotic spindle during mitosis?

48. Why would you expect vinblastine (Problem 47) to have a 
more dramatic effect on rapidly dividing cells such as cancer cells?

49. Hydrophobic residues usually appear at the fi rst and fourth 
positions in the seven-residue repeats of polypeptides that form 
coiled coils.

(a) Why do polar or charged residues usually appear in the 
remaining fi ve positions?
(b) Why is the sequence Ile–Gln–Glu–Val–Glu–Arg–Asp more 
likely than the sequence Trp–Gln–Glu– Tyr–Glu–Arg–Asp to 
appear in a coiled coil?

50. Globular proteins are typically constructed from several 
 layers of secondary structure, with a hydrophobic core and a hydro-
philic surface. Is this true for a fi brous protein such as keratin?

51. Straight hair can be curled and curly hair can be straightened 
by exposing wet hair to a reducing agent, repositioning the hair with 
rollers, then exposing the hair to an oxidizing agent. Explain how 
this procedure alters the shape of the hair.

52. “Hard” keratins such as those found in hair, horn, and nails 
have a high sulfur content, whereas “soft” keratins found in the skin 
have a lower sulfur content. Explain the structural basis for this 
observation.

53. Describe the primary, secondary, tertiary, and quaternary 
structures of (a) actin and (b) collagen. Why is it diffi cult to assign 
the four structural categories to these proteins?

54. A nutrition website advocates the consumption of collagen-
rich foods such as chicken skin, shark fi ns, and pigs’ feet as part of a 
“wrinkle-free” diet. Is the consumption of foods rich in collagen 
required for proper collagen biosynthesis? Do you think this diet is 
likely to decrease the appearance of wrinkles?

55. The highly pathogenic bacterium Clostridium perfringens 
causes gangrene, a disease that results in the destruction of animal 
tissue. The bacterium secretes two types of collagenases that cleave 

145–His 146–COO2). The C-terminal portion of the b chain, 
which resides in the central cavity of the hemoglobin molecule, nor-
mally forms interactions that affect the position of the F helix that 
contains His F8. How might the Lys S Asn substitution result in a 
higher- affi nity hemoglobin?

32. Patients with the types of mutations described in Problem 31 
are able to undergo high-altitude acclimatization (described in 
Problem 29) much more readily than “lowlanders” with normal 
hemoglobin. Explain why.

5-2 Structural Proteins

33. Compare and contrast globular and fi brous proteins.

34. Of the various proteins highlighted in this chapter (actin, 
tubulin, keratin, collagen, myosin, and kinesin), (a) which are 
exclusively structural (not involved in cell shape changes); (b) which 
are considered to be motor proteins; (c) which are not motor 
 proteins but can undergo structural changes; and (d) which contain 
nucleotide-binding sites?

35. Explain why microfi laments and microtubules are polar 
whereas intermediate fi laments are not.

36. In order to obtain crystals suitable for X-ray crystallography, 
G-actin was fi rst mixed with another protein.

(a) Why was this step necessary?
(b) What additional information was required to solve the 
structure of G-actin?

37. Phalloidin, a peptide isolated from a poisonous mushroom, 
binds to F-actin but not G-actin. How does the addition of phal-
loidin affect cell motility?

38. Phalloidin (see Problem 37) is used as an imaging tool by 
covalently attaching a fl uorescent tag to it. What structures can be 
visualized in cells treated with fl uorescently labeled phalloidin? 
What is not visible?

39. How could a microtubule-binding protein distinguish a 
 rapidly growing microtubule from one that was growing more 
slowly?

40. Why would fraying be a faster mechanism for microtubule 
disassembly than dissociation of tubulin dimers?

41. Microtubule ends with GTP bound tend to be straight, 
whereas microtubule ends with GDP bound are curved and tend to 
fray. An experiment was carried out in which monomers of 
 b-tubulin were allowed to polymerize in the presence of a 
 nonhydrolyzable analog of GTP called guanylyl-(ab)-methylenedi-
phosphonate (GMP � CPP). Compare the stability of this polymer 
with one polymerized in the presence of GTP.

42. Explain why colchicine (which promotes microtubule depo-
lymerization) and paclitaxel (taxol, which prevents depolymeriza-
tion) both prevent cell division.
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(c) Compare the Tm values of peptide 1 at the various pH 
values. Why is there less of a difference of Tm values at different 
pH values for peptide 1 than for peptide 3?
(d) Consider the answers to the above questions. Which factor 
is more important in stabilizing the structure of the collagen-like 
peptides: ion pairing or imino acid content?

59. The deep-sea hydrothermal vent worm Riftia pachyptila lives 
under extreme conditions of high temperature, low oxygen content, 
and drastic temperature changes. The worm has a thick collagen- 
containing cuticle that protects it from its harsh environment. 
Recently the structure of this collagen was investigated. Sequence 
analyses indicated that the collagen had the customary Gly–X–Y trip-
let but that hydroxyproline occurred only in the X position and that 
Y was often a glycosylated threonine (a galactose sugar residue was 
covalently attached via a condensation reaction between a hydroxyl 
group on the galactose and the hydroxyl group of the threonine side 
chain). Experiments were carried out using synthetic peptides in order 
to evaluate the stability of each. Results are shown in the table.

OH

H
Gal-Thr

OH

H

H

H

OH

O

HO

H
O��H3N

CH3

CCH

CHO

O

Synthetic peptide Forms a triple helix? Tm (8C)

(Pro–Pro–Gly)10 Yes 41
(Pro–Hyp–Gly)10 Yes 60
(Gly–Pro–Thr)10 No N/A
(Gly–Pro–Thr(Gal))10 Yes 41

(a) Compare the melting temperatures of (Pro–Pro–Gly)10 and 
(Pro–Hyp–Gly)10. What is the structural basis for the difference?
(b) Compare the melting temperature of (Pro–Pro–Gly)10 and 
(Gly–Pro–Thr(Gal))10 and provide an explanation.
(c) Why was (Gly–Pro–Thr)10 included by the investigators?

60. Several investigators have sought to explain why hydroxypro-
line-containing collagen molecules have increased stability. Some 
suggested that the hydroxyl group on the pyrrolidine ring of Hyp 
participates in a network of hydrogen bonds with “bridging” water 
molecules. However, this has been called into question by others, 
who have noted that triple helices made of (Pro–Pro–Gly)10 and 
(Pro–Hyp–Gly)10 are stable in methanol. To investigate the ques-
tion of stability further, one group of investigators synthesized a 
synthetic collagen that contains 4-fl uoroproline (Flp), which resem-
bles hydroxyproline except that fl uorine substitutes for the hydroxyl 
group. The melting points of three synthetic collagen molecules 
were measured and are shown in the table.

Synthetic peptide  Forms a triple helix? Tm (8C)

(Pro–Pro–Gly)10 Yes 41
(Pro–Hyp–Gly)10 Yes 60
(Pro–Flp–Gly)10 Yes 91

(a) Compare the structure of hydroxyproline and fl uoroproline. 
Why do you suppose the investigators chose fl uorine?
(b) Compare the melting points of the three synthetic  collagens. 
What factor contributes the most to the stability of the molecule?

the peptide bonds linking Gly and Pro residues. A biochemical 
company sells a partially purifi ed preparation of these collagenases 
to investigators who are interested in culturing cells derived from 
bone, cartilage, muscle, or endothelial tissue. How does this enzyme 
preparation assist the investigator in obtaining cells for culturing?

56. An enzyme found in tadpoles cleaves the bond indicated in 
the fi gure below. What kind of enzyme is this, and what is its role in 
the metamorphosis of the tadpole to the adult frog?

Gly Pro Gln Gly Ile Ala

57. Members of the collagen family are often characterized 
by their melting temperature (Tm). The collagen is subjected to 
increasing temperature and monitored for structural changes. At 
high temperatures, the intermolecular forces holding the three 
chains together in the triple helix are disrupted and the chains 
come apart, resulting in denatured collagen, or gelatin (a sub-
stance that is liquid at high temperatures but solidifi es upon cool-
ing). Because the intermolecular forces holding the collagen 
strands together are cooperative, the collagen triple helix tends to 
come apart all at once. The Tm is defi ned as that temperature at 
which the collagen is half-denatured and is used as a criterion for 
collagen stability. Tm measurements for collagen from two  different 
species are presented in the table below. One is from rat; the other 
is from sea urchin. (a) Assign each collagen to the proper organ-
ism, and (b) explain the correlation between imino acid content 
and Tm.

 Number of Hyp Number of Pro
Collagen per 1000 residues per 1000 residues Tm (8C)

A 48.5 81.3 27.0
B 68.5 111 38.5

58. A series of collagen-like peptides, each containing 30 amino 
acid residues, were synthesized in order to study the important 
interactions among the three chains in the triple helix. Peptide 1 is 
(Pro–Hyp–Gly)10, peptide 2 is (Pro–Hyp–Gly)4–Glu–Lys–Gly–
(Pro–Hyp–Gly)5, and peptide 3 is Gly–Lys–Hyp–Gly–Glu–Hyp–
Gly–Pro–Lys–Gly–Asp–Ala–(Gly–Ala–Hyp)2–(Gly–Pro–Hyp)4. 
Their structural properties and melting temperatures (see Problem 57) 
are summarized in the table below. Note that “imino acid  content” 
refers to the combined content of Pro and Hyp.

  Forms Imino acid
Peptide trimer content Tm (8C)

 1 Yes 67% pH 5 1  61
    pH 5 7  58
    pH 5 11  60
 2 Yes 60% pH 5 1  44
    pH 5 7  46
    pH 5 1  49
 3 Yes 30% pH 5 7  18
    pH 5 7  26.5
    pH 5 13  19

(a) Rank the stability of the three collagen-like peptides. What 
is the reason for the observed stability?
(b) Compare the Tm values of peptide 3 at the various pH values. 
Why does peptide 3 have a maximum Tm value at pH 5 7? What 
interactions are primarily responsible?
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70. A small portion of the middle of the gene for the a1(II) 
chain of type II collagen (the entire gene contains 3421base pairs) 
is shown below as the sequence of the nontemplate, or coding, 
strand of the DNA. Also shown is the gene isolated from the skin 
fi broblasts of a patient with a mutant a1(II) gene. The patient was 
a neonate delivered at 38 weeks who died shortly after birth. The 
neonate had shortened limbs and a large head, with a fl at nasal 
bridge and short bones and ribs. The symptoms are consistent 
with the disease hypochondrogenesis. Analysis of tissue taken 
from the neonate revealed a single point mutation in the a1(II) 
collagen gene.

Normal a1(II) collagen gene: 
… TAACGGCGAGAAGGGAGAAGTTGGACCTCCT…

Mutant a1(II) collagen gene: 
…TAACGGCGAGAAGGCAGAAGTTGGACCTCCT…

(a) What is the sequence of the protein encoded by both the 
normal and mutant genes? (Note that you must fi rst determine 
the correct open reading frame.) What is the change in the 
protein sequence?
(b) How would the Tm values for normal collagen and mutant 
collagen compare?
(c) Why did the patient die shortly after birth?

5-3 Motor Proteins

71. Is myosin a fi brous protein or a globular protein? Explain.

72. Myosin type V is a two-headed myosin that operates as a 
transport motor to move its attached cargo along actin fi laments. Its 
mechanism is similar to that of muscle myosin, but it acts proces-
sively, like kinesin. The reaction cycle diagrammed here begins with 
both myosin V heads bound to an actin fi lament. ADP is bound to 
the leading head, and the nucleotide-binding site in the trailing 
head is empty.

ATP

ADP Actin

Cargo

 Based on your knowledge of the muscle myosin reaction cycle 
(Fig. 5-35), propose a reaction mechanism for myosin V, starting 
with the entry of ATP. How does each step of the ATP hydrolysis 
reaction correspond to a conformational change in myosin V?

61. The triple helix of collagen is stabilized through hydrogen 
bonding. Draw an example of one of these hydrogen bonds, as 
described in the text.

62. Because collagen molecules are diffi cult to isolate from the 
connective tissue of animals, studies of collagen structure often use 
synthetic peptides. Would it be practical to try to purify collagen 
molecules from cultures of bacterial cells that have been engineered 
to express collagen genes?

63. Gelatin is a food product obtained from the thermal degra-
dation of collagen. Powdered gelatin is soluble in hot water and 
forms a gel upon cooling to room temperature. Why is gelatin 
nutritionally inferior to other types of protein?

64. Papaya and pineapple contain proteolytic enzymes that can 
degrade collagen.

(a) Cooking meat with these fruits helps to tenderize the meat. 
How does this work?
(b) A cook decides to fl avor a gelatin dessert with fresh papaya 
and pineapple. The fruits are added to a solution of gelatin in 
hot water, then the mixture is allowed to cool (see Problem 63). 
What is the result and how could the cook have avoided this?

65. A retrospective study conducted over 25 years examined a 
group of patients with similar symptoms: bruising, joint swelling, 
fatigue, and gum disease. Examination of patient records showed 
that some patients suffered from gastrointestinal diseases, poor 
 dentition, or alcoholism, while others followed various food fads.

(a) What disease affl icts this diverse group of patients?
(b) Explain why the patients suffer from the symptoms listed.
(c) Explain why your diagnosis is consistent with the patients’ 
medical histories.

66. Radioactively labeled [14C]-proline is incorporated into col-
lagen in cultured fi broblasts. The radioactivity is detected in the 
collagen protein. But collagen synthesized in the presence of [14C]-
hydroxyproline is not radiolabeled. Explain why.

67. Lysyl hydroxylase, like prolyl hydroxylase, requires ascorbate. 
Draw the product of the lysyl hydroxylase reaction, a 5-hydroxylysyl 
residue.

68. In a collagen polypeptide consisting mostly of repeating 
Gly–Pro–Hyp sequences, which residue(s) is (are) most likely to be 
substituted by 5-hydroxylysine?

69. The effect of the drug minoxidil was measured in cultured 
human skin fi broblasts, and the data are shown in the table below. 
Fibroblasts were incubated with [3H]-proline or [3H]-lysine to allow 
the cells to incorporate the radioactively labeled amino acids into 
collagen chains. Following treatment with minoxidil (controls were 
untreated), the cells were harvested and then subjected to enzyme 
treatment, which hydrolyzed all cellular protein. The amount of 
[3H]-proline or [3H]-lysine incorporated into collagen was then 
measured in terms of 3H2O release.

  Prolyl hydroxylase Lysyl hydroxylase
 Culture activity (cpm,  activity (cpm, 
conditions 3H2O/mg protein) 3H2O/mg protein)

 Control  13,056 12,402
 Minoxidil  13,242  1,936

(a) What is the effect of minoxidil on the cultured fi broblasts?
(b) Why would this drug be effective in treating fi brosis (a skin 
condition associated with an accumulation of collagen)?
(c) What are the potential dangers in the long-term use of 
minoxidil to treat hair loss?
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76. (a) Why is rigor mortis of concern to those in the meat 
industry?

(b) How could a forensic pathologist use the concept of rigor 
mortis to investigate the circumstances of an individual’s death?

77. In individuals with muscular dystrophy, a mutation in a 
gene for a structural protein in muscle fi bers leads to progressive 
muscle weakening beginning in early childhood. Explain why mus-
cular dystrophy patients typically also exhibit abnormal bone 
development.

78. Explain why a one-headed kinesin motor would be ineffective.

73. Early cell biologists, examining living cells under the micro-
scope, observed that the movement of certain cell constituents was 
rapid, linear, and targeted (that is, directed toward a particular 
point).

(a) Why are these qualities inconsistent with diffusion as a 
mechanism for redistributing cell components?
(b) List the minimum requirements for an intracellular 
transport system that is rapid, linear, and targeted.

74. Explain why the movement of myosin along an actin fi la-
ment is “hopping,” whereas the movement of kinesin along a micro-
tubule is “walking.”

75. Rigor mortis is the stiffening of a corpse that occurs in the 
hours following death. Using what you know about the mechanism 
of motor proteins, explain what causes this stiffness.
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THIS CHAPTER IN CONTEXT

Do You Remember?
 Living organisms obey the laws of thermodynamics (Section 1-3).

 Noncovalent forces, including hydrogen bonds, ionic interactions, and 

van der Waals forces, act on biological molecules (Section 2-1).

 An acid’s pK value describes its tendency to ionize (Section 2-3).

 The 20 amino acids differ in the chemical characteristics of their R groups 

(Section 4-1).

 Some proteins can adopt more than one stable conformation (Section 4-3).

Part 2 Molecular Structure
 and Function

 6 How Enzymes Work

Part 3 Metabolism

Part 1 Foundations

Part 4 Genetic Information

[iSci/iStockphoto]

DOES the lock-and-key model explain enzyme action?

In 1894, long before the fi rst enzyme structure had been determined and several decades before it had 
been shown that enzymes are proteins, Emil Fischer proposed that a substrate molecule fi ts into the 
enzyme active site like a key in a lock. This simple idea has been widely embraced, in part because it 
appears to explain the exquisite substrate specifi city of enzymes. Yet the lock model does not explain 

why some substances can fi t into the keyhole but not undergo any chemical reaction. Once you learn 
more about how enzymes work, you will appreciate why Fischer’s lock-and-key model has been 
revised.
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What Is an Enzyme

In vitro, under physiological conditions, the peptide bond that links amino acids in 
peptides and proteins has a half-life of about 20 years. That is, after 20 years, about 
half of the peptide bonds in a given sample of a peptide will have been broken down 
through hydrolysis (cleavage by water):
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Obviously, the long half-life of the peptide bond is advantageous for living organ-
isms, since many of their structural and functional characteristics depend on the 
integrity of proteins. On the other hand, many proteins—some hormones, for 
 example—must be broken down very rapidly so that their biological effects can be 
limited. Clearly, an organism must be able to accelerate the rate of peptide bond 
hydrolysis.
 In general, there are three ways to increase the rate of a chemical reaction, includ-
ing hydrolysis:

1. Increasing the temperature (adding energy in the form of heat). Unfortunately, this 
is not very practical, since the vast majority of organisms cannot regulate their 
internal temperature and thrive only within relatively narrow temperature ranges. 
Furthermore, an increase in temperature accelerates all chemical reactions, not 
just the desired reaction.

2. Increasing the concentrations of the reacting substances. Higher concentrations of 
reactants increase the likelihood that they will encounter each other in order to 
react. But a cell may contain tens of thousands of different types of molecules, 
space is limited, and many essential reactants are scarce inside as well as outside 
the cell.

3. Adding a catalyst. A catalyst is a substance that participates in the reaction yet 
emerges at the end in its original form. A huge variety of chemical catalysts are 
known. For example, the catalytic converter in an automobile engine contains a 
mixture of platinum and palladium that accelerates the conversion of carbon 
monoxide and unburned hydrocarbons to the relatively harmless carbon dioxide. 
Living systems use catalysts called enzymes to increase the rates of chemical reactions.

 Most enzymes are proteins, but a few are made of RNA (these are called ribozymes 
and are described more fully in Section 21-3). One of the best-studied enzymes is 
chymotrypsin, a digestive protein that is synthesized in the pancreas and secreted 

KEY CONCEPTS
• Enzymes differ from simple 

chemical catalysts in their effi ciency 
and specifi city.

• An enzyme’s name may refl ect the 
reaction it catalyzes.

6-1 What Is an Enzyme?

We have already seen how protein structures relate to their physiological functions. 
We are now ready to examine enzymes, which directly participate in the chemical 
reactions by which matter and energy are transformed by living cells. In this chapter, 
we examine the fundamental features of enzymes, including the thermodynamic 
underpinnings of their activity. We describe various mechanisms by which enzymes 
accelerate chemical reactions, focusing primarily on the digestive enzyme chymo-
trypsin to illustrate how different structural features infl uence catalytic activity. The 
following chapter continues the discussion of enzymes by describing how enzymatic 
activity is quantifi ed and how it can be regulated.
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into the small intestine, where it helps break down dietary proteins. 
 Perhaps because it can be purifi ed in relatively large quantities from the 
pancreas of cows, chymotrypsin was one of the fi rst enzymes to be crystal-
lized (it is also widely used in the laboratory; for example, see Table 4-4). 
Chymotrypsin’s 241 amino acid residues form a compact two-domain 
structure (Fig. 6-1). Hydrolysis of polypeptide substrates takes place in a 
cleft between the two domains, near the side chains of three residues (His 
57, Asp 102, and Ser 195). This area of the enzyme is known as the active 
site. The active sites of nearly all known enzymes are located in similar 
crevices on the enzyme surface.

Chymotrypsin catalyzes the hydrolysis of peptide bonds at a rate of 
about 190 per second, which is about 1.7 3 1011 times faster than in the 
absence of a catalyst. This is also orders of magnitude faster than would be 
possible with a simple chemical catalyst. In addition, chymotrypsin and 
other enzymes act under mild conditions (atmospheric pressure and physio-

logical temperature), whereas many chemical catalysts require extremely high tem-
peratures and pressures for optimal performance.

Chymotrypsin’s catalytic power is not unusual: Rate enhancements of 108 to 1012 
are typical of enzymes (Table 6-1 gives the rates of some enzyme-catalyzed reactions). 
Of course, the slower the rate of the uncatalyzed reaction, the greater the opportu-
nity for rate enhancement by an enzyme (see, for example, orotidine-59-monophos-
phate decarboxylase in Table 6-1). Interestingly, even relatively fast reactions are 
subject to enzymatic catalysis in biological systems. For example, the conversion of 
CO2 to carbonic acid in water

 CO2 1 H2O Δ H2CO3 

has a half-time of 5 seconds (half the molecules will have reacted within 5 seconds). 
This reaction is accelerated over a millionfold by the enzyme carbonic anhydrase 
(see Table 6-1).
 Another feature that sets enzymes apart from nonbiological catalysts is their 
 reaction specifi city. Most enzymes are highly specifi c for their reactants (called sub-
strates) and products. The functional groups in the active site of an enzyme are so 
carefully arranged that the enzyme can distinguish its substrates from among many 
others that are similar in size and shape and can then mediate a single chemical reac-
tion involving those substrates. This reaction specifi city stands in marked contrast to 
the permissiveness of most organic catalysts, which can act on many different kinds 
of substrates and, for a given substrate, sometimes yield more than one product.
 Chymotrypsin and some other digestive enzymes are somewhat unusual in acting 
on a relatively broad range of substrates and, at least in the laboratory, catalyzing 
several types of reactions. For instance, chymotrypsin catalyzes the hydrolysis of the 
peptide bond following almost any large nonpolar residue such as Phe, Trp, or Tyr. It 
can also catalyze the hydrolysis of other amide bonds and ester bonds. This behavior 

Figure 6-1 Ribbon model of 
chymotrypsin. The polypeptide chain 
(gray) folds into two domains. Three 
residues essential for the enzyme’s 
activity are shown in red. [Structure (pdb 
4CHA) determined by H. Tsukada and D. M. 
Blow.]

TABLE 6-1  Rate Enhancements of Enzymes

    Rate Enhancement
 Half-Time  Uncatalyzed Catalyzed (catalyzed rate/
Enzyme (uncatalyzed)a Rate (s21) Rate (s21) uncatalyzed rate)

Orotidine-59- 78,000,000 years 2.8 3 10216 39 1.4 3 1017

 monophosphate 
 decarboxylase
Staphylococcal nuclease     130,000   years 1.7 3 10213 95 5.6 3 1014

Adenosine deaminase        120      years 1.8 3 10210 370 2.1 3 1012

Chymotrypsin          20      years 1.0 3 1029 190 1.7 3 1011

Triose phosphate isomerase      1.9   years 4.3 3 1026 4,300 1.0 3 109

Chorismate mutase     7.4    hours 2.6 3 1025 50 1.9 3 106

Carbonic anhydrase            5          seconds 1.3 3 1021 1,000,000 7.7 3 106

a The half-times of very slow reactions were estimated by extrapolating from measurements made at very high temperatures.

[Data mostly from Radzicka, R., and Wolfenden, R., Science 267, 90–93 (1995).]
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has proved to be convenient for quantifying the activity of purifi ed chymotrypsin. An 
artifi cial substrate such as p-nitrophenylacetate (an ester) is readily hydrolyzed by the 
action of chymotrypsin (the name of the enzyme appears next to the reaction arrow 
to indicate that it participates as a catalyst):

H3C C

p-Nitrophenylacetate (colorless)

O

NO2O

H3C C �O� �O

Acetate p-Nitrophenolate (yellow)

H2O
chymotrypsin

O

NO2

2 H�

The p-nitrophenolate reaction product is bright yellow, so the progress of the reac-
tion can be easily monitored in a spectrophotometer at 410 nm.
 Finally, enzymes differ from nonbiological catalysts in that the activities of many 
enzymes are regulated so that the organism can respond to changing conditions or follow 
genetically determined developmental programs. For this reason, biochemists seek to 
understand how enzymes work as well as when and why. These aspects of enzyme 
behavior are fairly well understood for chymotrypsin, which makes it an ideal sub-
ject to showcase the fundamentals of enzyme activity.

Enzymes are usually named after the reaction 
they catalyze

The enzymes that catalyze biochemical reactions have been formally classifi ed 
into six subgroups according to the type of reaction carried out (Table 6-2). 
Basically, all biochemical reactions involve either the addition of some substance to 
another, or its removal, or the rearrangement of that substance. Keep in mind that 
although the substrates of many biochemical reactions appear to be quite large 
(for example, proteins or nucleic acids), the action really involves just a few 
chemical bonds and a few small groups (sometimes H2O or even just an 
e lectron).
 The name of an enzyme frequently provides a clue to its function. In some 
cases, an enzyme is named by incorporating the suffi x -ase into the name of its 
substrate. For example, fumarase is an enzyme that acts on fumarate (Reaction 7 
in the citric acid cycle; see Section 14-2). Chymotrypsin can similarly be called a 
proteinase, a protease, or a peptidase. Most enzyme names contain more descrip-
tive words (also ending in -ase) to indicate the nature of the reaction catalyzed by 
that enzyme. For example, pyruvate decarboxylase catalyzes the removal of a CO2 
group from pyruvate:

CO2C

CH3

�

C

O

H�

O

pyruvate decarboxylase

Pyruvate

O�

CH3

C

HO

Acetaldehyde

TABLE 6-2

Enzyme Classifi cation

  Type of Reaction 
Class of Enzyme Catalyzed

1. Oxidoreductases Oxidation–reduction 
   reactions
2. Transferases  Transfer of functional 

 groups
3. Hydrolases Hydrolysis reactions
4. Lyases  Group elimination to 

 form double bonds
5. Isomerases  Isomerization 

 reactions
6. Ligases  Bond formation 

 coupled with ATP 
 hydrolysis
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Alanine aminotransferase catalyzes the transfer of an amino group from alanine to 
an a-keto acid:

Alanine

�H3C

NH3

CH COO�

�

�-Ketoglutarate

alanine aminotransferase

CH2 COO�C CH2
�OOC

O

Pyruvate

�
Glutamate

NH3

CH

�

CH2 COO�CH2
�OOCH3C COO�C

O

Such a descriptive naming system tends to break down in the face of the many thou-
sands of known enzyme-catalyzed reactions, but it is adequate for the small number 
of well-known reactions that are included in this book. A more precise classifi cation 
scheme systematically groups enzymes in a four-level hierarchy and assigns each 
enzyme a unique number. For example, chymotrypsin is known as EC 3.4.21.1 
(EC stands for Enzyme Commission, part of the nomenclature committee of the 
International Union of Biochemistry and Molecular Biology; the EC database can 
be accessed at http://enzyme.expasy.org).
 Keep in mind that even within an organism, more than one protein may catalyze 
a given chemical reaction. Multiple enzymes catalyzing the same reaction are called 
isozymes. Although they usually share a common evolutionary origin, isozymes 
 differ in their catalytic properties. Consequently, the various isozymes that are 
 expressed in different tissues or at different developmental stages can perform 
slightly different metabolic functions.

CONCEPT REVIEW
• How do enzymes differ from nonbiological catalysts?
• Explain why an enzyme’s common name may not reveal its biological role.

In a biochemical reaction, the reacting species must come together and undergo 
electronic rearrangements that result in the formation of products. In other words, 
some old bonds break and new bonds form. Let us consider an idealized transfer 
reaction in which compound AOB reacts with compound C to form two new com-
pounds, A and BOC:

A B C+ +→ A B C

In order for the fi rst two compounds to react, they must approach closely enough 
for their constituent atoms to interact. Normally, atoms that approach too closely 
repel each other. But if the groups have suffi cient free energy, they can pass this point 
and react with each other to form products. The progress of the reaction can be 
depicted on a diagram (Fig. 6-2) in which the horizontal axis represents the progress 
of the reaction (the reaction coordinate) and the vertical axis represents the free 
energy (G) of the system. The energy-requiring step of the reaction is shown as an 
energy barrier, called the free energy of activation or activation energy and symbol-
ized DG ‡. The point of highest energy is known as the transition state and can be 
considered a sort of intermediate between the reactants and products.
 The lifetimes of transition states are extremely short, on the order of 10214 to 
10213 seconds. Because they are too short-lived to be accessible to most analytical 

KEY CONCEPTS
• The height of the activation energy 

barrier determines the rate of a 
reaction.

• An enzyme provides a lower-energy 
pathway from reactants to products.

• Enzymes accelerate chemical 
reactions using acid–base catalysis, 
covalent catalysis, and metal ion 
catalysis.

• Chymotrypsin’s catalytic triad 
participates in acid–base and 
covalent catalysis.

6-2 The Chemistry of Catalysis
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techniques, the transition states of many reactions cannot be identifi ed with abso-
lute certainty. However, it is useful to visualize the transition state as a molecular 
species in the process of breaking old bonds and forming new bonds. For the reac-
tion above, we can represent this as A????B????C. The reactants require free energy 
(DG ‡) to reach this point (for example, some energy is required to break existing 
bonds and bring other atoms together to begin forming new bonds). The analogy of 
going uphill in order to undergo a reaction is appropriate.
 The height of the activation energy barrier determines the rate of a reaction (the amount 
of product formed per unit time). The higher the activation energy barrier, the less 
likely the reaction is to occur (the slower it is). Although the reactant molecules have 
varying free energies, very few of them have enough free energy to reach the transition 
state during a given time interval. But the lower the energy barrier, the more likely the 
reaction is to occur (the faster it is), because more reactant molecules happen to have 
enough free energy to achieve the transition state during the same time interval. Note 
that the transition state, at the peak, can potentially roll down either side of the free 
energy hill. Therefore, not all the reactants that get together to form a transition state 
actually proceed all the way to products; they may return to their original state. Simi-
larly, the products (A and B—C in this case) can react, pass through the same transi-
tion state (A????B????C), and yield the original reactants (AOB and C).
 In nature, the free energies of the reactants and products of a chemical reaction are 
seldom identical, so the reaction coordinate diagram looks more like Figure 6-3a. 
When the products have a lower free energy than the reactants, then the overall free 

Figure 6-2 Reaction coordinate 
diagram for the reaction AOB 1 C  n 
A 1 BOC. The progress of the reaction 
is shown on the horizontal axis, and 
free energy is shown on the vertical axis. 
The transition state of the reaction, 
represented as A…B…C, is the point 
of highest free energy. The free energy 
difference between the reactants and 
the transition state is the free energy of 
activation (DG ‡).

Figure 6-3 Reaction coordinate diagram for a reaction in which reactants and 
products have different free energies. The free energy change for the reaction (DG ) 
is equivalent to Gproducts 2 Greactants. (a) When the free energy of the reactants is greater 
than that of the products, the free energy change for the reaction is negative, so the 
reaction proceeds spontaneously. (b) When the free energy of the products is greater 
than that of the reactants, the free energy change for the reaction is positive, so the 
reaction does not proceed spontaneously (however, the reverse reaction does proceed).

? In a cell, some enzyme-catalyzed reactions proceed in both the forward and reverse 
directions. Sketch a reaction coordinate diagram for such a reaction.

Free energy
(G )

Reaction coordinate

A

Progress of reaction

A B + C CA + B

++

B C

ΔG

Free
energy

(G )

(a)

Reaction coordinate

Reactants

Products

ΔG reaction

Free
energy

(G )

(b)

Reaction coordinate

Reactants

Products

ΔG reaction
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energy change of the reaction (DGreaction, or Gproducts 2 Greactants ) is less than zero. 
A negative free energy change indicates that a reaction proceeds spontaneously as 
 written. Note that “spontaneously” does not mean “quickly.” A reaction with a negative 
free energy change is thermodynamically favorable, but the height of the activation 
energy barrier (DG‡) determines how fast the reaction actually occurs. If the products 
have greater free energy than the reactants (Fig. 6-3b), then the overall free energy 
change for the reaction (DGreaction) is greater than zero. This reaction does not proceed 
as written (because it goes “uphill”), but it does proceed in the reverse direction.

A catalyst provides a reaction pathway with 
a lower activation energy barrier

A catalyst, whether inorganic or enzymatic, decreases the activation energy barrier (DG ‡) 
of a reaction (Fig. 6-4). It does so by interacting with the reacting molecules such that 
they are more likely to assume the transition state. A catalyst speeds up the reaction 
because as more reacting molecules achieve the transition state per unit time, more 
molecules of product can form per unit time. (An increase in temperature increases 
the rate of a reaction for a similar reason: The input of thermal energy allows more 
molecules to achieve the transition state per unit time.) Thermodynamic calcula-
tions indicate that lowering DG ‡ by about 5.7 kJ ? mol21 accelerates the reaction 
10-fold. A rate increase of 106 requires lowering DG ‡ by six times this amount, or 
about 34 kJ ? mol21.
 An enzyme catalyst does not alter the net free energy change for a reaction; it 
merely provides a pathway from reactants to products that passes through a transi-
tion state that has lower free energy than the transition state of the uncatalyzed reac-
tion. An enzyme, therefore, lowers the height of the activation energy barrier (DG ‡) by 
lowering the energy of the transition state. The hydrolysis of a peptide bond is always 
thermodynamically favorable, but the reaction occurs quickly only when a catalyst 
(such as the protease chymotrypsin) is available to provide a lower-energy route to 
the transition state.

Enzymes use chemical catalytic mechanisms

The idea that living organisms contain agents that can promote the change of one 
substance into another has been around at least since the early nineteenth century, 
when scientists began to analyze the chemical transformations carried out by organ-
isms such as yeast. However, it took some time to appreciate that these catalytic 
agents were not part of some “vital force” present only in intact, living organisms. In 
1878, the word enzyme was coined to indicate that there was something in yeast 

Figure 6-4 Effect of a catalyst 
on a chemical reaction. Here, the 
reactants proceed through a transition 
state symbolized X‡ during their 
conversion to products. A catalyst 
lowers the free energy of activation 
(DG ‡) for the reaction so that DG ‡

cat, 
,DG ‡

uncat. Lowering the free energy of 
the transition state (X‡) accelerates the 
reaction because more reactants are able 
to achieve the transition state per unit 
time.

Free energy
(G )

Reaction coordinate

Reactants

Products

Catalyzed reaction

Uncatalyzed reaction

uncat
++ΔG

uncat
++X

cat
++ΔG

cat
++X
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(Greek en 5 “in,” zyme 5 “yeast”), rather than the yeast itself, 
that was responsible for breaking down (fermenting) sugar. In 
fact, the action of enzymes can be explained in purely chemical 
terms. What we currently know about enzyme mechanisms 
rests solidly on a foundation of knowledge about simple chemi-
cal catalysts.
 In an enzyme, certain functional groups in the enzyme’s 
 active site perform the same catalytic function as small chemical 
catalysts. In some cases, the amino acid side chains of an enzyme cannot provide 
the required catalytic groups, so a tightly bound cofactor participates in catalysis. 
For example, many oxidation–reduction reactions require a metal ion cofactor, since 
a metal ion can exist in multiple oxidation states, unlike an amino acid side chain. 
Some enzyme cofactors are organic molecules known as coenzymes, which may be 
derived from vitamins. Enzymatic activity still requires the protein portion of the 
enzyme, which helps position the cofactor and reactants for the reaction (this situa-
tion is reminiscent of myoglobin and hemoglobin, where the globin and heme group 
together function to bind oxygen; see Section 5-1). Some coenzymes, termed cosub-
strates, enter and exit the active site as substrates do; a tightly bound coenzyme that 
remains in the active site between reactions is called a prosthetic group (Fig. 6-5).
 There are three basic kinds of chemical catalytic mechanisms used by enzymes: 
acid–base catalysis, covalent catalysis, and metal ion catalysis. We will examine each 
of these, using model reactions to illustrate some of their fundamental features.

1. Acid–Base Catalysis
Many enzyme mechanisms include acid–base catalysis, in which a proton is trans-
ferred between the enzyme and the substrate. This mechanism of catalysis can be 
further divided into acid catalysis and base catalysis. Some enzymes use one or the 
other; many use both. Consider the following model reaction, the tautomerization 
of a ketone to an enol (tautomers are interconvertible isomers that differ in the 
placement of a hydrogen and a double bond):

C

R

CH2

H

O

Ketone

C

R

CH2

O H

Enol

C

R

CH2

O�

H�

Transition state

Here the transition state is shown in square brackets to indicate that it is an un-
stable, transient species. The dotted lines represent bonds in the process of breaking 
or forming. The uncatalyzed reaction occurs slowly because formation of the 
 carbanion-like transition state has a high activation energy barrier (a carbanion is a 
compound in which the carbon atom bears a negative charge).
 If a catalyst (symbolized HOA) donates a proton to the ketone’s oxygen atom, it 
reduces the unfavorable carbanion character of the transition state, thereby lowering 
its energy and hence lowering the activation energy barrier for the reaction:

C

R

CH2

H

O � C

R

CH2

OH A � H AHC

R

CH2

O� A�H�

H�

This is an example of acid catalysis, since the catalyst acts as an acid by donating a 
proton. Note that the catalyst is returned to its original form at the end of the reaction.

Figure 6-5 Types of enzyme cofactors.

Cofactors

Metal ions Coenzymes

Cosubstrates Prosthetic groups
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 The same keto-enol tautomerization reaction shown above can be accelerated by 
a catalyst that can accept a proton, that is, by a base catalyst. Here, the catalyst is 
shown as :B, where the dots represent unpaired electrons:

C

R

CH2

H

O � C

R

CH2

OB � �HC

R

CH2

O�

H�

H�

B

B

H�

Base catalysis lowers the energy of the transition state and thereby accelerates the 
reaction.
 In enzyme active sites, several amino acid side chains can potentially act as acid 
or base catalysts. These are the groups whose pK values are in or near the physiolog-
ical pH range. The residues most commonly identifi ed as acid–base catalysts are 
shown in Figure 6-6. Because the catalytic functions of these residues depend on 
their state of protonation or deprotonation, the catalytic activity of the enzyme may 
be sensitive to changes in pH.

2. Covalent Catalysis
In covalent catalysis, the second major chemical reaction mechanism used by 
 enzymes, a covalent bond forms between the catalyst and the substrate during for-
mation of the transition state. Consider as a model reaction the decarboxylation of 
acetoacetate. In this reaction, the movement of electron pairs among atoms is 
 indicated by red curved arrows (Box 6-A).

H3C CH2C

Acetoacetate Enolate

C

O

H3C CH3C

Acetone

O

H3C CH2C
O

O�

�O H�CO2

C
O

OH
CH2Asp

SHCH2Cys

OHCH2Tyr

CH2 NH

N
H

�
His

CH2 CH2Glu

CH2 CH2 CH2 CH2 N
�

H

H

HLys

C
O

OH

Figure 6-6 Amino acid side chains 
that can act as acid–base catalysts. 
These groups can act as acid or base 
catalysts, depending on their state of 
protonation in the enzyme’s active site. 
The side chains are shown in their 
protonated forms, with the acidic 
proton highlighted.

? At neutral pH, which of these side 
chains most likely function as acid 
catalysts? Which most likely func-
tion as base catalysts? (Hint: See 
Table 4-1.)
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The transition state, an enolate, has a high free energy of activation. This reaction 
can be catalyzed by a primary amine (RNH2), which reacts with the carbonyl group 
of acetoacetate to form an imine, a compound containing a CPN bond (this  adduct 
is known as a Schiff base):

� � OH�RNH2

O

H3C C CCH2
O�

O

�
N

H3C C CCH2

R H

O�

O

Acetoacetate Schiff base (imine)

BIOCHEMISTRY NOTEBOX 6-A

Depicting Reaction Mechanisms

While it is often suffi cient to draw the structures of a reaction’s substrates and products, 
a full understanding of the reaction mechanism requires knowing what the electrons are 
doing. Recall that a covalent bond forms when two atoms share a pair of electrons, and 
a vast number of biochemical reactions involve breaking and forming covalent bonds. 
Although single-electron reactions also occur in biochemistry, we will focus on the more 
common two-electron reactions.
 The curved arrow convention shows how electrons are rearranged during a reaction. 
The arrow emanates from the original location of an electron pair. This can be either an 
unshared electron pair, on an atom such as N or O, or the electrons of a covalent bond. 
The curved arrow points to the fi nal location of the electron pair. For example, to show 
a bond breaking:

X� Y��X Y

and to show a bond forming:

X� SY�� X Y

A familiarity with Lewis dot structures and an understanding of electronegativity 
(see Section 2-1) is helpful for identifying electron-rich groups (often the source of 
electrons during a reaction) and electron-poor groups (where the electrons often 
end up).
 A typical biochemical reaction requires several curved arrows, for example,

SO

H

H

C

R

R

O

O NHN

�

R

O

R

�O NH�NC HOH

Question: Draw arrows to show the electron movements in the reaction 
2 H2O n OH2 1 H3O

1.
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In this covalent intermediate, the protonated nitrogen atom acts as an electron 
sink to reduce the enolate character of the transition state in the decarboxylation 
reaction:

�
N

H3C C CCH2

R H
N

R H

O�

�
N

H3C C CH3

R H

O H�

H3C CH2C

CO2

Finally, the Schiff base decomposes, which regenerates the amine catalyst and  releases 
the product, acetone:

� �OH� RNH2

O

H3C C CH3
Acetone

�
N

H3C C CH3

R H

Schiff base

 In enzymes that use covalent catalysis, an electron-rich group in the enzyme 
active site forms a covalent adduct with a substrate. This covalent complex can 
sometimes be isolated; it is much more stable than a transition state. Enzymes that 
use covalent catalysis undergo a two-part reaction process, so the reaction coordinate 
diagram contains two energy barriers with the reaction intermediate between them 
(Fig. 6-7).
 Many of the same groups that make good acid–base catalysts (see Fig. 6-6) also 
make good covalent catalysts because they contain unshared electron pairs (Fig. 6-8). 
Covalent catalysis is often called nucleophilic catalysis because the catalyst is a 
 nucleophile, that is, an electron-rich group in search of an electron-poor center 
(a compound with an electron defi ciency is known as an electrophile).

3. Metal Ion Catalysis
Metal ion catalysis occurs when metal ions participate in enzymatic reactions by 
mediating oxidation–reduction reactions, as mentioned earlier, or by promoting 
the reactivity of other groups in the enzyme’s active site through electrostatic effects. 
A protein-bound metal ion can also interact directly with the reacting substrate. For 
example, during the conversion of acetaldehyde to ethanol as catalyzed by the liver 

Free energy
(G )

Reaction coordinate

Reactants

Products

Intermediate

1
++ΔG

2
++ΔG

1
++X

2
++X

Figure 6-7 Diagram for a reaction accelerated by covalent catalysis. Two transition 
states fl ank the covalent intermediate. The relative heights of the activation energy barriers 
(to achieve the two transition states, X‡

1 and X‡
2 ) vary depending on the reaction.

? Explain why the free energy of the reaction intermediate must be greater than the 
free energy of either the reactants or products.

OH

NH

N
H

�

�

SH

NH3

Ser, Tyr

Lys

Cys

His N

N
H

O �

S

NH2

�

Figure 6-8 Protein groups that 
can act as covalent catalysts. In 
their deprotonated forms (right), these 
groups act as nucleophiles. They attack 
electron-defi cient centers to form 
covalent intermediates.
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enzyme alcohol dehydrogenase, a zinc ion stabilizes the developing negative charge 
on the oxygen atom during formation of the transition state:

H3C C
O

H
H3C C

O�

H

2 H

Acetaldehyde

H3C C

OH

H

H

Zn2�

Ethanol

The catalytic triad of chymotrypsin promotes 
peptide bond hydrolysis

Chymotrypsin uses both acid–base catalysis and covalent catalysis to accelerate pep-
tide bond hydrolysis. These activities depend on three active-site residues whose iden-
tities and catalytic importance have been the object of intense study since the 1960s. 
Two of chymotrypsin’s catalytic residues were identifi ed using a technique called 
chemical labeling. When chymotrypsin is incubated with the compound diisopro-
pylphosphofl uoridate (DIPF), one of its 27 Ser residues (Ser 195) becomes covalently 
tagged with the diisopropylphospho (DIP) group, and the enzyme loses activity.

�

HF

CH2 OH

CH(CH3)2

CH(CH3)2

O

O

O

PF OCH2

CH(CH3)2

CH(CH3)2

O

O

O

P

Ser 195
(active)

Diisopropylphosphofluoridate
(DIPF)

DIP-Ser 195
(inactive)

This observation provided strong evidence that Ser 195 is essential for catalysis. 
Chymotrypsin is therefore known as a serine protease. It is one of a large family of 
enzymes that use the same Ser-dependent catalytic mechanism. A similar labeling 
technique was used to identify the catalytic importance of His 57. The third residue 
involved in catalysis by chymotrypsin—Asp 102—was identifi ed only after the fi ne 
structure of chymotrypsin was visualized through X-ray crystallography.
 The hydrogen-bonded arrangement of the Asp, His, and Ser residues of chymo-
trypsin and other serine proteases is called the catalytic triad (Fig. 6-9). The 
 substrate’s scissile bond (the bond to be cleaved by hydrolysis) is  positioned near 
Ser 195 when the substrate binds to the enzyme. The side chain of 
Ser is not normally a strong enough nucleophile to attack an 
 amide bond. However, His 57, acting as a base catalyst, abstracts a 
proton from Ser 195 so that the oxygen can act as a covalent 
 catalyst. Asp 102 promotes catalysis by stabilizing the resulting 
positively charged imidazole group of His 57.
 Chymotrypsin-catalyzed peptide bond hydrolysis actually oc-
curs in two phases that correspond to the formation and break-
down of a covalent reaction intermediate. The steps of catalysis 
are detailed in Figure 6-10. Nucleophilic attack of Ser 195 on the 
substrate’s carbonyl carbon leads to an unstable tetrahedral inter-
mediate in which the carbonyl carbon assumes tetrahedral geome-
try. This structure then collapses to an intermediate in which the 
N-terminal portion of the substrate remains covalently attached 
to the enzyme. The second part of the reaction, during which the 
oxygen of a water molecule attacks the carbonyl carbon, also in-
cludes an unstable tetrahedral intermediate. Although the enzyme-
catalyzed reaction requires multiple steps, the net reaction is the 
same as the uncatalyzed reaction shown in Section 6-1.

Asp 102
His 57

Ser 195

Figure 6-9 The catalytic triad of chymotrypsin. Asp 
102, His 57, and Ser 195 are arrayed in a hydrogen-bonded 
network. Atoms are color-coded (C gray, N blue, O red), 
and the hydrogen bonds are shaded yellow.

? Add hydrogen atoms to the three side chains.
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Figure 6-10 The catalytic mechanism of chymotrypsin and other serine 
proteases. The two tetrahedral intermediates are believed to resemble the transition 
states leading to and from the acyl–enzyme intermediate.

? Choose one step of the reaction and identify all the bonds that break and form in 
that step.

�

The peptide substrate enters the active site of chymotrypsin
so that its scissile bond (red) is close to the oxygen of Ser 195
(the N-terminal portion of the substrate is represented by RN,
and the C-terminal portion by RC).

The tetrahedral intermediate
decomposes when His 57, now
acting as an acid catalyst, donates
a proton to the nitrogen of the
scissile peptide bond. This step
cleaves the bond. Asp 102
promotes the reaction by
stabilizing His 57 through
hydrogen bonding.

The departure of the C-terminal portion of the cleaved peptide,
with a newly exposed N-terminus, leaves the N-terminal
portion of the substrate (an acyl group) linked to the enzyme.
This relatively stable covalent complex is known as the
acyl–enzyme intermediate.

C

RN

O

C
�

O

CH2

Asp 102

His 57

O H N N O

CH2
Ser 195

CH2

CNRC

RN

O�

RC

C
�

O

CH2

Asp 102

His 57

O H N N H O

CH2
Ser 195

CH2

H
Tetrahedral intermediate

Acyl–enzyme intermediate
(covalent intermediate)

H

N

H

Removal of the Ser hydroxyl
proton by His 57 (a base catalyst)
allows the resulting nucleophilic
oxygen (a covalent catalyst) to
attack the carbonyl carbon of the
substrate.

1.

2.
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O
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CH2

Asp 102

His 57

O H N N H O

CH2
Ser 195

CH2

H

C
�

�

O

CH2

Asp 102

His 57

O H N H

CH2

Water then enters the active site.
It donates a proton to His 57 (again
a base catalyst), leaving a hydroxyl
group that attacks the carbonyl
group of the remaining substrate.
This step resembles Step 1 above.

The N-terminal portion of the
original substrate, now with a new
C-terminus, diffuses away,
regenerating the enzyme.

In the second tetrahedral
intermediate, His 57, now an acid
catalyst, donates a proton to the
Ser oxygen, leading to collapse of
the intermediate. This step
resembles Step 2 above.
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O
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3.

4.

5.
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The Unique Properties 

of Enzyme Catalysts

 The roles of Asp, His, and Ser in peptide bond hydrolysis, as catalyzed by chymo-
trypsin and other members of the serine protease family, have been tested through 
site-directed mutagenesis (see Section 3-4). Replacing the catalytic Asp with another 
residue decreases the rate of substrate hydrolysis about 5000-fold. Adding a methyl 
group to His by chemical labeling (so that it can’t accept or donate a proton) has a 
similar effect. Replacing the catalytic Ser with another residue decreases enzyme 
activity about a millionfold. Surprisingly, replacing all three catalytic residues—Asp, 
His, and Ser—through site-directed mutagenesis does not completely abolish prote-
ase activity: The modifi ed enzyme still catalyzes peptide bond hydrolysis at a rate 
about 50,000 times greater than the rate of the uncatalyzed reaction. Clearly, chy-
motrypsin and its relatives rely on the acid–base catalysis and covalent catalysis 
 carried out by the Asp–His–Ser catalytic triad, but these enzymes must have addi-
tional catalytic mechanisms that allow them to achieve reaction rates 1011 times 
greater than the rate of the uncatalyzed reaction.

CONCEPT REVIEW
• Why does a free energy barrier separate reactants and products in a 

chemical reaction?
• What is the relationship between the height of the activation energy barrier 

and the rate of the reaction?
• How does an enzyme lower the activation energy of a reaction?
• How can an acid or base accelerate a reaction?
• How does a covalent catalyst accelerate a reaction?
• Why must a reaction that proceeds via covalent catalysis have two 

transition states?
• How do metal ions accelerate reactions?
• How can chemical labeling identify an enzyme’s catalytic residues?
• Which residues constitute chymotrypsin’s catalytic triad?
• How do these residues participate in peptide bond hydrolysis as catalyzed 

by chymotrypsin?

If only a few residues in an enzyme directly participate in catalysis (for example, Asp, 
His, and Ser in chymotrypsin), why are enzymes so large? One obvious answer is 
that the catalytic residues must be precisely aligned in the active site, so a certain 
amount of surrounding structure is required to hold them in place. This view sup-
ports Fischer’s lock-and-key model for enzyme action. But how can an active site 
that perfectly accommodates substrates also accommodate products before they are 
released from the enzyme? Moreover, how can the lock-and-key model explain why 
an enzyme inhibitor can bind tightly in the active site but not react? The answer is 
that enzymes, like other proteins (see Section 4-3), are not rigid molecules but in-
stead can fl ex while binding substrates. In other words, the enzyme–substrate inter-
action must be more dynamic than a key in a lock, more like a hand in a glove. In 
some cases, the enzyme can physically distort the substrate as it binds, in effect push-
ing it toward a higher-energy conformation closer to the reaction’s transition state. 
Current theories attribute much of the catalytic power of enzymes to these and other 
specifi c interactions between enzymes and their substrates.

Enzymes stabilize the transition state

The lock-and-key model does contain a grain of truth, a principle fi rst formulated 
by Linus Pauling in 1946. He proposed that an enzyme increases the reaction rate not 
by binding tightly to the substrates but by binding tightly to the reaction’s transition state 
(that is, substrates that have been strained toward the structures of the products). In 
other words, the tightly bound key of the lock-and-key model is the transition state, 

KEY CONCEPT
• The catalytic activity of enzymes 

also depends on transition state 
stabilization, proximity and 
orientation effects, induced fi t, and 
electrostatic catalysis.

6-3 The Unique Properties of Enzyme Catalysts

 See Guided Exploration. Catalytic 
mechanism of serine proteases.

 DOES the lock-and-key model 

explain enzyme action?
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not the substrate. In an enzyme, tight binding (stabilization) of the transition state 
occurs in addition to acid–base, covalent, or metal ion catalysis. In general, transi-
tion state stabilization is accomplished through the close complementarity in shape 
and charge between the active site and the transition state. A nonreactive substance 
that mimics the transition state can therefore bind tightly to the enzyme and block 
its catalytic activity (enzyme inhibition is discussed further in Section 7-3).
 Transition state stabilization appears to be an important part of the chymotrypsin 
reaction. In this case, the two tetrahedral intermediates, which resemble the transi-
tion state (see Fig. 6-10), are stabilized through interactions that do not occur at any 
other point in the reaction. Rate acceleration is believed to result from an increase in 
both the number and strength of the bonds that form between active site groups and 
the substrate in the transition state.

1. During formation of the tetrahedral intermediate, the planar peptide group of 
the substrate changes its geometry, and the carbonyl oxygen, now an anion, 
moves into a previously unoccupied cavity near the Ser 195 side chain. In this 
cavity, called the oxyanion hole, the substrate oxygen ion can form two new hydro-
gen bonds with the backbone NH groups of Ser 195 and Gly 193 (Fig. 6-11). The 
backbone NH group of the substrate residue preceding the scissile bond forms 
another hydrogen bond to Gly 193 (not shown in Fig. 6-11). Thus, the transi-
tion state is stabilized (its energy lowered) by three hydrogen bonds that cannot 
form when the enzyme fi rst binds its substrate. The stabilizing effect of these 
three new hydrogen bonds could account for a signifi cant portion of chymo-
trypsin’s catalytic power, since the energy of a standard hydrogen bond is 
about 20 kJ ? mol21 and the reaction rate increases 10-fold for every decrease 
in DG ‡ of 5.7 kJ ? mol21.

�

CN

R

O� H

C
�

O

CH2Asp 102

His 57

(b)

O H N N H

H

O

CH2
C�

Ser 195

CH2
H

N

R
Gly 193

CN
O

C
�

O
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His 57

(a)

O H N N H

H

O

CH2
C�

Ser 195

CH2

R
Gly 193

R

N

H

H

N

N

Figure 6-11 Transition state stabilization in the oxyanion hole. (a) The 
chymotrypsin active site is shown with the oxyanion hole shaded in pink. The 
carbonyl carbon of the peptide substrate has trigonal geometry, so the carbonyl oxygen 
cannot occupy the oxyanion hole. (b) Nucleophilic attack by the oxygen of Ser 195 
on the substrate carbonyl group leads to a transition state, in which the carbonyl 
carbon assumes tetrahedral geometry. At this point, the substrate’s anionic oxygen 
(the oxyanion) can move into the oxyanion hole, where it forms hydrogen bonds 
(shaded yellow) with two enzyme backbone groups.   See Animated Figure. Effect of 
preferential transition state binding.
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2. NMR studies, which can identify individual hydrogen-bonding interactions, 
suggest that the hydrogen bond between Asp 102 and His 57 becomes shorter 
during formation of the two tetrahedral intermediates (Fig. 6-12). Such a bond 
is called a low-barrier hydrogen bond because the hydrogen is shared equally 
between the original donor and acceptor atoms (in a standard hydrogen bond, the 
proton still “belongs” to the donor atom and there is an energy barrier for its full 
transfer to the acceptor atom). A decrease in bond length from ,2.8 Å to ,2.5 Å 
in forming the low-barrier hydrogen bond is accompanied by a three- to fourfold 
increase in bond strength. The low-barrier hydrogen bond that forms during 
catalysis in chymotrypsin helps stabilize the transition state and thereby accelerate 
the reaction.

Effi cient catalysis depends on proximity 
and orientation effects

Enzymes increase reaction rates by bringing reacting groups into close proximity 
so as to increase the frequency of collisions that can lead to a reaction. Further-
more, when substrates bind to an enzyme, their translational and rotational 
 motions are frozen out so that they can be oriented properly for reaction 
(Fig. 6-13). These proximity and orientation effects likely explain some of the 
residual activity of chymotrypsin whose catalytic residues have been altered. 
Nevertheless, an enzyme must be more than a template for assembling and aligning 
reacting groups.

The active-site microenvironment promotes catalysis

In nearly all cases, an enzyme’s active site is somewhat removed from the solvent, 
with its catalytic residues in some sort of cleft or pocket on the enzyme surface. 
Upon binding substrates, some enzymes undergo a pronounced conformational 
change so that they almost fully enclose the substrates. Daniel Koshland has called 
this phenomenon induced fi t. Many studies of enzyme activity, supplemented by 
X-ray crystallographic data, support this feature of enzyme action, further high-
lighting the shortcomings of the lock-and-key model. In fact, techniques that assess 
protein structure on millisecond time scales suggest that conformational fl uctua-
tions may be critical for all stages of an enzyme-catalyzed reaction, not just sub-
strate binding.

OC H NN

Asp 102

�

�

CH2

O

OC HN

His 57

CH2

Asp 102

�

CH2

O

His 57

CH2

H N

Figure 6-12 Formation of a low-barrier 
hydrogen bond during catalysis in 
chymotrypsin. The Asp 102—His 57 
hydrogen bond becomes shorter and 
stronger, so the imidazole proton comes 
to be shared equally between the O of 
Asp and the N of histidine in a low-
barrier hydrogen bond.

(b)(a)

Reactants

Enzyme

Figure 6-13 Proximity and orientation effects in catalysis. In order to react, two 
groups must come together and collide with the correct orientation. (a) Reactants 
in solution are separated in space and have translational and rotational motions that 
must be overcome. (b) When the reactants bind to an enzyme, their motion is limited, 
and they are held in close proximity and with the correct alignment for a productive 
reaction.
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 A classic case of induced fi t occurs in hexokinase, which catalyzes the phosphoryl-
ation of glucose by ATP (Reaction 1 of glycolysis; Section 13-1):

OH
ATP

hexokinase
�

H

H

H

H
HO

O
CH2HO

Glucose

OH

OH
OH

ADP�

H

H

H H

H
HO

O
CH2

�2O3P O

Glucose-6-phosphate

OH

OH

The enzyme consists of two hinged lobes with the active site located between them 
(Fig. 6-14a). When glucose binds to hexokinase, the lobes swing together, engulfi ng 
the sugar (Fig. 6-14b). The result of hinge bending is that the substrate glucose is 
positioned near the substrate ATP such that a phosphoryl group can be easily trans-
ferred from the ATP to a hydroxyl group of the sugar. Not even a water molecule can 
enter the closed active site. This is benefi cial, since water in the active site could lead 
to wasteful hydrolysis of ATP:

ATP 1 H2O S ADP 1 Pi

 A glucose molecule in solution is surrounded by ordered water molecules in a 
hydration shell (see Section 2-1). These water molecules must be shed in order for 
glucose to fi t into the active site of an enzyme, such as hexokinase. However, once 
the desolvated substrate is in the enzyme active site, the reaction can proceed quickly 
because there are no solvent molecules to interfere. In solution, rearranging the hy-
drogen bonds of surrounding water molecules as the reactants approach each other 
and pass through the transition state is energetically costly. By sequestering substrates 
in the active site, an enzyme can eliminate the energy barrier imposed by the ordered 
solvent molecules, thereby accelerating the reaction.
 This phenomenon is sometimes described as electrostatic catalysis since the non-
aqueous active site allows more powerful electrostatic interactions between the en-
zyme and substrate than could occur in aqueous solution (for example, a low-barrier 
hydrogen bond can form in an active site but not in the presence of solvent mole-
cules that would form ordinary hydrogen bonds).

(a)

(b)

Figure 6-14 Conformational changes 
in hexokinase. (a) The enzyme consists 
of two lobes connected by a hinge 
region. The active site is located in 
a cleft between the lobes. (b) When 
glucose (not shown) binds to the active 
site, the enzyme lobes swing together, 
enclosing glucose and preventing 
the entry of water. [Structure of “open” 
hexokinase (pdb 2YHX) determined by T. A. 
Steitz, C. M. Anderson, and R. E. Stenkamp; 
structure of “closed” hexokinase (pdb 1HKG) 
determined by W. S. Bennett Jr. and T. A. Steitz.]

Chymotrypsin serves as a model for the structures and functions of a large family of 
serine proteases. And as with myoglobin and hemoglobin (Section 5-1), a close look 
at chymotrypsin reveals some general features of enzyme function, including evolu-
tion, substrate specifi city, and inhibition.

Not all serine proteases are related by evolution

The fi rst three proteases to be examined in detail were the digestive enzymes chy-
motrypsin, trypsin, and elastase, which have strikingly similar three-dimensional 
structures (Fig. 6-15). This was not expected on the basis of their limited sequence 

KEY CONCEPTS
• Evolution has produced a number 

of serine proteases that differ in 
overall structure and substrate 
specifi city.

• Inactive zymogens are activated 
by proteolysis.

• Active enzymes may be regulated 
by inhibitors.

6-4 Some Additional Features of Enzymes

CONCEPT REVIEW
• What are the roles of proximity and orientation effects in enzyme catalysis?
• Why does the exclusion of water from an active site promote catalysis?
• Why is the lock-and-key model of enzyme action only partially valid?
• What is the role of the oxyanion hole in chymotrypsin?
• How does a low-barrier hydrogen bond promote catalysis?
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similarity (Table 6-3). However, careful examination revealed that most of the 
 sequence variation is on the enzyme surface, and the positions of the catalytic resi-
dues in the three actives sites are virtually identical. It is believed that these proteins 
diverged from a common ancestor and have retained their overall structure and catalytic 
mechanism.
 Some bacterial proteases with a catalytically essential Ser are structurally related 
to the mammalian digestive serine proteases. However, the bacterial serine protease 
subtilisin (Fig. 6-16) shows no sequence similarity to chymotrypsin and no overall 
structural similarity, although it has the same Asp–His–Ser catalytic triad and an 
oxyanion hole in its active site. Subtilisin is an example of convergent evolution, a 
phenomenon whereby unrelated proteins evolve similar characteristics.
 As many as fi ve groups of serine proteases, each with a different overall backbone 
conformation, have undergone convergent evolution to arrive at the same Asp, His, 
and Ser catalytic groups. In some other hydrolases, the substrate is attacked by a 
nucleophilic Ser or Thr residue that is located in a catalytic triad such as His–His–Ser 
or Asp–Lys–Thr. It would appear that natural selection favors this sort of arrange-
ment of catalytic residues.

Enzymes with similar mechanisms exhibit 
different substrate specifi city

Despite similarities in their catalytic mechanisms, chymotrypsin, trypsin, and 
 elastase differ signifi cantly from one another in their substrate specifi city. Chymo-
trypsin preferentially cleaves peptide bonds following large hydrophobic residues. 
Trypsin prefers the basic residues Arg and Lys, and elastase cleaves the peptide bonds 
following small hydrophobic residues such as Ala, Gly, and Val (these residues pre-
dominate in elastin, an animal protein responsible for the elasticity of some tissues). 
The varying specifi cities of these enzymes are largely explained by the chemical character 
of the so-called specifi city pocket, a cavity on the enzyme surface at the active site that 
accommodates the residue on the N-terminal side of the scissile peptide bond (Fig. 6-17). 
In chymotrypsin, the specifi city pocket is about 10 Å deep and 5 Å wide, which 
offers a snug fi t for an aromatic ring (whose dimensions are 6 Å 3 3.5 Å). The 
specifi city pocket in trypsin is similarly sized but has an Asp residue rather than Ser 
at the bottom. Consequently, the trypsin specifi city pocket readily binds the side 
chain of Arg or Lys, which has a diameter of about 4 Å and a cationic group at the 

Figure 6-15 Structures of 
chymotrypsin, trypsin, and elastase. 
The superimposed backbone traces of 
bovine chymotrypsin (blue), bovine 
trypsin (green), and porcine elastase 
(red) are shown along with the side 
chains of the active site Asp, His, and 
Ser residues. [Chymotrypsin structure (pdb 
4CHA) determined by H. Tsukada and D. M. 
Blow; trypsin structure (pdb 3PTN) determined 
by J. Walker, W. Steigemann, T. P. Singh, 
H. Bartunik, W. Bode, and R. Huber; elastase 
structure (3EST) determined by E. F. Meyer, 
G. Cole, R. Radhakrishnan, and O. Epp.]

Figure 6-16 Structure of subtilisin 
from Bacillus amyloliquefaciens. 
The residues of the catalytic triad are 
highlighted in red. Compare the structure 
of this enzyme with those of the three 
serine proteases shown in Figure 6-15. 
[Structure (pdb 1CSE) determined by W. Bode.]

TABLE 6-3  

Percent Sequence Identity among 
Three Serine Proteases

Bovine trypsin 100%
Bovine chymotrypsinogen  53%
Porcine elastase  48%

Chymotrypsin Trypsin Elastase

Scissile
bond

Phe

Ser 189 Asp 189

Gly 226

Gly 216

Lys
Ala

Gly 216 Thr 216

Gly 226 Val 226
+
−

Figure 6-17 Specifi city pockets of three serine proteases. The side chains of key 
residues that determine the size and nature of the specifi city pocket are shown along with 
a representative substrate for each enzyme. Chymotrypsin prefers large hydrophobic side 
chains; trypsin prefers Lys or Arg; and elastase prefers Ala, Gly, or Val. For convenience, 
the residues of all three enzymes are numbered to correspond to the sequence of residues 
in chymotrypsin.

? What would the specifi city pocket look like in a protease that cleaved bonds follow-
ing Asp or Glu residues?
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end. In elastase, the specifi city pocket is only a small depression due to the replace-
ment of two Gly residues on the walls of the specifi city pocket (residues 216 and 226 
in chymotrypsin) with the bulkier Val and Thr. Elastase therefore preferentially 
binds small nonpolar side chains. Although these same side chains could easily enter 
the chymotrypsin and trypsin specifi city pockets, they do not fi t well enough to im-
mobilize the substrate at the active site, as required for effi cient catalysis. Other 
serine proteases, such as those that participate in blood coagulation, exhibit 
 exquisite substrate specifi city, in keeping with their highly specialized physiological 
functions.

Chymotrypsin is activated by proteolysis

Relatively nonspecifi c proteases could do considerable damage to the cells where 
they are synthesized unless their activity is carefully controlled. In many organisms, 
the activity of proteases is limited by the action of protease inhibitors (some of which are 
discussed further below) and by synthesizing the proteases as inactive precursors (called 
zymogens) that are later activated when and where they are needed.
 The inactive precursor of chymotrypsin is called chymotrypsinogen, and it is 
synthesized by the pancreas along with the zymogens of trypsin (trypsinogen), elas-
tase (proelastase), and other hydrolytic enzymes. All these zymogens are activated by 
proteolysis after they are secreted into the small intestine. An intestinal protease 
called enteropeptidase activates trypsinogen by catalyzing the hydrolysis of its 
Lys 6OIle 7 bond. Enteropeptidase catalyzes a highly specifi c reaction; it appears to 
recognize a string of Asp residues near the N-terminus of its substrate:

Val Asp Asp Asp Asp Lys Ile

H2O

H3N
�

Val Asp Asp Asp Asp Lys �H3N
�

H3N
�

COO� Ile

enteropeptidase

Trypsin, now itself active, cleaves the N-terminal peptide of the other pancreatic 
zymogens, including trypsinogen. The activation of trypsinogen by trypsin is an 
example of autoactivation.
 The Arg 15OIle 16 bond of chymotrypsinogen is susceptible to trypsin- catalyzed 
hydrolysis. Cleavage of this bond generates a species of active chymotrypsin (called 
p chymotrypsin), which then undergoes two autoactivation steps to generate fully 
active chymotrypsin (also called a chymotrypsin; Fig. 6-18). A similar process, in 
which zymogens are sequentially activated through proteolysis, occurs during blood 
coagulation (Box 6-B).

245

chymotrypsin
Ser

14 15

Arg

Arg Ile

trypsin

2451

1 16

245

chymotrypsin

α Chymotrypsin
(active)

δ Chymotrypsin
(active)

π Chymotrypsin
(active)

Chymotrypsinogen
(inactive)

Thr

147 148

Asn

Leu Ile

131 16

245

Leu Ile Ala

131

Tyr

14616 149

15

Figure 6-18 Activation of 
chymotrypsinogen. Trypsin activates 
chymotrypsinogen by catalyzing 
hydrolysis of the Arg 15OIle 16 bond 
of the zymogen. The resulting active 
chymotrypsin then excises the 
Ser 14–Arg 15 dipeptide (by cleaving 
the Leu 13OSer 14 bond) and the 
Thr 147–Asn 148 dipeptide (by 
cleaving the Tyr 146OThr 147 and 
Asn 148OAla 149 bonds). All three 
species of chymotrypsin ( p, d, and a) 
have proteolytic activity.
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BOX 6-B

When a blood vessel is injured by mechanical force, infection, or 
some other pathological process, red and white blood cells and 
the plasma (fl uid) that surrounds them can leak out. Except in 
the most severe trauma, the loss of blood can be halted through 
formation of a clot at the site of injury. The clot consists of 
aggregated platelets (tiny enucleated cells that rapidly adhere 
to the damaged vessel wall and to each other) and a mesh of the 
protein fi brin, which reinforces the platelet plug and traps larger 
particles such as red blood cells.

[P. Motta/Dept. of Anatomy, University La Sapienza, Rome/Science 
Photo Library/Photo Researchers.]

Fibrin polymers can form rapidly because they are generated 
at the site of injury from the soluble protein fi brinogen, which 
circulates in the blood plasma. Fibrinogen is an elongated mol-
ecule with a molecular mass of 340,000 and consists of three 
pairs of polypeptide chains. The proteolytic removal of short 
(14- or 16-residue) peptides from the N-termini of four of the 
six chains causes the protein to polymerize in end-to-end and 
side-to-side fashion to produce a thick fi ber.

thrombin

Fibrin monomer

Fibrin polymer

Fibrinogen

Blood Coagulation Requires a Cascade of Proteases

The conversion of fi brinogen to fi brin is the fi nal step of 
coagulation, a series of proteolytic reactions involving a number 
of proteins and additional factors from platelets and damaged 
tissue. The enzyme responsible for cleaving fi brinogen to fi brin 
is known as thrombin. It is similar to trypsin in its sequence 
(38% of their residues are identical) and in its structure and 
catalytic mechanism.

[Thrombin structure (pdb 1PPB) determined by W. Bode.]

Compare the structure of thrombin shown here with that of 
chymotrypsin (Fig. 6-1). Thrombin’s catalytic residues (Asp, His, 
and Ser) are highlighted in red.

Like trypsin, thrombin cleaves peptide bonds following Arg 
residues, but it is highly specifi c for the two cleavage sites in the 
fi brinogen sequence. Thrombin, like fi brinogen, circulates as an 
inactive precursor. Its zymogen, called prothrombin, contains a 
serine protease domain along with several other structural motifs. 
These elements interact with other coagulation factors to help 
ensure that thrombin—and therefore fi brin—is produced only 
when needed.

A serine protease known as factor Xa catalyzes the specifi c 
hydrolysis of prothrombin to generate thrombin. Factor Xa 
(the a stands for active) is the protease form of the zymogen 
factor X. To initiate coagulation, factor X is activated by a pro-
tease known as factor VIIa, working in association with an 
accessory protein called tissue factor, which is exposed when a 
blood vessel is broken. During the later stages of coagulation, 
factor Xa is generated by the activity of factor IXa, which is 
generated from its zymogen by the activity of factor XIa or 
 factor VIIa–tissue factor. Factor XIa is in turn generated by 
the proteolysis of its zymogen by trace amounts of thrombin 
 produced earlier in the coagulation process. The cascade of 
activation reactions is depicted on the next page. Many of these 
enzymatic reactions require accessory factors that are not 
shown in this simplifi ed diagram.

CLINICAL CONNECTION

177
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Thrombin

Thrombin

XI

XIa
or VIIa–tissue factor

or VIIa–tissue factor

IX

IXa

Xa

X *

Prothrombin

Fibrinogen

Fibrin

The coagulation cascade. The triggering step is marked with 
an asterisk.

Note that the coagulation proteases are named according to their 
order of discovery, not their order of action (thrombin is also 
know as factor II). All the coagulation proteases appear to have 
evolved from a trypsin-like enzyme but have acquired narrow 
substrate specifi city and a correspondingly narrow range of 
 physiological activities.

The coagulation reactions have an amplifying effect because each 
protease is a catalyst for the activation of another catalyst. Thus, a 
very small amount of factor IXa can activate a larger amount of 
factor Xa, which can then activate an even larger amount of 
thrombin. This amplifi cation effect is refl ected in the plasma 
concentrations of the coagulation factors.

Plasma concentrations of some human coagulation factors

Factor Concentration (mM)a

XI 0.06
IX 0.09
VII 0.01
X 0.18
Prothrombin 1.39
Fibrinogen 8.82
a
Concentrations calculated from data in High, K. A., and Roberts, H. R., eds., Molecular 

Basis of  Thrombosis and Hemostasis, Marcel Dekker (1995).

A complex process such as coagulation is subject to regulation 
at a variety of points, including the activation and inhibition of 
the various proteases. Protease inhibitors account for about 10% 
of the protein that circulates in plasma. One inhibitor, known as 
antithrombin, blocks the proteolytic activities of factor IXa, 
 factor Xa, and thrombin, thereby limiting the extent and dura-
tion of clot formation. Residues 377–400 of the 432-residue 
antithrombin form a loop (yellow in the fi gure above right) that 
extends away from the rest of the protein, and an arginine  residue 
(red) at position 393 serves as a “bait” for the Arg-specifi c 

 coagulation proteases. The protease recognizes the inhibitor as a 
substrate but is unable to complete the hydrolysis reaction. The 
protease and inhibitor form a stable acyl–enzyme intermediate 
that is removed from the circulation within a few minutes.

[Antithrombin structure (pdb 2ANT) determined by R. Skinner, J. P. 
Abrahams, J. C. Whisstock, A. M. Lesk, R. W. Carrell, and M. R. Wardell.]

Heparin, a sulfated polysaccharide (Section 11-3) fi rst puri-
fi ed from liver, enhances the activity of antithrombin by two 
mechanisms: A short segment (5 monosaccharide residues) acts 
as an allosteric activator of antithrombin, and a longer heparin 
polymer (containing at least 18 residues) can bind simultane-
ously to both antithrombin and its target protease such that their 
co-localization dramatically increases the rate of their reaction. 
Heparin or a synthetic version of it is used clinically as an anti-
coagulant following surgery.

Defects in many of the proteins involved in blood coagulation 
or its regulation have been linked to bleeding (or clotting) disor-
ders. For example, one form of hemophilia, a tendency to bleed 
following minor trauma, results from a genetic defi ciency of 
 factor IX. A defi ciency of antithrombin results in an increased risk 
of clot formation in the veins. If dislodged, the clots may end up 
blocking an artery in the lungs or brain, with dire consequences.

 Questions:

1. Hemophiliacs who are defi cient in factor IX can be treated 
with injections of pure factor IX. Occasionally, a patient de-
velops antibodies to this material, and it becomes ineffective. 
In such cases, the patient can be given factor VII instead. 
Explain why factor VII injections would be a useful treatment 
for a factor IX defi ciency.

2. A genetic defect in factor IX causes hemophilia, a serious 
disease. However, a genetic defect in factor XI may have no 
clinical symptoms. Explain this discrepancy in terms of the 
cascade mechanism for activation of coagulation proteases.

3. Factor IX defi ciency has been successfully treated by gene 
therapy, in which a normal copy of the gene is introduced 
into the body (see Section 3-4). Explain why restoration of 
factor IX levels to just a few percent of normal is enough to 
cure the abnormal bleeding.

4. Of all the proteases included in the cascade diagram of coagu-
lation, which one is the oldest in evolutionary terms?
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5. Following severe trauma, surgery, or infection, a patient may 
develop disseminated intravascular coagulation (DIC), in 
which numerous small clots form throughout the circulatory 
system. Explain why patients with DIC subsequently exhibit 
excessive bleeding.

6. In one thrombin variant, a point mutation produces a pro-
tease with normal activity toward fi brinogen but decreased 

activity toward antithrombin. Would this genetic defect in-
crease the risk of bleeding or of clotting?

7. Why can’t heparin be administered orally?
8. Researchers have developed drugs based on hirudin, 

a thrombin inhibitor from the medicinal leech Hirudo 
medicinalis. Why would the leech be a good source for an 
anticoagulant?

 The two dipeptides that are excised during chymotrypsinogen activation are far 
removed from the active site (Fig. 6-19). How does their removal boost catalytic activ-
ity? A comparison of the X-ray structures of chymotrypsin and chymotrypsinogen 
reveals that the conformations of their active site Asp, His, and Ser residues are virtu-
ally identical (in fact, the zymogen can catalyze hydrolysis extremely slowly). However, 
the substrate specifi city pocket and the oxyanion hole are incompletely formed in the 
zymogen. Proteolysis of the zymogen elicits small conformational changes that open 
up the substrate specifi city pocket and oxyanion hole. Thus, the enzyme becomes maxi-
mally active only when it can effi ciently bind its substrates and stabilize the transition state.

Protease inhibitors limit protease activity

The pancreas, in addition to synthesizing the zymogens of digestive proteases, syn-
thesizes small proteins that act as protease inhibitors. The liver also produces a vari-
ety of protease inhibitor proteins that circulate in the bloodstream. If the pancreatic 
enzymes were prematurely activated or escaped from the pancreas through trauma, 
they would be rapidly inactivated by protease inhibitors. The inhibitors pose as prote-
ase substrates but are not completely hydrolyzed. For example, when trypsin attacks a 
Lys residue of bovine pancreatic trypsin inhibitor, the reaction halts during forma-
tion of the tetrahedral intermediate. The inhibitor remains in the active site, pre-
venting any further catalytic activity (Fig. 6-20). The noncovalent complex between 
trypsin and bovine pancreatic trypsin inhibitor is one of the strongest protein– 
protein interactions known, with a dissociation constant of 10214 M. An imbalance 
between the activities of proteases and the activities of protease inhibitors may 
 contribute to disease (see Box 6-B).

Figure 6-19 Location of the 
dipeptides removed during the 
activation of chymotrypsinogen. 
The Ser 14–Arg 15 dipeptide (lower 
right, green) and the Thr 147–Asn 
148 dipeptide (right, blue) are located 
at some distance from the active site 
residues (red) in chymotrypsinogen. 
[Chymotrypsinogen structure (pdb 2CGA) 
determined by D. Wang, W. Bode, and R. Huber.]

Figure 6-20 The complex of trypsin with bovine pancreatic trypsin inhibitor. 
Ser 195 of trypsin (gold) attacks the peptide bond of Lys 15 (green) in the inhibitor, 
but the reaction is arrested on the way to the tetrahedral intermediate stage. [Structure 
(pdb 2PTC) determined by R. Huber and J. Deisenhofer.]

CONCEPT REVIEW
• How are chymotrypsin, trypsin, and elastase similar?
• What is the chemical basis for their different substrate specifi cities?
• How is chymotrypsin activated and why is this step necessary?
• Why are protease inhibitors necessary?

179
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SUMMARY

6-1 What Is an Enzyme?

• Enzymes accelerate chemical reactions with high specifi city under 
mild conditions.

6-2 The Chemistry of Catalysis

• A reaction coordinate diagram illustrates the change in free  energy 
between the reactants and products as well as the activation 
 energy required to reach the transition state. The higher the 
 activation energy, the fewer the reactant molecules that can reach 
the transition state and the slower the reaction.

• An enzyme provides a route from reactants (substrates) to prod-
ucts, which has a lower activation energy than the uncatalyzed 
reaction. Enzymes, sometimes with the assistance of a cofactor, 
use chemical catalytic mechanisms such as acid–base catalysis, 
covalent catalysis, and metal ion catalysis.

• In chymotrypsin, an Asp–His–Ser triad catalyzes peptide bond 
hydrolysis through acid–base and covalent catalysis and by 

 stabilizing the transition state via the oxyanion hole and low- 
barrier hydrogen bonds.

6-3 The Unique Properties of Enzyme Catalysts

• In addition to transition state stabilization, enzymes use proxim-
ity and orientation effects, induced fi t, and electrostatic catalysis 
to facilitate reactions.

6-4 Some Additional Features of Enzymes

• Serine proteases that have evolved from a common ancestor share 
their overall structure and catalytic mechanism but differ in their 
substrate specifi city.

• The activities of some proteases are limited by their synthesis as 
zymogens that are later activated and by their interaction with 
protease inhibitors.

hydrolysis
reactant
catalyst
enzyme
ribozyme
active site
reaction specifi city
substrate
isozymes
reaction coordinate
DG ‡

transition state
DGreaction

cofactor

coenzyme
acid–base catalysis
acid catalysis
base catalysis
tautomer
carbanion
covalent catalysis
imine
Schiff base
nucleophile
electrophile
metal ion catalysis
chemical labeling
serine protease

catalytic triad
scissile bond
lock-and-key model
oxyanion hole
low-barrier hydrogen bond
proximity and orientation effects
induced fi t
electrostatic catalysis
convergent evolution
specifi city pocket
zymogen
autoactivation
coagulation
protease inhibitor

GLOSSARY TERMS

PROBLEMS

6-1 What Is an Enzyme?

1. Why are most enzymes globular rather than fi brous proteins?

2. Explain why the motor proteins myosin and kinesin (described 
in Section 5-3) are enzymes and write the reaction that each 
 catalyzes.

3. The uncatalyzed rate of amide bond hydrolysis in hippuryl-
phenylalanine is 1.3 3 10210 s21, whereas the rate of hydrolysis of 
the amide bond in the same substrate catalyzed by carboxypeptidase 
is 61 s21. What is the rate enhancement for amide bond hydrolysis 
by this enzyme for this particular substrate?

4. The half-life for the hydrolysis of the glycosidic bond in the 
sugar trehalose is 6.6 3 106 years.

(a) What is the rate constant for the uncatalyzed hydrolysis of 
this bond? (Hint: For a fi rst-order reaction, the rate constant, k, 
is equal to 0.693/t1/2.)

(b) What is the rate enhancement for glycosidic bond hydroly-
sis catalyzed by trehalase if the rate constant for the catalyzed 
reaction is 2.6 3 103 s21?

5. Compare the rate enhancements of adenosine deaminase and 
triose phosphate isomerase (see Table 6-1).

6. What is the relationship between the rate of an enzyme- 
catalyzed reaction and the rate of the corresponding uncatalyzed 
reaction? Do enzymes enhance the rates of slow uncatalyzed reac-
tions as much as they enhance the rates of fast uncatalyzed reactions?

7. Draw an arrow to identify the bonds in the peptide below that 
would be hydrolyzed in the presence of the appropriate peptidase.

�H3N
N

N
H

H
N

O

O

O�

OO

H
N

O
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11. Draw the oxidized product of the reaction catalyzed by 
 succinate dehydrogenase. To which class of enzymes does succinate 
dehydrogenase belong?

HC

C

Succinate

succinate dehydrogenase

COO�

COO�

H

H

H

12. Malate dehydrogenase catalyzes a reaction in which C2 of 
malate is oxidized. Draw the structure of the product. To which 
class of enzymes does malate dehydrogenase belong?

CH2 COO�

COO�

CH OH

Malate

malate dehydrogenase

13. Examine the reaction catalyzed by hexokinase (Section 6-3). 
Draw the product of the reaction catalyzed by creatine kinase, which 
acts on creatine in a similar manner. What would you predict to be 
the usual function of a kinase?

Creatine

NH2

NH2
�C

N

CH2COO�

CH3

14. Propose a name for the enzymes that catalyze the following 
reactions (reactions may not be balanced):

CH2OPO3
2�

H H

H

H
H

O

HO HO
OH

OH

OH

Glucose-6-phosphate 6-Phosphoglucono-�-lactone

CH2OPO3
2�

H H

H

H

O

OOH

OH

(a)

H

O
(b) CH2 COO�

COO�CH
CH2 COO�

CH2 COO� COO�

COO�CHHO

�
C

Isocitrate Succinate Glyoxylate

CH2OPO3
2�

OH

(c)

HC

O

OPO3
2�C

1,3-Bisphosphoglycerate

CH2OPO3
2�

OHHC

O

O�C

3-Phosphoglycerate

ADP

ATP

8. (a) The molecule shown here is a substrate for trypsin. Draw 
the reaction products.

NH
HN

O

NH2

NO2

HN

�H2N

O

(b) Design an assay that would allow you to measure the rate of 
trypsin-catalyzed hydrolysis of the molecule shown in part (a).

9. The reactions catalyzed by the enzymes listed below are pre-
sented in this chapter. To which class does each enzyme belong? 
Explain your answers.

(a) pyruvate decarboxylase
(b) alanine aminotransferase
(c) alcohol dehydrogenase
(d) hexokinase
(e) chymotrypsin

10. To which class do the enzymes that catalyze the following 
reactions belong?

PO3
2�

HC

O(a)

OH

O

PO3
2� PO3

2�

CH

CH2

PO3
2�

O

O

C

CH2

CH2OH

OC

OCH

COO�(b)

CH2OH

OC

COO�

CH2

COO�(c)

CH3

HHO C

COO�

CH3

H

H

H

H
HO

O
CH2OH

OH

OH

HPO4
2�

O

H

H

H

H
HO

O
CH2OH

OH

OH
OH

PO3
2�

(d)

c06HowEnzymesWork.indd Page 181  19/07/12  10:40 AM user-F391c06HowEnzymesWork.indd Page 181  19/07/12  10:40 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



182

O

HO

O�

N

1

2

3

4

H

O

O�

N

H

HO

N

H

HO
CH3

H

N

H

N

O

H3CO

N

H

CH3

H

N

O

NH3        
�

NH3        
�

NH3        
�

17. Use the enzyme nomenclature database at http://enzyme.
expasy.org to determine what reaction is catalyzed by the enzyme 
called catalase.

18. What is the common name of the enzyme whose EC  number 
is 4.3.2.1?

6-2 The Chemistry of Catalysis

19. Approximately how much does staphylococcal nuclease 
(Table 6-1) decrease the activation energy (DG ‡) of its reaction (the 
hydrolysis of a phosphodiester bond)?

20. The rate of an enzyme-catalyzed reaction is measured at 
 several temperatures, generating the curve shown below. Explain 
why the enzyme activity increases with temperature and then drops 
off sharply.

Enzyme activity

604020 80

Temperature (°C)

(d) CH3

O

COO�

C

CH2

O

COO�

COO�

C

CO2

Pyruvate Oxaloacetate

15. The amino acid tryptophan is converted to the hormone 
melatonin as shown here. Indicate which reaction is catalyzed by 
each of the following types of enzymes.

(a)  methyltransferase
(b)  hydroxylase
(c)  acetyltransferase
(d)  decarboxylase

HO

H

C COO�

NH3        
�

CH2

1

2

3

4

HO

HO H

C COO�

NH3        
�

CH2

HO

HO

CH2 NH3        
�CH2

NH3        
�CH2HO

HO
OH

H

C

N
H

CH2HO

HO
OH

H

C CH3

16. The amino acid tyrosine is converted to the hormone epi-
nephrine as shown above right. Indicate which reaction is catalyzed 
by each of the following types of enzymes.

(a)  decarboxylase
(b)  methyltransferase
(c)  hydroxylase
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transmission. Parathion doesn’t react with the enzyme directly; it is fi rst 
converted to paraoxon, which then reacts with acetylcholinesterase in 
a manner similar to the reaction of DIPF with chymotrypsin. Draw 
the structure of the enzyme’s catalytic serine reside modifi ed by 
 paraoxon.

O PO2N

OCH2CH3

OCH2CH3

Parathion

S

OCH2CH3

Paraoxon

O PO2N

OCH2CH3

O

33. Angiogenin, an enzyme involved in the formation of blood 
vessels, was treated with bromoacetate (BrCH2COO2). An essential 
histidine was modifi ed, and the activity of the enzyme was reduced 
by 95%. Show the chemical reaction for the modifi cation of the his-
tidine side chain with bromoacetate. Why would such a modifi ca-
tion inactivate an enzyme that required a His side chain for activity?

34. (a) Diagram the hydrogen-bonding interactions of the cata-
lytic triad His–Lys–Ser during catalysis in a hypothetical hydrolytic 
enzyme.

(b) In a chemical labeling study of the enzyme, a reagent that 
covalently modifi es Lys residues also abolishes enzyme activity. 
Why doesn’t this observation prove that the active site includes a 
Lys residue?

35. Treatment of the enzyme D-amino acid oxidase with 1-fl uoro- 
2,4-dinitrophenol (FDNP, below) inactivates the enzyme. Analysis 
of the derivatized enzyme revealed that one of the tyrosines in the 
enzyme was unusually reactive. In a second experiment, when benzo-
ate (a compound that structurally resembles the enzyme’s substrate) was 
added prior to the addition of the FDNP, the tyrosine did not react.

(a) Show the chemical reaction between FDNP and the 
tyrosine residue.
(b) Why does benzoate prevent the reaction? What does this 
tell you about the role of the tyrosine in this enzyme?

F

NO2

NO2

36. Propose two variants of a protease catalytic triad that take the 
form X–His–Y.

37. How would chymotrypsin’s catalytic triad be affected by 
extremely low and extremely high pH values (assuming that the rest 
of the protein structure remained intact)?

38. E. coli ribonuclease HI is an enzyme that catalyzes the hydro-
lysis of phosphodiester bonds in RNA. Its proposed mechanism 
involves a “carboxylate relay.”

21. Draw pairs of free energy diagrams that show the differences 
between the following reactions:

(a) a fast reaction vs. a slow reaction
(b) a one-step reaction vs. a two-step reaction
(c) an endergonic reaction vs. an exergonic reaction
(d) a two-step reaction with an initial slow step vs. a two-step 
reaction with an initial fast step

22. Consult Figure 6-10 and draw a reaction coordinate diagram 
for the chymotrypsin-catalyzed hydrolysis of a peptide bond.

23. Under certain conditions, peptide bond formation is 
more thermodynamically favorable than peptide bond hydroly-
sis. Would you expect chymotrypsin to catalyze peptide bond 
formation?

24. What is the relationship between the nucleophilicity and the 
acidity of an amino acid side chain?

25. Amino acids such as Gly, Ala, and Val are not known to 
 participate directly in acid–base or covalent catalysis.

(a) Explain why this is the case.
(b) Mutating a Gly, Ala, or Val residue in an enzyme’s active site 
can still have dramatic effects on catalysis. Why?

26. Using what you know about the structures of the amino acid 
side chains and the mechanisms presented in this chapter, choose 
an amino acid side chain to play the following roles in an enzymatic 
mechanism:

(a) participate in proton transfer,
(b) act as a nucleophile.

27. Ribozymes are RNA molecules that catalyze chemical reactions.
(a) What features of a nucleic acid would be important for it to 
act as an enzyme?
(b) What part of the RNA structure might fulfi ll the roles listed 
in Problem 26?
(c) Why can RNA but not DNA act as a catalyst?

28. RNA is susceptible to base catalysis in which the hydroxide 
ion abstracts a proton from the 29 OH group and then the resulting 
29 O2 nucleophilically attacks the 59 phosphate.

(a) Is DNA susceptible to base hydrolysis?
(b) Does this observation help you explain why DNA rather 
than RNA evolved as the genetic material?

29. Use what you know about the mechanism of chymotrypsin 
to explain why DIPF inactivates the enzyme.

30. Solutions of chymotrypsin prepared for experimental pur-
poses are stored in a dilute solution of hydrochloric acid as a “preser-
vative.” Explain.

31. Sarin is an organophosphorous compound similar to DIPF. 
In 1995, terrorists released it on a Japanese subway. Injuries resulted 
from the reaction of sarin with a serine esterase involved in nerve 
transmission called acetylcholinesterase. Draw the structure of the 
enzyme’s catalytic residue modifi ed by sarin.

Sarin

CH O

O

P F

CH3

H3C

H3C

32. Parathion is an insecticide that kills pests by reacting irrevers-
ibly with acetylcholinesterase, a serine esterase involved in nerve 
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(a) Using the structures below as a guide, draw arrows that indi-
cate how the hydrolysis reaction might be initiated.

CH2

N

HN

CH

His 124

C

O

O
H H

HN

CH2

CH

Asp 70

C

O

HN

C

O

H

O O

RNA Substrate

P

O

O�

O

O
H H

(b) The pK values for all of the histidines in ribonuclease HI 
were determined and include values of 7.1, 5.5, and ,5.0. 
Which value is most likely to correspond to His 124? Explain.
(c) Substituting an alanine residue for His 124 resulted in a 
dramatic decrease in enzyme activity. Explain.

39. Lysozyme catalyzes the hydrolysis of a polysaccharide com-
ponent of bacterial cell walls. The damaged bacteria subsequently 
lyse (rupture). Part of lysozyme’s mechanism is shown below. The 
enzyme catalyzes cleavage of a bond between two sugar residues 
(represented by hexagons). Catalysis involves the side chains of 
Glu 35 and Asp 52. One of the residues has a pK of 4.5; the other 
has a pK of 5.9.

O

Glu 35

Asp 52

COOH

�OOC

HO

Glu 35

COO� �

Asp 52
�OOC

(a) Assign the given pK values to Glu 35 and Asp 52.
(b) Lysozyme is inactive at pH 2.0 and at pH 8.0. Explain.
(c) The lysozyme mechanism proceeds via a covalent intermedi-
ate. Use this information to complete the drawing of the 
lysozyme mechanism.

40. RNase A is a digestive enzyme secreted by the pancreas into 
the small intestine, where it hydrolyzes RNA into its component 
nucleotides. The optimum pH for RNase A is about 6, and the 
pK values of the two histidines that serve as catalytic residues are 
5.4 and 6.4. The fi rst step of the mechanism is shown.

(a) Does ribonuclease proceed via acid–base catalysis, covalent 
catalysis, metal ion catalysis, or some combination of these 
strategies? Explain.
(b) Assign the appropriate pK values to His 12 and His 119.
(c) Explain why the pH optimum of ribonuclease is pH 6.

(d) Ribonuclease catalyzes the hydrolysis of RNA but not 
DNA. Explain why.

O

O
O

O�O P CH2 CH2

H
H H

H

H

N
3� 2�

Base

NH

N�

HN

O

O

O�O P CH2

�O

CH2

H

O

O

H
H H

H

Base

O

O

OP

OH

His 12

His 119

41. Chymotrypsin hydrolyzes the artifi cial substrate p-nitro-
phenylacetate using a similar mechanism to that of peptide bond 
hydrolysis. The product p-nitrophenolate is bright yellow and 
absorbs light at 410 nm; thus the reaction can be monitored spec-
trophotometrically. When p-nitrophenylacetate is mixed with chy-
motrypsin, p-nitrophenolate initially forms extremely  rapidly. This 
is followed by a steady-state phase in which the  product forms at a 
uniform rate.

Time

A
bs

or
ba

nc
e 

at
 4

10
 n

m

(a) Using what you know about the mechanism of chymotryp-
sin, explain why these results were observed.
(b) Draw a reaction coordinate diagram for the reaction.
(c) Would p-nitrophenylacetate be useful for monitoring the 
activity of trypsin in vitro?

42. Renin is similar to chymotrypsin except that it belongs to a 
class of enzymes called aspartyl proteases in which aspartate replaces 
serine in the enzyme active site. Renin inhibitors are potentially 
valuable in the treatment of high blood pressure. Renin catalyzes the 
hydrolysis of a peptide bond in the protein angiotensinogen, con-
verting it to angiotensin I, a precursor of a hormone involved in 
regulating blood pressure. Two aspartate residues in the renin active 
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enzyme belongs to a family of enzymes called metalloproteases. The 
active site includes a Zn21 ion coordinated by two His residues 
and a Glu residue. The active site contains a second Glu residue 
(Glu 224). Use the fi gure provided as a starting point to draw the 
mechanism of peptide bond hydrolysis catalyzed by this enzyme.

Glu 224

HisHis Glu

O

C
N

H

(CH2)2 C O�

H

H

Zn2�

O

O

48. The enzyme carbonic anhydrase is one of the fastest enzymes 
known and, like the enzyme in Problem 47, is a metalloenzyme. It 
catalyzes the hydration of carbon dioxide to form bicarbonate and a 
hydrogen ion:

CO2 1 H2O Δ H1 1 HCO2
3

The enzyme’s active site contains a zinc ion that is coordinated to 
the imidazole rings of three histidine residues. (A fourth histidine 
residue is located nearby and participates in catalysis). A fourth 
coordination position is occupied by a water molecule. Draw the 
reaction mechanism (the fi rst step is shown) of the hydration of 
carbon dioxide and show the regeneration of the enzyme.

CH2

N

HN

CH C

O

HN

O

H

H

HisZn2�

His

His

49. Asn and Gln residues in proteins are sometimes nonenzy-
matically hydrolytically deamidated to Asp and Glu residues, 
respectively. It has been suggested that deamidation might function 
as a molecular timer for protein turnover, since deamidation of 
some proteins increases their susceptibility to degradation by cellu-
lar proteases. An exhaustive study of proteins known to undergo 
deamidation has revealed that deamidated Asn residues are most 
likely to be preceded by Ser, Thr, or Lys and to be followed by Gly, 
Ser, or Thr.

(a) Write the balanced chemical equation for the hydrolytic 
deamidation of Asn to Asp.
(b) The mechanism of deamidation of the amide side chain 
involves an acid catalyst (HA). The fi rst step of the reaction is 
shown below. Draw the rest of the reaction mechanism.

C O

CH2

CH2

NH2

H A

site, Asp 32 and Asp 215, constitute a catalytic dyad, rather than the 
catalytic triad found in chymotrypsin.

(a) Begin with the fi gure provided and draw the reaction 
mechanism for peptide hydrolysis catalyzed by renin.
(b) What type of catalytic strategy is utilized by renin?
(c) Compare the pK values of the Asp 32 and Asp 215 residues.

Asp 32

Asp 215

C
H H

OH

O O

C O
O

H
N C

O�

43. The protease from the human immunodefi ciency virus 
(HIV) is a target of the “cocktail” of drugs now on the market to 
treat HIV/AIDS. The protease has a mechanism similar to that of 
renin, described in Problem 42, except that renin consists of a single 
protein with two catalytic Asp residues, whereas the HIV protease 
consists of two identical subunits, each of which contributes an Asp 
residue. Is this an example of convergent or divergent evolution? 
Explain.

44. The enzyme bromelain (found in pineapple) is also a prote-
ase but is a member of a family of enzymes, referred to as cysteine 
proteases, in which a cysteine residue plays a catalytic role similar 
to serine in serine proteases. Bromelain has been found to relieve 
infl ammation, and some studies have shown that it has antitumor 
activity. Like the serine proteases, bromelain contains a histidine, 
but unlike serine proteases, bromelain lacks an aspartate in its 
active site.

(a) Using what you know about chymotrypsin’s mechanism, 
draw a reaction mechanism for the hydrolysis of a peptide bond 
by bromelain.
(b) Does the mechanism you have drawn employ acid–base 
catalysis, covalent catalysis, or both?
(c) Draw a reaction coordinate diagram that is consistent with 
the mechanism of bromelain.
(d) Why did natives of tropical countries use bromelain as a 
meat tenderizer?
(e) The pK values for the active site residues in bromelain are 
,3 and ,8. The pH optimum for the reaction is 6.0. Assign 
pK values to the appropriate amino acid side chains and explain 
your reasoning.

45. Sulfhydryl groups can react with the alkylating reagent 
N-ethylmaleimide (NEM). When NEM is added to a solution of 
creatine kinase, Cys 278 is alkylated, but no other Cys residues in 
the protein are modifi ed. What can you infer about the role of the 
Cys 278 residue based on this information?

46. Cysteine proteases (see Problem 44) can often be inactivated 
by iodoacetate (ICH2COO2). Show the chemical reaction for the 
modifi cation of the Cys side chain by iodoacetate. Why would such 
a modifi cation inactivate an enzyme that required a Cys side chain 
for activity?

47. The botulinum neurotoxin secreted by Clostridium  botulinum 
consists of three polypeptide chains, one of which is a protease. The 

c06HowEnzymesWork.indd Page 185  19/07/12  10:40 AM user-F391c06HowEnzymesWork.indd Page 185  19/07/12  10:40 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



186

(c) Since the deamidation of Asn residues is known to be 
nonenzymatic, the HA acid catalyst cannot be provided by an 
enzyme. Instead, the catalytic groups are believed to be provided 
by neighboring amino acids in the protein undergoing deamida-
tion. Refer to your answer in part (b) and examine the mecha-
nism you have written. Describe how amino acid side chains 
that either precede or follow the labile Asn could serve as 
catalytic groups in the deamidation process.
(d) Amino terminal Gln residues undergo deamidation much 
more rapidly than internal Gln residues. Write a mechanism for 
this deamidation process, which includes the formation of a fi ve-
membered pyrrolidone ring. Amino terminal Asn residues do 
not undergo deamidation. Explain why.
(e) It has been observed that Asn and Gln residues in the 
interior of a protein are deamidated at a much slower rate than 
Asn and Gln residues on the surface of the protein. Explain 
why.

50. Enzymes in the amidase family catalyze the hydrolysis of 
amide bonds using a mechanism similar to that of the serine prote-
ases. But the catalytic triad contains the residues Ser–Ser–Lys instead 
of the Asp–His–Ser triad found in the serine proteases. The Ser–
Ser–Lys triad is shown below. Propose a mechanism for the amidase 
enzyme.

CH2

R1

R2 C
H
N

O

O�

CH2

HO

(CH2)4

NH3
�

6-3 The Unique Properties of Enzyme Catalysts

51. When substrates bind to an enzyme, their free energy may be 
lowered. Why doesn’t this binding defeat catalysis?

52. Substrates and reactive groups in an enzyme’s active site must 
be precisely aligned in order for a productive reaction to occur. 
Why, then, is some conformational fl exibility also a requirement for 
catalysis?

53. Daniel Koshland has noted that hexokinase undergoes a 
large conformational change on substrate binding, which appar-
ently prevents water from entering the active site and participating 
in hydrolysis. However, the serine proteases do not undergo large 
conformational changes on substrate binding. Explain.

54. When ATP and the sugar xylose (which resembles glucose 
but has only fi ve carbons) are added to hexokinase, the enzyme pro-
duces xylose-5-phosphate along with some free phosphate. Does 
this observation support Koshland’s induced fi t hypothesis?

55. Refer to Problem 47. What is the role of the zinc ion in 
catalysis? In transition state stabilization?

56. Refer to Problem 50. How might the amidase stabilize the 
transition state?

57. The enzyme adenosine deaminase catalyzes the conversion 
of adenosine to inosine (above, right). The compound 1,6-dihydro-
purine ribonucleoside binds to the enzyme with a much greater 
affi nity than the adenosine substrate. What does this tell us about 
the mechanism of adenosine deaminase?

NH2

N

N N

N
1

6

Ribose

HN

O

adenosine
deaminase

H2O NH3

Adenosine Inosine

1,6-Dihydropurine nucleoside

N N

N

Ribose

HN

N N

N

Ribose

HH

58. Imidazole reacts with p-nitrophenylacetate to produce the 
N-acetylimidazolium and p-nitrophenolate ions.

H3C NO2C

O

N

N
H

p -Nitrophenylacetate

Imidazole

O

H3C

O

NO2

p -Nitrophenolate

�O�N�

C

N
H

N-Acetylimidazolium

(a) The compound shown below reacts to form p-nitrophenolate. 
Draw the reaction mechanism for this reaction.

NO2OC

N

O

NH

(b) The compound described in part (a) reacts 24 times faster 
than imidazole. Explain why.
(c) What can the results of this experiment tell us about the 
way enzymes speed up reaction rates?

6-4 Some Additional Features of Enzymes

59. Many genetic mutations prevent the synthesis of a protein or 
give rise to an enzyme with diminished catalytic activity. Is it possi-
ble for a mutation to increase the catalytic activity of an enzyme?

60. If the active site of chymotrypsin excludes water when its 
substrate binds, how is it possible for a water molecule to participate 
in the second stage of catalysis (as shown in Fig. 6-10)?

61. The amino acid Asp 189 lies at the base of the substrate 
specifi city pocket in the enzyme trypsin.
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 Peptide (P1–P19–P29–P39) Catalyzed rate (s–1)

 Asp–Ala–Ala–Leu 5.3
 Asp–Phe–Ala–Leu 9.9
 Asp–Lys–Ala–Leu 2.8
 Asp–Asp–Ala–Leu 9.8
 Asp–Ala–Phe–Leu 17.2
 Asp–Ala–Lys–Leu 5.0
 Asp–Ala–Asp–Leu 2.3

63. Chymotrypsin is usually described as an enzyme that cata-
lyzes hydrolysis of peptide bonds following Phe, Trp, or Tyr resi-
dues. Is this information consistent with the description of the 
bonds cleaved during chymotrypsin activation (Figure 6-18)? What 
does this tell you about chymotrypsin’s substrate specifi city?

64. Describe how the activation of the digestive enzyme chymo-
trypsin follows a cascade mechanism. Draw a diagram of your 
 cascade.

65. Would chymotrypsin catalyze hydrolysis of the substrate 
shown in Problem 8? Explain why or why not.

66. Does DIPF inactivate trypsin or elastase (see Problem 29)? 
Explain.

67. Hereditary pancreatitis is caused by a mutation in the auto-
catalytic domain of trypsinogen that results in persistent activity of 
the enzyme.

(a) What are the physiological consequences of this disease?
(b) Describe a strategy to treat this disease.

68. Some plants contain compounds that inhibit serine prote-
ases. It has been hypothesized that these compounds protect the 
plant from proteolytic enzymes of insects and microorganisms that 
would damage the plant. Tofu, or bean curd, possesses these com-
pounds. Manufacturers of tofu treat it to eliminate serine protease 
inhibitors. Why is this treatment necessary?

69. Not all proteases are synthesized as zymogens or have inhibi-
tors that block their activity. What limits the potentially destructive 
power of these proteases?

70. A chymotrypsin inhibitor isolated from snake venom resem-
bles the bovine pancreatic trypsin inhibitor (Fig. 6-20) but has an 
Asn residue in place of Lys 15. Why is this fi nding unexpected?

(a) How is this related to trypsin’s substrate specifi city? What 
kinds of interactions take place between the Asp 189 and the 
side chain of the residue preceding the scissile bond?
(b) In site-directed mutagenesis studies, Asp 189 was replaced 
with lysine. How do you think this would affect substrate 
specifi city?
(c) The investigators who carried out the experiment described 
in part (b) analyzed the three-dimensional structure of the 
mutant enzyme and found that Lys 189 is actually not located 
in the substrate specifi city pocket. Instead, the Lys side chain 
reaches out of the base of the pocket, rendering the specifi city 
pocket nonpolar. With this additional information, determine 
how the substrate specifi city would differ in the Lys 189 mutant 
enzyme.

62. An enzyme involved in the regulation of blood pressure was 
recently purifi ed and characterized. It is an aspartyl aminopeptidase, 
which hydrolyzes peptide bonds on the carboxyl side of aspartate 
residues. The investigators who purifi ed the enzyme were interested 
in learning about the substrate binding site, so they synthesized a 
series of artifi cial peptides and tested the ability of the enzyme to 
hydrolyze them. The peptides and their reaction rates are listed in 
the table above right. The residues are labeled P1–P19–P29–P39, 
and the hydrolyzed bond is between P1 and P19.

(a) It is likely that both the P19 residue and the P29 residue fi t 
in adjacent “pockets” on the aspartyl aminopeptidase enzyme. 
Describe the characteristics of these pockets on the enzyme, 
using the kinetic data in the table.
(b) The investigators have proposed that the “natural” or 
endogenous substrate for aspartyl aminopeptidase is angiotensin 
II, which is involved in the regulation of blood pressure. However, 
the authors also mention that a potential exogenous substrate 
might be the artifi cial sweetener aspartame (Nutrasweet®), which 
is the methylated dipeptide aspartylphenylalanine (Asp–Phe–
OCH3). Based on the results presented here, do you think that 
aspartame would be a good substrate for the enzyme?
(c) Draw the structure of aspartame and the products of its 
hydrolysis by aspartyl aminopeptidase.
(d) Under nondenaturing conditions, the enzyme appears to be 
the same size as the protein ferritin, which has a molecular mass 
of 440 kD. Under denaturing conditions, the purifi ed enzyme 
behaves like a single polypeptide of 55 kD. What can you 
determine about the enzyme’s structure from these data?

Di Cera, E., Serine proteases, IUBMB Life  61, 510–515 (2009). 
[Summarizes some of the biological roles and mechanistic features 
of proteases.]
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THIS CHAPTER IN CONTEXT

Do You Remember?
 Living organisms obey the laws of thermodynamics (Section 1-3).

 Noncovalent forces, including hydrogen bonds, ionic interactions, and 

van der Waals forces, act on biological molecules (Section 2-1).

 An acid’s pK value describes its tendency to ionize (Section 2-3).

 The 20 amino acids differ in the chemical characteristics of their R groups 

(Section 4-1).

 Some proteins can adopt more than one stable conformation (Section 4-3).

Part 2 Molecular Structure
 and Function

 7 Enzyme Kinetics 
and Inhibition

Part 3 Metabolism

Part 1 Foundations

Part 4 Genetic Information

HOW do we measure how well a drug works?

One of the best-selling pharmaceutical compounds is atorvastatin 
(Lipitor, shown here in space-fi lling form). Like many other drugs, 

atorvastatin inhibits the catalytic activity of an enzyme, in this 
case HMG-CoA reductase, which catalyzes a critical step in the 
biosynthesis of cholesterol. Consequently, atorvastatin can lower 
the level of circulating cholesterol, thereby reducing the risk of 

cardiovascular disease. But long before the fi rst patient with high 
cholesterol got a prescription for Lipitor, researchers had to characterize the 
drug’s effects on the enzyme by measuring catalytic activity in the presence 
and absence of the drug, using the universal language of enzyme kinetics.
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Introduction to Enzyme Kinetics

The structure and chemical mechanism of an enzyme (for example, chymotrypsin, 
as discussed in Chapter 6) often reveal a great deal about how that enzyme functions 
in vivo. However, structural information alone does not provide a full accounting of 
an enzyme’s physiological role. For example, one might need to know exactly how 
fast the enzyme catalyzes a reaction or how well it recognizes different substrates 
or how its activity is affected by other substances. These questions are not trivial—
consider that a single cell contains thousands of different enzymes, all operating 
simultaneously and in the presence of one anothers’ substrates and products. To 
fully describe enzyme activity, enzymologists apply mathematical tools to quantify 
an enzyme’s catalytic power and its substrate affi nity as well as its response to 
inhibitors. This analysis is part of the area of study known as enzyme kinetics (from 
the Greek kinetos, which means “moving”).
 Some of the earliest biochemical studies examined the reactions of crude preparations 
of yeast cells and other organisms. Even without isolating any enzymes, researchers 
could mathematically analyze their activity by measuring the concentrations of sub-
strates and reaction products and observing how these quantities changed over time. 
For example, consider the simple reaction catalyzed by triose phosphate isomerase, 
which interconverts two three-carbon sugars (trioses):

C

HO

C

Glyceraldehyde-3-phosphate

triose phosphate isomerase

CH2OPO3
2� CH2OPO3

2�

OHH

C

C

Dihydroxyacetone phosphate

O

H

OHH

Over the course of the reaction, the concentration of the substrate glyceraldehyde-3
phosphate falls as the concentration of the product dihydroxyacetone phosphate 
rises (Fig. 7-1). The progress of this or any reaction can be expressed as a velocity 

KEY CONCEPT
• An enzyme’s activity, measured as 

the rate of product formation, varies 
with the substrate concentration.

7-1 Introduction to Enzyme Kinetics

In the preceding chapter, we examined the basic features of enzyme catalytic activity, 
primarily by exploring the various catalytic mechanisms used by chymotrypsin. This 
chapter extends the discussion of enzymes by introducing enzyme kinetics, the 
mathematical analysis of enzyme activity. Here we describe how an enzyme’s reac-
tion speed and specifi city can be quantifi ed and how this information can be used to 
evaluate the enzyme’s physiological function. We also look at the regulation of 
enzyme activity by inhibitors that bind to the enzyme and alter its activity. The 
discussion also focuses on allosteric regulation, a mechanism for inhibiting as well as 
activating enzymes.

Figure 7-1 Progress of the triose 
phosphate isomerase reaction. Over 
time, the concentration of the substrate 
glyceraldehyde-3-phosphate decreases 
and the concentration of the product 
dihydroxyacetone phosphate increases.

? Extend the lines in the graph to 
show that the reaction eventually 
reaches equilibrium, when the ratio 
of product concentration to reactant 
concentration is about 22.

Concentration

Time

Dihydroxyacetone phosphate
(product)

Glyceraldehyde-3-phosphate
(substrate)

c07EnzymeKineticsAndInhibition.indd Page 189  03/08/12  1:24 PM user-F391c07EnzymeKineticsAndInhibition.indd Page 189  03/08/12  1:24 PM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



190
Ch 7 Enzyme Kinetics and Inhibition

(v), either the rate of disappearance of the substrate (S) or the rate of appearance of 
the product (P):

 v 5 2
d [S ]

dt
5

d [P ]

dt
 [7-1]

where [S] and [P] represent the concentrations of the substrate and product, re-
spectively. Not surprisingly, the more catalyst (enzyme) present, the faster the reaction 
(Fig. 7-2).
 When the enzyme concentration is held constant, the reaction velocity 
varies with the substrate concentration, but in a nonlinear fashion (Fig. 7-3). The 
shape of this velocity versus substrate curve is an important key to understanding 
how enzymes interact with their substrates. The hyperbolic, rather than linear, 
shape of the curve suggests that an enzyme physically combines with its substrate to form 
an enzyme–substrate (ES) complex. Therefore, the enzyme-catalyzed conversion of 
S to P

 S ¡
E

P

can be more accurately written as

E 1 S S ES S E 1 P

As small amounts of substrate are added to the enzyme preparation, enzyme activ-
ity (measured as the reaction velocity) appears to increase almost linearly. How-
ever, the enzyme’s activity increases less dramatically as more substrate is added. At 
very high substrate concentrations, enzyme activity appears to level off as it ap-
proaches a maximum value. This behavior shows that at low substrate concentra-
tions, the enzyme quickly converts all the substrate to product, but as more sub-
strate is added, the enzyme becomes saturated with substrate—that is, there are 
many more substrate molecules than enzyme molecules, so not all the substrate 
can be converted to product in a given time. These so-called saturation kinetics 
are a feature of many binding phenomena, including the binding of O2 to myo-
globin (see Section 5-1).
 The curve shown in Figure 7-3 reveals considerable information about a given 
enzyme and substrate under a chosen set of reaction conditions. All simple enzyme-
catalyzed reactions yield a hyperbolic velocity versus substrate curve, but the exact 
shape of the curve depends on the enzyme, its concentration, the concentrations of 

Figure 7-2 Progress of the triose 
phosphate isomerase reaction. The 
more enzyme present, the faster the 
reaction.

Reaction

velocity, v

Enzyme concentration, [E]

Figure 7-3 A plot of reaction velocity versus substrate concentration. Varying 
amounts of substrate are added to a fi xed amount of enzyme. The reaction velocity is 
measured for each substrate concentration and plotted. The resulting curve takes the 
form of a hyperbola, a mathematical function in which the values fi rst increase steeply 
but eventually approach a maximum.

? Compare this diagram to Figure 5-3, which shows oxygen binding to myoglobin.

Reaction
velocity, v

Substrate concentration, [S]
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Derivation and Meaning of the 

Michaelis–Menten Equation

enzyme inhibitors, the pH, the temperature, and so on. By analyzing such curves, it 
is possible to address some basic questions, for example,

• How fast does the enzyme operate?
• How effi ciently does the enzyme convert different substrates to products?
• How susceptible is the enzyme to various inhibitors and how do these inhibitors 

affect enzyme activity?

The answers to these questions, in turn, may reveal

• Whether an enzyme is likely to catalyze a particular reaction in vivo
• What substances are likely to serve as physiological regulators of the enzyme’s 

activity
• Which enzyme inhibitors might be effective drugs

CONCEPT REVIEW
• Describe two ways to express the velocity of an enzymatic reaction.
• Why does a plot of velocity versus substrate concentration yield a curve?

The mathematical analysis of enzyme behavior centers on the equation that de-
scribes the hyperbolic shape of the velocity versus substrate plot (see Fig. 7-3). We 
can analyze an enzyme-catalyzed reaction, such as the one catalyzed by triose phos-
phate isomerase, by conceptually breaking it down into smaller steps and using the 
terms that apply to simple chemical processes.

Rate equations describe chemical processes

Consider a unimolecular reaction (one that involves a single reactant) such as the 
conversion of compound A to compound B:

A S B

The progress of this reaction can be mathematically described by a rate equation in 
which the reaction rate (the velocity) is expressed in terms of a constant (the rate 
constant) and the reactant concentration [A]:

 v 5 2
d [A]

dt
5 k [A] [7-2]

Here, k is the rate constant and has units of reciprocal seconds (s21). This equation 
shows that the reaction velocity is directly proportional to the concentration of 
reactant A. Such a reaction is said to be fi rst-order because its rate depends on the 
concentration of one substance.
 A bimolecular or second-order reaction, which involves two reactants, can be 
written

A 1 B S C

Its rate equation is

 v 5 2
d [A]

dt
5 2

d [B]
dt

5 k[A][B] [7-3]

Here, k is a second-order rate constant and has units of M21 ? s21. The velocity of a 
second-order reaction is therefore proportional to the product of the two reactant 
concentrations (see Sample Calculation 7-1).

KEY CONCEPTS
• Simple chemical reactions 

are described in terms of rate 
constants.

• The Michaelis–Menten equation 
describes enzyme-catalyzed 
reactions in terms of KM and Vmax.

• The kinetic parameters KM, kcat, 
and kcat/KM are experimentally 
determined.

• KM and Vmax values can be derived 
for enzymes that do not follow the 
Michaelis–Menten model.

7-2  Derivation and Meaning of the 
Michaelis–Menten Equation
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The Michaelis–Menten equation is a rate equation 
for an enzyme-catalyzed reaction

In the simplest case, an enzyme binds its substrate (in an enzyme–substrate com-
plex) before converting it to product, so the overall reaction actually consists of fi rst-
order and second-order processes, each with a characteristic rate constant:

 k1 k2

 E 1 S Δ ES ¡  E 1 P [7-4]

 k–1

The initial collision of E and S is a bimolecular reaction with the second-order rate 
constant k1. The ES complex can then undergo one of two possible unimolecular 
reactions: k2 is the fi rst-order rate constant for the conversion of ES to E and P, and 
k21 is the fi rst-order rate constant for the conversion of ES back to E and S. The 
bimolecular reaction that would represent the formation of ES from E and P is not 
shown because we assume that the formation of product from ES (the step described 
by k2) does not occur in reverse.
 The rate equation for product formation is

 
v 5

d
 
[P]

dt
5 k

2
[ES]

 
[7-5]

To calculate the rate constant, k2, for the reaction, we would need to know the reac-
tion velocity and the concentration of ES. The velocity can be measured relatively 
easily, for example, by using a synthetic substrate that is converted to a light-absorb-
ing or fl uorescent product. (The velocity of the reaction is just the rate of appearance 
of the product as monitored by a spectrophotometer or fl uorimeter.) However, mea-
suring [ES] is more diffi cult because the concentration of the enzyme–substrate 
complex depends on its rate of formation from E and S and its rate of decomposi-
tion to E 1 S and E 1 P:

  

d
 
[ES]

dt
5 k

1
[E][S] 2 k

21
[ES] 2 k

2
[ES]

 
[7-6]

 To simplify our analysis, we choose experimental conditions such that the sub-
strate concentration is much greater than the enzyme concentration ([S] .. [E]). 
Under these conditions, after E and S have been mixed together, the concentration of 

SAMPLE CALCULATION 7-1

PROBLEM

SOLUTION

Determine the velocity of the reaction X 1 Y n Z when the sample contains 3 mM X 
and 5 mM Y and k for the reaction is 400 M21 ? s21.

Use Equation 7-3 and make sure that all units are consistent:

 v 5 k [X][Y ]

 5 (400 M21 ? s21)(3 mM)(5 mM)

 5 (400 M21 ? s21)(3 3 1026 M)(5 3 1026 M)

 5 6 3 1029 M ? s21 5 6 nM ? s21

PRACTICE PROBLEMS 1. Calculate k for the reaction X 1 Y n Z when the sample contains 5 mM A and 
5 mM Y and the velocity is 5 mM � s21.

2. Determine the velocity of the reaction in Problem 1 when [X] 5 20 mM and 
[Y] 5 10 mM.

3. If k for the reaction X 1 Y n Z is 0.5 mM21 � s21 and [X] 5 [Y], determine 
the substrate concentration at which v 5 8 mM � s21.
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ES remains constant until nearly all the substrate has been converted to product. This is 
shown graphically in Figure 7-4. [ES] is said to maintain a steady state (it has a 
constant value) and

 
d [ES]

dt
5 0 [7-7]

 According to the steady-state assumption, the rate of ES formation must therefore 
balance the rate of ES consumption:

 k1[E][S] 5 k21[ES] 1 k2[ES] [7-8]

 At any point during the reaction, [E]—like [ES]—is diffi cult to determine, but 
the total enzyme concentration, [E]T, is usually known:

 [E]T 5 [E] 1 [ES] [7-9]

Thus, [E] 5 [E]T 2 [ES]. This expression for [E] can be substituted into Equation 7-8 
to give

 k1([E]T 2 [ES])[S] 5 k21[ES] 1 k2[ES] [7-10]

Rearranging (by dividing both sides by [ES] and k1) gives an expression in which all 
three rate constants are together:

 
([E]T 2 [ES])[S]

[ES]
5

k21 1 k2

k1
 [7-11]

At this point, we can defi ne the Michaelis constant, KM, as a collection of rate 
constants:

 K M 5
k21 1 k2

k1
 [7-12]

Consequently, Equation 7-11 becomes

 
([E]T 2 [ES])[S]

[ES 4 5 K M [7-13]

or

 KM[ES] 5 ([E]T 2 [ES])[S] [7-14]

Dividing both sides by [ES] gives

 K M 5
[E]T[S]

[ES]
2 [S] [7-15]

or

 
[E]T[S]

[ES]
5 KM 1 [S] [7-16]

Concentration

Time

E

S P

ES

Figure 7-4 Changes in concentration 
for a simple enzyme-catalyzed 
reaction. For most of the duration of 
the reaction, [ES] remains constant 
while S is converted to P. In this 
idealized reaction, all the substrate is 
converted to product.  See Animated 
Figure. Progress curves for an enzyme-
catalyzed reaction.
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Solving for [ES] yields

 [ES] 5
[E]T [S]

K M 1 [S]
 [7-17]

 The rate equation for the formation of product (Equation 7-5) is v � k2[ES], so 
we can express the reaction velocity as

 v 5 k2[ES] 5
k2[E]T [S]

KM 1 [S]
 [7-18]

Now we have an equation containing known quantities: [E]T and [S]. Although some 
S is consumed in forming the ES complex, we can ignore it because [S]T .. [E]T.
 Typically, kinetic measurements are made soon after the enzyme and substrate are 
mixed together, before more than about 10% of the substrate molecules have been 
converted to product molecules (this is also the reason why we can ignore the reverse 
reaction, E 1 P n ES). Therefore, the velocity at the start of the reaction (at time 
zero) is expressed as v0 (the initial velocity):

 v0 5
k2[E]T [S]

KM 1 [S]
 [7-19]

We can make one additional simplifi cation: When [S] is very high, virtually all the 
enzyme is in its ES form (it is saturated with substrate) and therefore approaches its 
point of maximum activity (see Fig. 7-3). The maximum reaction velocity, desig-
nated Vmax, can be expressed as

 Vmax 5 k2[E]T [7-20]

which is similar to Equation 7-5. By substituting Equation 7-20 into Equation 7-19, 
we obtain

 v0 5
Vmax[S]

K M 1 [S]
 [7-21]

This relationship is called the Michaelis–Menten equation after Leonor Michaelis 
and Maude Menten, who derived it in 1913. It is the rate equation for an enzyme-
catalyzed reaction and is the mathematical description of the hyperbolic curve shown in 
Figure 7-3. (See Sample Calculation 7-2.)

SAMPLE CALCULATION 7-2

PROBLEM An enzyme-catalyzed reaction has a KM of 1 mM and a Vmax of 5 nM ? s21. What 
is the reaction velocity when the substrate concentration is 0.25 mM?

SOLUTION

PRACTICE PROBLEMS

Use the Michaelis–Menten equation (Equation 7-21):

 v0 5
(5 nM ? s21)(0.25 mM)

(1 mM) 1 (0.25 mM)

 5
1.25

1.25
 nM ? s21

 5 1 nM ? s21

4. Using the above information, determine the reaction velocity when the substrate 
concentration is 1.5 mM.

5. Using the above information, determine the reaction velocity when the substrate 
concentration is 10 mM.

6. If Vmax for a reaction is 7.5 mM ? s21 and the reaction velocity is 5 mM ? s21 
when the substrate concentration is 1 mM, what is the KM?

7. Using the same information as in Problem 6, determine the substrate concen-
tration at which v 5 2.5 mM ? s21.
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KM is the substrate concentration at which 
velocity is half-maximal

We have seen that the Michaelis constant, KM, is a combination of 
three rate constants (Equation 7-12), but it can be fairly easily de-
termined from experimental data. Kinetic measurements are usu-
ally made over a range of substrate concentrations. When [S] 5 
KM, the reaction velocity (v0) is equal to half its maximum value (v0 
5 Vmax/2), as shown in Figure 7-5. You can prove that this is true 
by substituting KM for [S] in the Michaelis–Menten equation 
(Equation 7-21). Since K M is the substrate concentration at which the 
reaction velocity is half-maximal, it indicates how effi ciently an en-
zyme selects its substrate and converts it to product. The lower the 
value of KM, the more effective the enzyme is at low substrate con-
centrations; the higher the value of KM, the less effective the en-
zyme is. The K M is unique for each enzyme–substrate pair. Consequently, KM values 
are useful for comparing the activities of two enzymes that act on the same substance 
or for assessing the ability of different substrates to be recognized by a single enzyme.
 In practice, KM is often used as a measure of an enzyme’s affi nity for a substrate. In 
other words, it approximates the dissociation constant of the ES complex:

 K M <
[E][S]
[ES]

 [7-22]

Note that this relationship is strictly true only when the rate of the ES n E 1 P reaction 
is much slower than the rate of the ES n E 1 S reaction (that is, when k2 V k21).

The catalytic constant describes how quickly 
an enzyme can act

It is also useful to know how fast an enzyme operates after it has selected and bound 
its substrate. In other words, how fast does the ES complex proceed to E 1 P? This 
parameter is termed the catalytic constant and is symbolized kcat. For any enzyme-
catalyzed reaction,

 kcat 5
Vmax

[E]T
 [7-23]

For a simple reaction, such as the one diagrammed in Equation 7-4,

 kcat 5 k2 [7-24]

Thus, kcat is the rate constant of the reaction when the enzyme is saturated with substrate 
(when [ES] < [E]T and v0 < Vmax). We have already seen this relationship in Equa-
tion 7-20. kcat is also known as the enzyme’s turnover number because it is the 
number of catalytic cycles that each active site undergoes per unit time, or the num-
ber of substrate molecules transformed to product molecules by a single enzyme in 
a given period of time. The turnover number is a fi rst-order rate constant and there-
fore has units of s21. As shown in Table 7-1, the catalytic constants of enzymes vary 
over many orders of magnitude.
 Keep in mind that the rate of an enzymatic reaction is a function of the number of 
reactant molecules that can achieve the high-energy transition state per unit time (as 
explained in Section 6-2). While an enzyme can accelerate a chemical reaction by 
providing a mechanistic pathway with a lower activation energy barrier, the enzyme 
cannot alter the free energies of the reactants and products. This means that the enzyme 
can make a reaction happen faster, but only when the overall change in free energy is 
less than zero (that is, the products have lower free energy than the reactants).

kcat/KM indicates catalytic effi ciency

An enzyme’s effectiveness as a catalyst depends on how avidly it binds its substrates 
and how rapidly it converts them to products. Thus, a measure of catalytic effi ciency 
must refl ect both binding and catalytic events. The quantity kcat/K M satisfi es this 

Vmax

KM

Vmax
2

v0

[S]

Figure 7-5 Graphical determination 
of KM. K M corresponds to the substrate 
concentration at which the reaction 
velocity is half-maximal. It can be 
visually estimated from a plot of v0 
versus [S].  See Animated Figure. 
Plot of initial velocity versus substrate 
concentration.

? Explain why doubling the substrate 
concentration does not necessarily 
double the reaction rate.

TABLE 7-1  

Catalytic Constants of Some 
Enzymes

Enzyme kcat (s
21)

Staphylococcal nuclease 95
Cytidine deaminase 299
Triose phosphate isomerase 4300
Cyclophilin 13,000
Ketosteroid isomerase 66,000
Carbonic anhydrase 1,000,000

[Data from Radzicka, A., and Wolfenden, R., Science 
267, 90–93 (1995).]
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requirement. At low concentrations of substrate ([S] , K M), very little ES forms 
and [E] < [E]T. Equation 7-18 can then be simplifi ed (the [S] term in the denomi-
nator becomes insignifi cant):

 v0 5
k2[E]T [S]

K M 1 [S]
 [7-25]

 v0 <
k2

K M
[E][S] [7-26]

Equation 7-26 is the rate equation for the second-order reaction of E and S. kcat/KM, 
which has units of M21 ? s21, is the apparent second-order rate constant. As such, it 
indicates how the reaction velocity varies according to how often the enzyme and 
substrate combine with each other. The value of kcat/KM, more than either KM or kcat 
alone, represents the enzyme’s overall ability to convert substrate to product.
 What limits the catalytic power of enzymes? Electronic rearrangements during 
formation of the transition state occur on the order of 10213 s, about the lifetime of 
a bond vibration. But enzyme turnover numbers are much slower than this (see Table 7-1). 
An enzyme’s overall speed is further limited by how often it collides productively with 
its substrate. The upper limit for the rate of this second-order reaction (a bimolecular 
reaction) is about 108 to 109 M21 ? s21, which is the maximum rate at which two 
freely diffusing molecules can collide with each other in aqueous solution.
 This so-called diffusion-controlled limit for the second-order reaction between an 
enzyme and a substrate is achieved by several enzymes, including triose phosphate 
isomerase, whose value of kcat/KM is 2.4 3 108 M21 ? s21. This enzyme is therefore 
said to have reached catalytic perfection because its overall rate is diffusion-controlled: 
It catalyzes a reaction as rapidly as it encounters its substrate. However, many enzymes 
perform their physiological roles with more modest kcat/KM values.

KM and Vmax are experimentally determined

Kinetic data are usually collected by adding a small amount of an enzyme to varying 
amounts of substrate and then monitoring the reaction mixture for the appear-
ance of product over a period of time. In order to meet the assumptions of the 
Michaelis–Menten model, the concentration of the substrate must be much greater 
than the concentration of the enzyme (so that the concentration of the ES complex 
will be constant and the formation of the ES complex will be limited by the affi nity 
of E for S, not the amount of S available), and measurements must be taken of 
the initial velocity, before product begins to accumulate and the reverse reaction 
becomes signifi cant.

Velocity versus substrate plots such as Figure 7-5 can be useful for visually esti-
mating the kinetic parameters KM and V max (from which k cat can be derived by 
Equation 7-23). However, in practice, hyperbolic curves are prone to misinterpreta-
tion because it is diffi cult to estimate the upper limit of the curve (V max). In order 
to more accurately determine V max and K M (the substrate concentration at V max /2), 
it is necessary to perform one of the following steps:

1.   Analyze the data by a curve-fi tting computer program that mathematically 
 calculates the upper limit for the reaction velocity.

2.   Transform the data to a form that can be plotted as a line. The best-known linear 
transformation of the velocity versus substrate curve is known as a Lineweaver–
Burk plot, whose equation is

 
1
v0

5 a K M

V max
b 1

[S]
1

1

V max
 [7-27]

 Equation 7-27 has the familiar form y � mx 1 b. A plot of 1/v0 versus 1/[S] gives 
a straight line whose slope is KM/V max and whose intercept on the 1/v0 axis is 
1/V max. The extrapolated intercept on the 1/[S] axis is 21/K M (Fig. 7-6). A 

c07EnzymeKineticsAndInhibition.indd Page 196  03/08/12  1:24 PM user-F391c07EnzymeKineticsAndInhibition.indd Page 196  03/08/12  1:24 PM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



Vmax

KM
Vmax

1
[S]

Slope =

1
v0

1

KM

−1

Figure 7-6 A Lineweaver–Burk plot. 
Plotting the reciprocals of [S] and v0 
yields a line whose slope and intercepts 
yield values of KM and Vmax. The 
plotted points correspond to the points 
in Figure 7-5.  See Animated Figure. 
Lineweaver–Burk plot.

? Sketch a line to represent a reaction 
with a larger value of KM and the same 
value of Vmax.

SAMPLE CALCULATION 7-3

PROBLEMThe velocity of an enzyme-catalyzed reaction was measured at several substrate 
concentrations. Calculate KM and Vmax for the reaction.

 [S] (mM) v0 (mM ? s21)

 0.25 0.75
 0.5 1.20
 1.0 1.71
 2.0 2.18
 4.0 2.53

SOLUTIONCalculate the reciprocals of the substrate concentration and velocity, then make a 
plot of 1/v0 versus 1/[S] (a Lineweaver–Burk plot).

The intercept on the 1/[S] axis (which is equal to 21/KM) is 21.33 mM21. Therefore,

K M 5 2a 1

21.33 mM21b 5 0.75 mM

The intercept on the 1/v 0 axis (which is equal to 1/Vmax) is 0.33 mM21 ? s. Therefore,

Vmax 5
1

0.33 mM21 ? s
5 3.0 mM ? s21

1

0.5

1.0

1.5

0.33

2 3 4−1−2

−1.33

1
[S]

(µM−1)

(mM−1 . s)1
v0

1/[S] (mM21) 1/v0 (mM21 ? s21)

4.0 1.33
2.0 0.83
1.0 0.58
0.5 0.46
0.25 0.40

 comparison of Figures 7-5 and 7-6, made from the same data, illustrates how evenly 
spaced points on a velocity versus substrate plot become compressed in a Lineweaver–
Burk plot (see Sample Calculation 7-3).
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 Ideally, experimental conditions are chosen so that velocity measurements can be 
made for substrate concentrations that are both higher and lower than KM. This 
yields the most accurate values for KM and V max. A Lineweaver–Burk plot, whether 
constructed manually or by computer, offers the advantage that KM and V max can be 
quickly estimated by eye. Linear plots are also more convenient than curves for 
comparing multiple data sets, such as different enzyme preparations, or a single 
enzyme in the presence of different concentrations of an inhibitor.

Not all enzymes fi t the simple Michaelis–Menten model

So far, the discussion has focused on the very simplest of enzyme-catalyzed reac-
tions, namely, a reaction with one substrate and one product. Such reactions repre-
sent only a small portion of known enzymatic reactions, many of which involve 
multiple substrates and products, proceed via multiple steps, or do not meet the as-
sumptions of the Michaelis–Menten kinetic model for other reasons. Nevertheless, 
the kinetics of these reactions can still be evaluated.

1. Multisubstrate Reactions
More than half of all known biochemical reactions involve two substrates. Most of 
these bisubstrate reactions are either oxidation–reduction reactions or transferase reac-
tions. In an oxidation–reduction reaction, electrons are transferred between substrates:

X oxidized 1 Yreduced S X reduced 1 Y oxidized

In a transferase reaction, such as the one catalyzed by transketolase, a group is trans-
ferred between two molecules:

C

Fructose-6-phosphate

transketolase

CH2OPO3
2�

CH2OH

OHH

C OHH

C H
�

HO

C O
C

HO

C

Glyceraldehyde-3-phosphate

OHH

CH2OH

Xylulose-5-phosphate

C OHH

C H� HO

C

C OHH

C OHH

O

Erythrose-4-phosphate

CH2OPO3
2�

CH2OPO3
2� CH2OPO3

2�

C

HO

The transketolase reaction is ubiquitous in nature; it functions in the synthesis and 
degradation of carbohydrates. As written here, it transforms a six-carbon sugar and 
a three-carbon sugar to a four-carbon sugar and a fi ve-carbon sugar. Each of the sub-
strates interacts with the enzyme with a characteristic KM. To experimentally determine 
each KM, the reaction velocity is measured at different concentrations of one sub-
strate while the other substrate is present at a saturating concentration. Vmax is the 
maximum reaction velocity when both substrates are present at concentrations that satu-
rate their binding sites on the enzyme.

PRACTICE PROBLEM 8. Calculate KM and Vmax from the following data.

 [S] (mM) v0 (mM ? s21)

 1 1.82
 2 3.33
 4 5.71
 8 8.89
 18 12.31
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 In some bisubstrate reactions, the substrates can bind in any order, as long as they 
both end up in the active site at the same time. These reactions are said to follow a 
random mechanism. Enzymes in which one substrate must bind before the other 
follow an ordered mechanism. In a ping pong mechanism, one substrate binds and 
one product is released before the other substrate binds and the second product is 
released. Transketolase catalyzes a ping pong reaction: Fructose-6-phosphate binds 
fi rst and surrenders a two-carbon fragment to the enzyme, and the fi rst product 
(erythrose-4-phosphate) leaves the active site before the second substrate (glyceral-
dehyde-3-phosphate) binds and receives the two-carbon fragment to yield the 
 second product (xylulose-5-phosphate).

2. Multistep Reactions
As the transketolase reaction illustrates, an enzyme-catalyzed reaction may contain 
many steps. In this example, the reaction includes an intermediate in which the 
two-carbon fragment removed from fructose-6-phosphate remains bound to the 
enzyme while awaiting the arrival of the second substrate. (The chymotrypsin reac-
tion mechanism outlined in Fig. 6-10 similarly requires several steps.) The multi-
step transketolase reaction can be broken down into a series of simple mechanistic 
steps and diagrammed as follows:

transketolase
Erythrose-

4-phosphate
Glyceraldehyde-

3-phosphate

Xylulose-
5-phosphate

Fructose-6-
phosphate

+ +

Each step of this process has characteristic forward and reverse rate constants. Con-
sequently, kcat for the overall reaction

fructose-6-phosphate 1 glyceraldehyde-3-phosphate Δ
erythrose-4-phosphate 1 xylulose-5-phosphate

is a complicated function of many individual rate constants (only for a very simple 
reaction, for example, Equation 7-4, does kcat 5 k2). Nevertheless, the meaning of 
kcat—the enzyme’s turnover number—is the same as for a single-step reaction.
 The rate constants of individual steps in a multistep reaction can sometimes be 
measured during the initial stages of the reaction, that is, before a steady state is 
 established. This requires instruments that can rapidly mix the reactants and then 
monitor the mixture on a time scale from 1 s to 1027 s.

3. Nonhyperbolic Reactions
Many enzymes, particularly oligomeric enzymes with multiple active sites, do not 
obey the Michaelis–Menten rate equation and therefore do not yield hyperbolic 
 velocity versus substrate curves. In these allosteric enzymes, the presence of a substrate 
at one active site can affect the catalytic activity of the other active sites. This cooperative 
behavior occurs when the enzyme subunits are structurally linked to each other so 
that a substrate-induced conformational change in one subunit elicits conforma-
tional changes in the remaining subunits. (Cooperative behavior also occurs in hemo-
globin, when O2 binding to the heme group in one subunit alters the O2 affi nity of 
the other subunits; see Section 5-1.) Like hemoglobin, an allosteric enzyme has two 
possible quaternary structures. The T (or “tense”) state has lower catalytic activity, 
and the R (or “relaxed”) state has higher activity. Because of the interactions between 
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CONCEPT REVIEW
• What are the rate equations for fi rst-order and second-order reactions?
• Describe the three possible reactions of an ES complex.
• Describe the changes in the concentrations of S, P, ET, and ES during the 

course of an enzyme-catalyzed reaction.
• Write the rate equation for an enzyme-catalyzed reaction.
• What is the formal defi nition of KM?
• What other meaning is it often given?
• What is the meaning of kcat?
• How can Vmax be used to calculate kcat?
• Why is kcat/KM a better indicator of enzyme effi ciency than either kcat or KM 

alone?
• Why is triose phosphate isomerase considered to be a catalytically perfect 

enzyme?
• Why is a Lineweaver–Burk plot, rather than a velocity versus substrate plot, 

often used to determine KM and Vmax?
• How many KM values pertain to a bisubstrate reaction? How many Vmax 

values?
• Explain why kcat is not necessarily the rate constant for a single reaction.
• Describe the shape of the velocity versus substrate curve when the enzyme 

exhibits cooperative behavior.

BOX 7-A

The path of a drug from a biochemist’s laboratory to a patient’s 
medicine cabinet is typically long, arduous, and expensive. 
Whether a new drug results from a surprise discovery or dedicated 
efforts by pharmaceutical scientists, a newly identifi ed drug candi-
date is almost never the exact same compound that makes it to the 
pharmacist’s shelves. Drug development is a process of refi nement 
and testing that can take years and cost billions of dollars, but it 
usually yields a substance that is therapeutically useful and safe.

The majority of drugs currently in use block the activity of 
proteins that participate in cell-signaling pathways, but they 
have much in common with drugs that act as enzyme inhibitors. 
Every potential drug starts out as a synthetic compound or a 

Drug Development

natural product that is then altered and tested for the desired 
biological effect. For enzyme inhibitors, modern approaches take 
advantage of knowledge about an enzyme’s active-site structure 
and mechanism to design a compound that will precisely block 
catalysis. This process is sometimes called rational drug design. 
A drug candidate, or lead compound, may be systematically 
altered by adding or deleting various chemical groups (including 
fl uorine, Box 2-A) and then retested for inhibitory activity. 
Robotic procedures for chemical synthesis and testing allow 
thousands of substances to be analyzed. Alternatively, computer 
simulations, based on the enzyme’s structure, can predict whether 
a modifi ed structure might be a better inhibitor.

CLINICAL CONNECTION

Inside a cell, an enzyme is subject to a variety of factors that can infl uence its behav-
ior. Substances that interact with the enzyme can interfere with substrate binding 
and/or catalysis. Many naturally occurring antibiotics, pesticides, and other poisons 
are substances that inhibit the activity of essential enzymes. From a strictly scientifi c 
point of view, these inhibitors are useful probes of an enzyme’s active-site structure 
and catalytic mechanism. Enzyme inhibitors are also used therapeutically as drugs. 
The ongoing pursuit of more effective drugs requires knowledge of how enzyme 
inhibitors work and how they can be altered to better inhibit their target enzymes. 
Box 7-A describes some of the steps that must be taken to turn an enzyme inhibitor 
into an effective drug (also see Bioinformatics Project 5).

KEY CONCEPTS
• Substances that bind irreversibly to 

an enzyme can inhibit its activity.
• A competitive inhibitor appears to 

increase KM without affecting Vmax.
• Transition state analogs can act as 

competitive inhibitors.
• Noncompetitive, mixed, and 

uncompetitive inhibitors decrease kcat.
• Allosteric regulators can inhibit or 

activate enzymes.

7-3 Enzyme Inhibition

individual subunits, the entire enzyme can switch between the T and R conforma-
tions. The result of allosteric behavior is a sigmoidal (S-shaped) velocity versus sub-
strate curve (Fig. 7-7). Although the standard Michaelis–Menten equation does not 
apply here, KM and Vmax can be estimated and used to characterize enzyme activity.

KM

Substrate concentration, [S]

Vmax

Velocity, v0

Figure 7-7 Effect of cooperative 
substrate binding. The velocity versus 
substrate curve is sigmoidal rather than 
hyperbolic when substrate binding to 
one active site in an oligomeric enzyme 
alters the catalytic activity of the other 
active sites. The maximum reaction 
velocity is Vmax, and K M is the substrate 
concentration when the velocity is half-
maximal.

? Compare this diagram to Figure 5-7, 
which shows oxygen binding to hemo-
globin.
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The goal throughout the drug development process is to create 
a compound with the following properties: The drug must be a 
tight-binding inhibitor, it must be highly selective for its target 
enzyme (so that it doesn’t interfere with the activity of other 
enzymes), and it must not be toxic. In addition, the drug’s phar-
macokinetics, or behavior in the body, must be assessed. For exam-
ple, the drug must be water-soluble so that it can be transported 
via the bloodstream; at the same time, it must be lipid-soluble so that 
it can pass through the walls of the intestine to be absorbed and 
through the walls of blood vessels so that it can reach the tissues. 
In many cases, the drug is inactive until this point; once inside a 
cell, it is converted to its bioactive form by cellular enzymes.

Acylcovir (Zovirax), which is used to treat herpes virus infec-
tions, provides an interesting example of this phenomenon. The 
drug mimics guanosine with an incomplete ribose group. 
In fected cells contain a viral kinase that converts the drug to a 
nucleotide analog that then interferes with DNA synthesis.

Uninfected cells lack the kinase and are therefore unaffected by 
acyclovir.

A large part of the research relevant to drug development 
 focu ses on how the body metabolizes foreign compounds. The 
cytochrome P450 class of enzymes is responsible for detoxifying a 
variety of naturally occurring compounds that make their way 
into the body; drugs are also potential substrates. Cytochrome 
P450 contains a heme prosthetic group (see Section 5-1) that par-
ticipates in an oxidation–reduction reaction that adds a hydroxyl 
group to the substrate to make it more water-soluble and therefore 
more easily excreted. Consequently, the activity of a cytochrome 
P450 enzyme can decrease the effectiveness of a drug. In some 
cases, the hydroxylation reaction can convert a drug to a toxin. 
This occurs when acetaminophen, a commonly used fever-reducer 
(also known as paracetamol), is consumed in large doses:

Individuals vary in the amount and type of cytochrome P450 
enzymes they express, so it is diffi cult to predict how a drug 
might be metabolized.

Consequently, the best laboratory-based predictions—or 
even testing in animals—cannot guarantee a successful outcome 
in the human body. Ultimately, a drug’s effectiveness and safety 

must be assessed in clinical trials. This type of testing is orga-
nized into three consecutive phases, each involving a larger 
 number of subjects. In Phase I clinical trials, the drug candidate 
is administered to a small group of healthy volunteers at levels up 
to the expected therapeutic dose. The goal of Phase I trials is to 
ensure that the drug is safe and is well tolerated by humans. 
Researchers can also examine the drug’s pharmacokinetics and 
select a version of the drug and a dosing regimen suitable for 
larger-scale testing.

After the safety of the drug has been verifi ed, its effectiveness is 
tested in Phase II trials, which typically involve several hundred 
subjects who have the disease targeted by the drug. Assessments of 
safety and optimum dosing continue during Phase II. Patients are 
usually randomly assigned to test or control groups. Since many 
clinical trials test whether a new drug works better than an existing 
drug, the control group receives the old drug rather than no drug 
at all. To avoid the placebo effect, in which a patient’s or physician’s 

expectations can alter the outcome, the trial is 
“blinded” so that the patients do not know 
which treatment they are receiving (a single-
blind trial) or, better yet, neither the patients 
nor their physicians know (a double-blind tri-
al). Drug trials are usually easy to blind, since 
the test and  control substances can be made to 
appear identical, but it is diffi cult if not impos-
sible to conduct blind trials in other situations, 
such as comparing a drug to a surgical interven-

tion. In these cases, objectivity can be maximized by not telling the 
statisticians who analyze the results which patient group received 
which treatment.

Phase III clinical trials are conducted with large numbers of 
patients (hundreds to thousands). Large numbers are needed to 
provide robust statistical evidence that the new drug works as 
hoped and is safe for widespread use. Like Phase II trials, Phase 
III trials are randomized and blinded if possible. Successful com-
pletion of Phase III, the longest phase of testing, usually leads to 
regulatory approval of the drug by the Food and Drug Adminis-
tration (in the United States), although the drug may be mar-
keted to a limited extent before full approval has been granted.

Even after a drug has been approved, marketed, and widely 
adopted, the patient population is continually scrutinized for 

rare side effects or side 
effects that might not have 
developed during the short 
time period of Phase II or 
Phase III trials. This surveil-
lance period is sometimes 
called Phase IV. Its impor-
tance is highlighted by the 
case of the widely used pain 
reliever rofecoxib (Vioxx), 
which had been approved 
but was withdrawn when it 

was discovered that it increased the risk of heart attacks. Simi-
larly, the use of the antidiabetic drug rosiglitazone (Avandia) has 
been limited since analysis of large numbers of patients revealed 
an increase in heart attacks.
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Some inhibitors act irreversibly

Certain compounds interact with enzymes so tightly that their effects are essentially 
irreversible. For example, diisopropylphosphofl uoridate (DIPF), the reagent used to 
identify the active-site Ser residue of chymotrypsin (see Section 6-2), is an irreversible 
inhibitor of the enzyme. When DIPF reacts with chymotrypsin, leaving the DIP 
group covalently attached to the Ser hydroxyl group, the enzyme becomes  catalytically 
inactive. In general, any reagent that covalently modifi es an amino acid side chain in a 
protein can potentially act as an irreversible enzyme inhibitor.
 Some irreversible enzyme inhibitors are called suicide substrates because they enter 
the enzyme’s active site and begin to react, just as a normal substrate would. However, 
they are unable to undergo the complete reaction and hence become “stuck” in the active 
site. For example, thymidylate synthase is the enzyme that converts the nucleotide de-
oxyuridylate (dUMP) to deoxythymidylate (dTMP) by adding a methyl group to C5:

O

Deoxyribose-5-phosphate

N

N
H H

HO

5

O

Deoxyribose-5-phosphate

N

N
H

HO

5
CH3

thymidylate synthase

dUMP dTMP

 Questions:

1. Medicinal chemists apply certain rules to assess the suitability 
of drug candidates. For example, they prefer to work with 
compounds that have a molecular mass less than 500 and 
contain fewer than fi ve hydrogen bond donor groups and 
fewer than ten hydrogen bond acceptor groups. Explain why 
these properties would be desirable in a drug.

2. The structure of rosiglitazone is shown here. Does it meet the 
“rules” described in Question 1?

3. Explain why some drugs must be administered intravenously 
rather than swallowed in the form of a pill.

4. The toxicity of the acetaminophen derivative acetamidoqui-
none results from its ability to react with the Cys groups of 
proteins. Explain why the toxic effects of acetamidoquinone 
are localized to the liver.

5. The drug warfarin is widely prescribed as a “blood thinner” 
because it inhibits the post-translational modifi cation of 
some of the proteins involved in blood coagulation (Box 6-B).
In order to choose an effective dose of warfarin, physi-
cians may test patients to identify which cytochrome P450 
enzymes they express. Explain the purpose of this genetic 
testing.

6. Enalapril (Vasotec) inhibits an enzyme that converts the pep-
tide angiotensin I to angiotensin II, a potent vasoconstrictor.

(a) What type of disorders might be treated by enalapril?
(b)  Enalapril is inactive until acted on by an esterase. Draw 

the structure of the resulting bioactive derivative.

H3C
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O
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S
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H
CH3

CH3CH2OOC
NH O

N
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 When the synthetic compound 5-fl uorouracil (left ) is taken up by cells, it is readily 
converted to the nucleotide 5-fl uorodeoxyuridylate. This compound, like dUMP, 
enters the active site of thymidylate synthase, where a CysOSH group adds to C6. 
Normally, this enhances the nucleophilicity (electron richness) of C5 so that it can 
accept an electron-poor methyl group. However, the presence of the electron- 
withdrawing F atom prevents methylation. The inhibitor therefore remains in the 
active site, bound to the Cys side chain, rendering thymidylate synthase inactive. 
For this reason, 5-fl uorouracil is used to disrupt DNA synthesis in rapidly dividing 
cancer cells.
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H

N
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 See Guided Exploration. Michaelis–
Menten kinetics, Lineweaver–Burk plots, 
and enzyme inhibition.
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Competitive inhibition is the most common 
form of reversible enzyme inhibition

As its name implies, reversible enzyme inhibition results when a substance binds 
reversibly (that is, noncovalently) to an enzyme so as to alter its catalytic properties. 
A reversible inhibitor may affect the enzyme’s KM, kcat, or both. The most common 
form of reversible enzyme inhibition is known as competitive inhibition. In this 
situation, the inhibitor is a substance that directly competes with a substrate for binding 
to the enzyme’s active site (Fig. 7-8). As expected, the inhibitor usually resembles the 
substrate in overall size and chemical properties so that it can bind to the enzyme, 
but it lacks the exact electronic structure that allows it to react.
 One well-known competitive inhibitor affects the activity of succinate dehydro-
genase, which catalyzes the oxidation (dehydrogenation) of succinate to produce 
fumarate:

succinate dehydrogenase HC

CH

Fumarate

COO�

COO�

CH2

CH2

Succinate

COO�

COO�

The compound malonate

CH2

Malonate

COO�

COO�

inhibits the reaction because it binds to the dehydrogenase active site but 
 cannot be dehydrogenated. Apparently, the enzyme active site can accommo-
date either the substrate succinate or the competitive inhibitor malonate, al-
though they differ slightly in size.
 A plot of an enzyme’s reaction velocity in the presence of a competitive inhibi-
tor, as a function of the substrate concentration, is shown in Figure 7-9. Because 
the inhibitor prevents some of the substrate from reaching the active site, the KM 
appears to increase (the enzyme’s affi nity for the substrate appears to 
decrease). But because the inhibitor binds reversibly, it constantly 
dissociates from and reassociates with the enzyme, which allows a 
substrate molecule to occasionally enter the active site. High con-
centrations of substrate can overcome the effect of the inhibitor be-
cause when [S] .. [I], the enzyme is more likely to bind S than I. 
The presence of a competitive inhibitor does not affect the enzyme’s 
kcat, so as [S] approaches infi nity, v0 approaches Vmax. To summarize, 
a competitive inhibitor increases the apparent KM of the enzyme but 
does not affect k cat or Vmax.
 The Michaelis–Menten equation for a competitively inhibited 
 reaction has the form

 v0 5
V max[S]

aK M 1 [S]
 [7-28]

where a is a factor that makes KM appear larger. The value of a—the 
degree of inhibition—depends on the inhibitor’s concentration and its 
affi nity for the enzyme:

 a 5 1 1
[I]
K I

 [7-29]

Enzyme

Enzyme–Inhibitor

Substrate

Enzyme–Substrate

Inhibitor
I

I

S

S

Figure 7-8 Competitive enzyme 
inhibition. In its simplest form, 
competitive inhibition of an enzyme 
occurs when the inhibitor and substrate 
compete for binding in the enzyme 
active site. A competitive inhibitor often 
resembles the substrate in size and shape 
but cannot undergo a reaction. In all 
cases, binding of the inhibitor and the 
substrate is mutually exclusive.

without inhibitor

KM
with

inhibitor

KM
without
inhibitor

Vmax

Vmax/2

[S]

with inhibitorv0

Figure 7-9 Effect of a competitive inhibitor on 
reaction velocity. In a plot of velocity versus substrate 
concentration, the inhibitor increases the apparent K M 
because it competes with the substrate for binding to the 
enzyme. The inhibitor does not affect kcat, so at high [S], 
v0 approaches Vmax.
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K I is the inhibition constant; it is the dissociation constant for the enzyme–inhibitor 
(EI) complex:

 K I 5
[E][I]
[EI]

 [7-30]

 The lower the value of K I, the tighter the inhibitor binds to the enzyme. It is 
possible to derive a (and therefore K I) by plotting the reaction velocity as a function 
of substrate concentration in the presence of a known concentration of inhibitor. 
When the data are replotted in Lineweaver–Burk form, the intercept on the 1/[S] 
axis is 21/aKM (Fig. 7-10; also see Sample Calculation 7-4).

Figure 7-10 A Lineweaver–Burk 
plot for competitive inhibition. The 
presence of a competitive inhibitor 
alters the apparent value of –1/K M, 
the intercept on the 1/[S] axis, by 
the factor a. Note that the inhibitor 
does not affect the value of 1/V max, 
the intercept on the 1/v0 axis.  See 
Animated Figure. Lineweaver–Burk plot 
of competitive inhibition.

Vmax

KM
Vmax

1
[S]

Slope =

αKM
Vmax

Slope =
with inhibitor

without inhibitor

1
v0

1

αKM

−1
KM

−1

PROBLEM

SOLUTION

PRACTICE PROBLEMS

An enzyme has a KM of 8 mM in the absence of a competitive inhibitor and an 
apparent KM of 12 mM in the presence of 3 mM of the inhibitor. Calculate K I.

The inhibitor increases KM by a factor a (Equation 7-28). Since the value of KM 

with the inhibitor is 1.5 times greater than the value of KM without the inhibitor 
(12 mM 4 8 mM), a 5 1.5. Equation 7-29, which gives the relationship between 
a, [I], and K I, can be rearranged to solve for K I:

 K I 5
[I]

a 2 1

 5
3 mM

1.5 2 1

 5
3 mM

0.5
5 6 mM

 9.   An enzyme has a K M of 1 mM in the absence of a competitive inhibitor and 
an apparent K M of 3 mM in the presence of 10 mM of the inhibitor. 
Calculate K I.

10.   The K I value for a certain inhibitor is 2 mM. When no inhibitor is present, 
the KM value is 10 mM. Calculate the apparent KM when 4 mM inhibitor is 
present.

11.   Inhibitor A at a concentration of 2 mM doubles the apparent KM for an enzymatic 
reaction, whereas inhibitor B at a concentration of 9 mM quadruples the apparent 
KM. What is the ratio of the K I for inhibitor B to the K I for inhibitor A?

SAMPLE CALCULATION 7-4
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 K I values are useful for assessing the inhibitory power of different substances, 
such as a series of compounds being tested for usefulness as drugs. For example, 
atorvastatin, the drug introduced at the start of the chapter, binds to the enzyme 
HMG-CoA reductase with a K I value of about 8 nM (the enzyme’s substrate has a 
KM of about 4 mM). Keep in mind that an effective drug is not necessarily the com-
pound with the lowest K I (the tightest binding), since other factors, such as the 
drug’s solubility or its stability, must also be considered.
 Product inhibition occurs when the product of a reaction occupies the enzyme’s 
active site, thereby preventing the binding of additional substrate molecules. This is 
one reason why measurements of enzyme activity are made early in the reaction, 
before product has signifi cantly accumulated.

Transition state analogs inhibit enzymes

Studies of enzyme inhibitors can reveal information about the chemistry of the 
reaction and the enzyme’s active site. For example, the inhibition of succinate 
 dehydrogenase by malonate, shown earlier, suggests that the dehydrogenase active 
site recognizes and binds substances with two carboxylate groups. Similarly, the 
ability of an inhibitor to bind to an enzyme’s active site may confi rm a proposed 
reaction mechanism. The triose phosphate isomerase reaction (introduced in 
 Section 7-1) is believed to proceed through an enediolate transition state (shown 
inside brackets):

C

Glyceraldehyde-3-phosphate

CH2OPO3
2�

OHH

C
H O

C
H OH

C

C

Dihydroxyacetone phosphate

O

H

OHH

C

Enediolate

O�

CH2OPO3
2� CH2OPO3

2�

Recall from Section 6-2 that the transition state corresponds to a high-energy struc-
ture in which bonds are in the process of breaking and forming. The compound 
phosphoglycohydroxamate 

N

OH

C

Phosphoglycohydroxamate

CH2OPO3
2�

O�

resembles the proposed transition state and, in fact, binds to triose phosphate isom-
erase about 300 times more tightly than glyceraldehyde-3-phosphate or dihydroxy-
acetone phosphate binds to the enzyme.
 Numerous studies demonstrate that whereas substrate analogs make good com-
petitive inhibitors, transition state analogs make even better inhibitors. This is 
because in order to catalyze a reaction, the enzyme must bind to (stabilize, or 
lower the  energy of ) the reaction’s transition state. A compound that mimics the 
transition state can take advantage of features in the active site in a way that a 
substrate analog cannot. For example, the nucleoside adenosine is converted to 
inosine as follows:

Adenosine Inosine
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H2N OH
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N N
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 HOW do we measure how well a 

drug works? 
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The KM of the enzyme for the substrate adenosine is 3 3 1025 M. The product 
inosine acts as an inhibitor of the reaction, with a K I of 3 3 102 4 M. The transition 
state analog 1,6-dihydroinosine (left ) inhibits the reaction with a K I of 1.5 3 10213 M.
 Not only do such inhibitors shed light on the probable structure of the reaction’s 
transition state, they may provide a starting point for the design of even better in-
hibitors. Some of the drugs used to treat infection by HIV (the human immunode-
fi ciency virus) were fi rst designed by considering how transition state analogs inhibit 
viral enzymes (Box 7-B).

BIOCHEMISTRY NOTEBOX 7-B

Inhibitors of HIV Protease

Human immunodefi ciency virus (HIV), the causative agent of acquired immune defi -
ciency syndrome (AIDS), has an RNA genome that codes for 15 different proteins. Six 
of these are structural proteins (green in the diagram below), three are enzymes (purple), 
and six are accessory proteins (blue) that are required for viral gene expression and as-
sembly of new viral particles. Several genes overlap, and two genes are composed of 
noncontiguous segments of RNA.

HIV genome

 HIV’s structural proteins and its three enzymes are initially synthesized as polyproteins 
whose individual members are later separated by proteolysis (at the sites indicated by arrows). 
The enzyme responsible for this activity is HIV protease, one of the three viral enzymes. A 
small amount of the protease is present in the virus particle when it fi rst infects a cell; more is 
generated as the viral genome is transcribed and translated. HIV protease catalyzes the hydro-
lysis of Tyr OPro or PheOPro peptide bonds in the viral polyproteins. Catalytic activity is 
centered on two Asp residues (shown in green in the model below), each contributed by one 
subunit of the homodimeric enzyme. The gold structure represents a peptide substrate ana-
log. The side chains of peptide substrates bind in hydrophobic pockets near the active site.

HIV protease. [Structure (pdb 1HXW) determined by C. H. Park, V. Nienaber, and X. P. Kong.]

 See Interactive Exercise. HIV protease.

H OH

HN

N

1,6-Dihydroinosine

Ribose

N
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 HIV protease inhibitors are the result of rational drug design based on detailed 
knowledge of the enzyme’s structure. For example, studies of inhibitor–protease com-
plexes revealed that strong inhibitors must be at least the size of a tetrapeptide but need 
not be symmetrical (although the enzyme itself is symmetrical). Saquinavir (Invirase) 
was the fi rst widely used HIV protease inhibitor. It is a transition state analog with bulky 
side chains that mimics the protease’s natural PheOPro substrates (the scissile bonds are 
shown in red).
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Saquinavir acts as a competitive inhibitor with a K I of 0.15 nM (for comparison, 
synthetic peptide substrates have K M values of about 35 mM). Efforts to develop 
other drugs have focused on improving the solubility (and therefore the bioavail-
ability) of protease inhibitors by adding polar groups without diminishing binding 
to the protease. Such efforts have yielded, for example, ritonavir (Norvir), with a K I 
of 0.17 nM.
 One of the challenges of developing antiviral drugs is to select a target that is unique 
to the virus so that the drugs will not disrupt the host’s normal metabolic reactions. The HIV 
protease inhibitors are effective antiviral agents because mammalian proteases do not 
recognize compounds containing amide bonds to Pro or Pro analogs. Nevertheless, the 
drugs that target HIV protease do have side effects. In addition, the high rate of muta-
tion in HIV increases the risk of the virus developing resistance to a drug. For this rea-
son, HIV infection is typically treated with a combination of several drugs, including 
protease inhibitors and inhibitors of reverse transcriptase and integrase, the virus’s other 
two enzymes (see Box 20-A).

Question: In HIV patients with high cholesterol, administering both HIV 
protease inhibitors and a statin drug such as atorvastatin can lead to dangerously 
high levels of the statin. Based on what you know about drug metabolism, propose 
an explanation for this observation.

Other types of inhibitors affect Vmax

Some reversible enzyme inhibitors diminish an enzyme’s activity not only by interfer-
ing with substrate binding (as approximated by KM) but also by directly affecting kcat. 
This situation usually occurs when the inhibitor binds to a site on the enzyme other 
than the active site and elicits a conformational change that affects the structure or 
chemical properties of the active site. As a result, kcat and the apparent V max decrease but 
KM does not change. This situation is called noncompetitive inhibition (Fig. 7-11). 
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Often, however, the inhibitor binding to the enzyme alters its conformation in such a 
way that both Vmax and KM are affected, although not necessarily in the same way. 
This phenomenon is called mixed inhibition, and the apparent KM may increase or 
decrease. A Lineweaver–Burk plot for mixed inhibition is shown in Figure 7-12.
 Metal ions may act as noncompetitive enzyme inhibitors. For example, trivalent 
ions such as aluminum (Al31) inhibit the activity of acetylcholinesterase, which 
catalyzes the hydrolysis of the neurotransmitter acetylcholine:

Acetylcholine

N(CH3)3CH2
�

CH2H3C OC

O

acetylcholinesterase

H2O H�

�
Acetate Choline

N(CH3)3CH2
�

CH2HOH3C O�C

O

This reaction limits the duration of certain nerve impulses (see Section 9-4). 
Al31 inhibits acetylcholinesterase noncompetitively by binding to the enzyme at a 
site distinct from the active site. Consequently, Al31 can bind to the free enzyme or 
to the enzyme–substrate complex.
 In a multisubstrate reaction, an inhibitor can bind to the enzyme after one sub-
strate has bound, in a way that prevents the reaction from continuing and yielding 
product (Fig. 7-13). In the presences of such a substance, called an uncompetitive 
inhibitor, kcat is affected so that the apparent V max is lowered, and the apparent KM 

is lowered to the same degree.

Enzyme–Inhibitor Enzyme–Substrate–Inhibitor

Enzyme Enzyme–Substrate

I I

I I

S

S

S

S

Figure 7-11 Noncompetitive enzyme 
inhibition. The inhibitor and substrate 
bind to separate sites. Inhibitor binding 
does not prevent substrate binding but 
alters the catalytic activity of the enzyme 
(thereby decreasing the apparent V max). 
In mixed inhibition, the inhibitor also 
affects substrate binding so that the KM 
appears to increase or decrease.

Figure 7-12 Effect of a mixed 
inhibitor on reaction velocity. As 
shown here, the inhibitor affects 
both substrate binding (represented 
as KM) and kcat so that the apparent 
KM increases and the apparent V max 
decreases. In some cases, the apparent 
KM may decrease or remain unchanged 
(noncompetitive inhibition).

KM
with

inhibitor

KM
without
inhibitor

Vmax
without
inhibitor

Vmax
with

inhibitor

[S]

with inhibitor

v0

without inhibitor
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Figure 7-13 Uncompetitive enzyme 
inhibition. The inhibitor binds to the 
enzyme after the substrate binds. As 
a result, V max and K M appear to be 
reduced by the same amount.

Enzyme–Substrate–InhibitorEnzyme Enzyme–Substrate

S

S

I

S
I

 Competitive inhibition can be distinguished from mixed, noncompetitive, and 
uncompetitive inhibition because increasing the concentration of the substrate 
 reverses the effects of a competitive inhibitor. Increasing the substrate concentration 
does not alleviate mixed, noncompetitive, and uncompetitive inhibition because the 
inhibitor does not prevent substrate binding to the active site.

Allosteric enzyme regulation includes inhibition 
and activation

Oligomeric enzymes—those with multiple active sites in one multisubunit pro-
tein—are commonly subject to allosteric regulation, which includes inhibition as 
well as activation. Just as ligand binding to one subunit of an oligomeric enzyme 
may alter the activity of the other active sites (as occurs in hemoglobin; see Section 5-1), 
inhibitor (or activator) binding to one subunit of an enzyme may decrease (or in-
crease) the catalytic activity of all the subunits.
 Allosteric effects are part of the physiological regulation of the enzyme phospho-
fructokinase, which catalyzes the reaction

phosphofructokinase

Fructose-6-phosphate

ATP
OHH

CH2OH

�

HO

HO

H

H

O
1

�2O3POCH2
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OHH

CH2OPO3
2�

�

HO

HO

H

H

O
1

�2O3POCH2
6

This phosphorylation reaction is step 3 of glycolysis, the glucose degradation path-
way that is an important source of ATP in virtually all cells (see Section 13-1). The 
phosphofructokinase reaction is inhibited by phosphoenolpyruvate, the product of 
Reaction 9 of glycolysis:

C
O

C

Phosphoenolpyruvate

CH2

OPO3
2�

O�

Phosphoenolpyruvate is an example of a feedback inhibitor: When its concentra-
tion in the cell is suffi ciently high, it shuts down its own synthesis by blocking an earlier 
step in its biosynthetic pathway:

Glucose X Phosphoenolpyruvate
phosphofructokinase

 Phosphofructokinase from the bacterium Bacillus stearothermo philus is a tetramer 
with four active sites. The subunits are arranged as a dimer of dimers (Fig. 7-14). 
Each of the four fructose-6-phosphate binding sites is made up of residues from 
both dimers. B. stearothermophilus phosphofructokinase binds fructose-6-phosphate 

Figure 7-14 Structure of 
phosphofructokinase from B. 
stearothermophilus. The four identical 
subunits are arranged as a dimer of 
dimers (one dimer is shown with 
blue subunits, the other with purple 
subunits). [Structure (pdb 6PFK) determined 
by P. R. Evans, T. Schirmer, and M. Auer.]
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with hyperbolic kinetics and a KM of 23 mM. In the presence of 300 mM of the 
inhibitor phosphoenolpyruvate, fructose-6-phosphate binding becomes sigmoidal 
and the KM increases to about 200 mM (Fig. 7-15). The inhibitor does not affect 
V max, but phosphofructokinase becomes less active because its apparent affi nity for 
fructose-6-phosphate decreases.
 How does phosphoenolpyruvate exert its inhibitory effects? The sigmoidal veloc-
ity versus substrate curve (see Fig. 7-15) indicates that the phosphofructokinase ac-
tive sites behave cooperatively in the presence of phosphoenolpyruvate. In each sub-
unit, the inhibitor binds in a pocket that is separated from the fructose-6-phosphate 
binding site of the neighboring dimer by a loop of protein. When phosphoenol-
pyruvate occupies its binding site, the protein closes in around it. This causes a 
conformational change in which two residues in the loop switch positions: Arg 162 
moves away from the fructose-6-phosphate binding site of the neighboring subunit 
and is replaced by Glu 161 (Fig. 7-16). This conformational switch diminishes 
fructose-6-phosphate binding because the positively charged side chain of Arg 162, 
which helps stabilize the negatively charged phosphate group of fructose-6-phos-
phate, is replaced by the negatively charged side chain of Glu 161, which repels the 
phosphate group. The effect of phosphoenolpyruvate is communicated to the entire pro-
tein (thereby explaining the cooperative effect) because phosphoenolpyruvate binding to 
one subunit of phosphofructokinase affects fructose-6-phosphate binding to the neighbor-
ing subunit in the other dimer. Using the terminology for allosteric proteins, phos-
phoenolpyruvate binding causes the entire tetramer to switch to the T (low-activity) 
conformation, as measured by fructose-6-phosphate binding affi nity. Phosphoenol-
pyruvate is therefore known as a negative effector of the enzyme.

400 500 600100 200 300 700

0.2

0.4

0.6

0.8

1.0

[Fructose-6-phosphate] (μM)

with phosphoenolpyruvate

no phosphoenolpyruvate

Vmax

v0

Figure 7-15 Effect of 
phosphoenolpyruvate on 
phosphofructokinase activity. In the 
absence of the inhibitor (green line), 
B. stearothermophilus phosphofructokinase 
binds the substrate fructose-6-phosphate 
with a KM of 23 mM. In the presence 
of 300 mM phosphoenolpyruvate (red 
line), the KM increase to about 200 mM. 
[Data from Zhu, X., Byrnes, N., Nelson, J. W., 
and Chang, S. H., Biochemistry 34, 2560–2565 
(1995).]
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Figure 7-16 Conformational change 
upon phosphoenolpyruvate binding 
to phosphofructokinase. The green 
structure represents the conformation 
of the enzyme that readily binds the 
substrate fructose-6-phosphate (labeled 
F6P). The red structure represents the 
enzyme with a bound allosteric inhibitor 
(a phosphoenolpyruvate analog labeled 
PEP). Phosphoenolpyruvate binding 
to the enzyme causes a conformational 
change in which Arg 162 (which 
forms part of the fructose-6-phosphate 
binding site of the neighboring subunit) 
changes places with Glu 161. Because 
the subunits act cooperatively, the 
inhibitor diminishes substrate binding 
to the entire enzyme, causing the KM to 
increase. [After Schirmer, T., and Evans, P. R., 
Nature 343, 142 (1990).]
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Figure 7-17 Some mechanisms for 
regulating enzyme activity. In this 
diagram, enzymes are shown as circular 
shapes, substrates as small triangles, 
and products as small squares. The 
amount of enzyme may depend on 
its rates of synthesis and degradation 
(1). The reaction velocity may depend 
on the enzyme’s location (2). A signal 
such as a burst of Ca21 ions released 
from the endoplasmic reticulum 
may affect the enzyme’s activity 
(3). Covalent modifi cation, such as 
phosphorylation, may activate an 
enzyme; the enzyme may be inactive 
when dephosphorylated (4).

? Which of the mechanisms shown 
in the diagram would be fastest 
(or slowest) to alter an enzyme’s 
 activity?

CONCEPT REVIEW
• Why does an agent that chemically modifi es an amino acid residue 

sometimes act as an irreversible enzyme inhibitor?
• What is the meaning of KI and how is it determined?
• How does a competitive inhibitor affect KM and Vmax?
• Why do some reaction products and transition state analogs act as 

competitive enzyme inhibitors?
• How do noncompetitive, mixed, and uncompetitive inhibitors affect 

KM and Vmax?
• How can noncompetitive, mixed, and uncompetitive inhibition be 

distinguished from competitive inhibition?
• How is phosphofructokinase allosterically inhibited and activated?
• List all the ways a cell could regulate the activity of an enzyme.

 Phosphofructokinase is allosterically inhibited by phosphoenolpyruvate, but it can 
also be allosterically activated by ADP, a positive effector of the enzyme. Although 
ADP is a product of the phosphofructokinase reaction, it is also a general signal of the 
cell’s need for more ATP since the metabolic consumption of ATP yields ADP:

 ATP 1 H2O S ADP 1 Pi

Because phosphofructokinase catalyzes step 3 of the 10-step glycolytic pathway 
(one of whose ultimate products is ATP), increasing phosphofructokinase activ-
ity can increase the rate of ATP produced by the pathway as a whole.

Interestingly, the activator ADP binds not to the active site (which accommo-
dates the substrate ATP and the reaction product ADP) but to the same site where 
the inhibitor phosphoenolpyruvate binds. But because ADP is much larger than 
phosphoenolpyruvate, the enzyme cannot close around it, and the conformational 
change to the low-activity T state cannot occur. Instead, ADP binding forces Arg 
162 to remain where it can stabilize fructose-6-phosphate binding (in other words, 
it helps keep the enzyme in the high-activity R state). The overall result is that 
ADP counteracts the inhibitory effect of phosphoenolpyruvate and boosts phos-
phofructokinase activity.

Several factors may infl uence enzyme activity

So far, we have examined how small molecules that bind to an enzyme inhibit 
(or sometimes activate) that enzyme. These relatively simple phenomena are 
not the only means for regulating enzyme activity in vivo. Listed below and in 
Figure 7-17 are some additional mechanisms. Keep in mind that several of 
these mechanisms, along with enzyme inhibition or activation, may operate in 
concert to precisely adjust the activity of a given enzyme.

1. A change in the rate of an enzyme’s synthesis or degradation can alter the amount 
of enzyme available to catalyze a reaction (since Vmax 5 kcat[E]T;  Equation 7-23).

2. A change in subcellular location, for example, from an intracellular membrane to 
the cell surface, can bring an enzyme into proximity to its substrate and thereby 
increase reaction velocity. The opposite effect—sequestering an enzyme away 
from its substrate—dampens the reaction velocity.

3. An ionic “signal” such as a change in pH or the release of stored Ca21 ions can 
activate or deactivate an enzyme by altering its conformation.

4. Covalent modifi cation of an enzyme can affect the enzyme’s KM or kcat, just as 
with an allosteric activator or inhibitor. Most commonly, a phosphoryl (OPO3

22) 
group or a fatty acyl (lipid) group is added to an enzyme so as to alter its cata-
lytic activity. The effects of covalent modifi cation are actually considered to be 
reversible, since cells contain enzymes that catalyze the removal of the modifying 
group as well as its addition. As we will see in Chapter 10 on signaling, phos-
phorylation and dephosphorylation can dramatically alter the activities of certain 
proteins.
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7-1 Introduction to Enzyme Kinetics

• Rate equations describe the velocity of simple unimolecular (fi rst-
order) or bimolecular (second-order) reactions in terms of a rate 
constant.

7-2 Derivation and Meaning of the Michaelis–Menten 
Equation

• An enzyme-catalyzed reaction can be described by the Michaelis–
Menten equation. The overall rate of the reaction is a function of 
the rates of formation and breakdown of an enzyme–substrate 
(ES) complex.

• The Michaelis constant, KM, is a combination of the three rate 
constants relevant to the ES complex. It is also equivalent to the 
substrate concentration at which the enzyme is operating at half-
maximal velocity. The maximum velocity is achieved when the 
enzyme is fully saturated with substrate.

• The catalytic constant, kcat, for a reaction is the fi rst-order rate 
constant for the conversion of the enzyme–substrate complex to 
product. The quotient kcat/KM, a second-order rate constant for 
the overall conversion of substrate to product, indicates an 

SUMMARY

enzyme’s catalytic effi ciency because it accounts for both the 
binding and catalytic activities of the enzyme.

• Values for KM and V max (from which kcat can be calculated) are 
often derived from Lineweaver–Burk, or double-reciprocal, plots. 
Not all enzymatic reactions obey the simple Michaelis–Menten 
model, but their kinetic parameters can still be estimated.

7-3 Enzyme Inhibition

• Some substances react irreversibly with enzymes to permanently 
block catalytic activity.

• The most common reversible enzyme inhibitors, which may be 
transition state analogs, compete with substrate for binding to the 
active site, thereby increasing the apparent KM.

• Reversible enzyme inhibitors that affect an enzyme’s V max may be 
noncompetitive, mixed, or uncompetitive inhibitors.

• Oligomeric enzymes such as bacterial phosphofructokinase are 
regulated by allosteric inhibitors and activators.

• The activities of enzymes may also be regulated by changes in 
enzyme concentration, location, ion concentrations, and covalent 
modifi cation.

kinetics
v
ES complex
saturation
unimolecular reaction
rate equation
rate constant (k)
fi rst-order reaction
bimolecular reaction
second-order reaction
steady state
Michaelis constant (KM)
v0

V max

Michaelis–Menten equation

catalytic constant (k cat)
turnover number
kcat /KM

diffusion-controlled limit
catalytic perfection
Lineweaver–Burk plot
bisubstrate reaction
random mechanism
ordered mechanism
ping pong mechanism
allosteric enzyme
cooperativity
rational drug design
pharmacokinetics
clinical trial

irreversible inhibitor
suicide substrate
competitive inhibition
inhibition constant (KI)
EI complex
product inhibition
transition state analog
polyprotein
noncompetitive inhibition
mixed inhibition
uncompetitive inhibition
allosteric regulation
feedback inhibitor
negative effector
positive effector

GLOSSARY TERMS

PROBLEMS

7-1 Introduction to Enzyme Kinetics

 1. At about the time scientists began analyzing the hyperbolic 
velocity versus substrate curve (Fig. 7-3), Emil Fischer was formulating 
his lock-and-key hypothesis of enzyme action (Section 6-3). Explain 
why kinetic data are consistent with Fischer’s model of enzyme action.

 2. Explain why it is usually easier to calculate an enzyme’s reac-
tion velocity from the rate of appearance of the product rather than 
the rate of disappearance of the substrate.

 3. The rate of hydrolysis of sucrose to glucose and fructose is 
quite slow in the absence of a catalyst.

sucrose 1 H2O S glucose 1 fructose

If the initial concentration of sucrose is 0.050 M, it takes 440 years for 
the concentration of the sucrose to decrease by half to 0.025 M. What 
is the rate of disappearance of sucrose in the absence of a catalyst?

 4. If a catalyst is present, the hydrolysis of sucrose (see Problem 3) 
is much more rapid. If the initial concentration of sucrose is 0.050 M, 
it takes 6.9 3 1025 s for the concentration to decrease by half to 
0.025 M. What is the rate of disappearance of sucrose in the pres-
ence of a catalyst?

 5. The uncatalyzed rate of amide bond hydrolysis in hippuryl-
phenylalanine was measured by monitoring the formation of the 
product, phenylalanine. A 30-mM solution of hippurylphenylala-
nine was monitored for amide bond hydrolysis for 50 days. At the 
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The rate constant k for this reaction is 4950 M21 ? s21.
(a) What is the order of this reaction?
(b) Calculate the velocity of the reaction of an a-amino 
group in a blood protein at 378C if its concentration is 
0.6 mM and the partial pressure of carbon dioxide is 40 torr 
(Hint : Convert the units of partial pressure to molar concen-
tration using the ideal gas law. The value of R is 0.0821 L ? 
atm ? K21 ? mol21.)
(c) How would the rate constant for this reaction vary with pH? 
Explain.

16. Refer to the carbamate reaction in Problem 15. What CO2 
partial pressure is required to yield a velocity of 0.045 M ? s21 for 
the reaction?

17. What portions of the velocity versus substrate curve (Fig. 7-3) 
correspond to zero-order and fi rst-order processes?

18. Draw curves that show the appropriate relationship between 
the variables of each plot.

19. You are attempting to determine K M by measuring the 
reaction velocity at different concentrations, but you do not real-
ize that the substrate tends to precipitate under the experimental 
conditions you have chosen. How would this affect your measure-
ment of K M?

20. You are constructing a velocity versus substrate curve for an 
enzyme whose K M is believed to be about 2 mM. The enzyme con-
centration is 200 nM and the substrate concentrations range from 
0.1 mM to 10 mM. What is wrong with this experimental setup and 
how could you fi x it?

21. (a) Is it necessary for measurements of reaction velocity to 
be expressed in units of concentration per unit time (M/s, for example) 
in order to calculate an enzyme’s K M?

(b) Is it necessary to know [E]T in order to determine K M, V max, 
or kcat?

22. The enzyme-catalyzed reaction described in Problem 9 has a 
K M of 0.135 mM and a V max of 65 mmol ? min21. What is the reac-
tion velocity when the concentration of maltose is 1.0 mM?

23. The enzyme phenylalanine hydroxylase (PAH) catalyzes the 
hydroxylation of phenylalanine to tyrosine and is defi cient in 
patients with the disease PKU (see Box 18-B). The KM for PAH is 
0.5 mM and the V max is 7.5 mmol ? min21 ? mg21. What is the 
velocity of the reaction when the phenylalanine concentration is 
0.15 mM?

end of this time, 25 mM phenylalanine was detected in the solution. 
What is the rate of formation (in units of M ? s21) of phenylalanine 
in this reaction?

 6. Draw a graph of the reaction described in Problem 5 in 
which the velocity of the reaction (measured as the rate of the 
appearance of phenylalanine per unit time) is plotted as a function 
of the reactant concentration.

 7. The amide bond in hippurylphenylalanine (see Problem 5) is 
hydrolyzed 4.7 3 1011 times faster in the presence of an enzyme. 
What is the rate of formation of phenylalanine in the presence of an 
enzyme?

 8. Draw a graph of the reaction described in Problem 7 in 
which the appearance of phenylalanine is plotted as a function of 
substrate concentration. Compare this graph to the one you drew in 
Problem 6. How is this graph different, and why?

 9. A bacterial enzyme catalyzes the hydrolysis of maltose as 
shown in the equation below.

maltose 1 H2O S 2 glucose

During an interval of one minute, the concentration of maltose 
decreases by 65 mM. What is the rate of disappearance of maltose in 
the enzyme-catalyzed reaction?

10. In the reaction shown in Problem 9, what is the rate of 
appearance of glucose?

7-2 Derivation and Meaning of the Michaelis–Menten 
Equation

11. Complete the table for the following one-step reactions:

Reaction Molecularity Rate equation Units of k

A S B 1 C    
A 1 B S C    
2 A S B    
2 A S B 1 C    

 Reaction velocity  
Reaction proportional to . . . Order

A S B 1 C  
A 1 B S C  
2 A S B  
2 A S B 1 C  

12. The rate of the reaction described in Problem 3 doubles 
when the concentration of sucrose doubles. The reaction rate is not 
affected by the concentration of water. Write a rate law for the reac-
tion that is consistent with these observations. What is the order of 
the reaction?

13. Refer to your rate law written for Problem 12 and Sample 
Calculation 7-1 to determine the velocity of the uncatalyzed reac-
tion when the concentration of sucrose is 0.050 M. The rate con-
stant k for the uncatalyzed reaction is 5.0 3 10211 s21.

14. Repeat the calculation you performed in Problem 13 for the 
enzyme-catalyzed hydrolysis of sucrose. The rate constant k for the 
catalyzed reaction is 1.0 3 104 s21.

15. An unprotonated primary amino group in a blood protein 
can react with carbon dioxide to form a carbamate as shown here:

RONH2 1 CO2 S RONHOCOO2

Carbamate
1 H1

[ES]

Time

(c)

[E]

Time

(d)

[P]

Time

(a)

[S]

Time

(b)

v0

[E]

(e)

v0

[S]

(f )
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−4 4

5

Reaction 1

Reaction 3

Reaction 2

1/[S] (M−1)

1/v0 (s . M−1)

32. The formation of an enzyme–substrate complex for a one-
substrate reaction can be expressed as E 1 S Δ ES. For an enzy-
matic reaction with two substrates, A and B, the expression would 
be E 1 A 1 B Δ EAB. Explain why the second process is 
approached as two bimolecular reactions rather than as a single 
termolecular (three-reactant) reaction.

33. The KM values for the reaction of chymotrypsin with two 
different substrates are given.

 Substrate K M (M)

 N-Acetylvaline ethyl ester 8.8 3 1022

 N-Acetyltyrosine ethyl ester 6.6 3 1024

(a) Which substrate has the higher apparent affi nity for the 
enzyme? Use what you learned about chymotrypsin in Chapter 6 
to explain why.
(b) Which substrate is likely to give a higher value for V max?

34. The enzyme hexokinase acts on both glucose and fructose. 
The KM and V max values are given in the table. Using these data, 
compare and contrast the interaction of hexokinase with both of 
these substrates.

 Substrate K M (M) V max (relative)

 Glucose 1.0 3 10–4 1.0
 Fructose 7.0 3 10–4 1.8

35. Use the data provided to determine whether the reactions 
catalyzed by enzymes A, B, and C are diffusion-controlled.

Enzyme Reaction K M K cat

  A S n P 0.3 mM 5000 s�1

  B S n Q 1 nM 2 s�1

  C S n R 2 �M 850 s21

36. Refer to the data presented in Problem 35. A reaction is 
carried out in which 5 nM substrate S is added to a reaction mixture 
containing equivalent amounts of enzymes A, B, and C. After 30 
seconds, which product will be more abundant: P, Q, or R?

37. The enzyme g-glutamylcysteine synthetase (g-GCS) from 
the protozoan Trypanosoma brucei, the parasite that causes African 
sleeping sickness, catalyzes the fi rst step of the biosynthesis of try-
panothione, a compound the parasite requires to maintain proper 
redox balance.

aminobutyric acid 1 glutamate 1 ATP

  Sg-GCS  S S trypanothione

24. In the absence of allosteric effectors, the enzyme phospho-
fructokinase displays Michaelis–Menten kinetics (see Fig. 7-15). 
The v0/V max ratio is 0.9 when the concentration of its substrate, 
fructose-6-phosphate, is 0.10 mM. Use Equation 7-21 to calculate 
the KM for phosphofructokinase under these conditions.

25. Use the plot provided to estimate values of KM and V max for 
an enzyme-catalyzed reaction.

205 10 15

20

40

[S] (µM)

v0 (µM/s)

26. Estimate the KM and the V max for each enzyme from the plot 
shown.

(a) Which enzyme generates product more rapidly when 
[S] 5 1 mM? What is the relationship between [S] and KM for 
each enzyme at this substrate concentration?
(b) Answer part (a) for a [S] of 10 mM.

[S] (mM)

0
0 2 4 6 8 10

1

2

3

4

5

Enzyme 1

Enzyme 2

v0 (mM .  s−1)

27. What relationship exists between KM and [S] when an enzyme-
catalyzed reaction proceeds at (a) 75% Vmax and (b) 90% V max?

28. When [S] 5 5 KM, how close is v0 to V max? When [S] 5 
20 KM, how close is v0 to V max? What do these results tell you about 
the accuracy of estimating V max from a plot of v0 versus [S]?

29. An insect aminopeptidase was purifi ed and its catalytic activity 
was investigated using an artifi cial peptide substrate. The V max 
was 4.0 3 1027 M ? s21 and the KM was 1.4 3 1024 M. The enzyme 
concentration used in the assay was 1.0 3 1027 M. What is the 
value of k cat? What is the meaning of kcat?

30. Calculate the catalytic effi ciency of the aminopeptidase 
described in Problem 29.

31. Three enzymatic reactions carried out under different condi-
tions are shown in the fi gure above right. Estimate the KM and V max 
values from the plot. Which reaction has the lowest KM? Which 
reaction has the highest V max?
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shown in the table. Compare the activities of the two enzymes 
for the casein substrate.

 Enzyme Specifi c activity (units/mg)

 Ile 31 wild-type subtilisin E 109 6 9
 Leu 31 mutant subtilisin E 297 6 30

(d) Why did the Ile n Leu substitution alter the enzyme’s 
catalytic effi ciency?
(e) Would subtilisin as a detergent additive be effective in removing 
protein-based stains (such as milk or blood) from clothing?

40. Aspartate aminotransferase (AspAT) catalyzes the following 
reaction:

NH3 CH

CH2

� COO�

Aspartate

AspAT

�-Amino acid

�-Keto acidCOO�
CH2

C O

Oxaloacetate

COO�

COO�

The AspAT enzyme has two active-site arginines, Arg 386 and Arg 292, 
which interact with the a-carboxylate and b-carboxylate groups on 
the aspartate substrate, respectively. Mutant AspAT enzymes were 
constructed in which either or both of the essential arginines were 
replaced with a lysine residue. The kinetic parameters for the wild-
type enzyme and mutant enzymes are shown in the table.

 K M Aspartate
Enzyme (mM) k cat (s

21)

Wild-type AspAT (Arg 292 Arg 386) 4 530
Mutant AspAT (Lys 292 Arg 386) 326 4.5
Mutant AspAT (Arg 292 Lys 386) 72 9.6
Mutant AspAT (Lys 292 Lys 386) 300 0.055

(a) Compare the ability of aspartate to bind to the wild-type 
and mutant enzymes.
(b) Why does replacing arginine with lysine affect substrate 
binding to AspAT?
(c) Evaluate the catalytic effi ciency of the wild-type and mutant 
enzymes.
(d) Why does the replacement of arginine with lysine affect the 
catalytic activity of the enzyme?

7-3 Enzyme Inhibition

41. Based on some preliminary measurements, you suspect that 
a sample of enzyme contains an irreversible inhibitor. You decide to 
dilute the sample 100-fold and remeasure the enzyme’s activity. 
What would your results show if the inhibitor in the sample is 
(a) irreversible or (b) reversible?

42. How would diisopropylphosphofl uoridate (DIPF) affect the 
apparent K M and V max of a sample of chymotrypsin?

43. Inhibitors of acetylcholinesterase, such as edrophonium, are 
used to treat Alzheimer’s disease. The substrate for acetylcholinester-
ase is acetylcholine. Structures of both molecules are shown.

Acetylcholine Edrophonium

H3C

H3C

H3C

OHN�CH3

CH3

CH3

H3C O

O

�N

The K M values for each of the substrates have been measured.

 Substrate K M (mM)

 Glutamate 5.9
 Aminobutyric acid 6.1
 ATP 1.4

(a) Does this reaction obey Michaelis–Menten kinetics?
(b) Describe how the K M values for each of the three substrates 
were determined.
(c) How would V max be achieved for the g-GCS reaction?

38. A galactosyl transferase, b3-GalT, has recently been purifi ed. 
b3-GalT catalyzes the reaction shown below, an early step in the 
production of glycoproteins important in immune recognition.

� Ser

UDP GalNAc

Gal

�3-GalTSer

GalNAc

UDP–Gal

The reaction velocity was measured in the presence of UDP-[3H]Gal. 
Use the Lineweaver–Burk plot provided to determine the K M and 
the V max for b3-GalT.

y � 0.26x � 4.41 � 10−4

1/
β3

-G
aI

T
 a

ct
iv

ity
 (

μM
−1

 . 
h)

1/UDP–Gal (μM−1)

0.0020

0.0040

0.0060

−0.005 0.000 0.005 0.010 0.015 0.020

39. Subtilisin, an alkaline serine protease produced by Bacillus 
bacteria, is used in the detergent and food-processing industries. 
Protein engineers constructed a mutant subtilisin enzyme in an 
attempt to improve its catalytic activity. The isoleucine at position 
31 (adjacent to the Asp residue in the Asp–His–Ser catalytic triad) 
was replaced with leucine. Both the mutant and wild-type enzymes 
were assayed for catalytic activity using the artifi cial substrate 
N-succinyl-Ala-Ala-Pro-Phe-p-nitroanilide (AAPF). The results are 
shown in the table.

Enzyme K M (mM) k cat (s
21) k cat /K M (mM21 ? s21)

Ile 31 wild-type 1.9 6 0.2 21 6 4 11
 subtilisin E
Leu 31 mutant  2.0 6 0.3 120 6 15 60
 subtilisin E

(a) Explain how reaction velocity is measured using the AAPF 
substrate.
(b) What effect did the replacement of Leu for Ile at position 
31 have on the catalytic activity of subtilisin E for the hydrolysis 
of AAPF? Comment on the K M and kcat values.
(c) Both enzymes were tested for their ability to cleave peptide 
bonds in a “natural” substrate, milk casein. The results are 
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49. The bacterial enzyme proline racemase catalyzes the inter-
conversion of two isomers of proline:

H

COO�

COO�

NH2
�

H

COO�

�

NH2
� NH2

�

The compound shown below is an inhibitor of proline racemase. 
Explain why.

COO�

NH

50. Cytidine deaminase catalyzes the following reaction:

N

N

NH2 NH2

Ribose

OH

NH

Cytidine Uridine

O O

N

N

Ribose

O

O

N

Ribose

Both of the compounds shown below inhibit the reaction. The 
compounds have K I values of 3 3 1025 M and 1.2 3 1022 M. 
Assign the appropriate K I value to each inhibitor. Which compound 
is the more effective inhibitor? Give a structural basis for your 
answer.

H OH

A

O

N

N

Ribose

H H

B

O

N

N

Ribose

51. The observation that adenosine deaminase is inhibited by 
1,6-dihydroinosine allowed scientists to propose a structure for the 
transition state of this enzyme. The compound coformycin has also 
been shown to inhibit adenosine deaminase; its K I value is about 
0.25 µM. Does this observation support or refute the proposed 
transition state for adenosine deaminase?

Coformycin

HO H

HN

C/

N
N

N

52. The fl u virus enzyme neuraminidase hydrolyzes sialic acid 
residues from cell-surface glycoproteins. This activity helps newly 
made viruses to escape from the host cell. The drugs oseltamivir 
(Tamifl u) and zanamivir (Relenza) are transition state analogs that 
inhibit neuraminidase to block viral infection. Wild-type and 
mutant strains of the fl u virus, in which neuraminidase residue 
274 is changed from His to Tyr, exhibit the following kinetic 
parameters.

(a) What kind of inhibitor is edrophonium? Explain.
(b) Can inhibition by edrophonium be overcome in vitro by 
increasing the substrate concentration? Explain.
(c) Does this inhibitor bind reversibly or irreversibly to the 
enzyme? Explain.

44. Would indole be a more effective competitive inhibitor of 
chymotrypsin, trypsin, or elastase? Explain.

Indole

HN

45. Explain why there are so few examples of inhibitors that 
decrease V max but do not affect K M.

46. Computer-modeling studies have shown that uncompetitive 
and noncompetitive inhibitors of enzymes are more effective than 
competitive inhibitors. These studies have important implications 
in drug design. Propose a hypothesis that explains these results.

47. Glucose-6-phosphate dehydrogenase catalyzes the following 
reaction (see Section 13-4):

6-Phosphoglucono-�-lactoneGlucose-6-phosphate

H

HO
OH

OH

H
H

H

OH

H
O

CH2OPO3
2�

H

HO
OOH

OH

H
H

H

O
CH2OPO3

2�

glucose-6-
phosphate

dehydrogenase

NADP�

NADPH � H�

Kinetic data for the enzyme isolated from the thermophilic bacterium 
T. maritima are presented in the following table.

Substrate KM (mM) V max (U ? mg21)

Glucose-6-phosphate 0.15 20
NADP1 0.03 20
NAD1 12.0 6

(a) NADPH inhibits glucose-6-phosphate dehydrogenase. 
What kind of inhibitor is NADPH?
(b) How are the values of K M and V max likely to differ from 
those listed in the table if NADPH is present?
(c) Does glucose-6-phosphate dehydrogenase prefer NAD1 or 
NADP1 as a cofactor?

48. Glucose-6-phosphate dehydrogenase is also found in yeast, 
and it catalyzes the same reaction shown in Problem 47. The KM for 
glucose-6-phosphate in yeast is 2.0 3 1025 M. The K M for NADP1 
is 2.0 3 1026 M. Yeast glucose-6-phosphate dehydrogenase can be 
inhibited by a number of cellular agents whose K I values are listed 
in the following table.

Inhibitor K I (M)

Inorganic phosphate 1.0 3 1021

Glucosamine-6-phosphate 7.2 3 1024

NADPH 2.7 3 1025

(a) Which is the most effective inhibitor? Explain.
(b) Which inhibitor(s) is (are) likely to be completely ineffec-
tive under normal cellular conditions? Explain.
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56. The HIV-1 protease, an important enzyme in the life cycle 
of the human immunodefi ciency virus-1 (HIV-1), is a good drug 
target for the treatment of HIV and AIDS. A protein produced 
by the virus, p6*, is an HIV-1 protease inhibitor. The activity of 
the HIV-1 protease was measured in the presence and absence of 
p6* using an assay involving an artifi cial substrate, as shown 
below.
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Kinetic assays were carried out in the presence (10 mM) and in the 
absence of p6*. The data are shown in the table.

  v0 without p6* v0 with p6*
 [S] (mM) (nmol ? min21)  (nmol ? min21)

 10 4.63 2.70
 15 5.88 3.46
 20 6.94 4.74
 25 9.26 6.06
 30 10.78 6.49
 40 12.14 8.06
 50 14.93 9.71

 K M for sialic acid V max

 (mM) (relative units)

Wild-type enzyme 6.3 1.0
His274Tyr mutant enzyme 27.0 0.8

 K I for oseltamivir K I for zanamivir 
 (nM) (nM)

Wild-type enzyme 0.32 0.1
His274Tyr mutant enzyme 85 0.19

(a) For the wild-type virus, which drug would work better?
(b) Does the mutation appear to affect substrate binding or 
turnover?
(c) How does the mutation affect inhibition by oseltamivir and 
zanamivir? Which drug would be more effective against the 
mutant fl u strain?

53. A phospholipase hydrolyzes its lipid substrate with a K M 
of 10 µM and a V max of 7 µmol ? mg21 ? min21. In the presence of 
30 µM palmitoylcarnitine inhibitor, the K M increases to 40 µM and 
the V max remains unchanged. What is the K I of the inhibitor?

54. A cysteine protease from a malaria parasite was recently iso-
lated. A compound named P56 was found to inhibit the enzyme. 
Compounds of this type have the potential to be used as drugs to 
treat malaria. Data were plotted as shown below.
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(a) What kind of inhibitor is P56?
(b) Use the equations of the lines provided to calculate K M and 
V max for the enzyme with and without the inhibitor.
(c) Calculate the value of K I in the presence of 0.22 mM 
inhibitor.

55. The tyrosinase enzyme catalyzes reactions that produce 
brown-colored products. In mammals, it is responsible for the pro-
duction of melanin in the skin; in plants, it is responsible for the 
browning that occurs when foods such as apples or mushrooms are 
sliced open and exposed to air. Food scientists interested in prevent-
ing the browning process in plant-based foods have shown that 
dodecyl gallate is an inhibitor of tyrosinase. Using the Lineweaver–
Burk plot provided, calculate the V max and K M for the enzyme in 
the presence and absence of the inhibitor. What type of inhibitor is 
dodecyl gallate?
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(a) Construct a Lineweaver–Burk plot using the data provided. 
Calculate KM and V max for the alkaline phosphatase enzyme in 
the absence and in the presence of homoarginine.
(b) What kind of inhibitor is homoarginine? Explain.
(c) Homoarginine does not inhibit intestinal alkaline phosphatase. 
Why might homoarginine inhibit bone alkaline phosphatase but 
not the enzyme found in the intestine?

60. Protein phosphatase 1 (PP1) catalyzes a reaction which yields 
products that regulate cell division; consequently, PP1 is a possible 
drug target to treat certain types of cancers. The PP1 enzyme cata-
lyzes the hydrolysis of a phosphate group from myelin basic protein 
(MBP). The reaction is shown below:

MBP-phosphate ¡
PP1

 MBP 1 Pi

The activity of PP1 was measured in the presence and absence of 
the inhibitor phosphatidic acid (PA). The concentration of PA was 
300 nM.

  v0 without PA v0 with PA
 [MBP] (nmol Pi released ?  (nmol Pi  released ? 
 (mg/mL) mL21 ? min21) mL21 ? min21)

 0.010 0.0209 0.00381
 0.015 0.0335 0.00620
 0.025 0.0419 0.00931
 0.050 0.0838 0.0140

(a) Use the data provided to construct a Lineweaver–Burk plot 
for the PP1 enzyme in the presence and absence of PA. What 
kind of inhibitor is PA?
(b) Report the K M and V max values for PP1 in the presence and 
absence of the inhibitor.

61. Aspartate transcarbamoylase (ATCase) catalyzes the forma-
tion of N-carbamoyl aspartate from carbamoyl phosphate and 
aspartate, a step in the multienzyme process that synthesizes cyti-
dine triphosphate (CTP).

carbamoyl phosphate 1 aspartate SATCase

N-carbamoylaspartate S S S UMP S S UTP S CTP

Kinetic studies of ATCase activity as a function of aspartate concen-
tration yield the results shown in the graph.
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(a) Is ATCase an allosteric enzyme? How do you know?
(b) What kind of an effector is CTP? Explain. What is the 
biological signifi cance of CTP’s effect on ATCase?
(c) What kind of an effector is ATP? Explain. What is the 
biological signifi cance of ATP’s effect on ATCase?

62. The activity of ATCase (see Problem 61) was measured in 
the presence of several nucleotide combinations. The results are 

(a) Construct a Lineweaver–Burk plot and determine the K M 
and Vmax in the presence and in the absence of inhibitor.
(b) What type of inhibitor is p6*? Explain.
(c) Calculate the K I for the inhibitor.

57. The phosphatase enzyme PTP1B catalyzes the removal of phos-
phate groups from specifi c proteins and is involved in the mechanism 
of action of insulin. Phosphatase inhibitors such as vanadate may be 
useful in the treatment of diabetes. The activity of the PTP1B was mea-
sured in the presence and absence of vanadate using an artifi cial sub-
strate, fl uorescein diphosphate (FDP), that produces a light-absorbing 
product. The reaction is shown below; data are shown in the table.

fl uorescein diphosphate SPTP1B

 fl uorescein monophosphate 1 HPO4
22 

 (absorbs light at 450 nm)

  v0 without vanadate v0 with vanadate
 [FDP] (mM) (nM ? s21) (nM ? s21)

 6.67 5.7 0.71
 10 8.3 1.06
 20 12.5 2.04
 40 16.7 3.70
 100 22.2 8.00
 200 25.4 12.5

(a) Construct a Lineweaver–Burk plot using the data provided. 
Calculate K M and V max for PTP1B in the absence and in the 
presence of vanadate.
(b) What kind of inhibitor is vanadate? Explain.

58. An alternative way to calculate K I for the vanadate inhibitor 
in the PTP1B reaction (see Problem 57) is to measure the velocity 
of the enzyme-catalyzed reaction in the presence of increasing 
amounts of inhibitor and a constant amount of substrate. These 
data are shown in the table below for a substrate concentration of 
6.67 mM. To calculate K I, rearrange Equation 7-28 and solve for a. 
Then construct a graph plotting a versus [I]. Since a 5 1 1 [I]/K I, 
the slope of the line is equal to 1/K I. Determine K I for vanadate 
using this method.

 [Vanadate] (mM) v0 (nM ? s21)

 0.0 5.70
 0.2 3.83
 0.4 3.07
 0.7 2.35
 1.0 2.04
 2.0 1.18
 4.0 0.71

59. Homoarginine has been shown to inhibit the activity of an alka-
line phosphatase found in bone. Alkaline phosphatase enzymes are 
widely distributed in tissues, and serum levels of these enzymes are often 
used as a diagnostic tool for various diseases. The artifi cial substrate 
phenyl phosphate was incubated with bone alkaline phosphatase in the 
presence of 4 mM homoarginine. The data are shown in the table.

 [Phenyl phosphate] v0, no inhibitor v0, with inhibitor
 (mM) (nM ? min21) (nM ? min21)

 4.00 1.176 0.476
 2.00 0.909 0.436
 1.00 0.667 0.385
 0.67 0.556 0.333
 0.50 0.455 0.286
 0.33 0.345 0.244
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(b) The investigators carried out a site-directed mutagenesis 
experiment in which they mutated Ala 398 to Arg. The mutated 
residue was at one of the intersubunit contact positions. The 
activity of the mutant enzyme, in the presence and absence of 
F16BP, was measured as described in part (a). The results are 
shown in the graph below. What effect did the mutation have 
on the enzyme?
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shown in the table below. A value greater than 1 indicates the 
enzyme was activated, a value less than 1 indicates inhibition.

(a) What combination gives the most effective inhibition?
(b) What is the physiological signifi cance of this combination?
(c) Redraw the graph shown in Problem 61 to include this new 
information. How does the K M of the nucleotide combination 
compare with the values for the nucleotides alone?

 Activity in the presence 
Nucleotide effectors of 5 mM aspartate

 ATP 1.35
 CTP 0.43
 UTP 0.95
 ATP 1 CTP 0.85
 ATP 1 UTP 1.52
 CTP 1 UTP 0.06

63. The redox state of the cell (the likelihood that certain groups 
will be oxidized or reduced) is believed to regulate the activities of 
some enzymes. Explain how the reversible formation of an intramo-
lecular disulfi de bond (OSOSO) from two Cys OSH groups 
could affect the activity of an enzyme.

64. Pyruvate kinase catalyzes the last reaction in the glycolytic 
pathway (see Fig. 13-2) as shown here.

phosphoenolpyruvate (PEP) 1 ADP S pyruvate 1 ATP

There are four different mammalian forms of pyruvate kinase. All 
catalyze the same reaction, but they differ in their response to the 
glycolytic metabolite fructose-1,6-bisphosphate (F16BP).

The activity of the M1 form of pyruvate kinase was measured at 
various concentrations of PEP, both in the presence (blue circles) 
and absence (red circles) of F16BP. The results are shown in the 
graph above right.

(a) Is the M1 form of pyruvate kinase an allosteric enzyme? 
Does F16BP affect the enzyme activity, and, if so, how?
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LIPIDS AND 
MEMBRANES8ch
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[Gerd Guenther/Photo Researchers, Inc.]

THIS CHAPTER IN CONTEXT

Do You Remember?
 Cells contain four major types of biological molecules and three major types of 

polymers (Section 1-2).

 Noncovalent forces, including hydrogen bonds, ionic interactions, and 

van der Waals forces, act on biological molecules (Section 2-1).

 The hydrophobic effect, which is driven by entropy, excludes nonpolar substances 

from water (Section 2-2).

 Amphiphilic molecules form micelles or bilayers (Section 2-2).

 A folded polypeptide assumes a shape with a hydrophilic surface and a 

hydrophobic core (Section 4-3).

Part 2 Molecular Structure
 and Function

 8 Lipids and Membranes

Part 3 Metabolism

Part 1 Foundations

Part 4 Genetic Information

HOW can a cell membrane be both fl exible and impermeable? 

The aquatic organism Amoeba proteus (left) is a single cell enclosed by a membrane consisting 
of lipid and protein. As the cell changes shape, so does the membrane. Yet the 

membrane continues to function as a barrier, keeping extracellular materials out 
and preventing the loss of intracellular materials. In this chapter, we’ll explore 
the properties that allow lipids to spontaneously form a bilayer that is both a 

dynamic structure and a powerful separator of what’s inside and what’s outside.
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Lipids

All cells—and the various compartments inside eukaryotic cells—are surrounded 
by membranes. In fact, the formation of a membrane is believed to be a defi ning 
event in the evolutionary history of the cell (Section 1-4); without membranes, a 
cell would be unable to retain essential resources. To begin to understand how 
membranes work, we will examine them as composite structures containing both 
lipids and proteins.

The lipids that make up the physical structure of the membrane—the lipid 
bilayer—aggregate to form sheets that are impermeable to ions and other solutes. 
The key to this behavior is the hydrophobicity of the lipid molecules. Hydrophobicity 
is also a useful feature of lipids that perform other roles, such as energy storage. 
Although lipids exhibit enormous variety in shape and size and carry out all sorts of 
biological tasks, they are united by their hydrophobicity.

The molecules that fi t the label of lipid do not follow a single structural template 
or share a common set of functional groups, as nucleotides and amino acids do. In 
fact, lipids are defi ned primarily by the absence of functional groups. Because they 
consist mainly of C and H atoms and have few if any N- or O-containing func-
tional groups, they lack the ability to form hydrogen bonds and are therefore largely 
insoluble in water (most lipids are soluble in nonpolar organic solvents). Although 
some lipids do contain polar or charged groups, the bulk of their structure is 
hydrocarbon-like.

Fatty acids contain long hydrocarbon chains

The simplest lipids are the fatty acids, which are long-chain carboxylic acids (at 
physiological pH, they are ionized to the carboxylate form). These molecules 
may contain up to 24 carbon atoms, but the most common fatty acids in plants 
and animals are the even-numbered C16 and C18 species such as palmitate and 
stearate:
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Such molecules are called saturated fatty acids because all their tail carbons are 
“saturated” with hydrogen. Unsaturated fatty acids (which contain one or more 
double bonds) such as oleate and linoleate are also common in biological systems. In 
these molecules, the double bond usually has the cis confi guration (in which the two 

KEY CONCEPTS
• Lipids are predominantly 

hydrophobic molecules that can be 
esterifi ed but cannot form polymers.

• Glycerophospholipids and 
sphingolipids are amphipathic 
molecules.

• Cholesterol and other lipids that do 
not form bilayers have a variety of 
other functions.

8-1 Lipids
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hydrogens are on the same side). Some common saturated and unsaturated fatty 
acids are listed in Table 8-1. Although human cells can synthesize a variety of un-
saturated fatty acids, they are unable to make any with double bonds past carbon 9 
(counting from the carboxylate end). Some organisms can do so, however, produc-
ing what are known as omega-3 fatty acids (Box 8-A).

TABLE 8-1  Some Common Fatty Acids

Number of Carbon Atoms Common Name Systematic Namea Structure

Saturated fatty acids
 12 Lauric acid Dodecanoic acid CH3(CH2)10COOH
 14 Myristic acid Tetradecanoic acid CH3(CH2)12COOH
 16 Palmitic acid Hexadecanoic acid CH3(CH2)14COOH
 18 Stearic acid Octadecanoic acid CH3(CH2)16COOH
 20 Arachidic acid Eicosanoic acid CH3(CH2)18COOH
 22 Behenic acid Docosanoic acid CH3(CH2)20COOH
 24 Lignoceric acid Tetracosanoic acid CH3(CH2)22COOH
Unsaturated fatty acids
 16 Palmitoleic acid 9-Hexadecenoic acid  CH3(CH2)5CHPCH(CH2)7COOH
 18 Oleic acid 9-Octadecenoic acid  CH3(CH2)7CHPCH(CH2)7COOH
 18 Linoleic acid 9,12-Octadecadienoic acid CH3(CH2)4(CHPCHCH2)2(CH2)6COOH
 18 a-Linolenic acid 9,12,15-Octadecatrienoic acid     CH3CH2(CHPCHCH2)3(CH2)6COOH
 18 g-Linolenic acid 6,9,12-Octadecatrienoic acid CH3(CH2)4(CHPCHCH2)3(CH2)3COOH
 20 Arachidonic acid 5,8,11,14-Eicosatetraenoic acid CH3(CH2)4(CHPCHCH2)4(CH2)2COOH
 20 EPA 5,8,11,14,17-Eicosapentaenoic acid     CH3CH2(CHPCHCH2)5(CH2)2COOH
 22 DHA 4,7,10,13,16,19-Docosahexaenoic acid     CH3CH2(CHPCHCH2)6CH2COOH
aNumbers indicate the starting position of the double bond; the carboxylate carbon is in position 1.

? Which of the unsaturated fatty acids listed here are omega-3 fatty acids?

BIOCHEMISTRY NOTEBOX 8-A

Omega-3 Fatty Acids

An omega-3 fatty acid has a double bond starting three carbons from its methyl end 
(the last carbon in the fatty acid chain is called the omega carbon). Marine algae are 
notable producers of the long-chain omega-3 fatty acids EPA and DHA (see Table 8-1); 
these lipids tend to accumulate in the fatty tissues of cold-water fi sh. Consequently, 
fi sh oil has been identifi ed as a convenient source of omega-3 fatty acids, which have 
purported health benefi ts. Somewhat shorter omega-3 fatty acids such as a-linoleic acid 
are manufactured by plants. Humans whose diets don’t include fi sh oil acquire a-linoleic 
acid from plant sources and convert it to the longer varieties of omega-3 fatty acids by 
lengthening the fatty acid chain from the carboxyl end (Section 17-2).

Omega-3 fatty acids were identifi ed as essential for normal human growth in the 
1930s, but it was not until the 1970s that consumption of omega-3 fatty acids such as 
EPA was linked to decreased risk of cardiovascular disease. The correlation came to light 
from the observation that native Arctic populations, who ate fi sh and meat but few 
vegetables, had a surprisingly low incidence of heart disease. One possible biochemical 
explanation is that the omega-3 fatty acids compete with omega-6 fatty acids for the 
enzymes that convert the fatty acids to certain signaling molecules. The omega-6 deriva-
tives are stronger triggers of infl ammation, which underlies conditions such as athero-
sclerosis. The relative amounts of omega-3 and omega-6 fatty acids might therefore 
matter more than the absolute amount of omega-3 fatty acids consumed.

The 22-carbon DHA is abundant in the brain and retina, and its concentration 
decreases with age. DHA is converted in vivo to substances that are believed to protect 
neural tissues from damage following a stroke. However, DHA supplements do not ap-
pear to reverse the cognitive decline associated with disorders such as Alzheimer’s disease 
(see Box 4-C).

222
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Lipids

Free fatty acids are relatively scarce in biological systems. Instead, they are usu-
ally esterifi ed, for example, to glycerol (right). The fats and oils found in animals 
and plants are triacylglycerols (sometimes called triglycerides) in which the acyl 
groups (the ROCOO groups) of three fatty acids are esterifi ed to the three hydroxyl 
groups of glycerol (right). The ester bond linking each acyl group is the result of a 
condensation reaction. This is as close as lipids come to forming polymers: They 
cannot be linked end-to-end to form long chains, as the other types of biological 
molecules can.

The three fatty acids of a given triacylglycerol may be the same or different. For 
reasons that are outlined below, triacylglycerols do not form bilayers and so are not 
important components of biological membranes. However, they do aggregate in 
large globules, serving as a storage depot for fatty acids that can be broken down to 
release metabolic energy (these reactions are described in Section 17-1). The hydro-
phobic nature of triacylglycerols and their tendency to aggregate means that cells 
can store a large amount of this material without it interfering with other activities 
that take place in an aqueous environment.

Some lipids contain polar head groups

Among the major lipids of biological membranes are the glycerophospholipids, which 
contain a glycerol backbone with fatty acyl groups esterifi ed at positions 1 and 2 and 
a phosphate derivative, called a head group, esterifi ed at position 3. As in triacylglycer-
ols, the fatty acyl components of glycerophospholipids vary from molecule to mole-
cule. These lipids are usually named according to their head group, for example,
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Numerous studies have attempted to demonstrate the ability of omega-3 fatty acids 
to prevent or treat other conditions such as arthritis and cancer, but the fi ndings have 
been mixed, with the omega-3 fatty acid supplements in some cases exacerbating the 
disease. For this reason, the true role of omega-3 fatty acids in human health demands 
additional investigation.

Question: Explain why vegans exhibit DHA levels only slightly lower than the 
levels in individuals who consume large amounts of fi sh. What does this information 
reveal about the usefulness of consuming DHA supplements?
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Note that the glycerophospholipids are not completely hydrophobic: 
They are amphipathic, with hydrophobic tails attached to polar or 
charged head groups. As we will see, their structure is ideal for forming 
bilayers.

The bonds that link the various components of a glycerophospho-
lipid can be hydrolyzed by phospholipases to release the acyl chains or 
portions of the head group (Fig. 8-1). These enzymatic reactions are not 
just for degrading lipids. Some products derived from membrane lipids 
act as signaling molecules inside cells or between neighboring cells.

Membranes also contain amphipathic lipids known as sphingolipids. 
The sphingomyelins, with phosphocholine or phosphoethanolamine 
head groups, are sterically similar to their glycerophospholipid coun-

terparts. The major difference is that sphingomyelins are not built on a glycerol 
backbone. Instead, their basic component is sphingosine, a derivative of serine 
and the fatty acid palmitate. In a sphingolipid, a second fatty acyl group is at-
tached via an amide bond to the serine nitrogen (Fig. 8-2). Some sphingolipids 
include head groups consisting of one or more carbohydrate groups. These glyco-
lipids are known as cerebrosides and gangliosides.

Figure 8-1 Sites of action of 
phospholipases.

? Which phospholipase-catalyzed reac-
tions release charged portions of the 
phospholipid?

O O

O

O

O�

XP

CH2H2C CH

C

O

OO

R

C

R

phospholipase A1 phospholipase A2

phospholipase C

phospholipase D

from
serine

from
palmitate

CHCH

CH

CH3

(CH2)12

CH

HO CH2

OH(a)

�NH3

Sphingosine

phosphocholine

acyl group

CHCH

CH

CH3

(H2C)12

CH C

R

O

HO

(b)

NH

A sphingomyelin

CH2

CH2

O

CH2

CH3

CH3N
�

O�

CH3

O OP

(H2C)12

O

H3C

HO

H

CH

CH

CH3

(H2C)12

HOCH2

CH C

R

O

HO

HO

OH

OH

NH

H
O

O

H

A cerebroside

(c) (d)

CH

CH2

H

H
H

CH

C

CH

CH3

HOCH2

CH C

R

O

HO

H

HO

OH

NH

H
O

O

O

A ganglioside

CH

CH2

H

H
H

CH2OH

HO

O

H
O

H

H
H

NH

H

COO�

H

HO

H

CHOH
O

H

H

CH2OH

CHOH

Figure 8-2 Sphingolipids. (a) The sphingosine backbone 
is derived from serine and palmitate. (b) The attachment 
of a second acyl group and a phosphocholine (or 
phosphoethanolamine) head group yields a sphingomyelin. 
(c) A cerebroside has a monosaccharide as a head group rather 

than a phosphate derivative. (d) A ganglioside includes an 
oligosaccharide head group.

? Compare the structure of a sphingomyelin to the structure 
of the glycerophospholipids.
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Lipids perform a variety of physiological functions

In addition to glycerophospholipids and sphingolipids, many other types of lipids 
occur in membranes and elsewhere in the cell. One of these is cholesterol, a 27-carbon, 
four-ring molecule:

Cholesterol

CH

HO

CH2 CH2 CH2 CH

CH3 CH3

CH3

H3C

H3C

Cholesterol is an important component of membranes and is also a metabolic pre-
cursor of steroid hormones such as estrogen and testosterone.

Cholesterol is one of many types of terpenoids, or isoprenoids, lipids that are 
constructed from 5-carbon units with the same carbon skeleton as isoprene (right). 
For example, the isoprenoid ubiquinone is a compound that is reversibly reduced and 
oxidized in the mitochondrial membrane (it is described further in Section 12-2):

Isoprenoid units
CH C CH2)10 H

H3CO

(CH2

CH3
CH3

O

O
Ubiquinone

H3CO

The molecules known as vitamins A, D, E, and K are all isoprenoids that perform a 
variety of physiological roles not related to membrane structure (Box 8-B).

Isoprene

H2C CH2

CH3

CCH

BOX 8-B

The plant kingdom is rich in isoprenoid compounds, which 
serve as pigments, molecular signals (hormones and phero-
mones), and defensive agents. During the course of evolution, 
vertebrate metabolism has co-opted several of these compounds 
for other purposes. The compounds have become vitamins, 
which are substances that an animal cannot synthesize but 
must obtain from its food. Vitamins A, D, E, and K are lip-
ids, but many other vitamins are water-soluble. Other than 
being lipids, vitamins A, D, E, and K have little in common.

The fi rst vitamin to be discovered was vitamin A, or retinol.

CH2OH
H3C CH3

CH3

CH3 CH3

Retinol
(vitamin A)

It is derived mainly from plant pigments such as b-carotene (an 
orange pigment that is present in green vegetables as well as carrots 

The Lipid Vitamins A, D, E, and K

and tomatoes). Retinol is oxidized to retinal, an aldehyde, which 
functions as a light receptor in the eye. Light causes the retinal to 
isomerize, triggering an impulse through the optic nerve. A severe 
defi ciency of vitamin A can lead to blindness. The retinol deriva-
tive retinoic acid behaves like a hormone by stimulating tissue 
repair. It is sometimes used to treat severe acne and skin ulcers.

The steroid derivative vitamin D is actually two similar 
compounds—one (vitamin D2) derived from plants and the 
other (vitamin D3) from endogenously produced cholesterol.

HO

CH3

CH3

CH3

H3C

H3C

H2C

Vitamin D2

CLINICAL CONNECTION
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HO

CH3

CH3

H3C

H3C

H2C

Vitamin D3

Ultraviolet light is required for the formation of vitamins D2 
and D3, giving rise to the saying that sunlight makes vitamin D. 
Two hydroxylation reactions carried out by enzymes in the 
liver and kidney convert vitamin D to its active form, which 
stimulates calcium absorption in the intestine. The resulting 
high concentration of Ca21 in the bloodstream promotes 
Ca21 deposition in the bones and teeth. Rickets, a vitamin 
D–defi ciency disease characterized by stunted growth and 
deformed bones, is easily prevented by good nutrition and 
exposure to sunlight.

a-Tocopherol, or vitamin E, 

HO

CH3

CH3
CH3 CH3 CH3

CH3

CH3

H3C

�-Tocopherol
(vitamin E)

O

is a highly hydrophobic molecule that is incorporated into cell 
membranes. The traditional view is that it reacts with free radicals 
generated during oxidative reactions. Vitamin E activity would 
thereby help prevent the peroxidation of polyunsaturated fatty acids 
in membrane lipids. However, compounds that are closely related to 
a-tocopherol in structure do not exhibit this free radical–scavenging 
activity, and it has been proposed that the observed antioxidant 
effect of vitamin E instead stems from its activity as a regulatory 
molecule that may suppress free radical formation by inhibiting the 
production or activation of oxidative enzymes. In this respect, vita-
min E resembles other lipids that function as signaling molecules.

Vitamin K is named for the Danish word koagulation. It par-
ticipates in the enzymatic carboxylation of Glu residues in some 
of the proteins involved in blood coagulation (see Box 6-B). A 
vitamin K defi ciency prevents Glu carboxylation, which inhibits 

the normal function of the proteins, leading to excessive bleeding. 
Vitamin K can be obtained from green plants, as phylloquinone,

O

O

Phylloquinone
(vitamin K)

CH3

CH3 CH3 CH3 CH3

CH3

However, about half the daily uptake of the vitamin is supplied 
by intestinal bacteria.

Because vitamins A, D, E, and K are water-insoluble, they can 
accumulate in fatty tissues over time. Excessive vitamin D accu-
mulation can lead to kidney stones and abnormal calcifi cation of 
soft tissues. High levels of vitamin K have few adverse effects, but 
extremely high levels of vitamin A can produce a host of nonspe-
cifi c symptoms as well as birth defects. In general, vitamin toxicities 
are rare and usually result from overconsumption of commercial 
vitamin supplements rather than from natural causes.

 Questions

1. Bacterial infection stimulates nearby host cells to increase 
production of an enzyme that oxidizes the aldehyde group of 
retinal. Identify the product of the reaction.

2. Because it stimulates the activity of immune system cells, reti-
noic acid has been proposed as a treatment for infections. How-
ever, administering retinoic acid can also exacerbate conditions 
such as arthritis and other infl ammatory diseases. Explain.

3. Does vitamin D fi t the defi nition of a vitamin as a substance 
that an organism requires but cannot synthesize?

4. Vitamin D defi ciency is hypothesized to contribute to the de-
velopment of multiple sclerosis because the prevalence of this 
autoimmune disease increases with increasing latitude. Explain.

5. Explain why long-term use of antibiotics may lead to a 
vitamin K defi ciency.

6. Explain why obese individuals require larger amounts of 
vitamins A, D, E, and K in their diets.

7. Relatively few large-scale clinical trials (see Box 7-A) have 
been conducted to test the purported health benefi ts of vita-
mins. Explain why pharmaceutical companies are reluctant to 
test vitamins the same way that they test drug candidates.

What are some other functions of lipids that are not used to construct bilayers? 
Due to their hydrophobicity, some lipids function as waterproofi ng agents. For 
example, waxes produced by plants protect the surfaces of leaves and fruits against 
water loss. Beeswax contains an ester of palmitate and a 30-carbon alcohol that 
makes this substance extremely water-insoluble.

H3C CH3(CH2)29(CH2)14 O

O

C

In humans, derivatives of the C20 fatty acid arachidonate are signaling molecules 
that help regulate blood pressure, pain, and infl ammation (Section 10-4). Many 
plant lipids function as attractants for pollinators or repellants for herbivores. For 
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example, geraniol is produced by many fl owering plants (it has a roselike smell). 
Limonene gives citrus fruits their characteristic odor.

CH3

OHH3C
Geraniol

H3C CH2
Limonene

CH3

CH3

Capsaicin, the compound that gives chili peppers their “hot” taste, is an irritant 
to the digestive tracts of many animals, but it is consumed by humans worldwide.

Capsaicin

CH3

HO

H
NO

H3C

O

CH3

Its hydrophobicity explains why it cannot be washed away with water. Capsaicin has 
been used therapeutically as a pain reliever. It appears to activate receptors on neu-
rons that sense both pain and heat; by overwhelming the receptors with a “hot” 
signal, capsaicin prevents the neurons from receiving pain signals.

The fundamental component of a biological membrane is the lipid bilayer, a two-
dimensional array of amphipathic molecules whose tails associate with each other, out of 
contact with water, and whose head groups interact with the aqueous solvent (Fig. 8-3). 
The beauty of the bilayer as a barrier for biological systems is that it forms spontane-
ously (without the input of free energy) due to the infl uence of the hydrophobic 
effect, which favors the aggregation of nonpolar groups that are energetically costly 
to individually hydrate (Section 2-2). In addition, a bilayer is self-sealing and, de-
spite its thinness, it can enclose a relatively vast compartment or an entire cell. Once 
it has formed, a bilayer is quite stable.

Glycerophospholipids and sphingolipids have the appropriate geometry to form 
bilayers, whereas fatty acids and triacylglycerols do not (Fig. 8-4). Pure cholesterol 
cannot form a bilayer on its own because it is entirely hydrophobic except for a 
single polar hydroxyl group. It is found mostly buried in the hydrophobic region of 
a membrane, where its planar ring structure inserts among the acyl chains of other 
lipids. Similarly, other lipids are soluble in membranes although they do not con-
tribute to the overall structure of the bilayer.

The bilayer is a fl uid structure

Naturally occurring bilayers are mixtures of many different lipids. This is one reason 
why a lipid bilayer has no clearly defi ned geometry. Most lipid bilayers have a total 
thickness of between 30 and 40 Å, with a hydrophobic core about 25 to 30 Å thick. 
The exact thickness varies according to the lengths of the acyl chains and how they 

KEY CONCEPTS
• Bilayer fl uidity depends on the 

length and saturation of its lipids 
and on the presence of cholesterol.

• Lipid asymmetry is maintained by 
the slow rate of diffusion between 
leafl ets.

8-2 The Lipid Bilayer

CONCEPT REVIEW
• What are the structural features that distinguish fatty acids, 

triacylglycerols, glycerophospholipids, sphingomyelins, and cholesterol?
• How are lipids combined to make larger molecules?
• List some functions of lipid molecules.

Figure 8-3 A lipid bilayer.
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bend and interdigitate. In addition, the head groups of membrane lipids are not of 
uniform size, and their distance from the membrane center depends on how they 
nestle in with neighboring head groups. Finally, the lipid bilayer is impossible to 
describe in precise terms because it is not a static structure. Rather, it is a dynamic 
assembly: The head groups bob up and down, and the hydrocarbon tails of the lipids 
are in constant rapid motion. At its very center, the bilayer is as fl uid as a sample of 
pure hydrocarbon (Fig. 8-5). This structure provides an answer to the question 
posed at the start of the chapter: The bilayer is fl exible enough to accommodate 
changes in cell shape, but its hydrocarbon interior remains intact, as an oily layer 
between two aqueous compartments.

Figure 8-4 Bilayer-forming abilities of some lipids. (a) Free fatty acids have a 
relatively large head group attached to their single hydrophobic tail and therefore 
cannot align side-by-side to form a bilayer. (b) In most glycerophospholipids, the 
width of the head group is comparable to the width of the two acyl chains. The lipids 
can therefore form a bilayer with no voids between lipid molecules. (c) Triacylglycerols, 
with a small and weakly polar head group, do not form a bilayer.

(a) (b)

Fatty acids Glycerophospholipids
(c)

Triacylglycerols

Figure 8-5 Simulation of a lipid bilayer. In this model of a dipalmitoyl 
phosphatidylcholine bilayer, C atoms are gray (except for the terminal carbon of 
each lipid tail, which is yellow), ester O atoms are red, phosphate groups are green, 
and choline head groups are magenta. Water molecules on each side of the bilayer 
are shown as blue spheres. [Courtesy Richard Pastor and Richard Venable, National Institutes of 
Health.]

? Indicate where the molecules shown in Box 8-B would be located.

 HOW can a cell membrane be 

both fl exible and impermeable?
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It is useful to describe the fl uidity of a given membrane lipid in terms of its melt-
ing point, the temperature of transition from an ordered crystalline state to a more 
fl uid state. In the crystalline phase, all the acyl chains in the sample pack together 
tightly in van der Waals contact. In the fl uid phase, the methylene (OCH2O) 
groups of the acyl chains in the sample can rotate freely. The melting point of a 
particular acyl chain depends on its length and degree of saturation. For a saturated 
acyl chain, the melting point increases with increasing chain length. This is because 
more free energy (a higher temperature) is required to disrupt the more extensive 
van der Waals interactions between longer chains. A shorter acyl chain melts at a 
lower temperature because it has less surface area to make van der Waals contacts. A 
double bond introduces a kink into the acyl chain, so an unsaturated acyl chain is less 
able to pack effi ciently against its neighbors:

Consequently, the melting point of an acyl chain decreases as the degree of unsaturation 
increases.

What does all this mean for a mixed bilayer at a constant temperature? In general, 
longer acyl chains tend to be less mobile (more crystalline) than shorter acyl chains, and 
saturated acyl chains are less mobile than unsaturated chains. Because a fl uid mem-
brane is essential for many metabolic processes, organisms endeavor to maintain 
constant membrane fl uidity by adjusting the lipid composition of the bilayer. For 
example, during adaptation to lower temperatures, an organism may increase its 
production of lipids with shorter and less saturated acyl chains.

The membranes of most organisms remain fl uid over a range of temperatures. This 
is partly because biological membranes include a variety of different lipids (with differ-
ent melting points) and do not undergo a sharp transition between liquid and crystal-
line phases, as a sample of pure lipid would. In addition, cholesterol helps maintain 
constant membrane fl uidity over a range of temperatures through two opposing 
mechanisms:

1. In a bilayer of mixed lipids, cholesterol’s rigid and planar ring system restricts the 
movements of nearby acyl chains, thereby decreasing membrane fl uidity.

2. By inserting between membrane lipids, cholesterol prevents their close packing 
(that is, their crystallization), which tends to increase membrane fl uidity.

Different areas of a naturally occurring membrane may be characterized by dif-
ferent degrees of fl uidity. Regions known as membrane rafts are thought to contain 
tightly packed cholesterol and sphingolipids and have a near-crystalline consistency. 
Certain proteins appear to associate with rafts, so these structures may have func-
tional importance for processes such as transport and signaling. However, the phys-
ical characteristics of lipid rafts have been diffi cult to pin down, and it is possible 
that such structures may have only a fl eeting existence.

C
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Biological membranes consist of proteins as well as lipids. On average, a mem-
brane is about 50% protein by weight, but this value varies widely, depending on 
the source of the membrane. Some bacterial plasma membranes and organelle 
membranes are as much as three-quarters protein. By itself, a lipid bilayer serves 
mainly as a barrier to the diffusion of polar substances, and virtually all the addi-
tional functions of a biological membrane depend on membrane proteins. For 
example, some membrane proteins sense exterior conditions and communicate 
them to the cell interior. Other membrane proteins carry out specifi c metabolic 
reactions or function as transporters to move substances from one side of the 
membrane to the other. Membrane proteins fall into different groups, depending 

KEY CONCEPTS
• Integral membrane proteins 

completely span the bilayer by 
forming one or more a helices or 
a b barrel.

• Covalently attached lipids anchor 
some proteins in the bilayer.

8-3 Membrane Proteins

Natural bilayers are asymmetric

The two leafl ets of the bilayer in a biological membrane seldom have identical com-
positions. For example, sphingolipids with carbohydrate head groups occur almost 
exclusively on the outer leafl et of the plasma membrane, facing the extracellular 
space. The polar head groups of phosphatidylcholine also usually face the cell exte-
rior, whereas phosphatidylserine is usually found in the inner leafl et.

Lipid asymmetry is mostly a consequence of the orientation of lipid-synthesizing 
enzymes in the endoplasmic reticulum and Golgi apparatus, but the distinct com-
positions of the inner and outer leafl ets are preserved by the extremely slow rate at 
which most membrane lipids undergo transverse diffusion, or fl ip-fl op (the move-
ment from one leafl et to the other):

Transverse diffusion (flip-flop)

very slow

This movement is thermodynamically unfavorable since it would require the pas-
sage of a solvated polar head group through the hydrophobic interior of the bilayer. 
However, cells can and do move certain lipids between leafl ets with the assistance of 
enzymes called translocases or fl ippases. Lipid molecules undergo rapid lateral dif-
fusion, that is, movement within one leafl et:

Lateral diffusion

rapid

In a membrane bilayer, a lipid changes places with its neighbors as often as 107 times 
per second. Thus, the image of the bilayer in Figure 8-5 represents a bilayer frozen 
for an instant in time.

CONCEPT REVIEW
• Describe the overall structure of a lipid bilayer.
• How do chain length and saturation infl uence the melting point of a fatty acid?
• What is the role of cholesterol in maintaining bilayer fl uidity?
• What are the differences between transverse and lateral diffusion?
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on how they are specialized for interaction with the hydrophobic interior of the 
lipid bilayer (Fig. 8-6).

Integral membrane proteins span the bilayer

In the membrane proteins known as integral or intrinsic membrane proteins, a 
portion of the structure is fully buried in the lipid bilayer. These proteins are cus-
tomarily contrasted with peripheral or extrinsic membrane proteins, which are 
more loosely associated with the membrane via interactions with lipid head groups 
or integral membrane proteins (see Fig. 8-6). Except for their weak affi liation with 
the membrane, peripheral proteins are not notably different from ordinary water-
soluble proteins.

All but a few integral membrane proteins completely span the lipid bilayer, so they are 
exposed to the hydrophobic interior as well as the aqueous environment on each side of 
the membrane. The solvent-exposed portions of an integral membrane protein are 
typical of other proteins: a polar surface surrounding a hydrophobic core. However, 
the portion of the protein that penetrates the lipid bilayer must have a hydrophobic 
surface, since the energetic cost of burying a polar protein group (and its solvating 
water molecules) is too great.

An a helix can cross the bilayer

One way for a polypeptide chain to cross a lipid bilayer is by forming an a helix 
whose side chains are all hydrophobic. The hydrogen-bonding tendencies of the 
amino and carboxyl groups of the backbone are satisfi ed through hydrogen bonding 
in the a helix (see Fig. 4-4). The hydrophobic side chains project outward from the 
helix to mingle with the acyl chains of the lipids.

To span a 30-Å hydrophobic bilayer core, an a helix must contain at least 20 
amino acids. A transmembrane helix is often easy to spot by its sequence: It is rich in 
highly hydrophobic amino acids such as Ile, Leu, Val, and Phe. Polar aromatic groups 
(Trp and Tyr) and Asn and Gln often occur where the helix approaches the more 
polar lipid head groups. Highly polar residues such as Asp, Glu, Lys, and Arg often 
mark the point where the polypeptide leaves the membrane and is exposed to the 
solvent (Fig. 8-7).

Many integral membrane proteins contain several membrane-spanning � helices 
bundled together (Fig. 8-8). These a helices interact much like the left-handed 
coiled coils in keratin (Section 5-2). Some of the helix–helix interactions involve 

Figure 8-7 A membrane-spanning 
a helix. (a) A portion of the amino 
acid sequence from the protein 
bacteriorhodopsin. (b) Three-
dimensional structure of the same 
sequence. Polar residues are purple and 
nonpolar residues are green.

(a)  Pro–Glu–Trp–Ile–Trp–Leu–Ala–
Leu–Gly–Thr–Ala–Leu–Met–
Gly–Leu–Gly–Thr–Leu–Tyr–Phe–
Leu–Val–Lys–Gly

(b)

Figure 8-6 Types of membrane proteins. This schematic cross-section of a membrane 
shows an integral protein spanning the width of the membrane, a peripheral membrane 
protein associated with the membrane surface, and a lipid-linked protein whose 
attached hydrophobic tail is incorporated into the lipid bilayer.

? Which type of membrane protein would be easiest to separate from the lipid bilayer?

Integral
membrane protein

Peripheral
membrane protein

Lipid-linked
protein
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Figure 8-8 Bacteriorhodopsin. This integral membrane protein consists of a bundle 
of seven membrane-spanning a helices connected by loops that project into the 
solution on each side of the membrane. The helices are colored in rainbow order from 
blue (N-terminus) to red (C-terminus). The horizontal lines approximate the outer 
surfaces of the membrane. [Structure (pdb 1QHJ) determined by H. Belrhali, P. Nollert, A. Royant, 
C. Menzel, J. P. Rosenbusch, E. M. Landau, and E. Pebay-Peyroula.]

EXTRACELLULAR

SPACE

Figure 8-9 A membrane-spanning 
b barrel. The eight strands of this E. coli 
protein, known as OmpX, are fully 
hydrogen-bonded where they span the 
width of the bilayer. Hydrophobic side 
chains (green) on the barrel exterior 
face the bilayer core. Aromatic residues 
(gold) are located mostly near the 
lipid head groups. [Structure (pdb 1QJ9) 
determined by J. Vogt and G. E. Schulz.]

the electrostatic pairing of polar residues, but the surface of the helix bundle—
where it contacts the lipid tails—is predominantly hydrophobic.

A transmembrane b sheet forms a barrel

A polypeptide that crossed the membrane as a b strand would leave its hydrogen-
bonding backbone groups unsatisfi ed. However, if several b strands together form a 
fully hydrogen-bonded b sheet, they can cross the membrane in an energetically 
favorable way. In order to maximize hydrogen bonding, the b sheet must close up 
on itself to form a b barrel.

The smallest possible b barrel contains eight strands. The exterior surface of 
the barrel includes a band, about 22 Å wide, of hydrophobic side chains. This 
band is fl anked on each side by aromatic side chains, which are more polar and 
form an interface with the lipid head groups (Fig. 8-9). Larger b barrels, contain-
ing up to 22 strands, sometimes include a central water-fi lled passageway that al-
lows small molecules to diffuse from one side of the membrane to the other 
 (Section 9-2).

Because the side chains in a b sheet point alternately to each face, some side chains 
in a b barrel point into the barrel interior, and others face the lipid bilayer. The absence 
of a discrete stretch of hydrophobic residues, as in a membrane-spanning a helix, makes 
it diffi cult to detect membrane-spanning b strands by examining a protein’s sequence.

Lipid-linked proteins are anchored in the membrane

A second group of membrane proteins consists of lipid-linked proteins. Many 
of these are otherwise soluble proteins that are anchored in the lipid bilayer by 
a covalently attached lipid group. A few lipid-linked proteins also contain 
membrane-spanning polypeptide segments. In some lipid-linked proteins, a 
fatty acyl group such as a myristoyl residue (from the 14-carbon saturated fatty 
acid myristate) is attached via an amide bond to the N-terminal Gly residue of 
a protein (Fig. 8-10a). Other proteins contain a palmitoyl group (from the 16-carbon 
palmitate) attached to the sulfur of a Cys side chain via a thioester bond (Fig. 8-10b). 
Palmitoylation, in contrast to myristoylation, is reversible in vivo. Consequently, 

232
Ch 8 Lipids and Membranes

c08LipidsandMembranes.indd Page 232  24/07/12  1:36 PM user-F391c08LipidsandMembranes.indd Page 232  24/07/12  1:36 PM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



HN C

O

CH2

O(a)

C

NH C

C O

CH

CH2

S

O(b)

NH C OCH

CH2

CH3

S

O(c)

NH C NH

O P O

O

O

H

H

H

H

O

P

O

O

C

H

OH

O�

O�

CH

R

CH2

CH2

CH2

CH2 CH

O

(d)

O

O

C O

O

H

OHHO

HO

Figure 8-10 Attachment of lipids in some lipid-linked proteins. Proteins are shown in 
blue, and the lipid anchors are in green. Other groups are purple. (a) Myristoylation. 
(b) Palmitoylation. (c) Prenylation. The lipid anchor is the 15-carbon farnesyl group. 
(d) Linkage to a glycosylphosphatidylinositol group. The hexagons represent different 
monosaccharide residues.

proteins with a myristoyl group are permanently anchored to the membrane, 
but proteins with a palmitoyl group may become soluble if the acyl group is 
removed.

Other lipid-linked proteins in eukaryotes are prenylated; that is, they contain a 
15- or 20-carbon isoprenoid group linked to a C-terminal Cys residue via a thio-
ether bond (Fig. 8-10c). The C-terminus is also usually carboxymethylated.

Finally, many eukaryotes, particularly protozoans, contain proteins linked to a 
lipid–carbohydrate group, known as glycosylphosphatidylinositol, at the C-terminus 
(Fig. 8-10d). These lipid-linked proteins almost always face the external surface of the 
cell and are often found in sphingolipid–cholesterol rafts.

CONCEPT REVIEW
• What are the sequence requirements for a membrane-spanning a helix 

and b barrel?
• What are the similarities and differences between integral membrane 

proteins, peripheral membrane proteins, and lipid-linked proteins?

Biological membranes consist of both proteins and lipids, although the mixture may 
not be entirely random. For example, certain lipids appear to associate specifi cally with 
certain proteins, possibly to stabilize the protein’s structure or modulate its function. 
A given membrane protein has a characteristic orientation; that is, it faces one side of 

KEY CONCEPT
• A membrane’s structure can be 

described as proteins diffusing 
laterally within a lipid bilayer.

8-4 The Fluid Mosaic Model
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the membrane or the other. After it has assumed its mature conformation and orien-
tation, it does not undergo fl ip-fl op because this would require the passage of large 
polar polypeptide regions through the hydrophobic bilayer core. However, lateral 
movement is still possible. An integral membrane protein or a lipid-linked protein 
can diffuse within the plane of the bilayer, albeit more slowly than a membrane lipid. 
This sort of movement is a key feature of the fl uid mosaic model of membrane struc-
ture described in 1972 by S. Jonathan Singer and Garth Nicolson. According to their 
model, membrane proteins are like icebergs fl oating in a lipid sea (Fig. 8-11).

Over the years, the fl uid mosaic model has remained generally valid, although it has 
been refi ned. For example, many membrane proteins do not diffuse as freely as fi rst imag-
ined. Their movements are hindered to some degree according to whether they inter-
act with other membrane proteins or with cytoskeletal elements that lie just beneath 
the membrane. Thus, a given membrane protein may be virtually immobile (if it is 
fi rmly attached to the cytoskeleton), mobile within a small area (if it is confi ned within 
a space defi ned by other membrane and cytoskeletal proteins), or fully free to diffuse 
(Fig. 8-12). The presence of lipid rafts, another feature not described in the original 
fl uid mosaic model, may further defi ne the boundaries for a membrane protein.

Membrane glycoproteins face the cell exterior

Like membrane lipids, membrane proteins are distributed asymmetrically between 
the two leafl ets. For example, most lipid-linked proteins face the cell interior (glyco-
sylphosphatidylinositol-linked proteins are an exception). The exterior face of the 
membrane in vertebrate cells is rich in carbohydrate-bearing glycolipids (such as 
cerebrosides and gangliosides) and glycoproteins. The oligosaccharide chains (poly-
mers of monosaccharide residues) that are covalently attached to membrane lipids 
and proteins shroud the cell in a fuzzy coat (see Fig. 8-11). When fully solvated, the 
highly hydrophilic carbohydrates tend to occupy a large volume.

As we will see in Chapter 11, monosaccharide residues can be linked to each 
other in different ways and in potentially unlimited sequences. This diversity, pres-
ent in both glycolipids and glycoproteins, is a form of biological information. For 
example, the well-known ABO blood group system is based on differences in the 
composition of the carbohydrate components of glycolipids and glycoproteins on 
red blood cells (discussed in Box 11-B). Many other cells appear to recognize each 
other through mutual interactions between membrane proteins.

Figure 8-11 The fl uid mosaic model 
of membrane structure. According to 
this model, integral membrane proteins 
(blue) fl oat in a sea of lipid and can 
move laterally but cannot undergo 
transverse movement (fl ip-fl op). The 
gold structures are the carbohydrate 
chains of glycolipids and glycoproteins.

EXTRACELLULAR
SPACE

Protein Carbohydrate

CYTOSOL

 See Guided Exploration. Membrane 
structure and the fl uid mosaic model.

Figure 8-12 Limitations on the 
mobility of membrane proteins. A 
protein (labeled A) that interacts tightly 
with the underlying cytoskeleton 
appears to be immobile. Another 
protein (B) can diffuse within a space 
defi ned by cytoskeletal proteins. Some 
proteins appear to diffuse throughout 
the membrane with no constraints.

A

B

CONCEPT REVIEW
• Describe the fl uid mosaic model of membrane structure.
• What factors limit membrane protein mobility?
• Why do glycoproteins and glycolipids face the cell exterior?
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lipid
lipid bilayer
fatty acid
saturated fatty acid
unsaturated fatty acid
omega-3 fatty acid
triacylglycerol (triglyceride)
acyl group
glycerophospholipid

amphipathic
sphingolipid
sphingomyelin
glycolipid
isoprenoid
vitamin
melting point
raft
transverse diffusion (fl ip-fl op)

translocase (fl ippase)
lateral diffusion
integral (intrinsic) protein
peripheral (extrinsic) protein
� barrel
lipid-linked protein
fl uid mosaic model
glycoprotein

GLOSSARY TERMS

8-1 Lipids

• Lipids are largely hydrophobic molecules. Fatty acids can be 
esterifi ed to form triacylglycerols.

• Glycerophospholipids contain two fatty acyl groups attached 
to a glycerol backbone that bears a phosphate derivative head 
group. Sphingomyelins are functionally similar but lack a 
glycerol backbone. Cholesterol and some other lipids are iso-
prenoids.

8-2 The Lipid Bilayer

• Lipid bilayers are dynamic structures. Their fl uidity depends on 
the length and degree of saturation of their fatty acyl groups: 
Shorter and less saturated chains are more fl uid. Cholesterol helps 
maintain membrane fl uidity over a range of temperatures.

SUMMARY

• Membrane lipids can freely diffuse laterally but undergo trans-
verse diffusion very slowly. Membranes may contain crystalline 
rafts composed of cholesterol and sphingolipids.

8-3 Membrane Proteins

• An integral membrane protein spans the lipid bilayer as one or a 
bundle of a helices or as a b barrel. Some membrane proteins are 
anchored in the bilayer by a covalently linked lipid group.

8-4 The Fluid Mosaic Model

• According to the fl uid mosaic model, membrane proteins diffuse 
within the plane of the bilayer. The mobility of proteins may be 
limited by their interaction with cytoskeletal proteins. Membrane 
glycolipids and glycoproteins face the cell exterior.

PROBLEMS

8-1 Lipids

 1. The structures of fatty acids can be represented in a short-
hand form consisting of two numbers separated by a colon. The fi rst 
number is the number of carbons; the second number is the number 
of double bonds. For example, palmitate would be represented by 
the shorthand 16:0. For unsaturated fatty acids, the quantity n-x is 
used, where n is the total number of carbons and x is the last double-
bonded carbon counting from the methyl end. Unless indicated 
otherwise, it is assumed that the double bonds are cis and that one 
methylene group separates each double bond. For example, oleate 
would be represented by the shorthand 18:1n-9. Using the short-
hand form as a guide, draw the structures of the following fatty 
acids:

(a) myristate, 14:0
(b) palmitoleate, 16:1n-7
(c) a-linolenate, 18:3 n-3
(d) nervonate, 24:1 n-9

 2. Fish oils contain the fatty acids EPA and DHA. People who 
eat at least two fi sh meals a week have a lower incidence of cardio-
vascular disease because of the positive physiological effects of these 
lipids. Use the shorthand form described in Problem 1 to draw the 
structures of (a) EPA (eicosapentaenoate, 20:5 n-3) and (b) DHA 
(docosahexaenoate 22:6 n-3).

 3. Some species of plants contain desaturase enzymes capable of 
producing fatty acids not found in the animal kingdom. An exam-
ple of an unusual fatty acid is sciadonate, which is designated as 

20:3 D5,11,14. This is a different shorthand nomenclature than that 
described in Problem 1. The superscripts refer to the position of the 
double bonds beginning at the carboxyl end. This form of short-
hand nomenclature is less common but is sometimes used when the 
positions of the double bonds do not conform to the pattern 
described in Problem 1. Using this form of shorthand as a guide, 
draw the structure of sciadonate.

 4. Several hundred unusual fatty acids have been found in 
plants. Some of these fatty acids are unusually short or long; some 
have double bonds in unexpected positions (see Problem 3); others 
have additional functional groups. These fatty acids are important 
as starting materials in the industrial synthesis of lubricants and 
polymers. Using what you have learned about shorthand notation 
in Problem 3, draw the structures of the following unusual plant 
fatty acids:

(a) erucic acid (22:1 D13)
(b) calendic acid (18:3 D8 trans,10 trans, 12 cis)
(c) ricinoleic acid (12-hydroxy-18:1 D9)

 5. A class of fatty acids called demospongic fatty acids was so 
named because of their occurrence in Demospongia sponges; how-
ever, it has since been discovered that these fatty acids have a wider 
distribution. Use the shorthand method described in Problem 3 as a 
guide to draw the structures of the following lipids found in marine 
mollusks:

(a) 24:2 D5,9

(b) 24:4 D5,9,15,18

235
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12. Some signaling pathways generate signal molecules derived 
from phosphatidylinositol that has been phosphorylated at multiple 
sites. How many additional phosphate groups can potentially be 
attached to phosphatidylinositol?

13. Dipalmitoylphosphatidylcholine (DPPC) is the major lipid 
of lung surfactant, a protein–lipid mixture essential for pulmonary 
function. Surfactant production in the developing fetus is low until 
just before birth, so infants may develop respiratory diffi culties if 
born prematurely. Draw the structure of DPPC.

14. An unusual sphingosine variant has recently been isolated 
from the nerve of the squid Loligo pealeii. Its chemical name is 
2-amino-9-methyl-4,8,10-octadecatriene-1,3-diol. Draw the struc-
ture of this sphingosine variant.

15. Complex lipids in mammalian skin serve as a waterproof 
layer. One of these lipids is a glucocerebroside in which the amide-
linked acyl group has 28 carbons and an omega hydroxyl group to 
which linoleate is esterifi ed. Draw the structure of this lipid.

16. The lipid in Problem 15 undergoes hydrolysis to remove the 
glucose and linolenate groups, followed by linkage of the omega 
hydroxyl group to the side chain of a protein Glu residue. Draw the 
structure of the protein–lipid complex.

17. Which of the glycerophospholipids shown in Section 8-1 
have hydrogen-bonding head groups?

18. Which of the glycerophospholipids shown in Section 8-1 are 
charged? Which are neutral?

19. In some autoimmune diseases, an individual develops anti-
bodies that recognize cell constituents such as DNA and phospholip-
ids. Some of the antibodies actually react with both DNA and phos-
pholipids. What is the biochemical basis for this cross-reactivity?

20. The points of attack of several phospholipases are indicated 
in Figure 8-1. Draw the products of the following reactions:

(a) phosphatidylserine 1 phospholipase A1

(b) phosphatidylcholine 1 phospholipase C
(c) phosphatidylglycerol 1 phospholipase D

21. Spicy Indian dishes fl avored with hot peppers are often served 
with a side dish made from whole-milk yogurt. Why is a spoonful of 
yogurt preferable to a drink of water after a mouthful of spicy food?

22. Olestra® is a synthetic lipid that passes through the intestinal 
tract undigested and is used to make “low-calorie” chips and snacks. 
Prior to its approval, the FDA required Procter & Gamble, which 
markets Olestra®, to add vitamins A, D, and K to products contain-
ing the synthetic lipid. Explain.

23. A nutrition study was carried out in volunteers who con-
sumed salads with and without added avocado (a rich source of 
monounsaturated lipids). Blood samples drawn from the volun-
teers showed a dramatic increase in b-carotene (an orange pigment 
found in plants that is processed by cells to yield vitamin A) follow-
ing the consumption of salad containing avocado. Explain these 
fi ndings.

24. Why does the consumption of excessive amounts of vita-
mins D and A cause adverse health effects, whereas consumption of 
vitamin C (structure shown in Box 5-D) well in excess of the recom-
mended daily allowance generally does not lead to toxicity?

 6. Minerval (2-hydroxyoleate) is a fatty acid that has been 
shown to induce apoptosis (a form of programmed cell death) 
when added to leukemia cells in culture. Draw the structure of 
minerval.

 7. Trans fatty acids occur naturally in beef and milk products but 
are also produced when oils undergo partial hydrogenation to con-
vert the liquid oil into a semi-solid fat. Draw the structure of elaidic 
acid (18:1 D9 trans). How does the melting point of elaidic acid com-
pare with the melting point of oleic acid (18:1 D9) in which the 
double bond is in the cis confi guration?

 8. Marine organisms are also good sources of unusual fatty 
acids, which have potential therapeutic properties. A monoacylglyc-
erol isolated from a sponge contained 10-methyl-9-cis-octadecenoic 
acid as its component fatty acid, esterifi ed to C1 of glycerol. Draw 
the structure of the monoacylglycerol.

 9. When certain nutrients are limiting, some marine phyto-
plankton can change their membrane lipid composition, pro-
ducing substitute lipids such as sulfoquinovosyldiacylglycerol 
(SQDG).
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CH2

CH2CH2

H

HO
OH

HO

H
H

H
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Sulfoquinovosyldiacylglycerol
(SQDG)

O

O
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O

H
O
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(a) Is SQDG more likely to substitute for phosphatidylethanol-
amine or phosphatidylglycerol?
(b) What element must be in short supply to induce the 
organism to increase its synthesis of SQDG?

10. Draw the structure of tripalmitin, a triacylglycerol contain-
ing three palmitate groups.

11. Phosphatidylinositols (PI) are glycerophospholipids impor-
tant in cell signaling. Draw the structure of a PI, given the struc-
ture of myo-inositol. The hydroxyl group involved in the formation 
of the bond between the inositol and the phosphate group is circled.

OH OH

OH

OH

HO
OH
H

H
H

H
myo-Inositol

H

H
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8-2 The Lipid Bilayer

25. Classify the following molecules as polar, nonpolar, or 
amphipathic:

CH2 OH

OHHC

CH2 OH

(b)

C HHO

CH2 O

CH2 OH

O

C

(c)

(d)

O

O

(CH2)16

CH3

(CH     CHCH2)3(CH2)6COO�CH3CH2(a)

(CH2)7CH     CH(CH2)7CH3

(e)

CH

CH

(CH2)7

C H

(CH2)14CH3CH2 O

CH2
�

N(CH3)3O

O

C

(CH2)2

O

OP

O

O

C

CH3

(CH2)7

O�

26. Which molecules in Problem 25 can form bilayers? For the 
molecules that do not form bilayers, explain why not.

27. The lipid shown below is a plasmalogen.
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O
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A plasmalogen

(a) How does it differ from a glycerophospholipid?
(b) Would the presence of this lipid have a dramatic effect on a 
bilayer that contained only phosphatidylcholine?

28. Use a simple diagram such as the one in Figure 8-4 to show 
why bilayer curvature would be affected by replacing a glycerophos-
pholipid bearing two saturated acyl chains with one bearing two 
highly unsaturated acyl chains.

29. Why can’t triacylglycerols form a lipid bilayer?

30. Red blood cells lyse (break apart) when treated with phos-
pholipase A1, an enzyme found in the venom of many poisonous 
insects. Why does treatment with the enzyme result in the destruc-
tion of the red blood cell membrane?

31. The melting points of some common saturated and unsatu-
rated fatty acids are shown in the table. What important factors 
infl uence a fatty acid’s melting point?

Fatty acid Melting point (°C)

Laurate (12:0) 44.2
Linoleate (18:2) 29
Linolenate (18:3) 217
Myristate (14:0) 52
Oleate (18:1) 13.2
Palmitate (16:0) 63.1
Stearate (18:0) 69.1

32. Rank the melting points of the following fatty acids:

H3C (CH2)7 (CH2)7 COO�

C C
H H

(CH2)7

(CH2)7

H3C

COO�
C C

H

H

cis-Oleate

trans-Oleate

(c) linoleate

33. The triacylglycerols of animals tend to be solids (fats), 
whereas the triacylglycerols of plants tend to be liquids (oils) at 
room temperature. What can you conclude about the nature of the 
fatty acyl chains in animal and plant triacylglycerols?

34. Peanut oil contains a high percentage of monounsaturated 
triacylglycerols (having acyl chains with only one double bond), 
whereas vegetable oil contains a higher percentage of polyunsatu-
rated triacylglycerols (having acyl chains with more than one double 
bond). A bottle of peanut oil and a bottle of vegetable oil are stored 
in a pantry with an outside wall. During a cold spell, the peanut oil 
freezes but the vegetable oil remains liquid. Explain why.

35. Reindeer meat is an important food source in northern 
Europe. A study was undertaken to compare meat from reindeer 
slaughtered in October (in relatively good health) with meat from 
reindeer slaughtered in February (in relatively poor health after a 
harsh winter). The investigators found that the percentage of lip-
ids containing oleic acid, linoleic acid, and a-linolenic acid was 
decreased in the legs of the reindeer slaughtered in February. How 
would this affect the ability of the animals to survive the winter?

36. Phytol is an alcohol produced from chlorophyll that 
becomes part of the diet of mammals consuming the plant. Phytol 

(a)

(b)
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(PC) and sphingomyelin (SM) are more likely to be found in the 
extracellular leafl et of the membrane bilayer.

(a) What functional group do PS and PE have in common?
(b) What functional group do PC and SM have in common?
(c) Is one side of a membrane more likely to carry a charge than 
the other side, or do both sides of the membrane have the same 
charge?

44. A phospholipid fl ippase was studied in red blood cells. 
Experiments showed that the fl ippase translocated phospholipids 
from the extracellular leafl et to the cytosolic leafl et of the mem-
brane. The fl ippase had a preference for phosphatidylserine and 
translocated phosphatidylethanolamine more slowly. Phosphatidyl-
choline was not translocated. Translocation did not occur if cells 
were deprived of ATP or magnesium ions. Translocation did not 
occur if red blood cells were treated with a reagent that alkylated 
sulfhydryl groups. Write a paragraph that describes the essential fea-
tures of the fl ippase. Are these observations consistent with the data 
presented in Problem 43?

8-3 Membrane Proteins

45. Purifi cation of transmembrane proteins requires the addition 
of detergents to the buffers in order to solubilize the proteins.

(a) Why would transmembrane proteins be insoluble if the 
detergent were not present?
(b) Draw a schematic diagram that shows how the detergent 
sodium dodecyl sulfate interacts with a transmembrane protein.

46. Use the simplifi ed diagram of the plasma membrane to 
answer the following questions by choosing component A, B, C, 
D, or E.

Extracellular medium
A B

CD
E

(a) This component could be a glycoprotein.
(b) This component can probably be separated from the others 
by simply washing the membrane with neutral salt solutions 
(mild conditions).
(c) In order to separate this component from the others, 
harsh conditions, such as strong detergents, are needed (see 
Problem 45).
(d) This component is the only component that might bind 
and transport sodium ions across the membrane.
(e) This component could be a cerebroside or a ganglioside.
(f ) This component might be able to fl ip-fl op transversely 
with the assistance of a fl ippase (see Problem 44).

47. Identify each type of lipid-linked protein in the following 
drawing.

is converted to phytanic acid in a three-step process, then oxi-
dized to obtain metabolic energy. Inborn errors of metabolism 
exist in which one of the enzymes in the oxidation pathway is 
defective. In these individuals, the phytanic acid accumulates in 
the membranes of nerve cells and causes neurological disorders. 
What effect would the presence of phytanic acid have on nerve 
cell membrane fl uidity?

OH
Phytol (3,7,11,15-Tetramethyl-2-hexadecen-1-ol)

O�

Phytanic acid (3,7,11,15-Tetramethylhexadecanoic acid)

O

37. Bacteria of the genus Lactobacillus colonize the human 
digestive tract and are considered “friendly” bacteria that are often 
used to treat digestive disorders. These bacteria produce lactobacil-
lic acid, a 19-carbon fatty acid containing a cyclopropane ring. Is 
the melting point of this fatty acid closer to the melting point of 
stearate (18:0) or oleate (18:1)? Rank the melting points of these 
three fatty acids.

COO�CH CH

C

HH

38. Bacteria are typically grown at a temperature of 378C. What 
happens to the membrane lipid composition if the temperature is 
increased to 428C?

39. A membrane consisting only of phospholipids undergoes a 
sharp transition from the crystalline form to the fl uid form as it is 
heated. However, a membrane containing 80% phospholipid and 
20% cholesterol undergoes a more gradual change from crystalline 
to fl uid form when heated over the same temperature range. Explain 
why.

40. Why is fl uidity greatest at the center of a lipid bilayer?

41. Plants can synthesize trienoic acids (fatty acids with three 
double bonds) by introducing another double bond into a dienoic 
acid. Would you expect plants growing at higher temperatures to 
convert more of their dienoic acids into trienoic acids?

42. Chorispora bungeana is a plant that is well adapted to growth 
at freezing temperatures. Plants grown at 248C showed a greater 
percentage of 18:3 fatty acids compared to control plants grown 
at 258C. The increase in 18:3 fatty acids was accompanied by a 
decrease in 18:0, 18:1, and 18:2 fatty acids. Propose a hypothesis 
consistent with these data.

43. The lipid distribution in membranes is asymmetric. Phospha-
tidylserine (PS) is exclusively found in the cytosolic-facing leafl et of 
the membrane bilayer. Phosphatidylethanolamine (PE) is also more 
likely to be found in this leafl et. In contrast, phosphatidylcholine 
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structure assumed by melittin when it is membrane-associated. Arti-
fi cial membranes were prepared using phosphatidylcholine (PC) 
esterifi ed with palmitate (16:0) at position 1. Lipids at position 2 
were varied. It was found that melittin was conformationally 
restricted when associated with PC containing oleate (18:1) at posi-
tion 2. But when the lipids contained arachidonate (20:4) at posi-
tion 2, the melittin peptide was less conformationally restricted. 
Propose a hypothesis consistent with the observed results.

53. There is some evidence that membranes contain structured 
domains called lipid rafts. These structures are thought to be com-
posed of loosely packed glycosphingolipids, with the gaps fi lled in 
with cholesterol. The fatty acyl chains of the phospholipids associ-
ated with lipid rafts tend to be saturated.

(a) Why do glycosphingolipids pack together loosely?
(b) Given the description provided here, do you expect a lipid 
raft to be more or less fl uid than the surrounding membrane?

54. Cholesterol is transported through the blood in association 
with phospholipids and proteins that make up complexes called 
lipoproteins. A schematic drawing of low-density lipoprotein (LDL) 
is shown below. High levels of LDL are associated with an increased 
risk of cardiovascular disease.

Phospholipid

Unesterified
cholesterol

Cholesteryl
ester

Apolipoprotein
B

(a) Why is it necessary for cholesterol and cholesteryl esters (see 
Problem 25d) to be packaged into LDL for transport through 
the blood?
(b) How is the structure of LDL similar to the structure of a 
membrane? How is it different?
(c) The protein apolipoprotein B was purifi ed in the mid-1980s. 
Why was this protein so diffi cult to purify?

8-4 The Fluid Mosaic Model

55. Around the turn of the twentieth century, Charles Overton 
noted that low-molecular-weight aliphatic alcohols, ether, chloro-
form, and acetone could pass through membranes easily, while sug-
ars, amino acids, and salts could not. This was a radical notion at the 
time, since most scientists believed that membranes were imperme-
able to all compounds but water.

(a) Using what you know about membrane structure, explain 
Charles Overton’s results.
(b) Propose a hypothesis to explain how the polar water 
molecule could be transported across a membrane.

56. In 1935, Davson and Danielli described a “sandwich model” 
for membrane structure which proposed that the membrane con-
sisted of outer and inner layers of protein (the sandwich bread) with 

Outer
leaflet
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Inner
leaflet

NH
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CH2
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CH3
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48. Cytochrome c, a protein of the electron transport chain in the 
inner mitochondrial membrane, can be removed by relatively mild 
means, such as extraction with salt solution. In contrast, cytochrome 
oxidase from the same source can be removed only by extraction into 
detergent solutions or organic solvents. What kind of membrane 
proteins are cytochrome c and cytochrome oxidase? Explain. Draw a 
schematic diagram of what each protein looks like in the membrane.

49. Glycophorin A is a 131-residue integral membrane protein that 
includes one bilayer-spanning segment. Identify that segment in the gly-
cophorin A amino acid sequence (which uses one-letter abbreviations):

LSTTEVAMHTTTSSSVSKSYISSQTNDTHKRDTYAATPRA-
HEVSEISVRTVYPPEEETGERVQLAHHFSEPEITLIIFGVMA-
GVIGTILLISYGIRRLIKKSPSDVKPLPSPDTDVPLSSVEIEN-
PETSDQ

50. Proteins that form a transmembrane b barrel always have an 
even number of b strands.

(a) Explain why.
(b) Why are the strands antiparallel?
(c) Could some of them possibly be parallel?

51. Peptide hormones must bind to receptors on the extracellu-
lar surface of their target cells before their effects are communicated 
to the cell interior. In contrast, receptors for steroid hormones such 
as estrogen are intracellular proteins. Why is this possible?

52. Melittin, a 26–amino acid peptide, is known to associate 
with membranes. The presence of a tryptophan residue in the pep-
tide allows fl uorescence spectroscopy to be used to monitor the 
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57. In a famous experiment, Michael Edidin labeled the proteins 
on the surface of mouse and human cells with green and red fl uores-
cent markers, respectively. The two types of cells were induced to 
fuse, forming hybrid cells. Immediately after fusion, green markers 
could be seen on the surface of one half of a hybrid cell and red 
markers on the other half. After a 40-minute incubation at 378C, 
the green and red markers became intermingled over the entire 
 surface of the hybrid cell. If the hybrid cells were instead incubated 
at 158C, this mixing did not occur. Explain these observations and 
why they supported the fl uid mosaic model of membrane structure.

58. In fl uorescence photobleaching recovery studies, fl uorescent 
groups are attached to membrane components in a cell. An intense 
laser beam pulse focused on a very small area destroys (bleaches) the 
fl uorophores in that area. What happens to the fl uorescence in that 
area over time?

a “fi lling” of lipid. This model is no longer accepted because of 
inconsistencies between the model and experimental data. Using 
what we now know about membrane structure, explain some of the 
shortcomings of the sandwich model.

lipid “filling”

protein

protein
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THIS CHAPTER IN CONTEXT

Do You Remember?
 Living organisms obey the laws of thermodynamics (Section 1-3).

 Amphiphilic molecules form micelles or bilayers (Section 2-2).

 An enzyme provides a lower-energy pathway from reactants to products 

(Section 6-2).

 Integral membrane proteins completely span the bilayer by forming one or more 

a helices or a b barrel (Section 8-3).

Part 2 Molecular Structure
 and Function

 9 Membrane Transport

Part 3 Metabolism

Part 1 Foundations

Part 4 Genetic Information

[E. Gueho/CNR/Photo Researchers, Inc.]

HOW does a small hole kill a cell?

The fungus Cryptococcus neoformans, which infects lung and skin tissue, is diffi cult to 
eliminate because it is a eukaryotic pathogen whose metabolism is similar to its host’s. 

Moreover, it is surrounded by a thick cell wall that resists attack by the 
immune system. The cell’s membrane, however, is vulnerable to small 
compounds that preferentially bind to ergosterol, a fungal counterpart 
of the cholesterol found in mammalian cell membranes. A small hole 
forms where the molecules insert themselves into the Cryptococcus 
membrane, killing the fungus without harming the host.
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Some of the best-understood membrane-related events occur during operation of 
the nervous system. The ability of neurons to transmit signals from cell to cell de-
pends on electrical changes that result from the regulated fl ow of charged particles 
across the cells’ plasma membranes. As noted in Section 2-2, all animal cells— 
including neurons—maintain intracellular ion concentrations that differ from those 
outside the cell (see Fig. 2-13). For example, intracellular sodium ion concentrations 
are much lower than extracellular sodium ion concentrations, and the opposite is 
true for potassium ions. Neither ion is at equilibrium.

To reach equilibrium, Na� would have to enter the cell, by spontaneously mov-
ing down its concentration gradient. Likewise, K� would have to exit the cell, also 
moving down its concentration gradient (Fig. 9-1). However, the distributions of 
the ions do not change, because the plasma membrane presents a barrier to their 
diffusion. Proteins that establish and maintain the gradients and proteins that allow 
ions to move down their gradients are both essential for neuronal signaling.

Although mammalian membranes are largely impermeable to ions, a small percent-
age of K� ions do leak out of the cell. The movement of K� and other ions places 
relatively more positive charges outside the cell and leaves relatively more negative 
charges inside the cell. The resulting charge imbalance, though small, generates a 
voltage across the membrane, which is called the membrane potential and is sym-
bolized ��. In the simplest case, �� is a function of the ion concentration on each 
side of a membrane:

 D� 5
RT
ZF

 ln
[ ion ]in

[ ion ]out
 [9-1]

where R is the gas constant (8.3145 J ? K�1 ? mol�1), T is temperature in Kelvin 
(20�C � 293 K), Z  is the net charge per ion, and F is the Faraday constant, the 
charge of one mole of electrons (96,485 coulombs ? mol�1 or 96,485 J ? V�1 ? mol�1). 
�� is expressed in units of volts (V) or millivolts (mV). For a monovalent ion (Z � 1) 
at 20�C, the equation reduces to

 D� 5 0.058 V log10 
[ ion ]in

[ ion ]out
 [9-2]

See Sample Calculation 9-1. In a neuron, the membrane potential is actually a more 
complicated function of the concentrations and membrane permeabilities of several 
different ions, although K� is the most important.

KEY CONCEPTS
• During a nerve impulse, ion 

movements alter membrane 
potential, producing an action 
potential that travels along the 
axon.

• Transporters obey the laws of 
thermodynamics, providing a way 
for solutes to move down their 
concentration gradients or using 
ATP to move substances against 
their gradients.

9-1 The Thermodynamics of Membrane Transport

Figure 9-1 Distribution of Na1 and K1 ions in an animal cell. The extracellular Na� 
concentration (about 150 mM) is much greater than the intracellular concentration 
(about 12 mM), whereas the extracellular K� concentration (about 4 mM) is much less 
than the intracellular concentration (about 140 mM). If the plasma membrane were 
completely permeable to ions, Na� would fl ow into the cell down its concentration 
gradient (purple arrow), and K� would fl ow out of the cell down its concentration 
gradient (orange arrow).

Na+ K+

Plasma
membrane

SAMPLE CALCULATION 9-1

PROBLEM

SOLUTION

Calculate the intracellular concentration of Na� when the extracellular concentra-
tion is 160 mM. Assume that the membrane potential, �50 mV at 20�C, is due 
entirely to Na�.

Use Equation 9-2 and solve for [Na�]in :

D� 5 0.058 log 
[Na1]in

[Na1]out
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Ion movements alter membrane potential

Most animal cells maintain a membrane potential of about �70 mV. The negative 
sign indicates that the inside (the cytosol) is more negative than the outside (the 
extracellular fl uid). A sudden fl ux of ions across the cell membrane can dramatically 
alter the membrane potential, and this is exactly what happens when a neuron fi res.

When a nerve is stimulated, either mechanically or by a signal ultimately derived 
from one of the sensory organs, Na� channels in the plasma membrane open. So-
dium ions immediately move into the cell, since their concentration inside is much 
less than outside. The inward movement of Na� makes the membrane potential 
more positive, increasing it from its resting value of �70 mV to as much as 
�50 mV. This reversal of membrane potential, or depolarization, is called the action 
potential.

The Na� channels remain open for less than a millisecond. However, the action 
potential has already been generated, and it has two effects. First, it 
triggers the opening of nearby voltage-gated K 1 channels (these channels 
open only in response to the change in membrane potential). The open 
K� channels allow K� ions to diffuse out of the cell, following their 
concentration gradient. This action restores the membrane potential to 
about �70 mV (Fig. 9-2).

The action potential also stimulates the opening of additional Na1 
channels farther along the axon (the elongated portion of the cell). This 
induces another round of depolarization and repolarization, and then 
another. In this way, the action potential travels down the axon. The 
signal cannot travel backward because once the ion channels have shut, 
they remain closed for a few milliseconds. These events are  summarized 
in Figure 9-3.

In mammals, action potentials propagate extremely rapidly  because 
the axons are insulated by a so-called myelin sheath. This structure 
consists of several layers of membrane, derived from another cell, coiled around the 
axon (Fig. 9-4). The myelin sheath is rich in sphingomyelins and contains little 
protein (about 18%; a typical membrane contains about 50% protein). Because the 
myelin sheath prevents ion movements except at the points, or nodes, in between 
myelinated segments of the axon, the action potential appears to jump from node to 
node, propagating about 20 times faster than it would in an unwrapped axon. 
 Deterioration of the myelin sheath in diseases such as multiple sclerosis results in the 
progressive loss of motor control.

PRACTICE PROBLEMS

 
D�

0.058
5 log[Na1]in 2 log [Na1]out

 log[Na1]in 5
D�

0.058
1 log [Na1]out

 log[Na1]in 5
20.050
0.058

1 log (0.160)

 log[Na1]in 5 20.862 2 0.796

 log[Na1]in 5 21.66

 [Na1]in 5 0.022 M 5 22 mM

1. Calculate the intracellular concentration of Na� when the membrane potential 
is �100 mV at 20�C.

2. Calculate the membrane potential at 20�C when [Na�]in � 10 mM and 
[Na�]out  � 100 mM.

3. Calculate the membrane potential at 20�C when [Na�]in � 40 mM and 
[Na�]out � 25 mM.

Figure 9-2 An action potential. 
The neuron membrane undergoes 
depolarization as Na� channels are 
opened (green dashed line), then 
repolarizes as K� channels are opened 
(red dashed line). Following the 
action potential, the membrane may 
be hyperpolarized (�� � �70 mV) 
but returns to normal within a few 
milliseconds.
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Direction of impulse

−70 mV

Axon

Cell body Stimulus

+50 mV

Na+

Na+

−70 mV

K+

K+

Na+

K+

For simplicity, the stimulus is assumed to originate 
where the axon leaves the neuronal cell body. The 
stimulus opens Na+ channels in the membrane.

1.

The influx of Na+ causes depolarization, which 
triggers the opening of voltage-sensitive K + 
channels. The efflux of K + restores the resting 
potential.

2.

The initial depolarization also triggers the opening 
of additional Na+ channels, and then K + channels, 
farther along the axon.

3.

The action potential moves down the length of the 
axon as a wave of depolarization and repolarization. 
The action potential travels in only one direction 
because previously open channels remain closed.

4.

Figure 9-3 Propagation of a nerve 
impulse.

Figure 9-4 Myelination of an axon. 
(a) Cross-sectional diagram showing 
how an accessory cell coils around 
the axon so that multiple layers of its 
plasma membrane coat the axon. 
(b) Electron micrograph of myelinated 
axons. The myelin sheath may be 10 to 
15 layers thick. [Courtesy Cedric S. Raine, 
Albert Einstein College of Medicine.]

Axon

(a) (b)
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The Thermodynamics 

of Membrane Transport

Transporters mediate transmembrane ion movement

The Na� and K� channels that participate in the propagation of an action potential are 
just two members of a large group of transport proteins that occur in the plasma mem-
branes of all cells and in the internal membranes of eukaryotes. Transport proteins go by 
many different names, depending somewhat arbitrarily on their mode of action: trans-
porters, translocases, permeases, pores, channels, and pumps, to list a few. These proteins 
can also be classifi ed by the type of substance they transport across the membrane and by 
whether they are always open or gated (open only when stimulated). Nearly 6000 trans-
porters have been grouped into fi ve mechanistic classes in the Transporter Classifi cation 
Database (www.tcdb.org). The most important distinction among transport proteins, 
however, is whether they require a source of free energy to operate. The neuronal Na� 
and K� channels are considered passive transporters because they provide a means for 
ions to move down a concentration gradient, a thermodynamically favorable event.

For any transport protein operating independently of the effects of membrane 
potential, the free energy change for the transmembrane movement of a substance 
X from the outside to the inside is

 DG 5 RT  ln 
[  X  ]in

[  X  ]out
 [9-3]

Consequently, the free energy change is negative (the process is spontaneous) only when X 
moves from an area of high concentration on the outer side of the membrane to an area of 
low concentration on the inner side of the membrane (see Sample Calculation 9-2).

SAMPLE CALCULATION 9-2

PROBLEM

SOLUTION

Show that �G � 0 when glucose moves from outside the cell (where its concentra-
tion is 10 mM) to the cytosol (where its concentration is 0.1 mM).

The cytosol is in and the endoplasmic reticulum is out.

 DG 5 RT  ln 
[ glucose ]in

[ glucose ]out

 5 RT  ln 
[ 1024 ]

[ 1022 ]
5 RT (24.6)

Because the logarithm of (10�4/10�2) is a negative quantity, �G is also  negative.

PRACTICE PROBLEMS4. Calculate the value of �G for the process described above. Assume that 
T � 20�C.

5. Calculate the value of �G for the movement of glucose from outside to inside 
at 20�C when the extracellular concentration is 5 mM and the cytosolic 
concentration is 0.5 mM.

6. What is the free energy cost of moving glucose from the outside of the cell 
(where its concentration is 0.5 mM) to the cytosol (where its concentration is 
5 mM) when T � 20�C?

If the transported substance is an ion, there will be a charge difference across 
the membrane, so a term containing the membrane potential must be added to 
 Equation 9-3:

 DG 5 RT  ln 
[ X ]in

[ X  ]out
1 Z FD� [9-4]

Equation 9-4 can be used to determine the free energy change for transporting 
an ion when out is the ion’s initial location and in is the fi nal location (see Sample 
Calculation 9-3). Note that for an anionic substance with charge Z , transport may 
not be thermodynamically favored, depending on the membrane potential ��, even 
if the concentration gradient alone favors transport.
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PROBLEM

SOLUTION

PRACTICE PROBLEMS

Calculate the free energy change for the movement of Na� into a cell when its 
concentration outside is 150 mM and its cytosolic concentration is 10 mM. 
Assume that T � 20�C and �� � �50 mV (inside negative).

Use Equation 9-4:

 DG 5 RT  ln 
[  X  ]in

[  X  ]out
1 Z FD�

 5 (8.3145 J ? K21 ? mol21)(293 K) ln 
(0.010)

(0.150)

 1 (1)(96,485 J ? V21 ? mol21)(20.05 V)

 5 26600 J ? mol21 2 4820 J ? mol21

 5 211,600 J ? mol21 5 211.6 kJ ? mol21

7. Calculate the free energy change for the movement of K� into a cell when the 
K� concentration outside is 15 mM and the cytosolic K� concentration is 
50 mM. Assume that T � 20�C and �� � �50 mM (inside negative). Is this 
process spontaneous?

8. Calculate the free energy cost of moving Na� ions across a membrane from a 
compartment (outside) where [Na�] � 100 mM to a compartment (inside) 
where [Na�] � 25 mM. Assume that T � 20�C and �� � �50 mV. Is this 
process spontaneous?

SAMPLE CALCULATION 9-3

In contrast to the passive ion channels in neurons, the protein that initially estab-
lishes and maintains the cell’s Na� and K� gradients is an active transporter that 
needs the free energy of ATP to move ions against their concentration gradients. In 
the following sections we will examine various types of transport proteins. Keep in 
mind that small nonpolar substances can cross a membrane without the aid of any 
transport protein; they simply diffuse through the lipid bilayer.

CONCEPT REVIEW
• What is the membrane potential?
• What is the role of the cell membrane in maintaining membrane potential?
• Describe how an action potential is generated and propagated.
• When is the transmembrane movement of a substance thermodynamically 

favorable? What if the substance is an ion?
• Summarize the difference between active and passive transport.

Transporters of one kind or another have been described for virtually every sub-
stance that cannot easily diffuse through a bilayer on its own. Some transporters 
create a straightforward opening through the membrane, while more complicated 
transporters function much like enzymes. We begin our discussion with porins, the 
simplest transporters.

Porins are 	 barrel proteins

Porins are located in the outer membranes of bacteria, mitochondria, and chloro-
plasts (some bacteria and the organelles descended from them have a second outer 
membrane in addition to the membrane that encloses the cytosol). All known porins 
are trimers in which each subunit forms a 16- or 18-stranded membrane-spanning � 
barrel (Fig. 9-5). A 	 barrel of this size has a water-fi lled core lined with hydrophilic 
side chains, which forms a passageway for the transmembrane movement of ions or 

KEY CONCEPTS
• Porins are 	 barrel channels with 

some solute selectivity.
• Ion channels include a selectivity 

fi lter and may be gated.
• Aquaporins allow only water 

molecules to pass through.
• Transport proteins alternate 

between conformations to expose 
binding sites on each side of the 
membrane.

9-2 Passive Transport
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molecules with a molecular mass up to about 1000 D. In the eight-stranded 	 barrel 
shown in Fig. 8-9, the protein core is too tightly packed with amino acid side chains 
for it to function as a pore.

In the 16-stranded OmpF barrel, long loops connect the 	 strands (Fig. 9-5c). 
One of these loops in each monomer folds down into the 	 barrel and constricts 
its diameter to about 7 Å at one point, thereby preventing the passage of sub-
stances larger than 600 D. The loop bears several carboxylate side chains, which 
make this porin weakly selective for cationic substances. Other porins exhibit a 
greater degree of solute selectivity, depending on the geometry of the barrel in-
terior and the nature of the side chains that project into it. For example, some 
porins are specifi c for anions or small carbohydrates. A porin is considered to be 
always open, and a solute can travel through it in either direction.

Ion channels are highly selective

The ion channels in neurons and in other  eukaryotic 
and prokaryotic cells are more  complicated proteins 
than the porins. Many are multimers of identical or 
similar subunits with  
-helical membrane-spanning 
segments. The ion passageway itself lies along the cen-
tral axis of the protein, where the subunits meet. One 
of the best known of these proteins is the K�  channel 
from the bacterium Streptomyces l ividans. Each subunit 
of this tetrameric protein includes two long 
 helices. 
One helix forms part of the wall of the transmembrane 
pore, and the other helix faces the hydrophobic 
membrane interior (Fig. 9-6). A third, smaller helix 
is  located on the extracellular side of the protein.

The K� channel is about 10,000 times more 
permeant to K� than to Na1, even though Na� is 
smaller and should easily pass through the central 
pore. The high selectivity for K 1 refl ects the geome-
try of the selectivity fi lter, an arrangement of pro-
tein groups that defi ne the extracellular mouth of 
the pore. At one point, the pore narrows to ,3 Å, 
and the four polypeptide backbones fold so that 
their carbonyl groups project into the pore. The 
carbonyl oxygen atoms are arranged with a geom-
etry suitable for coordinating desolvated K� ions 

Figure 9-6 Structure of the K1 channel from S. lividans. The four 
subunits are shown in different colors. Each subunit consists mostly of 
an inner helix that forms part of the central pore and an outer helix that 
contacts the membrane interior. [Structure (pdb 1BL8) determined by D. A. Doyle, 
J. M. Cabral, R. A. Pfuetzner, A. Kuo, J. M. Gulbis, S. L. Cohen, B. T. Chait, and R. 
MacKinnon.]  See Interactive Exercise. The K1 channel selectivity fi lter.

EXTRACELLULAR

SPACE

CYTOSOL

(a) (b) (c)

Figure 9-5 The E. coli OmpF porin. Each subunit of the 
trimeric protein forms a transmembrane 	 barrel that permits 
the passage of ions or small molecules. (a) Ribbon model, 
viewed from the extracellular side of the membrane. (b) Stick 

model. (c) In each subunit, the 16 	 strands are connected by 
loops, one of which (blue) constricts the barrel core and makes 
the porin specifi c for small cationic solutes. [Structure (pdb 1OPF) 
determined by S. W. Cowan, T. Schirmer, R. A Pauptit, and J. N. Jansonius.]
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(diameter 2.67 Å) as they move through the pore. A desolvated Na� ion (diam-
eter 1.90 Å) is too small to coordinate with the carbonyl groups and is therefore 
excluded from the pore (Fig. 9-7).

The voltage-gated K� channel in neurons is larger than the bacterial channel, 
with six helices in each of its four subunits, and it associates with other proteins 
to form a large complex. However, like most K� channels, it contains the same 
type of selectivity fi lter. Other ion channels, such as those for Na� and Ca2�, 
necessarily have different fi ltering mechanisms. Membrane channels that are spe-
cifi c for water molecules form an entirely different family of proteins (described 
below).

Gated channels undergo conformational changes

If K� or Na� channels were always open, nerve cells would not experience 
 action potentials, and the intracellular and extracellular concentrations of ions 
would quickly reach equilibrium, thereby killing the cell (Box 9-A). Conse-
quently, these channels—and many others—are gated; that is, they open or 

Figure 9-7 The K1 channel 
selectivity fi lter. This model shows a 
portion of the pore looking from the 
extracellular space into the selectivity 
fi lter. The pore is lined by backbone 
carbonyl groups with a geometry 
suitable for coordinating a K� ion 
(purple sphere). A rigid protein network 
that includes Tyr residues prevents the 
pore from contracting to accommodate 
the smaller Na� ion. Atoms are color-
coded: C green, N blue, and O red.

? Explain why a small anion would not 
pass through the channel.

BIOCHEMISTRY NOTEBOX 9-A

Pores Can Kill

The antifungal agent amphotericin B kills Cryptococcus and other pathogenic fungi, as 
described on the fi rst page of this chapter. Amphotericin B is a relatively small cyclic 
compound with decidedly hydrophobic and hydrophilic faces. Atoms are color-coded: 
C green, N blue, O red, and H white.

An estimated four to six amphotericin molecules insert into the fungal cell mem-
brane, where the hydrophobic portions interact strongly with ergosterol, and the hydro-
philic portions defi ne a passageway from one side of the membrane to the other. The 
amphotericin molecule, with a length of only 23 Å, barely spans the hydrophobic core 
of the lipid bilayer, and the opening it forms is too small to allow the mass exit of the 
cell’s contents. However, the pore is apparently suffi cient to permit to fl ow of Na�, K�, 
and other ions. The resulting disruption of ion concentration gradients and the loss of 
membrane potential are lethal to the cell, which otherwise remains intact.

Amphotericin, produced by soil bacteria, is just one example of a wide array of microbial 
products that are intended to disrupt the membrane integrity of competitors or predators. 
Typically, these chemical weapons are excreted individually and, in pairs or small multimers, 
assemble in the target cell’s membrane to form a passageway for ions. Some of these com-
pounds, often in chemically modifi ed form, have been adopted for use as antibiotics.

The mammalian immune system also relies on pore-forming mechanisms to com-
bat bacterial and fungal infections. The presence of certain cell-wall components in 
these organisms triggers the activation of complement, a set of circulating proteins 
that sequentially activate each other and lead to the formation of a doughnut-shaped 
structure, the so-called membrane attack complex, that creates a pore in the target 
cell’s membrane. The resulting loss of ions kills the cells. The inappropriate assembly 
of the membrane attack complex on the surface of human cells contributes to the 
pathology of some diseases that are caused by the immune system mistakenly respond-
ing to the body’s own components.

Questions: What prevents pore formation in the membrane of the cell that 
produces amphotericin or a similar compound? Explain why bacteria with elaborate 
outer membranes are more resistant to pore-forming antibiotics.

 HOW does a small hole kill a 

cell?
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Figure 9-8 Operation of the voltage-
gated K1 channel. In the closed 
conformation (right), the so-called 
S4-S5 linker helix (shown in red) pushes 
down on the S6 helix, pinching off the 
intracellular end of the pore. When 
depolarization occurs, the linker helix 
swings upward, and the S6 helix bends, 
opening up the pore (left). [Courtesy 
Roderick MacKinnon, Rockefeller University 
and Howard Hughes Medical Institute.]

close in response to a specific signal. Some ion channels respond to changes in 
pH or to the binding of a specific ligand such as Ca2� or a small molecule. The 
cystic  fibrosis Cl� channel (the CFTR protein, described in Box 3-A) opens 
when it is phosphorylated.

Analysis of gated channels reveals a variety of mechanisms for opening and closing 
off a pore. The neuronal K� channel is voltage-gated; it opens in response to depolar-
ization. The gating mechanism involves the motion of helices near the intracellular 
side of the membrane, which move enough to expose the entrance of the pore with-
out signifi cantly disrupting the structure of the rest of the protein (Fig. 9-8).

In addition to voltage gating, the K� channel in neurons is subject to inactivation 
by a process in which an N-terminal segment of the protein (not shown in Fig. 9-8) 
is repositioned to block the cytoplasmic opening of the pore. This inactivation oc-
curs a few milliseconds after the K� channel fi rst opens and explains why the chan-
nel  cannot immediately reopen. As a result, the action potential can only travel 
forward.

In bacterial mechanosensitive channels, which open in response to membrane 
tension, a set of � helices slide past each other to alter their packing arrangement 
(Fig. 9-9). Interestingly, in the closed state, the pore is not 100% occluded. How-
ever, neither water nor ions can pass through because the opening is lined with 
bulky hydrophobic residues. Although a single water molecule or desolvated ion 
might fi t geometrically, the high energetic cost of passing a polar solute past this 
hydrophobic barrier effectively closes off the pore.

Figure 9-9 Closed and open 
conformations of mechanosensitive 
channels. In the bacterial proteins MscS 
and MscL, a set of � helices surround 
the pore (the rest of the proteins are 
not shown). The helices slide past 
each other, opening and closing the 
pore, much like the iris of the eye. 
Hydrophobic residues that block the 
pore in the closed state are shown 
in magenta. [Courtesy Douglas C. Rees, 
California Institute of Technology.]

closed

open

MscS MscL
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Aquaporins are water-specifi c pores

For many years, water molecules were assumed to cross membranes by simple dif-
fusion (technically osmosis, the movement of water from regions of low solute 
concentration to regions of high solute concentration). Because water is present in 
large amounts in biological systems, this premise seemed reasonable. However, 
 certain cells, such as in the kidney, can sustain unexpectedly rapid rates of water 
transport, which suggested the existence of a previously unrecognized pore for 
 water. The elusive protein was discovered in 1992 by Peter Agre, who coined the 
term aquaporin.

Aquaporins are widely distributed in nature; plants may have as many as 50 dif-
ferent aquaporins. The 13 mammalian aquaporins are expressed at high levels in 
tissues where fl uid transport is important, including the kidney, salivary glands, and 
lacrimal glands (which produce tears). Most aquaporins are extremely specifi c for 
water molecules and do not permit the transmembrane passage of other small polar 
molecules such as glycerol or urea.

Urea

H2N NH2C

O

The best-defi ned member of the aquaporin family (aquaporin 1, or AQP1) is a 
homotetramer with carbohydrate chains on its extracellular surface. Each subunit 
consists mostly of six membrane-spanning 
 helices plus two shorter helices that lie 
within the dimensions of the bilayer (Fig. 9-10).

Unlike the K� channel, whose pore lies in the center of the four protein subunits, 
each aquaporin subunit contains a pore. At its narrowest, the pore is about 3 Å in di-
ameter (the diameter of a water molecule is 2.8 Å). The dimensions of the pore clearly 
restrict the passage of larger molecules. The pore is lined with hydrophobic residues 
except for two Asn side chains, which have an important function (Fig. 9-11).

If water were to pass through aquaporin as a chain of hydrogen-bonded molecules, 
then protons could also easily pass through (recall from Section 2-3 that a proton is 
equivalent to H3O

� and that a proton can appear to jump rapidly through a network 
of hydrogen-bonded water molecules). However, aquaporin does not transport 
 protons (other proteins that do transport protons play important roles in energy 
metabolism). To prevent proton transport, aquaporin interrupts the hydrogen-
bonded chain of water molecules in its pores, which occurs when the Asn side chains 
transiently form hydrogen bonds to a water molecule passing by.

Figure 9-10 Structure of an aquaporin subunit. (a) Ribbon 
model viewed from within the membrane. (b) Stick model 
viewed from one end. In the intact aquaporin, four of these 
subunits associate via hydrogen bonding between helices and 

through interactions among the loops outside the membrane. 
[Structure (pdb 1FQY) determined by K. Murata, K. Mitsuoka, T. Hirai, 
T. Walz, P. Agre, J. B. Heymann, A. Engel, and Y. Fujiyoshi.]

(b)(a)
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Some transport proteins alternate 
between conformations

Not all proteins that mediate transmembrane traffi c have an obvious membrane-
spanning pore, as in porins and ion channels. A protein such as the glucose trans-
porter from red blood cells undergoes a conformational change in order to move a 
solute from one side of the membrane to the other. Experimental evidence indi-
cates that the protein has a glucose-binding site that alternately faces the cell inte-
rior and exterior. When glucose binds to the protein on one face of the membrane, 
it triggers a conformational change that exposes the bound glucose to the other face 
(Fig. 9-12). Because the two conformational states of this passive transporter are in 
equilibrium, it can move glucose in either direction across the cell membrane, de-
pending on the relative concentrations of glucose inside and outside the cell.

Other transport proteins resemble the glucose transporter. They are all transmem-
brane proteins that alternate between conformations in order to bind and release a ligand 
on opposite sides of the membrane. They function like enzymes in that they accelerate 
the rate at which a substance crosses the membrane. And like enzymes, they can be 
saturated by high concentrations of their “substrate” and they are susceptible to 
competitive and other types of inhibition. For obvious reasons, transport proteins 
tend to be more solute-selective than porins or ion channels. Their great variety re-
fl ects the need to transport many different kinds of metabolic fuels and building 
blocks into and out of cells and organelles. An estimated 10% of the genes in micro-
organisms encode transport proteins.

Some transport proteins can bind more than one type of ligand, so it is useful to 
classify them according to how they operate (Fig. 9-13):

1.  A uniporter such as the glucose transporter moves a single substance at a time.
2.  A symporter transports two different substances across the membrane.
3.  An antiporter moves two different substances in opposite directions across the 

membrane.

Figure 9-11 View of the aquaporin 
pore. Hydrophobic residues are colored 
yellow and the two Asn residues are red. 
[Courtesy Yoshinori Fujiyoshi, Kyoto University.]

Figure 9-12 Operation of the red 
blood cell glucose transporter.  See 
Animated Figure. Model for glucose 
transport.

? Would this transport protein allow 
water or ions to move across the 
membrane?

Glucose (hexagon) 
binds to a site on the 
transporter that faces 
the cell exterior.

1.

Glucose binding 
triggers a conformational 
change that exposes the 
glucose-binding site to 
the cell interior.

2.

Glucose dissociates 
from the transporter.

3.

The transporter 
reverts to its original 
conformation.

4.

EXTRACELLULAR
SPACE

CYTOSOL

Transporter

Glucose

Figure 9-13 Some types of membrane transport systems.

Uniport Symport Antiport
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Although the structure of the glucose transporter is not fully known, the 
structures of some other saccharide transporters have been described in detail. 
These catalyze symport processes and, like the glucose transporter, appear to 
work by a rocking mechanism. The structure of E. coli lactose permease shows 
how the protein’s 12 
 helices defi ne a binding cleft open to the cytoplasm. It is 
easy to envision how a slight conformational change could tilt the two halves of 
the protein in order to expose the bound sugar to the other side of the  membrane 
(Fig. 9-14).

Figure 9-14 Structure of E. coli 
lactose permease. (a) Ribbon model 
with the protein’s helices colored in 
rainbow order from blue (N-terminus) 
to red (C-terminus). An analog of the 
disaccharide lactose is shown as dark 
gray spheres. The binding site faces the 
cytoplasm (top). (b) Space-fi lling model 
with two helices removed to reveal the 
substrate-binding cavity. Transport of 
lactose is accompanied by transport of a 
proton (not shown). [Structure (pdb 1PV7) 
determined by J. Abramson, I. Smirnova, V. Kasho, 
G. Verner, H. R. Kaback, and S. Iwata.]

(b)(a)

CONCEPT REVIEW
• Compare the overall structure, solute selectivity, and general mechanism of 

porins, ion channels, aquaporins, and the red blood cell glucose transporter.
• Which of these transporters is continually open?
• Explain why these transport systems allow solute movement in either direction.

The differing Na� and K� concentrations inside and outside of eukaryotic cells are 
maintained largely by an antiport protein known as the Na,K-ATPase. This active 
transporter pumps Na� out of and K� into the cell, working against the ion concen-
tration gradients. As its name implies, ATP is its source of free energy. Other ATP-
requiring transport proteins pump a variety of substances against their concentration 
gradients.

The Na,K-ATPase changes conformation as it pumps ions 
across the membrane

With each reaction cycle, the Na,K-ATPase hydrolyzes 1 ATP, pumps 3 Na� ions 
out, and pumps 2 K� ions in:

3 Na1
in 1 2 K1

out 1 ATP 1 H2OS 3 Na1
out 1 2 K1

in 1 ADP 1 Pi

Like other membrane transport proteins, the Na,K-ATPase has two conformations 
that alternately expose the Na� and K� binding sites to each side of the membrane. 
As diagrammed in Figure 9-15, the protein pumps out 3 Na� ions at a time, then 

9-3 Active Transport

KEY CONCEPTS
• Conformational changes resulting 

from ATP hydrolysis drive Na� and 
K� transport in the Na,K-ATPase.

• Secondary active transport of a 
substance is driven indirectly by 
the ATP-dependent formation of a 
gradient of a second substance.
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Figure 9-15 The reaction cycle of the 
Na,K-ATPase.

? What does the ion transport mecha-
nism have in common with the 
mechanism of motor proteins (see 
Figs. 5-35 and 5-37)?

Three intracellular Na+ ions bind.

EXTRACELLULAR
SPACE

CYTOSOL

ATP

Na+

K+

K+

Pi

1.

ATP binds.2.

Two extracellular K + ions bind.5.

The aspartyl phosphate group
is hydrolyzed. Pi is released.

6.

3.

4.

7.

ATP
ADP

P

P

P

A phosphoryl group is transferred 
from ATP to an Asp side chain of 
the pump. ADP is released.

The protein conformation changes, 
exposing the Na+-binding sites to the cell 
exterior. The Na+ ions dissociate.

The protein conformation 
changes, exposing the 
K+-binding sites to the cell 
interior. The K+ ions dissociate.

transports in 2 K� ions at a time as it hydrolyzes ATP. The 
 energetically favorable reaction of converting ATP to ADP � Pi 
drives the energetically unfavorable transport of Na1 and K �. 
The ATP hydrolysis reaction is coupled to ion transport so 
that phosphoryl-group transfer from ATP to the protein trig-
gers one conformational change (steps 3 and 4) and the sub-
sequent release of the phosphoryl group as Pi triggers another 
conformational change (steps 5 and 6). This multistep pro-
cess, which involves a phosphorylated protein intermediate, 
ensures that the transporter operates in only one direction and 
prevents Na� and K� from diffusing back down their concen-
tration gradients. A similar mechanism operates in motor pro-
teins (Section 5-3), where ADP and Pi are released in separate 
steps and so cannot recombine to re-form ATP and drive the 
reaction cycle in  reverse.

The Na,K-ATPase consists of a large 
 subunit with 10 trans-
membrane helices plus smaller 	 and � subunits containing one 
transmembrane helix each. The structure of the pump in its 
outward-facing form is shown in Figure 9-16. The ATP bind-
ing site and the Asp residue that becomes phosphorylated  during 
the reaction cycle are located in cytoplasmic domains, indicating 
that ATP-binding and phosphate-transfer events must be commu-
nicated over a considerable distance to the membrane-spanning 
region where cations are bound and released.

The Na,K-ATPase is known as a P-type ATPase (P stands 
for phosphorylation). Other types of ATP-dependent pumps 
are the V-type ATPases, which operate in plant vacuoles and 
other organelles, and the F-type ATPases, which actually oper-
ate in reverse to synthesize ATP in mitochondria (Section 15-4) 
and chloroplasts (Section 16-2).

ABC transporters mediate 
drug resistance

All cells have some ability to protect themselves from toxic 
substances that insert themselves into the lipid bilayer and 
alter membrane structure and function. This defense depends 
on the action of membrane proteins known as ABC trans-
porters (ABC refers to ATP-binding cassette, a common 
structural motif in these proteins). Unfortunately, many anti-
biotics and other drugs are lipid-soluble and so are substrates 
for these same transporters. Drug resistance in cancer chemo-
therapy and antibiotic resistance in bacteria have been linked 
to the expression or overexpression of ABC transporters. In 
humans, this transporter is also known as P-glycoprotein or 
the multidrug-resistance transporter.

ABC transporters function much like other transport proteins and ATPase 
pumps: ATP-dependent conformational changes in cytoplasmic portions of the protein 
are coupled to conformational changes in the membrane-embedded portion of the 
 protein. As expected, the transporter consists of two halves that presumably reori-
ent relative to each other to expose the ligand-binding site to each side of the 
membrane in turn. Each half of the transporter includes a bundle of membrane-
spanning � helices linked to a globular nucleotide-binding domain where the ATP 
reaction takes place (Fig. 9-17).

Some ABC transporters are specifi c for ions, sugars, amino acids, or other polar 
substances. P-glycoprotein and other drug-resistance transporters prefer nonpolar 
substrates. In this case, the transmembrane domain of the protein allows the entry 
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of substances from within the lipid bilayer. The substance may then be 
entirely expelled from the cell, as occurs in drug resistance. Alternatively, 
the substance may simply move from one leafl et to the other. Some lipid 
fl ippases (Section 8-2) are ABC transporters that transport lipids between 
leafl ets, generating nonequilibrium distributions of certain lipids in 
membranes.

Secondary active transport exploits 
existing gradients

In some cases, the “uphill” transmembrane movement of a substance is not 
directly coupled to the conversion of ATP to ADP � Pi. Instead, the trans-
porter takes advantage of a gradient already established by another pump, 
which is often an ATPase. This indirect use of the free energy of ATP is 
known as secondary active transport. For example, the high Na� concen-
tration outside of intestinal cells (a gradient established by the Na,K-
ATPase) helps drive glucose into the cells via a symport protein (Fig. 9-18). 
The free energy released by the movement of Na� into the cells (down its 
concentration gradient) drives the inward movement of glucose (against its 
gradient). This mechanism allows the intestine to collect glucose from di-
gested food and then release it into the bloodstream. Lactose permease (see 
Fig. 9-14) is another secondary transporter. It transports lactose into the 
cell along with a proton, using the free energy of a proton gradient.

Figure 9-16 Structure of the Na,K-ATPase. The 
 subunit is shown 
in ribbon form (the 	 and � subunits are not included). Two Rb� ions 
(purple) mark the location where two K� ions would bind. An analog of the 
phosphate group is shown in orange, marking the site of phosphorylation. 
[Structure (pdb 3B8E) determined by J. P. Morth, P. B. Pedersen, M. S. Toustrup-Jensen, 
T. L. M. Soerensen, J. Petersen, J. P. Andersen, B. Vilsen, and P. Nissen.]

EXTRACELLULAR

SPACE

Membrane

CYTOPLASM

Figure 9-17 Structure of mouse 
P-glycoprotein. The transporter, which 
is built from a single polypeptide chain, 
is shown as a ribbon model. Note that 
the internal cavity is open to both 
the cytoplasm and the inner leafl et of 
the membrane. [Structure (pdb 3G5U) 
determined by S. G. Aller, J. Yu, A. Ward, 
Y. Weng, S. Chittaboina, R. Zhao, P. M. Harrell, 
Y. T. Trinh, Q. Zhang, I. L. Urbatsch, and 
G. Chang.]

EXTRACELLULAR

SPACE

CYTOSOL

Figure 9-18 Glucose transport into intestinal cells. The Na,K-ATPase establishes a 
concentration gradient in which [Na�]out � [Na�]in. Sodium ions move into the cell, 
down their concentration gradient, along with glucose molecules via a symport protein 
that transports Na� and glucose simultaneously. Glucose thereby becomes more 
concentrated inside the cell, which it then exits, down its concentration gradient, via a 
passive uniport glucose transporter similar to the red blood cell transporter described 
in Figure 9-12. Energetically favorable movements are indicated by green arrows; 
energy-requiring movements are indicated by red arrows.

INTESTINAL SPACE

Na,K-ATPase

Na+
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Membrane Fusion

The fi nal steps in the transmission of a signal from one neuron to the next, or to a 
gland or muscle cell, culminate in the release of substances known as neurotransmit-
ters from the end of the axon. Common neurotransmitters include amino acids and 
compounds derived from them. In the case of a synapse linking a motor neuron and 
its target muscle cell, the neurotransmitter is acetylcholine:

C CH2OH3C CH2 N� CH3

CH3

CH3
Acetylcholine

O

Acetylcholine is stored in membrane-bounded compartments, called synaptic 
vesicles, about 400 Å in diameter. When the action potential reaches the axon 
terminus, voltage-gated Ca2� channels open and allow the infl ux of extracellular 
Ca2� ions. The increase in the local intracellular Ca2� concentration, from less 
than 1 M to as much as 100 M, triggers exocytosis of the vesicles (exocytosis 
is the fusion of the vesicle with the plasma membrane such that the vesicle con-
tents are released into the extracellular space). The acetylcholine diffuses across 
the synaptic cleft, the narrow space between the axon terminus and the muscle 
cell, and binds to integral membrane protein receptors on the muscle cell surface. 
This binding initiates a sequence of events that result in muscle contraction 
(Fig. 9-19). Blocking neurotransmission prevents muscle contraction (Box 9-B). 
In general, the response of the cell that receives a neurotransmitter depends on the 
nature of the neurotransmitter and the cellular proteins that are activated when 
the neurotransmitter binds to its receptor. We will explore other receptor systems 
in Chapter 10.

The events at the nerve–muscle synapse occur rapidly, within about one milli-
second, but the effects of a single action potential are limited. First, the Ca2� that 
triggers neurotransmitter release is quickly pumped back out of the cell by a Ca2�-
ATPase. Second, acetylcholine in the synaptic cleft is degraded within a few 
 milliseconds by a lipid-linked or soluble acetylcholinesterase, which catalyzes the 
reaction

Acetylcholine
acetylcholinesterase

H2O

N(CH3)3CH2
�

CH2H3C OC

O H�

�
Acetate Choline

N(CH3)3CH2
�

CH2HOH3C O�C

O

Other types of neurotransmitters are recycled rather than destroyed. They are trans-
ported back into the cell that released them by the action of secondary active trans-
porters (Box 9-C). A neuron may contain hundreds of synaptic vesicles, only a small 
percentage of which undergo exocytosis at a time, so the cell can release neurotrans-
mitters repeatedly (as often as 50 times per second).

KEY CONCEPTS
• Neurotransmitters are released by 

the process of exocytosis.
• Membrane fusion, driven by the 

action of SNARE proteins, requires 
changes in bilayer curvature.

9-4 Membrane Fusion

CONCEPT REVIEW
• How does the Na,K-ATPase compare to other transport systems in terms 

of mechanism and energy requirement?
• Summarize the role of ATP in P-type ATPases and in ABC transporters.
• How do secondary active transporters compare to other transporters 

in terms of mechanism and energy requirement?
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MUSCLE CELLSYNAPTIC
CLEFT

Ca2+ channel

Ca2+

Synaptic
vesicles

Acetylcholine

Acetylcholine
receptors

Muscle
contraction

1.

2.

3.

When an action potential reaches the 
axon terminus, it causes voltage-gated 
Ca2+ channels to open.

The increase in intracellular Ca2+ ion
concentration triggers the fusion of 
synaptic vesicles with the plasma 
membrane so that the 
neurotransmitter acetylcholine is 
released into the synaptic cleft.

Acetylcholine binding to receptors on the 
surface of the muscle cell leads to muscle 
contraction. The signal is short-lived 
because acetylcholine remaining in the 
synaptic cleft is rapidly degraded.

Figure 9-19 Events at the nerve–
muscle synapse.

? Describe the events that must occur 
to restore the neuron and muscle cell 
to their original states.

SNAREs link vesicle and plasma membranes

Membrane fusion is a multistep process that begins with the targeting of one 
membrane (for example, the vesicle) to another (for example, the plasma mem-
brane). A number of proteins participate in tethering the two membranes and 
readying them for fusion. However, many of these proteins may be only accessory 
factors for the SNAREs, the proteins that physically pair the two membranes and 
induce them to fuse.
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BIOCHEMISTRY NOTEBOX 9-B

Some Drugs Interfere with Neuronal Signaling

A variety of drugs interfere with different aspects of neuronal function, thus affecting 
muscle activity, perception of pain, or consciousness. Some of these substances have 
been used for medical purposes for centuries, such as opium (from poppies); others are 
the result of more recent drug development efforts.

Succinylcholine, which resembles acetylcholine, is used as a muscle relaxant. It 
binds to acetylcholine receptors on muscle cells, which activates them. However, be-
cause succinylcholine is only slowly degraded (it is not a substrate for acetylcholines-
terase, which rapidly breaks down the normal acetylcholine neurotransmitter), its 
effects persist. The muscle cell cannot return to its initial state or respond to additional 
stimulation, so the net result is relaxation of the muscle. Succinylcholine’s effects last 
for only a few minutes, and it does not interfere with pain sensation or consciousness. 
It is used mostly in emergency situations, often to allow insertion of an endotracheal 
(breathing) tube.

Succinylcholine

C CH2

CH2

CH2

O CH2 N�(CH3)3

C CH2O CH2 N�(CH3)3

O

O

Some local anesthetics interfere with neuronal signaling in a limited portion of the 
body by blocking the pores of Na� channels involved in generating action potentials. 
One widely used drug is lidocaine, which is used to numb tissues for dental procedures 
and minor surgery. It is also used topically to relieve pain and severe itching. Lidocaine 
is broken down slowly by the liver, so its effects can last up to two hours.

CH3 H
N

N

CH3 CH3

CH3

O

Lidocaine      

F3C F

F F

O

Desflurane

A variety of substances are used as general anesthetics, including several volatile sub-
stances that are inhaled, such as desfl urane. At one time, such compounds were believed 
to exert their anesthetic effects by nonspecifi cally inserting into and altering the fl uidity 
of membranes. However, X-ray structures indicate that they act more specifi cally by 
binding to certain neurotransmitter receptors that function as ligand-gated ion chan-
nels. The anesthetic molecules slip into a cavity in the transmembrane region of the 
 receptor, preventing ion movement and thereby blocking neuronal signaling.

Question: Explain why general anesthetics tend to be highly hydrophobic substances.

SNAREs are integral membrane proteins (their name is coined from the term 
“soluble N-ethylmaleimide-sensitive-factor attachment protein receptor”). Two 
SNAREs from the plasma membrane and one from the synaptic vesicle form a com-
plex that includes a 120-Å-long coiled-coil structure containing four helices (two of 
the SNAREs contribute one helix each, and one SNARE contributes two helices). 
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BOX 9-C

The neurotransmitter serotonin, a derivative of tryptophan, is 
released by cells in the central nervous system.

Serotonin

NH2

HO

N
H

Serotonin signaling leads to feelings of well-being, suppression of 
appetite, and wakefulness, among other things. Seven different 
families of receptor proteins respond to serotonin signals, some-
times in opposing ways, so the pathways by which this neurotrans-
mitter affects mood and behavior have not been completely 
defi ned.

Unlike acetylcholine, serotonin is not broken down in the syn-
apse, but instead about 90% of it is transported back into the cell 
that released it and is reused. Because the extracellular concentra-
tion of serotonin is relatively low, it reenters cells via symport 
with Na�, whose extracellular concentration is greater than its 
intracellular concentration. The rate at which the serotonin trans-
porter takes up the neurotransmitter helps regulate the extent of 
signaling. Research suggests that genetic variation in the trans-
porter protein may explain an individual’s susceptibility to condi-
tions such as depression and post-traumatic stress disorder, but 
such correlations are diffi cult to prove, since the level of expres-
sion of the transporter appears to vary between individuals and 
even within an individual.

Drugs known as selective serotonin reuptake inhibitors 
(SSRIs) block the transporter and thereby enhance serotonin 
signaling. Some of the most widely prescribed drugs are SSRIs, 
including fl uoxetine (Prozac) and sertraline (Zoloft).

CF3

H
N O

Fluoxetine

Antidepressants Block Serotonin Transport

H3C

Cl

Cl

H

H

H
N

Sertraline

These drugs are used primarily as antidepressants, although 
they are also prescribed for anxiety disorders and obsessive-com-
pulsive disorder. Despite decades of research, the interactions 
between the serotonin transporter and the drugs are not complete-
ly understood at the molecular level, and some studies indicate that 
different inhibitors may bind to different sites on the transporter.

The results of rigorous clinical tests suggest that SSRIs are most 
effective at treating severe disorders, whereas in mild cases of 
 depression, the SSRIs are about as effective as a placebo. One of the 
challenges in assessing the clinical effectiveness of drugs such as 
fl uoxetine and sertraline is that depression is diffi cult to defi ne bio-
chemically. Furthermore, serotonin signaling pathways are complex, 
and the body responds to SSRIs with changes in gene expression 
and adjustments in other signaling pathways so that antidepressive 
effects may not be apparent for several weeks. The list of SSRI side 
effects is long and highly variable among individuals, and, disturb-
ingly, includes a small increase in risk of suicidal behavior.

 Questions

1. What types of food could contribute to serotonin production 
in the body?

2. The Na,K-ATPase is essential for establishing the ion gradi-
ents that make neuronal signaling possible. Explain why the 
pump is also required to recycle serotonin.

3. The illicit drug 3,4-methylenedioxymethylamphetamine 
(MDMA, also know as Ecstasy) decreases the expression of the 
serotonin transporter in the brain. Explain how this would 
alter the MDMA user’s mood.

4. In addition to being an SSRI, fl uoxetine may also bind to and 
block signaling by one type of serotonin receptor. Would you 
expect this activity to be consistent with fl uoxetine’s ability to 
treat the symptoms of depression?

5. Serotonin and other so-called monoamine signaling mol-
ecules are degraded in the liver, beginning with a reaction 
catalyzed by a monoamine oxidase (MAO). Explain why doc-
tors avoid prescribing an MAO inhibitor along with an SSRI.

CLINICAL CONNECTION

The four helices, each with about 70 residues, line up in parallel fashion (Fig. 9-20). 
Unlike other coiled-coil proteins such as keratin (Section 5-2), the four-helix bundle 
is not a perfectly geometric structure but varies irregularly in diameter.

The mutual interactions between SNAREs in the vesicle and plasma membranes 
serve as an addressing system so that the proper membranes fuse with each other. 
Initially, the individual SNARE proteins are unfolded, and they spontaneously zip 
up to form the four-helix complex. This action necessarily brings the two mem-
branes close together (Fig. 9-21). Because the formation of the SNARE complex is 
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thermodynamically favorable, membrane fusion is also spontaneous. The rapid rate of 
acetylcholine release in vivo indicates that at least some synaptic vesicles are already 
docked at the plasma membrane, awaiting the Ca2� signal for fusion to proceed.

Membrane fusion requires changes in bilayer curvature

Experiments with pure lipid vesicles demonstrate that SNAREs are not essential for 
membrane fusion to occur in vitro, but the rate of fusion does depend on the mem-
branes’ lipid compositions. The explanation for this observation is that the lipid 
bilayers of the fusing membranes undergo rearrangement: The lipids in the contact-
ing leafl ets must mix before a pore forms (Fig. 9-22). Certain types of lipids appear 
to promote the required changes in membrane curvature.

In living cells, bilayer shape changes could be facilitated by the tension exerted by 
the SNARE complex. In addition, membrane lipids may undergo active remodeling. 
For example, the enzymatic removal of an acyl chain would convert a cylindrical lipid 
to a cone-shaped lipid:

O

C

CH2CH2 CH

O

O

C

CH

OH

O

O

P

O

O�O

X

O

C

CH2CH2

O

O

P

O

O�O

X

Clustering of such lipids would cause the bilayer to bow outward. Conversely, 
 removing large lipid head groups would cause the bilayer to bow inward.

As a result of exocytosis, the plasma membrane becomes augmented with mate-
rial from the membranes of the fused synaptic vesicles. The neuron recycles some 

Figure 9-20 Structure of the four-
helix bundle of the SNARE complex. 
The three proteins (one includes two 
helices) are in different colors. Portions 
of the SNAREs that do not form the 
helix bundle were cleaved off before 
X-ray crystallography. [Structure (pdb 1SFC) 
determined by R. B. Sutton and A. T. Brunger.]

Vesicle

SNAREs Plasma
membrane

SNARE 
complex

Figure 9-21 Model for SNARE-mediated membrane fusion. Formation of the 
complex of SNAREs from the vesicle and plasma membranes brings the membranes 
close together so that they can fuse.
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c09MembraneTransport.indd Page 259  06/08/12  9:04 AM user-F391c09MembraneTransport.indd Page 259  06/08/12  9:04 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



of its membrane material by forming new synaptic vesicles. A new vesicle forms by 
budding off of an existing membrane, a process known as endocytosis. It is the op-
posite of exocytosis and follows, in reverse, the scheme diagrammed in Figure 9-22.

CONCEPT REVIEW
• How does acetylcholine inside a synaptic vesicle reach a target muscle cell?
• How is the structure of the SNARE complex related to its function?
• Why are changes in bilayer curvature required for exocytosis?

9-1 The Thermodynamics of Membrane Transport

• The transmembrane movements of ions generate changes in 
membrane potential, ��, during neuronal signaling.

• The free energy change for the transmembrane movement of a 
substance depends on the concentrations on each side of the 
membrane and, if the substance is charged, on the membrane 
potential.

9-2 Passive Transport

• Passive transport proteins such as porins allow the transmem-
brane movement of substances according to their concentra-
tion gradients. Aquaporins mediate the transport of water mol-
ecules.

• Ion channels have a selectivity fi lter that allows passage of one 
type of ion. Gated channels open and close in response to some 
other event.

SUMMARY

• Membrane proteins such as the passive glucose transporter 
undergo conformational changes that alternately expose ligand-
binding sites on each side of the membrane.

9-3 Active Transport

• Active transporters such as the Na,K-ATPase and ABC transport-
ers require the free energy of ATP to drive the transmembrane 
movement of substances against their concentration gradients.

• Secondary active transport allows the favorable movement of one 
substance to drive the unfavorable transport of another substance.

9-4 Membrane Fusion

• During the release of neurotransmitters, intracellular vesicles 
fuse with the cell membrane. SNARE proteins in the vesicle and 
target membranes form a four-helix structure that brings the 
 fusing membranes close together. Changes in bilayer curvature 
are also necessary for fusion to occur.

Vesicle

Plasma
membrane

Figure 9-22 Schematic view of membrane fusion. For simplicity, the vesicle and 
plasma membranes are depicted as bilayers.

membrane potential (��)
gas constant (R )
Z
Faraday constant (F)
action potential
axon
myelin sheath
passive transport

active transport
porin
complement
gated channel
osmosis
uniporter
symporter

antiporter
ABC transporter
secondary active transport
neurotransmitter
synaptic vesicle
exocytosis
endocytosis

GLOSSARY TERMS

PROBLEMS

9-1 The Thermodynamics of Membrane Transport

 1. The resting membrane potential maintained in most nerve 
cells is about �70 mV. Use Equation 9-2 to calculate the ratio of 
[Na�]in /[Na�]out at the resting potential.

 2. When a nerve is stimulated, the membrane potential increases 
from �70 mV to �50 mV. Calculate the ratio of [Na�]in /[Na�]out 
in the depolarized nerve cell. How does this ratio compare to the 
ratio you calculated in Problem 1 and what is the signifi cance of the 
change?
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cell, where the concentration is 10 mM? Assume the cell potential is 
�70 mV.

13. Rank the rate of transmembrane diffusion of the following 
compounds:

A. Acetamide

H3C NH2C

O

B. Butyramide

H3C CH2 NH2CCH2

O

C. Urea

H2N NH2C

O

14. The permeability coeffi cient indicates a solute’s tendency to 
move from an aqueous solvent to a nonpolar lipid membrane. The 
permeability coeffi cients for the compounds shown in Problem 13 
are listed in the table below. How do the permeability coeffi cients 
assist you in ranking the rate of the transmembrane diffusion of 
these compounds?

 Permeability coeffi cient (cm � s�1)

 Acetamide 9 � 10�6

 Butyramide 1 � 10�5

 Urea 1 � 10�7

15. The permeability coeffi cients (see Problem 14) of glucose 
and mannitol for both natural and artifi cial membranes are shown 
in the table below.

(a) Compare the permeability coeffi cients for the two solutes 
(structures shown below). Which solute moves more easily 
through the synthetic bilayer and why?
(b) Compare the permeability coeffi cients of each solute for the 
two types of membrane. For which solute is the difference more 
dramatic and why?

 Permeability coeffi cient (cm � s�1)

 Glucose Mannitol

Synthetic lipid bilayer 2.4 � 10�10 4.4 � 10�11

Red blood cell membrane 2.0 � 10�4 5.0 � 10�9

CHO

CH2OH

OHH

HO

H

H

H

OH

OH

CH2OH

CH2OH

HHO

HO

H

H

H

OH

OH

Glucose Mannitol

16. Explain why carbon dioxide can cross a cell membrane with-
out the aid of a transport protein.

9-2 Passive Transport

17. The bacterium Pseudomonas aeruginosa expresses a phosphate-
specifi c porin when phosphate in its growth medium is limiting. Not-
ing that there were three lysines clustered in the surface-exposed amino 

 3. Use Equation 9-4 to calculate the free energy change for the 
movement of Na� into a cell at the resting potential (described in 
Problem 1). Assume the temperature is 37�C. Is this process favor-
able?

 4. Use Equation 9-4 to calculate the free energy change for 
the movement of Na� into the depolarized nerve cell described in 
Problem 2. Assume the temperature is 37�C. How does this com-
pare with the value you calculated in Problem 3, and what is the 
signifi cance of the difference?

 5. In typical marine organisms, the intracellular concentrations 
of Na� and Ca2� are 10 mM and 0.1 M, respectively. Extracellular 
concentrations of Na� and Ca2� are 450 mM and 4 mM, respec-
tively. Use Equation 9-4 to calculate the free energy changes at 20�C 
for the transmembrane movement of these ions. In which direction 
do the ions move? Assume the membrane potential is �70 mV.

 6. Calculate the free energy changes at 20�C for the transmem-
brane movement of Na� and K� ions using the conditions present-
ed in Figure 9-1. Assume the membrane potential is �70 mV. In 
which direction do the ions move?

 7. The concentration of Ca2� in the endoplasmic reticulum 
(outside) is 1 mM, and the concentration of Ca2� in the cytosol 
(inside) is 0.1 M. Calculate �G at 37�C when the membrane 
potential is (a) �50 mV (cytosol negative) and (b) �50 mV. In 
which case is Ca2� movement more thermodynamically favorable?

 8. The concentration of Ca2� in the cytosol (inside) is 0.1 M 
and the concentration of Ca2� in the extracellular medium (outside) 
is 2 mM. Calculate �G at 37�C, assuming the membrane potential 
is �50 mV. In which direction is Ca2� movement thermodynami-
cally favored?

 9. A high fever can interfere with normal neuronal activity. 
Since temperature is one of the terms in Equation 9-1, which defi nes 
membrane potential, a fever could potentially alter a neuron’s rest-
ing membrane potential.

(a) Calculate the effect of a change in temperature from 98�F to 
104�F (37�C to 40�C) on a neuron’s membrane potential. 
Assume that the normal resting potential is �70 mV and that 
the distribution of ions does not change.
(b) How else might an elevated temperature affect neuronal 
activity?

10. During mitochondrial electron transport (Chapter 15), 
protons are transported across the inner mitochondrial membrane 
from inside the mitochondrial matrix to the intermembrane space. 
The pH of the mitochondrial matrix is 7.78. The pH of the inter-
membrane space is 6.88.

(a) What is the membrane potential under these conditions?
(b) Use Equation 9-4 to determine the free energy change for 
proton transport at 37�C.

11. Glucose absorbed by the epithelial cells lining the intestine 
leaves these cells and travels to the liver via the portal vein. After a 
high-carbohydrate meal, the concentration of glucose in the portal 
vein can reach 15 mM.

(a) What is the �G for transport of glucose from portal vein 
blood to the interior of the liver cell, where the concentration of 
glucose is 0.5 mM?
(b) What is the �G for transport under fasting conditions when 
the blood glucose level falls to 4 mM? Assume the temperature 
is 37�C.

12. What is the �G for transport of glutamate from the outside 
of the cell, where the concentration is 0.1 mM, to the inside of the 
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(b) Use what you have learned about Michaelis–Menten 
kinetics to estimate the Vmax and the K M values for this glucose 
transporter.
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26. The compound 6-O-benzyl-D-galactose competes with glu-
cose for binding to the glucose transporter. Sketch a curve similar to 
the one shown in Problem 25b that illustrates the kinetics of glucose 
transport in the presence of this inhibitor.

27. Experiments with erythrocyte “ghosts” were carried out to 
learn more about the glucose transporter in red blood cells. 
“Ghosts” are prepared by lysing red blood cells in a hypotonic 
medium and washing away the cytoplasmic contents. Suspension 
in an isotonic buffer allows the ghost membranes to reseal. If 
ghosts are prepared so that the enzyme trypsin is incorporated into 
the ghost interior, glucose transport does not occur. But glucose 
transport is not affected if trypsin is located in the extracellular 
ghost medium. What can you conclude about the glucose trans-
porter, given these observations?

28. If a propyl group is added to the hydroxyl group on C1 of 
glucose, the modifi ed glucose is unable to bind to its transporter on 
the extracellular surface. In another experiment, it was shown that if 
a propyl group is added to the hydroxyl group on C6 of glucose, the 
modifi ed glucose is unable to bind to its transporter on the cyto-
solic surface of the membrane. What do these observations tell us 
about the mechanism of passive glucose transport?

29. Glutamate acts as a neurotransmitter in the brain, and it is 
reabsorbed and recycled by glial cells associated with the neurons. 
The glutamate transporter also transports 3 Na� and 1 H� along 
with glutamate, and it transports 1 K� in the opposite direction. 
What is the net charge imbalance across the cell membrane for each 
glutamate transported?

30. The bacterium Oxalobacter formigenes is found in the intes-
tine, where it plays a role in digesting the oxalic acid found in some 
fruits and vegetables (spinach is a particularly rich source). The 
 bacterium takes up oxalic acid from the extracellular medium in the 
form of oxalate. Once inside the cell, the oxalate undergoes decar-
boxylation to produce formate, which leaves the cell in antiport 
with the oxalate.

(a) What is the net charge imbalance generated by this system?
(b) Why do you suppose the investigators who elucidated this 
mechanism referred to the process as a “hydrogen pump”?

�OOC COO� H COO�

Oxalate Formate

decarboxylase

H� CO2

31. As discussed in Section 5-1, tissues produce CO2 as a waste 
product during respiration. The CO2 enters the red blood cell and 

terminal region of the protein, investigators constructed mutants in 
which the lysine residues were replaced with glutamate residues.

(a) Why did the investigators hypothesize that lysine residues 
might play an important role in phosphate transport in the 
bacterium?
(b) Predict the effect of the Lys n Glu substitution on the 
transport activity of the porin.

18. As noted in the text, the OmpF porin in E. coli has a con-
stricted diameter that prevents the passage of large substances. The 
protein loops in this constricted site contain a D-E-K-A sequence, 
which makes the porin weakly selective for cations. If you wanted to 
construct a mutant porin that was highly selective for calcium ions, 
what changes would you make to the amino acid sequence at the 
constricted site?

19. In addition to neurons, muscle cells undergo depolarization, 
although smaller and slower than in the neuron, as a result of the 
activity of the acetylcholine receptor.

(a) The acetylcholine receptor is also a gated ion channel. What 
triggers the gate to open?
(b) The acetylcholine receptor/ion channel is specifi c for Na� ions. 
Do Na� ions fl ow in or out?
(c) How does the Na� fl ow through the ion channel change the 
membrane potential?

20. Explain why acid-gated channel proteins include a set of Asp 
or Glu residues in their acid sensor. How would these groups par-
ticipate in gating?

21. When a bacterial cell is transferred from a solute-rich envi-
ronment to pure water, mechanosensitive channels open and allow 
the effl ux (outfl ow) of cytoplasmic contents. Use osmotic effects to 
explain how this prevents cell death.

22. Ammonia, like water, was long believed to diffuse across 
membranes without the aid of a channel protein. Recently, 
researchers deleted the gene Rhcg from mice and examined the 
NH3 permeability of their kidney cells. Cells from wild-type mice 
exhibited an NH3 fl ux about three times higher then the mutant 
cells.

(a) What do these results suggest about the role of the protein 
encoded by Rhcg ?
(b) In light of what you know about aquaporin, does this 
surprise you?

23. The selectivity fi lter in the bacterial chloride channel ClC is 
formed in part by the hydroxyl groups of Ser and Tyr side chains 
and main-chain NH groups. Explain how these groups would allow 
Cl� but not cations to pass through.

24. The selectivity fi lter of the KcsA channel has the sequence 
TVGYG. The corresponding sequences of some other ion channels, 
and their ion specifi cities, are given below. What do you expect would 
be the ion selectivity of channels with the following sequences: 
(a) SVGFG, (b) ITMEG?

 Channel Sequence Ion specifi city

 KcsA T V G Y  G K�

 NaK T V G D G Na� and K�

 Ca2� II L T G E D Ca2�

 Na� IV T T S A G Na�

25. A plot of the glucose transport rate versus glucose concentration 
for the passive glucose transporter of red blood cells is shown here.

(a) Explain why the plot yields a hyperbolic curve.
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occurs during the early stages of diabetic retinopathy, eventually 
leading to blindness. Glucose uptake was measured in both types of 
cells in culture in the presence of increasing amounts of sodium. 
The results are shown in the fi gure.
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(a) What is your interpretation of these results?
(b) What information is conveyed by the shapes of the curves?
(c) By what mechanism might the pericytes use sodium ions to 
assist with glucose import?

38. The kinetics of transport through protein transporters can 
be described using the language of Michaelis and Menten. The 
transported substance is analogous to the substrate, and the protein 
transporter is analogous to the enzyme. K M and V max values can be 
determined to describe the binding and transport process where 
K M is a measure of the affi nity of the transported substance for its 
transporter and V max is a measure of the rate of the transport 
 process. Use the information provided in the fi gure to estimate the 
K M and V max for glucose uptake by the pericyte transporter 
described in Problem 37.
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39. Liver cells use a choline transport protein to import choline 
from the portal circulation. Choline transport was measured in 
mouse cells transfected with the gene for the hepatic transporter. 
The uptake of radioactively labeled choline by the transfected cells 
was measured at increasing choline concentrations.

Choline

(CH2)2 CH3

CH3

N�HO

CH3

(a) Use the language of Michaelis and Menten as described in 
Problem 38 to estimate K M and V max from the curve shown.

combines with water to form carbonic acid in a reaction catalyzed 
by carbonic anhydrase. A red blood cell protein called Band 3 
transports HCO3

� ions in exchange for Cl� ions. What role does 
Band 3 play in transporting CO2 to the lungs, where it can be 
exhaled?

32. Band 3 is unusual in that it can transport HCO3
� in exchange 

for Cl� ions, in either direction, via passive transport. Why is it 
important that Band 3 operate in both directions?

9-3 Active Transport

33. The Na,K-ATPase fi rst binds sodium ions, then reacts with 
ATP to form a “high-energy” aspartyl phosphate intermediate. 
Draw the structure of the phosphorylated Asp residue.

34. Ouabain, an extract of the East African ouabio tree, has 
been used as an arrow poison. Ouabain binds to an extracellular 
site on the Na,K-ATPase and prevents the hydrolysis of the “high-
energy” phosphorylated intermediate. Why is ouabain a lethal 
poison?

35. In eukaryotes, ribosomes (approximate mass 2.5 � 106 D) 
are synthesized inside the nucleus, which is enclosed by a double 
membrane. Protein synthesis occurs in the cytosol.

(a) Would you expect that a protein similar to a porin or the 
glucose transporter would be responsible for transporting 
ribosomes into the cytoplasm? Explain.
(b) Do you think that free energy would be required to 
move ribosomes from the nucleus to the cytoplasm? Why or 
why not?

36. Osteoclasts in bone tissue are particularly rich in one of the 
carbonic anhydrase isozymes. Proper enzyme function is critical to 
the development of healthy tissue.

(a) Carbonic anhydrase catalyzes the reaction between water 
and carbon dioxide to yield carbonic acid. The carbonic acid 
then undergoes dissociation. Write the two equations that 
describe these processes.
(b) Proper bone development requires that the osteoclast acidify 
its extracellular environment (the bone-resorbing compartment). 
Several transporters are involved in the acidifi cation process: a 
Na�/H� exchanger, a Cl�/HCO�

3 exchanger, and the Na,K-
ATPase, which exchanges Na� and K� ions. A partial diagram 
of the osteoclast is shown below. Fill in the blanks in the 
diagram indicating the roles of carbonic anhydrase and the 
exchangers in the acidifi cation of the bone-resorbing compart-
ment. Include the reactants and products of the appropriate 
intracellular reaction(s) and note in which direction each ion is 
transported in the osteoclast.

Osteoclast

Cl−/HCO3
exchanger

−

Bone-resorbing
compartment

pH = 5.5

Na+/K+

exchanger

Na+/H+

exchanger

pH = 7

Reactions

37. The retina of the eye contains equal amounts of endothelial 
and pericyte cells. Basement membrane thickening in pericytes 
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43. Kidney cells include two antiport proteins, a H�/Na� exchanger 
and a Cl�/HCO�

3 exchanger (see Box 2-D). What is the source of free 
energy that drives the transmembrane movement of all these ions?

44. Many cells have a mechanism for exporting ammonium ions. 
Describe how this could occur through secondary active transport.

45. The PEPT1 transporter aids in digestion by transporting 
di- and tripeptides into the cells lining the small intestine. There are 
three components of this system: (a) a symport transporter that fer-
ries di- and tripeptides across the membrane, along with an H� ion, 
(b) a Na�–H� antiporter, and (c) a Na,K-ATPase. Draw a diagram 
that illustrates how these three transporters work together to trans-
port peptides into the cell.

46. The X-ray structure of a Ca2�-ATPase was determined by 
crystallizing the enzyme along with adenosine-5�-(	�-methylene) 
triphosphate (AMPPCP), an ATP analog (structure shown below). 
How did the co-crystallization strategy assist the crystallographers 
in capturing the image of this protein?

O�

O

�O P

O

P

O

PCH2 O O

O� O�

CH2 O

H
H H

H

OHOH

NH2

N

N

N

N

Adenosine-5�-(�,�-methylene) triphosphate (AMPPCP)

9-4 Membrane Fusion

47. Myasthenia gravis is an autoimmune disorder character-
ized by muscle weakness and fatigue. Patients with the disease 
generate antibodies against the acetylcholine receptor in the post-
synaptic cell; this results in a decrease in the number of receptors. 
The disease can be treated by administering drugs that inhibit 
acetylcholinesterase. Why is this an effective strategy for treating 
the disease?

48. Lambert–Eaton syndrome is another autoimmune muscle 
disorder, but in this disease, antibodies against the voltage-gated cal-
cium channels in the presynaptic cell prevent the channels from 
opening. Patients with this disease suffer from muscle weakness. 
Explain why.

49. Like chymotrypsin, acetylcholinesterase is a member of the 
serine protease family because it contains an active site serine, and 
like chymotrypsin, it reacts with DIPF. Draw the structure of the 
enzyme’s catalytic residue modifi ed by DIPF.

50. Parathion and malathion are organophosphorus com-
pounds similar to DIPF (see Problem 49). These compounds are 
sometimes used as insecticides. Why are these compounds deadly 
poisons?

51. The toxin produced by Clostridium tetani, which causes 
tetanus, is a protease that cleaves and destroys SNAREs. Explain 
why this activity would lead to muscle paralysis.

52. The drug known as Botox is a preparation of botulinum 
toxin, which is similar to the tetanus toxin (Problem 51). Describe 
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(b) Plasma concentrations of choline range from 10 to 80 M, 
although the concentration may be higher in portal circulation 
after ingestion of choline. Does the transporter operate effec-
tively at these concentrations?
(c) The choline transport protein is inhibited by low external 
pH and stimulated by high external pH. What role might 
protons play in the transport of choline?
(d) Propose a mechanism that explains how tetraethylammonium 
(TEA) ions inhibit choline transport.

Tetraethylammonium (TEA)

CH2 CH2

CH2

N�H3C CH3

CH3

CH2

CH3

40. Unidirectional glucose transport into the brain was mea-
sured in the presence and absence of phlorizin. The velocity of 
transport was determined at various glucose concentrations and is 
displayed on the Lineweaver–Burk plot below.
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(a) Calculate the K M and the V max in the presence and absence 
of phlorizin.
(b) What kind of inhibitor is phlorizin? Explain.

41. Many ABC transporters are inhibited by vanadate, a phosphate 
analog. Why is vanadate an effective inhibitor of these transporters?

42. The ABC multidrug transporter LmrA from Lactococcus 
exports cytotoxic compounds like vinblastine. There are two binding 
sites for vinblastine on the transporter; one vinblastine binds with an 
association constant (equivalent to 1/K d) of 150 nM; the association 
constant of the second vinblastine is 30 nM. What do these values 
tell you about the mode of vinblastine binding to LmrA?
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 Why might this activity be required during the production of a 
new vesicle, which forms by budding from an existing mem-
brane?

54. Some studies show that prior to membrane fusion, the pro-
portion of diacylglycerol in the bilayer increases. Explain how the 
presence of this lipid would aid the fusion process.

55. In autophagy (literally, “self-eating”), a damaged or unneeded 
cellular organelle becomes enclosed in a compartment called an 
autophagosome. Autophagosome formation begins with an assem-
bly of lipids and proteins that grows by acquiring additional lipids 
until it forms a small bilayer-enclosed compartment called a phago-
phore. This structure continues to expand, encircling the damaged 
organelle. A membrane fusion event closes off the autophagosome. 
Complete the diagram of autophagosome formation shown here. 
How many membranes now separate the damaged organelle from 
the rest of the cell?

Developing
phagophore

Damaged
organelle

56. After an autophagosome has formed (Problem 55), a lyso-
some fuses with it to deliver hydrolytic enzymes that will eventually 
degrade the damaged organelle inside the autophagosome. Using 
the diagram you made for Problem 55 as a starting point, show that 
the lysosomal enzymes must degrade a lipid bilayer before they can 
begin to degrade the organelle.

the biochemical basis for its use by plastic surgeons, who inject small 
amounts of it to alleviate wrinkling in areas such as around the eyes.

53. Phosphatidylinositol is a membrane glycerophospholipid 
whose head group includes a monosaccharide (inositol) group. A 
certain kinase adds another phosphate group to a phosphorylated 
phosphatidylinositol:
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THIS CHAPTER IN CONTEXT

Do You Remember?
 Some proteins can adopt more than one stable conformation (Section 4-3).

 Allosteric regulators can inhibit or activate enzymes (Section 7-3).

 Cholesterol and other lipids that do not form bilayers have a variety of other 

functions (Section 8-1).

 Integral membrane proteins completely span the bilayer by forming one or more 

a helices or a b barrel (Section 8-3).

 Conformational changes resulting from ATP hydrolysis drive Na1 and K1 transport 

in the Na,K-ATPase (Section 9-3).

Part 2 Molecular Structure
 and Function

   10 Signaling

Part 3 Metabolism

Part 1 Foundations

Part 4 Genetic Information

[Paul Eekhoff/Getty Images, Inc.]

WHY does coffee keep you awake?

The active ingredient in coffee is caffeine, a substance that occurs in a variety of seeds (coffee beans and 
kola nuts) and leaves (tea), where it acts as a natural pesticide. Solutions containing caffeine have been 
used as stimulants for thousands of years. The world’s most popular drug acts quickly, produces few side 
effects, and is only mildly addictive. Like many drugs, caffeine works by interfering with signaling pathways 
that transmit extracellular signals to the cell’s interior.
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All cells, including prokaryotes, must have mechanisms for sensing external 
 conditions and responding to them. Because the cell membrane creates a barrier 
between outside and inside, communication typically involves an extracellular 
molecule binding to a cell-surface receptor. The receptor then changes its confor-
mation to transmit information to the cell interior. Signal transduction may 
 require many proteins, from the receptor itself to the intracellular proteins that 
ultimately respond to the signal by changing their behavior. We begin this chap-
ter by describing some characteristics of signal transduction pathways and then 
examine some well-known signaling systems that involve G proteins and receptor 
tyrosine kinases.

267
General Features of Signaling 

Pathways

Every signal transduction pathway requires a receptor, most commonly an integral 
membrane protein, that specifi cally binds a small molecule called a ligand. A 
 receptor does not merely bind its ligand in the way that hemoglobin binds oxygen; 
rather, a receptor interacts with its ligand in such a way that some kind of response occurs 
inside the cell.

A ligand binds to a receptor with 
a characteristic affi nity

Extracellular signals can take many forms, including amino acids and their deriva-
tives, peptides, lipids, and other small molecules (Table 10-1). Some are formally 
called hormones, which are substances produced in one tissue that affect the func-
tions of other tissues, but many signals go by other names. Keep in mind that other 
stimuli—such as light, mechanical stress, odorants, and tastants—also serve as  signals 
for cells, although we will not discuss them here. Some bacterial signal molecules are 
described in Box 10-A.
 Signaling molecules behave much like enzyme substrates: They bind to their recep-
tors with high affi nity, refl ecting the structural and electronic complementarity between 
each ligand and its binding site. Receptor–ligand binding can be written as a revers-
ible reaction, where R represents the receptor and L the ligand:

R 1 L Δ R ? L

Biochemists express the strength of receptor–ligand binding as a dissociation 
constant, K d, which is the reciprocal of the association constant. For this  reaction,

 K d 5
[ R ][ L ]

[ R ? L ]
 [10-1]

(See Sample Calculation 10-1.) In keeping with other binding phenomena, such as 
oxygen binding to myoglobin (Section 5-1) or substrate binding to an enzyme 
 (Section 7-2), Kd is the ligand concentration at which the receptor is half-saturated with 
ligand; in other words, half the receptor molecules have bound ligand (Fig. 10-1).

KEY CONCEPTS
• Receptor–ligand binding is 

described in terms of a dissociation 
constant.

• G protein–coupled receptors and 
receptor tyrosine kinases are the 
two major types of receptors that 
transduce extracellular signals to 
the cell interior.

• Regulatory mechanisms limit the 
extent of signaling.

10-1 General Features of Signaling Pathways

TABLE 10-1  Examples of Extracellular Signals

Hormone  Chemical Class  Source  Physiological Function

Auxin Amino acid derivative Most plant tissues Promotes cell elongation and fl owering in plants

Cortisol Steroid Adrenal gland Suppresses infl ammation
Epinephrine Amino acid derivative Adrenal gland Prepares the body for action
Erythropoietin Polypeptide (165 residues) Kidneys Stimulates red blood cell production
Growth hormone Polypeptide (19 residues) Pituitary gland Stimulates growth and metabolism
Nitric oxide Gas Vascular endothelial cells Triggers vasodilation
Thromboxane Eicosanoid Platelets Activates platelets and triggers vasoconstriction
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BIOCHEMISTRY NOTEBOX 10-A

Bacterial Quorum Sensing

Even free-living single-celled organisms occasionally need to communicate with others 
of their kind. In bacteria, one form of intercellular communication is known as quorum 
sensing, which allows the cells to monitor population density and adjust gene expres-
sion accordingly. As a result, groups of cells can undertake communal endeavors such as 
producing the polysaccharides and other materials that form a protective matrix called a 
biofi lm (discussed in Section 11-2). Quorum sensing also prepares cells to take up or 
exchange DNA, an occasional necessity for asexually reproducing organisms. Pathogenic 
bacteria may use quorum sensing to wait until their numbers are suffi ciently high before 
synthesizing toxins and other proteins needed to attack a host organism.
 The essence of quorum sensing is that cells respond to some signal molecule that in-
creases in concentration as cell density increases. Only a few types of these molecules have 
been identifi ed. One type consists of acyl homoserine lactones. The acyl chains of these 
molecules, which may include from 4 to 18 carbons, are derived either from fatty acids 
within the cell or from exogenous lipids.

O

N
H

O

OO

H3C

An acyl homoserine lactone

A number of different acyl chains can be attached to the homoserine lactone group, 
making this class of compounds highly diverse. These lipids are poorly soluble in 
water, so they may be released from cells in the form of lipid vesicles (Section 2-2) 
that also contain other types of molecules. Because they are hydrophobic, the mole-
cules can diffuse across the membranes of recipient cells and combine with a receptor 
protein in the cytosol. The receptor–ligand complex then binds to DNA to turn on 
the expression of certain genes. 
 A given bacterial species may produce dozens of different molecules that could be 
used for quorum sensing. Some of these molecules appear to do double duty as toxins 
for other species of bacteria, thus coordinating the growth of one species at the expense 
of others. In retaliation, some bacteria have evolved mechanisms to degrade the signals 
produced by other species or to synthesize molecules that competitively inhibit receptor 
binding by the other signals.

Question: Microbiologists have proposed that drugs that interfere with quorum 
sensing would be useful as antibiotics, particularly since there would be little selective 
pressure for individual bacteria to evolve resistance to the drug. Explain.

0.5

1.0

[R]T

[R.L]

Kd

[L]

Figure 10-1 Receptor–ligand binding. 
As the ligand concentration [ L ] 
increases, more receptor molecules 
bind ligand. Consequently, the fraction 
of receptors that have bound ligand 
[ R � L ] approaches 1.0. [ R ]T is the 
total concentration of receptors. The 
dissociation constant Kd is the ligand 
concentration at which half of the 
receptor molecules have bound ligand.

? Compare this graph to Figures 5-3 
and 7-5.
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SAMPLE CALCULATION 10-1

PROBLEM

SOLUTION

A sample of cells has a total receptor concentration of 10 mM. Twenty-fi ve percent 
of the receptors are occupied with ligand, and the concentration of free ligand is 15 
mM. Calculate Kd for the receptor–ligand interaction.

Because 25% of the receptors are occupied, [ R � L ] 5 2.5 mM and [ R ] 5 7.5 mM. 
Use Equation 10-1 to calculate Kd:

 K d 5
[ R ][ L ]
[ R ? L ]

 5
(0.0075)(0.015)

(0.0025)

 5 0.045 M 5 45 mM

PRACTICE PROBLEMS1. A sample of cells has a total receptor concentration of 24 mM, and 40% of the 
receptors are occupied with ligand. The concentration of free ligand is 10 mM. 
Calculate Kd.

2. Kd for a receptor–ligand interaction is 3 mM. When the concentration of free 
ligand is 18 mM and the concentration of free receptor is 5 mM, what is the 
concentration of receptor that is occupied by ligand?

3. The total concentration of receptors in a sample is 20 mM. The concentration 
of free ligand is 5 mM, and Kd is 10 mM. Calculate the percentage of receptors 
that are occupied by ligand.

 A ligand that binds to a receptor and elicits a biological effect is known as an 
agonist. For example, adenosine is the natural agonist of the adenosine receptor. 
Adenosine signaling in cardiac muscle slows the heart, and adenosine signaling in 
the brain leads to a decrease in neurotransmitter release, producing a sedative effect.

NN

N N

NH2

Adenosine Caffeine

O

H H

OH

H H

OH

HOH2C

H3C

CH3

CH3

NN

N N

O

O

Caffeine is an antagonist of the adenosine receptor because it binds to the receptor 
but does not trigger a response. It functions like a competitive enzyme inhibitor 
(Section 7-3). As a result, caffeine keeps the heart rate high and produces a sense of 
wakefulness. Like caffeine, the majority of drugs currently in clinical use act as ago-
nists or antagonists for various receptors involved in regulating such things as blood 
pressure, reproduction, and infl ammation.

Most signaling occurs through two types of receptors

When an agonist binds to the adenosine receptor, which is a transmembrane pro-
tein, the receptor undergoes a conformational change so that it can interact with an 
intracellular protein called a G protein. Such receptors are therefore called G pro-
tein–coupled receptors (GPCRs). G proteins are named for their ability to bind 
guanine nucleotides (GTP and GDP). In response to receptor– ligand binding, the 

 WHY does coffee keep you 

awake?
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G protein becomes activated and in turn interacts with and thereby activates addi-
tional intracellular proteins. Often, one of these is an enzyme that generates a small 
molecule product that diffuses throughout the cell. These small molecules are called 
second messengers because they represent the intracellular response to the extracel-
lular, or fi rst, message that binds to the GPCR. A variety of substances serve as 
 second messengers in cells, including nucleotides, nucleotide derivatives, and the 
polar and nonpolar portions of  membrane lipids. The presence of a second messen-
ger can alter the activities of cellular proteins, leading ultimately to changes in met-
abolic activity and gene expression. These events are summarized in Figure 10-2a.
 A second type of receptor, also a transmembrane protein, becomes activated as a 
kinase as a result of ligand binding. A kinase is an enzyme that transfers a phosphoryl 
group from ATP to another molecule. In this case, the phosphoryl group is 
 condensed with the hydroxyl group of a Tyr side chain on a target protein, so these 
receptors are termed receptor tyrosine kinases. In some signal transduction path-
ways involving receptor tyrosine kinases, the target protein is also a kinase that 
becomes catalytically active when phosphorylated. The result may be a series of 
kinase-activation events that eventually lead to changes in metabolism and gene 
expression (Fig. 10-2b).
 Some receptor systems include both G proteins and tyrosine kinases, and others 
operate by entirely different mechanisms. For example, the acetylcholine receptor 
on muscle cells (Fig. 9-19) is a ligand-gated ion channel. When acetylcholine is re-
leased into the neuromuscular synapse and binds to the receptor, Na1 ions fl ow into 
the muscle cell, causing depolarization that leads to an infl ux of Ca21 ions to trigger 
muscle contraction.

The effects of signaling are limited

The multistep nature of signaling pathways and the participation of enzyme catalysts 
ensure that the signal represented by an extracellular ligand will be amplifi ed as it is 
transduced inside the cell (see Fig. 10-2). Consequently, a relatively small extracellular 

Figure 10-2 Overview of signal 
transduction pathways. Ligand 
binding to a cell-surface receptor 
causes a signal to be transduced to 
the cell interior, leading eventually 
to changes in the cell’s behavior. 
(a) Ligand binding to a G 
protein–coupled receptor triggers 
the activation of a G protein, 
which then activates an enzyme 
that produces a second messenger. 
Second messenger molecules 
diffuse away to activate or inhibit 
the activity of target proteins in 
the cell. (b) Ligand binding to a 
receptor tyrosine kinase activates 
the kinase activity of the receptor 
so that intracellular proteins 
become phosphorylated. A series 
of kinase reactions activates or 
inhibits target proteins by adding 
phosphoryl groups to them.

? Which pathway components 
are enzymes?

G protein–
coupled
receptor

G protein
(inactive)

G protein (active)

Enzyme

Second
messenger

Target proteins

Changes in metabolic
activity and gene expression

Changes in
metabolic activity and

gene expression

Substrate

Ligand
Ligand

(a) (b)

Receptor
tyrosine kinase

Kinase 1
(inactive)

Kinase 1 (active)
P

Kinase 2
(inactive)

Kinase 2 (active)

ATP
�

ATP
�

ADP
�

ADP
�
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P
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G Protein Signaling Pathways

signal can have a dramatic effect on a cell’s behavior. The cell’s responses to the signal, 
however, are regulated in various ways.
 The speed, strength, and duration of a signaling event may depend on the cellu-
lar location of the components of the signaling pathway. There is evidence that 
components for some pathways are preassembled in multiprotein complexes in or 
near the plasma membrane so that they can be quickly activated when the ligand 
docks with its receptor. Components that must diffuse long distances to reach their 
targets, or that move from the cytoplasm to the nucleus, may need more time to 
trigger cellular responses.
 Because signaling pathways tend to be branched rather than completely linear, 
the same intracellular components may participate in more than one signal trans-
duction pathway, so two different extracellular signals could ultimately achieve the 
same intracellular results. Alternatively, two signals could cancel each other’s effects. 
The response of a given cell, which expresses many different types of receptors, 
therefore depends on how various signals are integrated. Similarly, different types of 
cells may include different intracellular components and therefore respond to the 
same ligand in different ways.
 In a biological system that obeys the law of homeostasis, any process that is turned 
on must eventually be turned off. Such control applies to signaling pathways. For 
 example, shortly after a G protein has been activated by its associated receptor, it 
becomes inactive again. The action of kinases is undone by the action of enzymes 
that remove phosphoryl groups from target proteins. These and other reactions 
 restore the signaling components to their resting state so that they can be ready to 
respond again when another ligand binds to its receptor.
 Finally, most people are aware that a strong odor loses its pungency after a few 
minutes. This occurs because olfactory receptors, like other types of receptors, 
 become desensitized. In other words, the receptors becomes less able to transmit a 
signal even when continually exposed to ligand. Desensitization may allow the sig-
naling machinery to reset itself at a certain level of stimulation so that it can better 
respond to subsequent changes in ligand concentration.

CONCEPT REVIEW
• What do hormone receptors have in common with enzymes and simple 

binding proteins?
• What is the purpose of second messengers?
• How are extracellular signals amplifi ed inside the cell?
• Explain why a receptor would need to be turned off or desensitized.

At least 800 genes in the human genome encode G protein–coupled receptors, 
and these proteins are responsible for transducing the majority of extracellular 
signals. In this section we will describe some features of these receptors, their 
 associated G proteins, and various second messengers and their intracellular targets.

G protein–coupled receptors include seven 
transmembrane helices

The GPCRs are known as 7-transmembrane (7TM) receptors because they include 
seven a helices, which are arranged much like those of the membrane protein 
 bacteriorhodopsin (Fig. 8-8). Many G protein–coupled receptors are palmitoylated 
at a Cys residue, so they are also lipid-linked proteins (Section 8-3). In the GPCR 
family, the helical segments are more strongly conserved than the loops that join 
them on the intracellular and extracellular sides of the membrane.

KEY CONCEPTS
• Ligand binding to a G protein–

coupled receptor alters its 
conformation so that an intracellular 
G protein becomes activated.

• The G protein stimulates adenylate 
cyclase to produce the second 
messenger cAMP, which activates 
protein kinase A.

• G protein–dependent signaling is 
limited by several mechanisms.

• The phosphoinositide signaling 
system activates a G protein, which 
leads to the production of lipid-
derived second messengers and the 
activation of protein kinase C.

• Cross-talk results when signaling 
pathways share components.

10-2 G Protein Signaling Pathways
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Figure 10-3 The b2-adrenergic 
receptor. The backbone structure of 
the protein is colored in rainbow order 
from the N-terminus (blue) to the 
C-terminus (red). A ligand is shown 
in space-fi lling form in blue. [Structure 
(pdb 2RH1) determined by V. Cherezov, D. M. 
Rosenbaum, M. A. Hanson, S. G. F. Rasmussen, 
F. S. Thian, T. S. Kobilka, H. J. Choi, P. Kuhn, 
W. I. Weis, B. K. Kobilka, and R. C. Stevens.]

? Explain why the receptor for a polar 
hormone must be a transmembrane 
protein.

 The structure of one of these proteins, the b2-adrenergic receptor, is shown in 
 Figure 10-3. The ligand-binding site of a GPCR is defi ned by a portion of the helical 
core of the protein as well as its extracellular loops. Aside from this general location, there 
are few similarities in the structures of the binding sites in different GPCRs, which is 
consistent with the observation that each receptor is specifi c for only one or a few of 
many possible ligands, which may be large or small, polar or nonpolar substances.
 The physiological ligands for the b2-adrenergic receptor are the hormones epi-
nephrine and norepinephrine, which are synthesized by the adrenal glands from the 
amino acid tyrosine.

OH

Norepinephrine

CH

CH2

OH
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H3N
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OH
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HO

H2N
�
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These same substances, sometimes called adrenaline and noradrenaline, also 
function as neurotransmitters. They are responsible for the fi ght-or-fl ight re-
sponse, which is characterized by fuel mobilization, dilation of blood vessels and 
bronchi (airways), and increased cardiac action. Antagonists that prevent signal-
ing via the b2-adrenergic receptor, known as b-blockers, are used to treat high 
blood pressure.
 How does the receptor transmit the extracellular hormonal signal to the cell inte-
rior? Signal transduction depends on conformational changes involving the receptor’s 
transmembrane helices. Two of the helices shift slightly to accommodate the ligand, 
which repositions one of the cytoplasmic protein loops. Studies with a variety of 
different ligands indicate that the receptor can actually adopt a range of conforma-
tions, suggesting that the receptor is not merely an on–off switch but can mediate 
the effects of strong as well as weak agonists.

The receptor activates a G protein

Ligand-induced conformational changes in a G protein–coupled receptor open up 
a pocket on its cytoplasmic side to create a binding site for a specifi c G protein 
(Fig. 10-4a). The G protein is presumably already close to the receptor, since it is 
lipid-linked. The trimeric G proteins associated with GPCRs consist of three sub-
units, designated a, b, and g (Fig. 10-4b; other types of G proteins do not have 

Figure 10-4 A GPCR–G protein 
complex. (a) Side view. The GPCR 
is purple, a bound agonist is red, and 
the G protein is yellow, green, and 
blue. [Structure (pdb 3SN6) determined by 
S. G. F. Rasmussen, B. T. DeVree, Y. Zou, 
A. C. Kruse, K. Y. Chung, T. S. Kobilka, F. S. 
Thian, P. S. Chae, E. Pardon, D. Calinski, 
J. M. Mathiesen, S. T. A. Shah, J. A. Lyons, 
M. Caffrey, S.H. Gellman, J. Steyaert, 
G. Skiniotis, W. I. Weis, R. K. Sunahara, and 
B. K. Kobilka.] (b) The b subunit (green) 
has a propeller-like structure. The small 
g subunit (yellow) associates tightly 
with the b subunit. The a subunit 
(blue) binds a guanine nucleotide 
(GDP, orange) in a cleft between two 
domains. The a and b subunits are 
covalently attached to lipids, so they are 
anchored to the cytosolic leafl et of the 
plasma membrane near the receptor. 
[Structure (pdb 1GP2) determined by M. A. 
Wall and S. R. Sprang.]  See Interactive 
Exercise. A heterotrimeric G protein. (b)(a)
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this three-part structure). In the resting state, GDP is bound to the a sub-
unit, but association with the receptor causes the G protein to release GDP 
and bind GTP in its place. The third phosphate group of GTP is not easily 
accommodated in the abg trimer, so the a subunit dissociates from the b 
and g subunits, which remain together. Once they dissociate, the a subunit 
and the bg dimer are both active; that is, they interact with additional cellular 
components in the signal transduction pathway. However, since both the a and 
b subunits include lipid anchors, the G protein subunits do not diffuse far 
from the receptor that activated them.
 The signaling activity of the G protein is limited by the intrinsic GTPase 
 activity of the � subunit, which slowly converts the bound GTP to GDP:

GTP 1 H2OS GDP 1 Pi

Hydrolysis of the GTP allows the a and bg units to reassociate as an inactive 
trimer (Fig. 10-5). The cost for the cell to switch a G protein on and then off 
again is the free energy of the GTP hydrolysis reaction (GTP is energetically 
equivalent to ATP).

Adenylate cyclase generates the second 
messenger cyclic AMP

Cells contain a number of different types of G proteins that interact with various 
targets in the cell and activate or inhibit them. A single receptor may interact with 
more than one G protein, so the effects of ligand binding are amplifi ed at this point. 
One of the major targets of the activated G protein is an integral membrane enzyme 
called adenylate cyclase. When the a subunit of the G protein binds, the enzyme’s 
catalytic domains convert ATP to a molecule known as cyclic AMP (cAMP). cAMP 
is a second messenger that can freely diffuse in the cell.
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Cyclic AMP activates protein kinase A

Among the targets of cAMP is an enzyme called protein kinase A or PKA. In the 
absence of cAMP, this kinase is an inactive tetramer of two regulatory (R) and two 
catalytic (C) subunits. A segment of each R subunit occupies the  active site in a C 
subunit so that the kinase is unable to phosphorylate any substrates. cAMP binding 
to the regulatory subunits relieves the inhibition, causing the tetramer to release the 
two active catalytic subunits.

active

C+

active
inactive

C+RRR
CC

cAMP
R

Consequently, cAMP functions as an allosteric activator of the kinase, and the level 
of cAMP determines the level of activity of protein kinase A.

 See Guided Exploration. Hormone 
signaling by the adenylate cyclase 
system.

Figure 10-5 The G protein cycle. The 
abg trimer, with GDP bound to the a 
subunit, is inactive. Ligand binding to 
a receptor associated with the G protein 
triggers a conformational change that 
causes GTP to replace GDP and the 
a subunit to dissociate from the bg 
dimer. Both portions of the G protein 
are active in the signaling pathway. The 
GTPase activity of the a subunit returns 
the G protein to its inactive trimeric state.

αGDPβγ

inactive

active active

GDP

Pi

αGTP βγ+

GTP
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 Protein kinase A is known as a Ser/Thr kinase because it transfers a phosphoryl 
group from ATP to the Ser or Thr side chain of a target protein.

Phospho-Ser

PO3   
2� PO3   

2�OCH2

Phospho-Thr

OCH

CH3

The substrates for the reaction bind in a cleft defi ned by the two lobes of the protein 
(Fig. 10-6a). Other kinases share this same core structure but often have additional 
domains that determine their subcellular location or provide additional regulatory 
functions.
 In addition to regulation by cAMP binding to the R subunit, protein kinase A itself 
is regulated by phosphorylation. The protein’s so-called activation loop, a segment of 
polypeptide near the entrance to the active site, includes a phosphorylatable Thr resi-
due. When the loop is not phosphorylated, the kinase’s active site is blocked. When 
phosphorylated, the loop swings aside and the kinase’s catalytic activity  increases; for 
some protein kinases, activity increases by several orders of magnitude. This activation 
effect is not merely a matter of improving substrate access to the  active site but also ap-
pears to involve conformational changes that affect catalysis. For example, the nega-
tively charged phospho-Thr interacts with a positively charged Arg residue in the active 
site. Effi cient catalysis requires that this Arg residue and an adjacent Asp residue be re-
positioned for phosphoryl-group transfer from ATP to a protein substrate (Fig 10-6b).
 Among the many targets of protein kinase A are enzymes involved in glycogen 
metabolism (Section 19-2). One result of signaling via the b2-adrenergic receptor, 
which leads to protein kinase A activation by cAMP, is the phosphorylation and 
activation of an enzyme called glycogen phosphorylase, which catalyzes the removal 
of glucose residues, the cell’s primary metabolic fuel, from glycogen, the cell’s 
glucose-storage depot. Consequently, a signal such as epinephrine can mobilize the 
metabolic fuel needed to power the body’s fi ght-or-fl ight response.
 The enzymes that phosphorylate the activation loops of protein kinase A and other 
cell-signaling kinases apparently operate when the kinase is fi rst synthesized, so the 
kinase is already “primed” and needs only to be allosterically activated by the presence 
of a second messenger. However, this regulatory mechanism begs the question of what 
activates the kinase that phosphorylates the kinase. As we will see,  kinases that act in 

(a)

ATP

Asp

substrate

Arg

phospho-Thr

(b)
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Figure 10-6 Protein kinase A. (a) The backbone of the 
catalytic subunit is light green, with its activation loop dark 
green. The phospho-Thr residue (right side) and ATP (left side) 
are shown in stick form. A peptide that mimics a target protein 
is blue. (b) Close-up view of the active site region. When the 
activation loop is phosphorylated, the phospho-Thr residue 

interacts with an Arg residue, and the adjacent Asp residue is 
positioned near the third phosphate group of ATP and the peptide 
substrate. Atoms are color-coded: C gray or green, O red, N blue, 
and P gold. [Structure (pdb 1ATP) determined by J. Zheng, E. A. Trafny, D. 
R. Knighton, N.-H. Xuong, S. S. Taylor, L. F. Teneyck, and J. M. Sowadski.] 

 See Interactive Exercise. C subunit of protein kinase A.
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series are common in biological signaling pathways, and many of these pathways are 
interconnected, making it diffi cult to trace simple cause-and- effect relationships.

Signaling pathways are also switched off

What happens after a ligand binds to a receptor, a G protein responds, a second 
messenger is produced, an effector enzyme such as protein kinase A is activated, and 
target proteins are phosphorylated? To restore the cell to a resting state, any or all of the 
events of the signal transduction pathway can be blocked or reversed. We have already 
seen that the intrinsic GTPase activity of G proteins limits their activity. And second 
messengers often have short lifetimes due to their rapid degradation in the cell. For 
example, cAMP is hydrolyzed by the enzyme cAMP phosphodiesterase:
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Caffeine, in addition to being an adenosine receptor antagonist, can diffuse inside 
cells and inhibit cAMP phosphodiesterase. As a result, the cAMP concentration 
 remains high, the action of protein kinase A is sustained, and stored metabolic fuels 
are mobilized, readying the body for action rather than sleep.
 Some of the cell’s G proteins may inhibit rather than activate adenylate cyclase 
and therefore decrease the cellular cAMP level. Some G proteins activate cAMP 
phosphodiesterase, with similar effects on cAMP-dependent processes. A cell’s 
 response to a hormone signal depends in part on which G proteins respond. Because a 
single type of hormone may stimulate several types of G proteins, the signaling 
 system may be active for only a brief time before it is turned off.
 The phosphorylations catalyzed by protein kinase A (and other kinases) can be 
reversed by the work of protein phosphatases, which catalyze a hydrolytic reaction 
to remove phosphoryl groups from protein side chains. Like kinases, phosphatases 
are generally specifi c for Ser or Thr, or Tyr, although some “dual specifi city” phos-
phatases remove phosphoryl groups from all three side chains. The active-site pocket 
of the Tyr phosphatases is deeper than the pocket of Ser/Thr phosphatases in order 
to accommodate the larger phospho-Tyr side chain. Some protein phosphatases are 
transmembrane proteins; others are entirely intracellular. They tend to have multi-
ple domains or multiple subunits, consistent with their ability to form numerous 
protein–protein interactions and participate in complex regulatory networks.
 Ultimately, the dissociation of an extracellular ligand from its receptor can halt 
a signal transduction process, or the receptor can become desensitized. Desensitiza-
tion of a G protein–coupled receptor begins with phosphorylation of the ligand-
bound receptor by a GPCR kinase. The phosphorylated receptor is then recognized 
by a protein known as arrestin (Fig. 10-7), which includes Lys and Arg residues that 
bind the phosphoryl group. This binding halts signaling, presumably by blocking 
interactions with a G protein (hence the name arrestin), and promotes the move-
ment of the receptor from the cell surface to an intracellular compartment by the 
process of endocytosis. Interestingly, arrestins also serve as scaffold proteins for orga-
nizing components of other signaling pathways. Experimental evidence suggests 
that some GPCRs, including the b2-adrenergic receptor, interact with arrestin so 
that they can initiate an intracellular response without ever recruiting a G protein.

 WHY does coffee keep you 

awake?

Figure 10-7 Arrestin. This arrestin, 
bovine b-arrestin 1, includes two 
cuplike domains that are believed to 
move relative to each other in order to 
cradle the phosphorylated G protein–
coupled receptor and reduce its ability 
to activate a G protein. [Structure (pdb 
1G4R) determined by C. Schubert and M. Han.] 
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The phosphoinositide signaling pathway generates 
two second messengers

The diversity of G protein–coupled receptors, together with the diversity of G proteins, 
creates almost unlimited possibilities for adjusting the levels of second messengers and 
 altering the activities of cellular enzymes. Epinephrine, the hormone that activates the 
b2-adrenergic receptor, also binds to a receptor known as the a-adrenergic receptor, 
which is part of the phosphoinositide signaling system. The a- and b-adrenergic 
receptors are situated in different tissues and mediate different physiological effects, 
even though they bind the same hormone. The G protein associated with the a-
adrenergic receptor activates the cellular enzyme phospholipase C, which acts on the 
membrane lipid phosphatidylinositol bisphosphate. Phosphatidylinositol is a minor 
component of the plasma membrane (4–5% of the total phospholipids), and the 
bisphosphorylated form (with a total of three phosphate groups) is rarer still. Phos-
pholipase C converts this lipid to inositol trisphosphate and diacylglycerol.
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The highly polar inositol trisphosphate is a second messenger that triggers the opening 
of calcium channels in the endoplasmic reticulum membrane, allowing Ca21 ions to 
fl ow into the cytosol. The fl ux of Ca21 initiates numerous events in the cell, includ-
ing the activation of a Ser/Thr kinase known as protein kinase B or Akt. Inositol 
trisphosphate also directly activates kinases and can undergo additional phosphory-
lations to generate a series of second messengers containing up to eight phosphoryl 
groups.
 The hydrophobic diacylglycerol product of the phospholipase C reaction is also a second 
messenger. Although it remains in the cell membrane, it can diffuse laterally to acti-
vate protein kinase C, which phosphorylates its target proteins at Ser or Thr resi-
dues. In its resting state, protein kinase C is a cytosolic protein with an activation 
loop blocking its active site. Noncovalent binding to diacylglycerol docks the  enzyme 
at the membrane surface so that it changes its conformation, repositions the activa-
tion loop, and becomes catalytically active. As in protein kinase A (which shares 
about 40% sequence identity), phosphorylation of a Thr residue in the activation 
loop, a requirement for catalytic activity, has already occurred. Full activation of 
some forms of protein kinase C also requires Ca21, which is presumably available as 
a result of the activity of the inositol trisphosphate second messenger. Among the 
targets of protein kinase C are proteins involved in the regulation of gene expression 
and cell division. Certain compounds that mimic diacylglycerol can activate protein 
kinase C, leading eventually to the uncontrolled growth characteristic of cancer.

 See Animated Figure. The 
phosphoinositide signaling system.
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 Phospholipase C can be activated not only by a G protein–coupled receptor such 
as the a-adrenergic receptor but also by other signaling systems involving receptor 
tyrosine kinases. This is an example of cross-talk, the interconnections between 
signaling pathways that share some intracellular components. The phosphoinositide 
signaling pathway is regulated in part by the action of lipid phosphatases that re-
move phosphoryl groups from the phosphatidylinositol bisphosphate substrate that 
gives rise to the second messengers.
 Another example of the overlap between signaling pathways involves sphingolipids 
such as sphingomyelin (Fig. 8-2), which is a normal component of membranes. Ligand 
binding to certain receptor tyrosine kinases leads to activation of sphingomyelinases 
that release sphingosine and ceramide (ceramide is sphingomyelin without its phospho-
choline head group). Ceramide is a second messenger that activates kinases, phospha-
tases, and other cellular enzymes. Sphingosine, which undergoes phosphorylation (by a 
receptor tyrosine kinase–dependent mechanism) to sphingosine-1-phosphate, is both 
an intracellular and extracellular signaling molecule. It inhibits phospholipase C inside 
the cell, and it apparently exits the cell via an ABC transport protein (Section 9-3), then 
binds to a G protein–coupled receptor to  trigger additional cellular responses.

Calmodulin mediates some Ca21 signals

In some cases where Ca21 ions elicit a change in an enzyme’s activity, the change is 
mediated by a Ca21-binding protein known as calmodulin. This small (148-residue) 
protein binds two Ca21 ions in each of its two globular domains, which are sepa-
rated by a long a helix (Fig. 10-8a). Free calmodulin has an extended shape, but in 
the presence of Ca21 and a target protein, the helix partially unwinds and calmodu-
lin bends in half to grasp the target protein to activate or inhibit it (Fig. 10-8b).

CONCEPT REVIEW
• Draw a simple diagram that includes all the components of the 

b2-adrenergic receptor signaling pathway. Draw a similar diagram 
for the a-adrenergic receptor signaling pathway.

• For each of these pathways, indicate points where signaling activity 
can be switched off.

• What is the relationship between an extracellular hormone and a second 
messenger in terms of concentration and specifi city?

• What is the relationship between kinases and phosphatases?
• Explain how the same hormone can elicit different responses 

in different cells.
• Explain how different hormones can elicit the same response in a cell.

Figure 10-8 Calmodulin. (a) Isolated 
calmodulin has an extended shape. 
The four bound Ca21 ions are shown 
as blue spheres. (b) When bound to a 
target protein (blue helix), calmodulin’s 
long central helix unwinds and bends 
so that the protein can wrap around its 
target. [Structure of calmodulin (pdb 3CLN) 
determined by Y. S. Babu, C.E. Bugg, and 
W. J. Cook. Structure of calmodulin bound to 
a 26-residue target (pdb 2BBM) determined 
by G. M. Clore, A. Bax, M. Ikura, and A. M. 
Gronenborn.]

(a)

(b)

A number of hormones and other signaling molecules that regulate cell growth and 
division bind to cell-surface receptors that operate as tyrosine kinases. Most of these 
receptors are monomeric, with a single membrane-spanning segment. Ligand bind-
ing allows them to form dimers, and in this state, their cytoplasmic domains become 
catalytically active kinases. The insulin receptor serves as a model for other receptor 
tyrosine kinases, although it exists as a dimer in its resting state.

The insulin receptor has two ligand-binding sites

Insulin, a 51-residue polypeptide hormone that regulates many aspects of fuel 
 metabolism in mammals, binds to receptors that are present in most of the body’s tis-
sues. The receptor is constructed from two long polypeptides that are cleaved after their 
synthesis, so the mature receptor has an a2b2 structure in which all four polypeptide 
segments are held together by disulfi de bonds (Fig. 10-9a).

KEY CONCEPTS
• Ligands such as insulin activate 

the tyrosine kinase activity of their 
receptors.

• Receptor tyrosine kinases 
trigger cellular responses by 
phosphorylating target proteins 
and by activating Ras.

10-3 Receptor Tyrosine Kinases

 See Guided Exploration. Hormone 
signaling by the receptor tyrosine kinase 
system.
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Figure 10-9 The insulin receptor. (a) Schematic diagram. The receptor consists of two 
a and two b subunits joined by disulfi de bonds (horizontal lines). The a subunits bind 
insulin, and the b subunits each include a membrane-spanning segment (coil) and a 
cytoplasmic tyrosine kinase domain. (b) The extracellular portion of the insulin receptor. 
The cell surface is at the bottom. One ab pair of subunits is shown in space-fi lling form, 
and the other is shown as a backbone trace. Insulin binds to one of the two binding sites 
indicated by arrows. [Structure (pdb 2DTG) determined by M. C. Lawrence and V. A. Streltsov.]

�

� �

�

tyrosine
kinase

domains

(a) (b)

 The extracellular portion of the insulin receptor has an inverted V shape with mul-
tiple structural domains (Fig. 10-9b). Segments of the a subunits defi ne the two insu-
lin-binding sites, but the sites are too far apart (,65 Å) to simultaneously bind a single 
hormone molecule. Instead, biochemical evidence indicates that binding to just one site 
pulls the two a subunits together in such a way that the second binding site cannot 
bind insulin. Interdomain interactions, along with the disulfi de linkages, suggest that 
the receptor is rigid, and this feature is believed to be important in transducing the 
 message (insulin binding to the extracellular a subunits) to the intracellular signaling 
apparatus (the tyrosine kinase domains of the b subunits). Presumably, other receptor 
tyrosine kinases that exist as inactive monomers come together in a similar fashion after 
binding their ligands and reposition and thereby activate their tyrosine kinase domains.

The receptor undergoes autophosphorylation

The ligand-induced conformational change in a receptor tyrosine kinase brings its two 
tyrosine kinase domains close enough that they can phosphorylate each other. Because the 
kinases appear to phosphorylate themselves, this process is termed autophosphory-
lation. Each tyrosine kinase domain has the typical kinase core structure, including 
an activation loop that lies across the active site to prevent substrate binding. Phos-
phorylation of three Tyr residues in the activation loop causes a conformational 
change that allows the enzyme to bind ATP and protein substrates and to catalyze 
phosphoryl group transfer (Fig. 10-10).
 To initiate the responses that promote cell growth and division, growth factor 
receptors and other receptor tyrosine kinases phosphorylate various intracellular 
 target proteins. They also switch on other pathways that involve small monomeric 
G proteins (which are also GTPases) such as Ras. The tyrosine kinase domain of the 
receptor does not directly interact with Ras but instead relies on one or more adapter 
proteins that form a bridge between Ras and the phospho-Tyr residues of the recep-
tor (Fig. 10-11). These proteins also stimulate Ras to release GDP and bind GTP.
 Like other G proteins, Ras is active as long as it has GTP bound to it. The Ras � GTP 
complex allosterically activates a Ser/Thr kinase, which becomes active and phos-
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Figure 10-10 Activation of the 
insulin receptor tyrosine kinase. The 
backbone structure of the inactive 
tyrosine kinase domain of the insulin 
receptor is shown in light blue, with 
the activation loop in dark blue. The 
structure of the active tyrosine kinase 
domain is shown in light green, with the 
activation loop in dark green. Note that 
three Tyr side chains in the activation 
loop have been phosphorylated (a 
result of each tyrosine kinase domain 
phosphorylating the other) so that the 
activation loop has swung aside to better 
expose the active site. The phospho-
Tyr side chains are shown in stick form 
with atoms color coded: C green, O red, 
and P orange. [Structure of the inactive kinase 
domain (pdb 1IRK) determined by S. R. Hubbard, 
L. Wei, L. Ellis, and W. A. Hendrickson. Structure 
of the active kinase domain (pdb 1IR3) determined 
by S. R. Hubbard.]  See Interactive 
Exercise. Tyrosine kinase domain of the 
insulin receptor.

? How would a phosphatase affect the 
activity of the insulin receptor?

Figure 10-11 The Ras pathway. Ras links receptor–hormone binding to an intracellular 
kinase cascade.

? Describe the role of protein conformational changes in each step of the pathway.

P P P PPPGDP
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Ligand binding to the
receptor triggers
autophosphorylation 
of the tyrosine kinase
domains.

Adapter proteins
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and bind GTP.

The active
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cascade.
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phorylates another kinase, activating it, and so on. Cascades of several kinases can 
therefore amplify the initial growth factor signal.
 The ultimate targets of Ras-dependent signaling cascades are nuclear proteins, 
which, when phosphorylated, bind to specifi c sequences of DNA to induce (turn 
on) or repress (turn off ) gene expression. The altered activity of these transcription 
factors means that the original hormonal signal not only alters the activities of 
 cellular enzymes on a short time scale (seconds to minutes) via phosphorylation but 
also affects protein synthesis, a process that may require several hours or more.
 Ras signaling activity is shut down by the action of proteins that enhance the 
GTPase activity of Ras so that it returns to its inactive GDP-bound form. In 
 addition, phosphatases reverse the effects of the various kinases. Like the other 
signaling pathways we have examined, the receptor tyrosine kinase pathways are 
not linear and they are capable of cross-talk. For example, some receptor tyrosine 
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CONCEPT REVIEW
• Draw a simple diagram to show the insulin signaling pathway, including 

tyrosine kinases and Ras-dependent kinases.
• How is the free energy of nucleoside triphosphates (ATP and GTP) used 

to turn on cellular responses to extracellular signals?
• Explain how kinases and transcription factors mediate cellular responses 

over different time scales.

kinases directly or indirectly (via Ras) activate the kinase that phosphorylates 
phosphatidylinositol lipids, thereby promoting signaling through the phospho-
inositide pathway. Abnormalities in these signaling pathways can promote tumor 
growth (Box 10-B).

BIOCHEMISTRY NOTEBOX 10-B

Cell Signaling and Cancer

The progress of a cell through the cell cycle, from DNA replication through the phases of 
mitosis, depends on the orderly activity of signaling pathways. Cancer, which is the uncon-
trolled growth of cells, can result from a variety of factors, including overactivation of the 
signaling pathways that stimulate cell growth. In fact, the majority of cancers include mutations 
in the genes for proteins that participate in signaling via Ras and the phosphoinositide pathways. 
These altered genes are termed oncogenes, from the Greek onkos, meaning “tumor.”
 Oncogenes were fi rst discovered in certain cancer-causing viruses. The viruses presumably 
picked up the normal gene from a host cell, then mutated. In some cases, an oncogene 
encodes a growth factor receptor that has lost its ligand-binding domain but retains its tyro-
sine kinase domain. As a result, the kinase is constitutively (constantly) active, promoting cell 
growth and division even in the absence of the growth factor. Some RAS oncogenes generate 
mutant forms of Ras that hydrolyze GTP extremely slowly, thus maintaining the signaling 
pathway in the “on” state. Note that oncogenic mutations can strengthen an activating event 
or weaken an inhibitory event; in either case, the outcome is excessive signaling activity.
 The importance of various kinases in triggering or sustaining tumor growth has made 
these enzymes attractive targets for anticancer drugs. Some forms of leukemia (a cancer 
of white blood cells) are triggered by a chromosomal rearrangement that generates a 
 kinase with constitutive signaling activity, called Bcr-Abl. The drug imatinib (Gleevec) 
specifi cally inhibits this kinase without affecting any of the cell’s numerous other  kinases. 
The result is an effective anticancer treatment with few side effects.

Gleevec (imatinib)
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The engineered antibody known as trastuzumab (Herceptin) binds as an antagonist to a 
growth factor receptor that is overexpressed in many breast cancers. Other antibody-
based drugs target similar receptors in other types of cancers. Clearly, understanding the 
operation of growth-signaling pathways—both normal and mutated—is essential for 
the ongoing development of effective anticancer treatments.

Question: Using Figures 10-2 and 10-11 as a guide, identify other types of 
signaling proteins that are potential anticancer drug targets.
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Some hormones do not need to bind to cell-surface receptors because they are lipids and 
can cross the membrane to interact with intracellular receptors. For example, retinoic 
acid and the thyroid hormones thyroxine (T4) and triiodothyronine (T3) belong to 
this class of hormones (Fig. 10-12). Retinoic acid (retinoate), a compound that 
regulates cell growth and differentiation, particularly in the immune system, is syn-
thesized from retinol, a derivative of b-carotene (Box 8-B). The thyroid hormones, 
which generally stimulate metabolism, are derived from a large precursor protein 
called thyroglobulin: Tyr side chains are enzymatically iodinated, then two of these 
residues undergo condensation, and the hormones are liberated from thyroglobulin 
by proteolysis.
 The 27-carbon cholesterol, introduced in Section 8-1, is the precursor of a large 
number of hormones that regulate metabolism, salt and water balance, and repro-
ductive functions. Androgens (which are primarily male hormones) have 19 car-
bons, and estrogens (which are primarily female hormones) contain 18 carbons. 
Cortisol, a C21 glucocorticoid  hormone, affects the metabolic activities of a wide 
variety of tissues.

Cortisol
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O

CH3

CH3

OH

HO OH

Retinoic acid, thyroid hormones, and steroids are all hydrophobic molecules that are 
carried in the bloodstream either by specifi c carrier proteins or by albumin, a sort of 
all-purpose binding protein.
 The receptors to which the lipid hormones bind are located inside 
the appropriate target cell, either in the cytoplasm or the nucleus. 
 Ligand binding often—but not always—causes the receptors to form 
 dimers. Each receptor subunit is  constructed from several  modules, 
which include a ligand-binding domain and a DNA-binding  domain. 
The ligand-binding domains are as varied as their hormone ligands, 
but the DNA-binding domains exhibit a common structure that in-
cludes two zinc fi ngers, which are cross-links formed by the interaction 
of four Cys side chains with a Zn21 ion (Section 4-3). In the absence 
of a ligand, the receptor cannot bind to DNA.
 Following ligand binding and dimerization, the receptor moves to the 
nucleus (if it is not already there) and binds to specifi c DNA sequences 
called hormone response elements.  Although the hormone response ele-
ments vary for each receptor–ligand complex, they are all composed of 
two identical 6-bp sequences separated by a few base pairs. Simultaneous 
binding of the two hormone response element sequences explains why 
many of the lipid hormone receptors are dimers (Fig. 10-13).
 The receptors function as transcription factors so that the genes near the 
hormone response elements may experience higher or lower levels of expres-
sion. For example, glucocorticoids such as cortisol stimulate the pro-
duction of phosphatases, which dampen the stimulating effects of ki-
nases. This property makes cortisol and its derivatives useful as drugs 
to treat conditions such as chronic infl ammation or asthma. However, 
because so many tissues  respond to glucocorticoids, the side effects of 
these drugs can be signifi cant and tend to limit their long-term use. 

KEY CONCEPTS
• Lipid hormones bind to intracellular 

receptors that regulate gene 
expression.

• Eicosanoids are local mediators 
that act through G protein–coupled 
receptors.

10-4 Lipid Hormone Signaling

Figure 10-12 Some lipid hormones.
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BIOCHEMISTRY NOTEBOX 10-C

Oral Contraceptives

The female reproductive cycle depends on a set of pituitary and ovarian hormones, 
including estrogen and progesterone. Estrogen, which is actually a mix of six different 
substances, all derived from cholesterol (Section 8-1), is responsible for the develop-
ment of female reproductive structures and female characteristics such as the pattern of 
fat  deposition and hair growth. Production of estrogen by the ovaries rises during the 
fi rst two weeks of a typical 28-day reproductive cycle, promoting the thickening of the 
 endometrium (the lining of the uterus) and helping trigger ovulation, the release of a 
mature ovum (egg). The ovary continues to produce some estrogen, along with proges-
terone, whose concentration peaks at around the third week of the cycle. Unless the egg 
is fertilized, the production of hormones then declines, and menstruation commences.
 Oral contraceptives, or birth-control pills, are designed to prevent ovulation, thereby 
diminishing the chance of fertilization. The most popular contraceptive formulations con-
tain either a progesterone analog, called a progestin, or a combination of a progestin and 
an estrogen analog. These hormones, usually taken in regular daily doses, inhibit the  release 
of the pituitary hormones necessary for ovulation and prevent the surge of estrogen and 
progesterone that normally occur during the monthly cycle. Progestin by itself thickens 
cervical mucus to help prevent sperm entry, further decreasing the risk of conception.
 The widespread use of oral contraceptives over half a century reveals that most 
women experience few side effects. Among the serious side effects that have been docu-
mented are venous thrombosis (blood clots) and an increased risk of cardiovascular 
 disease. Although oral contraceptives can decrease the risk of ovarian and colorectal 
cancer, they appear to increase the rate of some other cancers. There is no scientifi c 
 evidence that contraceptive use contributes to weight gain or depression.

Question: Why does it makes sense for ovarian cells to synthesize hormones such 
as estrogen and progesterone as well as receptors for these hormones?

The steroid hormone analogs used as contraceptives, however, 
are well  tolerated (Box 10-C).

The changes in gene expression triggered by steroids and 
other lipid hormones require many hours to take effect. 
 However, cellular responses to some lipid hormones are  evident 
within seconds or minutes, suggesting that the hormones also 
participate in signaling pathways with shorter time courses, 
such as those centered on G proteins and/or kinases. In these 
instances, the receptors must be located on the cell surface.

Eicosanoids are short-range signals

Many of the hormones discussed in this chapter are synthesized 
and stockpiled to some extent before they are released, but some 
lipid hormones are synthesized as a response to other signaling 
events (sphingosine-1-phosphate is one example;  Section 10-2). 
The lipid hormones called eicosanoids are produced when the 
enzyme phospholipase A2 is activated by phosphorylation and 
by the presence of Ca21. One substrate of the phospholipase is 
the membrane lipid phosphatidylinositol. In this lipid, cleavage 
of the acyl chain attached to the second glycerol carbon often 
releases arachidonate, a C20 fatty acid (the term eicosanoid comes 
from the Greek eikosi, meaning “twenty”).

Arachidonate, a polyunsaturated fatty acid with four double 
bonds, is further modifi ed by the action of enzymes that 

Figure 10-13 The glucocorticoid receptor–DNA complex. The 
two DNA-binding zinc fi nger domains of the glucocorticoid 
receptor are blue and green. The Zn21 ions are shown as gray 
spheres. The hormone response element sequences of the DNA 
(bottom) are colored red. Two protein helices make sequence-
specifi c contacts with nucleotides. [Structure (pdb 1GLU) determined 
by B. F. Luisi, W. X. Xu, Z. Otwinowski, L. P. Freedman, K. R. Yamamoto, and 
P. B. Sigler.]  See Interactive Exercise. Glucocorticoid receptor 
DNA-binding domain in complex with DNA.

? What is the surface charge of the receptor’s DNA-binding 
domain?
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Figure 10-14 Arachidonate conversion to eicosanoid signal 
molecules. The fi rst step is catalyzed by cyclooxygenase. Only two 
of the many dozens of eicosanoids are shown here.

 catalyze cyclization and oxidation reactions (Fig. 10-14). 
A wide variety of eicosanoids can be produced in a tissue-
dependent fashion, and their functions are similarly 
 varied. Eicosanoids regulate such things as blood pressure, 
blood coagulation, infl ammation, pain, and fever. The 
eicosanoid thromboxane, for example, helps activate 
platelets (cell fragments that participate in blood coagula-
tion) and induces vasoconstriction. Other eicosanoids 
have the opposite effects: They prevent platelet activation 
and promote vasodilation. The use of aspirin as a “blood 
thinner” stems from its ability to inhibit the enzyme that 
initiates the conversion of arachidonate to thromboxane 
(see Fig. 10-14). A number of other drugs interfere with 
the production of eicosanoids by blocking the same enzy-
matic step (Box 10-D).
 The receptors for eicosanoids are G protein–coupled 
 receptors that trigger cAMP-dependent and phosphoinositide-
dependent responses. However, eicosanoids are degraded 
relatively quickly. This instability, along with their hydro-
phobicity, means that their effects are relatively limited in 
time and space. Eicosanoids tend to elicit responses only in 
the cells that produce them and in nearby cells. In contrast, 
many other hormones travel throughout the body, eliciting 
effects in any tissue that exhibits the appropriate receptors. 
For this reason, eicosanoids are sometimes called local 
 mediators rather than hormones.

BIOCHEMISTRY NOTEBOX 10-D

Aspirin and Other Inhibitors of Cyclooxygenase

The bark of the willow Salix alba has been used since ancient times to relieve pain and 
fever. The active ingredient is acetylsalicylate, or aspirin.

C

O C

O
Acetylsalicylate 

(aspirin)

CH3

O

O�

Aspirin was fi rst prepared in 1853, but it was not used clinically for another 50 years or 
so. Effective promotion of aspirin by the Bayer chemical company at the start of the 
twentieth century marked the beginning of the modern pharmaceutical industry.
 Despite its universal popularity, aspirin’s mode of action was not discovered until 1971. 
It inhibits the production of prostaglandins (which induce pain and fever, among other 
things) by inhibiting the activity of cyclooxygenase (also known as COX), the enzyme 
that acts on arachidonate (see Fig. 10-14). COX inhibition results from acetylation of a 
Ser residue located near the active site in a cavity that accommodates the arachidonate 
substrate. Other pain-relieving substances such as ibuprofen also bind to COX to pre-
vent the synthesis of prostaglandins, although this drug does not acetylate the enzyme.

CH COO�

Ibuprofen

CH3

CH2

H3C

CH

H3C

(continued on the next page)
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Ch 10 Signaling

 One shortcoming of aspirin is that it inhibits more than one COX isozyme. COX-1 
is a constitutively expressed enzyme that is responsible for generating various eico-
sanoids, including those that maintain the stomach’s protective layer of mucus. COX-2 
expression increases during tissue injury or infection and generates eicosanoids involved 
in infl ammation. Long-term aspirin use suppresses the activity of both isozymes, which 
can lead to side effects such as gastric ulcers.
 Rational drug design (Box 7-A) based on the slightly different structures of COX-1 
and COX-2 led to the development of the drugs Celebrex and Vioxx. These com-
pounds bind only to the active site of COX-2 (they are too large to fi t into the COX-1 
active site) and therefore can selectively block the production of pro-infl ammatory 
eicosanoids without damaging gastric tissue. Unfortunately, the side effects of these 
drugs include an increased risk of heart attacks, through a mechanism that is not fully 
understood, and as a result Vioxx has been taken off the market and the use of  Celebrex 
is limited. If nothing else, this story illustrates the complexity of biological signaling 
pathways and the diffi culty of understanding how to manipulate them for therapeutic 
reasons.
 A third COX isozyme, COX-3, is expressed at high levels in the central nervous 
 system. It is the target of the widely used drug acetaminophen (Box 7-A), which reduces 
pain and fever and does not appear to incur the side effects of the COX-2–specifi c 
 inhibitors.

Acetaminophen

NH C

O

CH3HO

Question: Which of the drugs shown here is chiral (see Section 4-1), with two 
different confi gurations?

CONCEPT REVIEW
• Explain how lipid hormones can bypass G protein–coupled receptors and 

receptor tyrosine kinases to alter gene expression.
• Why are eicosanoids called local mediators?
• Make a list of the drugs mentioned in this chapter, and indicate how they 

interfere with signaling.

10-1 General Features of Signaling Pathways

• Agonist or antagonist binding to a receptor can be quantifi ed by 
a dissociation constant.

• G protein–coupled receptors and receptor tyrosine kinases are the 
most common types of receptors.

• While signaling systems amplify extracellular signals, they are also 
regulated so that signaling can be turned off, and the receptor 
may become desensitized.

10-2 G Protein Signaling Pathways

• A ligand such as epinephrine binds to a G protein–coupled recep-
tor. A G protein responds to the receptor–ligand complex by 
releasing GDP, binding GTP, and splitting into an a subunit and 
a bg dimer.

• The a subunit of the G protein activates adenylate cyclase, which 
converts ATP to cAMP. cAMP is a second messenger that triggers 

SUMMARY

a conformational change in protein kinase A that repositions its 
activation loop to achieve full catalytic activity.

• cAMP-dependent signaling activity is limited by the reduction of 
second messenger production through the GTPase activity of G 
proteins and the action of phosphodiesterases and by the activity 
of phosphatases that reverse the effects of protein kinase A. Ligand 
dissociation and receptor desensitization through phosphoryla-
tion and arrestin binding also limit signaling via G protein– 
coupled receptors.

• G protein–coupled receptors that lead to activation of phospholi-
pase C generate inositol trisphosphate and diacylglycerol second 
messengers, which activate protein kinase B and protein kinase C, 
respectively.

• Signaling pathways originating with different G protein–coupled 
receptors and receptor tyrosine kinases overlap through activation 
or inhibition of the same intracellular components, such as 
 kinases, phosphatases, and phospholipases.
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signal transduction
receptor
ligand
hormone
quorum sensing
agonist
antagonist
G protein

GPCR
second messenger
kinase
receptor tyrosine kinase
desensitization
cAMP
phosphatase

phosphoinositide signaling system
cross-talk
autophosphorylation
transcription factor
oncogene
hormone response element
eicosanoid

GLOSSARY TERMS

PROBLEMS

10-1 General Features of Signaling Pathways

 1. Which of the signal molecules listed in Table 10-1 would not 
require a cell-surface receptor?

 2. The structure of the drug prednisone is shown below. What kind 
of molecule is this and by what pathway is it likely to exert its effects?

OH

O

CH3

CH3
OHO

O

 3. The total concentration of receptors in a sample is 10 mM. 
The concentration of free ligand is 2.5 mM, and Kd is 1.5 mM. 
Calculate the percentage of receptors that are occupied by ligand.

 4. The total concentration of receptors in a sample is 10 mM. 
The concentration of free ligand is 2.5 mM, and Kd is 0.3 mM. 
Calculate the percentage of receptors that are occupied by ligand. 
Compare the answer to this problem with the answer you obtained 
in Problem 3 and explain the difference.

 5. Use the plot below to estimate a value for Kd.

[R]T

[RL]

[L] (mM)
0.20.1 0.40.3 0.60.5 0.7

0.2

0.6

1.0

 6. In an experiment, the ligand adenosine is added to heart cells 
in culture. The number of receptors with ligand bound is measured 
and the data, when plotted, yield a curve like the one shown in 
Figure 10-1. What would the results look like if the experiment was 
repeated in the presence of caffeine?

 7. The defi nition of Kd is given in Equation 10-1, which shows 
the relationship between [ R ], the free receptor concentration; [ L ], 
the ligand concentration; and [ RL ], the concentration of receptor–
ligand complexes. The value of [ R ], like [ RL ], is diffi cult to evalu-
ate, but various experimental techniques can determine [ R ]T, the 
total number of receptors. [ R ]T is the sum of [ R ] and [ RL ]. Using 
this information, begin with Equation 10-1 and derive an expression 
for the [ RL ]/[ R ]T ratio. (Note that your derived expression will be 
similar to the Michaelis–Menten equation and that Equations 7-9 
through 7-17 may give you an idea how to proceed.)

 8. The [ RL ]:[ R ]T ratio gives the fraction of receptors that have 
bound ligand. Use the expression you derived in Problem 7 to 
express [ RL ] as a fraction of [ R ]T for the following situations:

(a) Kd 5 5[ L ]
(b) Kd 5 [ L ]
(c) 5Kd 5 [ L ]

 9. If a cell has 1000 surface receptors for erythropoietin, and 
if only 10% of those receptors need to bind ligand to achieve a 
maximal response, what ligand concentration is required to 
achieve a maximal response? Use the equation you derived in 
Problem 7. The K d for erythropoietin is 1.0 3 10210 M.

10. Suppose the number of surface receptors on the cell described 
in Problem 9 decreases to 150. What ligand concentration is 
required to achieve a maximal response?

11. ADP binds to platelets in order to initiate the activation 
 process. Two binding sites were identifi ed on platelets, one with a 
Kd of 0.35 mM and one with a Kd of 7.9 mM.

(a) Which of these is a low-affi nity binding site and which is a 
high-affi nity binding site?

10-3 Receptor Tyrosine Kinases

• Receptor tyrosine kinases are dimeric molecules with a single 
ligand-binding site. Ligand binding brings the monomers to- 
gether such that the cytoplasmic tyrosine kinase domains can 
 phosphorylate each other.

• In addition to acting as kinases, the receptor tyrosine kinases 
 initiate other kinase cascades by activating the small monomeric 
G protein Ras.

10-4 Lipid Hormone Signaling

• Steroids and other lipid hormones bind primarily to intracellular 
receptors that dimerize and bind to hormone response elements on 
DNA to induce or repress the expression of nearby genes.

• Eicosanoids, which are synthesized from membrane lipids, func-
tion as signals over short ranges and for a limited time.
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18. In the liver, both glucagon and epinephrine bind to different 
members of the G protein–coupled receptor family, yet binding of 
each of these ligands results in the same response—glycogen break-
down. How is it possible that two different ligands can trigger the 
same cellular response?

19. Many receptors become desensitized in the presence of high 
concentrations of signaling ligand. This can occur in a variety of 
ways. Sometimes the receptors are removed from the cell surface by 
endocytosis; in other cases the receptor may be phosphorylated. 
Why are these effective desensitization strategies?

20. What is the advantage of activating D using the strategy 
shown in the fi gure? Why is the strategy shown more effective than 
a simple activation of D that occurs in one step?

Ainactive Aactive

Binactive Bactive

Cinactive Cactive

Dinactive Dactive

10-2 G Protein Signaling Pathways

21. As described in the text, G protein–coupled receptors are 
often palmitoylated at a Cys residue. Draw the structure of the 
 palmitate (16:0) residue covalently linked to a Cys residue.

22. How do epinephrine and norepinephrine differ from tyro-
sine, their parent amino acid?

23. Why are the antagonists known as b-blockers effective at 
treating high blood pressure?

24. A toxin secreted by the bacterium Vibrio cholerae catalyzes 
the covalent attachment of an ADP-ribose group to the a subunit 
of the G protein. This results in the inhibition of the intrinsic 
GTPase activity of the G protein. How does this affect the activ-
ity of adenylate cyclase? How are intracellular levels of cAMP 
affected?

25. Some G protein–linked receptors are associated with a pro-
tein called RGS (regulator of G protein signaling). RGS stimulates 
the GTPase activity of the G protein associated with the receptor. 
What effect does RGS have on the signaling process?

26. Addition of the nonhydrolyzable analog GTPgS to cultured 
cells is a common practice in signal transduction experiments. What 
effect does GTPgS have on cellular cAMP levels?

NH

NN NH2

CH2S P

O

O O

O�

PP

O

O�

�O

O

O�

O

N

GTP�S

H
H H

OH OH

H

O

(b) The ADP concentration required to activate a platelet is in 
the range of 0.1–0.5 mM. Which receptor will be more effective 
at activating the platelet?
(c) Two ADP agonists were also found to bind to platelets: 
2-methylthio-ADP bound with a Kd of 7 mM and 
2-(3-aminopropylthio)-ADP bound with a Kd of 200 mM. Can 
these agonists effectively compete with ADP for binding to 
platelets?

12. In the study described in Problem 11, 160,000 high-affi nity 
binding sites were identifi ed on each platelet. What is the concen-
tration of ADP required to achieve 85% binding?

13. Like the Michaelis–Menten equation, the equation derived 
in Problem 7 can be converted to an equation for a straight line. 
A double-reciprocal plot for a ligand binding to its receptor is 
shown below. Use the information in the plot to estimate a value 
for K d.

1/[L] (μM−1)

1/[R.L] (μM−1)

10

2

4

6

8

10

−1−2−3−4 32 4

14. A Scatchard plot is another method of representing ligand 
binding data using a straight line. In a Scatchard plot, [ R � L ]/[ L ] 
is plotted versus [ R � L ]. The slope is equal to –1/Kd. Use the 
Scatchard plot provided to estimate a value for Kd for calmodulin 
binding to calcineurin.

[R.L] (nM)

[R
. L

]/[
L]

20

y = �0.067x � 6.890

7

6

5

4

3

2

1

8040 60 100

15. Why might it be diffi cult to purify cell-surface receptors 
using the techniques described in Section 4-5?

16. Affi nity chromatography is often used as a technique to 
 purify cell-surface receptors. Describe the steps you would take to 
purify a cell-surface receptor using this technique.

17. Epinephrine can bind to several different types of G protein–
linked receptors. Each of these receptors triggers a different cellular 
response. Explain how this is possible.
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Problem 35 and describe the events that would lead to the cessation 
of each step of the signaling pathway you described.

37. NO synthase knockout mice (animals missing the NO syn-
thase enzyme) have elevated blood pressure, an increased heart rate, 
and enlarged left ventricle chambers. Explain the reasons for these 
symptoms.

38. Clotrimazole is a calmodulin antagonist (see Solution 35b). 
What effect does the addition of clotrimazole have on endothelial 
cells in culture?

39. Nitroglycerin placed under the tongue has been used since 
the late nineteenth century to treat angina pectoris (chest pains 
resulting from reduced blood fl ow to the heart). But only recently 
have scientists elucidated its mechanism of action. Propose a 
hypothesis that explains why nitroglycerin placed under the tongue 
relieves the pain of angina.

Nitroglycerin

O

O N

O

O
N

�

�

�

�

�

�

O

OO
N

O O

40. Viagra, a drug used to treat erectile dysfunction, is a cGMP 
phosphodiesterase inhibitor. Propose a mechanism that explains 
why the drug is effective in treating this condition.

41. Bacillus anthracis, the cause of anthrax, produces a three-part 
toxin. One part facilitates the entry of the two other toxins into the 
cytoplasm of a mammalian cell. The toxin known as edema factor 
(EF) is an adenylate cyclase.

(a) Explain how EF could disrupt normal cell signaling.
(b) EF must fi rst be activated by Ca21� calmodulin binding to 
it. Explain how this requirement could also disrupt cell signaling.

42. B. anthracis also makes a toxin known as lethal factor (LF; see 
Problem 41). LF is a protease that specifi cally cleaves and inactivates 
a protein kinase that is part of a pathway for stimulating cell prolif-
eration. Explain why the entry of LF into white blood cells pro-
motes the spread of B. anthracis in the body.

43. Ligand binding to some growth factor receptors triggers 
kinase cascades and also leads to activation of enzymes that convert 
O2 to hydrogen peroxide (H2O2), which acts as a second messenger. 
Describe the likely effect of H2O2 on the activity of cellular phos-
phatases.

44. Hydrogen peroxide has been shown to act as a second messen-
ger, as described in Problem 43, and affects PTEN (see Problem 33) as 
well as other cellular phosphatases. Does H2O2 activate or inhibit 
PTEN?

10-3 Receptor Tyrosine Kinases

45. The activity of Ras is regulated in part by two proteins, a 
guanine nucleotide exchange factor (GEF) and a GTPase activating 
protein (GAP). The GEF protein binds to Ras � GDP and pro-
motes dissociation of bound GDP. The GAP protein binds to Ras � 
GTP and stimulates the intrinsic GTPase activity of Ras. How is 

27. (a) Draw the reaction that shows the protein kinase A– catalyzed 
phosphorylation of a threonine residue on a target protein.

(b) Draw the reaction that shows the phosphatase-catalyzed 
hydrolysis of the phosphorylated threonine.

28. Some bacterial signaling systems involve kinases that transfer 
a phosphoryl group to a His side chain. Draw the structure of the 
phospho-His side chain.

29. Phorbol esters, which are compounds isolated from plants, 
are structurally similar to diacylglycerol. How does the addition 
of phorbol esters affect the cellular signaling pathways of cells in 
 culture?

30. As described in the text, ligand binding to certain receptor 
tyrosine kinases results in the activation of a sphingomyelinase 
enzyme. Draw the reaction that shows the sphingomyelinase- 
catalyzed hydrolysis of sphingomyelin to ceramide.

31. In unstimulated T cells, a transcription factor called NFAT 
(nuclear factor of activated T cells) resides in the cytosol in a phos-
phorylated form. When the cell is stimulated, the cytosolic Ca21 
concentration increases and activates a phosphatase called calcineu-
rin. The activated calcineurin catalyzes the hydrolysis of the phos-
phate group from NFAT, exposing a nuclear localization signal that 
allows the NFAT to enter the nucleus and stimulate the expression 
of genes essential for T-cell activation. Describe the cell-signaling 
events that resulted in the activation of NFAT.

32. The immunosuppressive drug cyclosporine A is an inhibitor 
of calcineurin (see Problem 31). Why is cyclosporine A an effective 
immunosuppressant?

33. Pathways that lead to the activation of protein kinase B (Akt) 
are considered to be anti-apoptotic (apoptosis is programmed cell 
death). In other words, protein kinase B stimulates a cell to grow 
and proliferate. Like all biological events, signaling pathways that 
are turned on must also be turned off. A phosphatase called PTEN 
plays a role in removing phosphate groups from proteins, but it is 
highly specifi c for removing a phosphate group from inositol 
 trisphosphate. If PTEN is overexpressed in mammalian cells, do 
these cells grow or do they undergo apoptosis?

34. Would you expect to fi nd mutations in the gene for PTEN 
(see Problem 33) in human cancers? Explain why or why not.

35. Nitric oxide (NO) is a naturally occurring signaling mole-
cule (see Table 10-1) that is produced from the decomposition of 
arginine to NO and citrulline in endothelial cells. The enzyme 
that catalyzes this reaction, NO synthase, is stimulated by cyto-
solic Ca21, which increases when acetylcholine binds to endothe-
lial cells.

(a) What is the source of the acetylcholine ligand?
(b) Propose a mechanism that describes how acetylcholine 
binding leads to the activation of NO synthase.
(c) NO formed in endothelial cells quickly diffuses into 
neighboring smooth muscle cells and binds to a cytosolic 
receptor that catalyzes the formation of the second messenger 
cyclic GMP. Draw the reaction that shows the formation of 
cGMP, and propose a name for the enzyme that catalyzes the 
reaction.
(d) Cyclic GMP next activates protein kinase G, which then 
acts on muscle proteins, resulting in smooth muscle cell 
relaxation. Propose a mechanism for this process.

36. As discussed in the text, any signal transduction event that is 
turned on must subsequently be turned off. Refer to your answer to 
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 standard kinase domains as well as an RNA-binding module. In the 
presence of viral RNA, PKR undergoes autophosphorylation and is 
then able to phosphorylate cellular target proteins that initiate anti-
viral responses. Short (,30 bp) RNAs inhibit activation of PKR, 
but RNAs longer than 33 bp are strong activators of PKR. Explain 
the role of RNA in PKR activation.

52. The bacterium Yersinia pestis, the pathogen responsible for 
bubonic plague, caused the deaths of about a third of the population 
of Europe in the fourteenth century. The bacterium produces a phos-
phatase called YopH, which hydrolyzes phosphorylated tyrosines and 
is much more catalytically active than mammalian phosphatases.

(a) What happens when the Yersinia bacterium injects YopH 
into a mammalian cell?
(b) Why is the bacterium itself not affected by YopH?
(c) Scientists are interested in developing YopH inhibitors in 
order to treat Yersinia infection, a reemerging disease. What are 
some important considerations in the development of a YopH 
inhibitor?

10-4 Lipid Hormone Signaling

53. Steroid hormone receptors have different cellular locations. 
The progesterone receptor is located in the nucleus and interacts with 
DNA once progesterone has bound. But the glucocorticoid receptor 
is located in the cytosol and does not move into the nucleus until its 
ligand has bound. What structural feature must be different in these 
two receptor molecules?

54. Abnormal changes in steroid hormone levels in the breast, 
uterus, ovaries, prostate, and testes are observed in cancers of these 
steroid-responsive tissues.

(a) Using what you know about the mechanism of steroid 
hormone–induced stimulation in these tissues, what strategies 
could you use to design drugs to treat cancers in these tissues?
(b) Given what you know about cell signaling and cancer (see 
Box 10-B), is it reasonable to suspect that a “nonclassical” pathway 
may be involved in the development of cancers in these tissues?

55. The production of sphingosine-1-phosphate and ceramide-
1-phosphate is shown in the diagram below. These signaling 
 molecules can act in the cell where they are produced (intracellu-
larly) or they can exit the cell and act on neighboring cells, as 
described in Section 10-2. There is quite a bit of cross-talk between 
the pathway shown in the diagram and other pathways discussed 
in this chapter.

Sphingosine

Sphingomyelin

sphingomyelinase

sphingosine kinase ceramide kinase

Ceramide

Sphingosine-1-phosphate Ceramide-1-phosphate

cell survival and proliferation, inflammation

apoptosis

 Ceramide-1-phosphate (C1P) has been shown to promote the 
release of arachidonate from the membrane. Sphingosine-1-
phosphate (S1P) has been shown to stimulate the activity of COX-2. 
Are these observations consistent with the infl ammatory properties 
attributed to C1P and S1P?

downstream activity of a signaling pathway affected by the presence 
of GEF? By the presence of GAP?

46. Mutant Ras proteins have been found to be associated with 
various types of cancer. What is the effect on a cell if the mutant Ras 
is able to bind GTP but is unable to hydrolyze it?

47. Stimulation of the insulin receptor by ligand binding and 
autophosphorylation eventually leads to the activation of both pro-
tein kinase B (Akt) and protein kinase C. Protein kinase B phos-
phorylates glycogen synthase kinase 3 (GSK3) and inactivates it. 
(Active GSK3 inactivates glycogen synthase by phosphorylating it.) 
Glycogen synthase catalyzes synthesis of glycogen from glucose. In 
the presence of insulin, GSK3 is inactivated, so glycogen synthase 
is not phosphorylated and is active. Protein kinase C stimulates the 
translocation of glucose transporters to the plasma membrane by a 
mechanism not currently understood. One strategy for treating 
 diabetes is to develop drugs that act as inhibitors of the phosphatase 
enzymes that remove phosphate groups from the phosphorylated 
tyrosines on the insulin receptor. Why might this be an effective 
treatment for diabetes?

48. When insulin binds to its receptor, a conformational change 
occurs that results in autophosphorylation of the receptor on spe-
cifi c Tyr residues. In the next step of the signaling pathway, an adap-
tor protein called IRS-1 (insulin receptor substrate-1) docks on the 
phosphorylated receptor (the involvement of adaptor proteins in 
cell signaling is shown in Fig. 10-11). This step is essential for the 
downstream activation of protein kinases B and C (see Problem 47). 
If IRS-1 is overexpressed in muscle cells in culture, what effects, if 
any, would you expect to see on glucose transporter translocation 
and glycogen synthesis?

49. As shown in Figure 10-11, Ras can activate a kinase cas-
cade. The most common cascade is the MAP kinase pathway, 
which is activated when growth factors bind to cell-surface recep-
tors and activate Ras. This leads to the eventual activation of tran-
scription factors and other gene regulatory proteins and results in 
growth, proliferation, and differentiation. Use this information to 
explain why phorbol esters (see Problem 29) promote tumor 
development.

Ras Protein kinase C

Raf

MEK

MAP kinase

Transcription
factors

Cell cycle
proteins

Gene
regulatory
proteins

50. How might a signaling molecule activate the MAP kinase 
cascade (see Problem 49) via a G protein–coupled receptor rather 
than a receptor tyrosine kinase?

51. PKR is a protein kinase that recognizes double-stranded 
RNA molecules such as those that form during the intracellular 
growth of certain viruses. The structure of PKR includes the 
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Anandamide

 Anandamide has a short half-life because it is rapidly broken down 
by a hydrolase. One product is ethanolamine. Name the other 
 product of anandamide breakdown.

63. A complex signaling pathway in yeast allows the cells to 
accumulate high concentrations of glycerol if they are exposed to a 
high extracellular concentration of salt or glucose. The increased 
osmolarity of the extracellular medium activates Ras, which in turn 
activates adenylate cyclase. A second pathway, the HOG (high 
osmolarity glycerol) pathway, activates the MAP kinase pathway 
(see Problem 49). The target protein is the enzyme PFK2, which is 
activated by phosphorylation. (PFK2 produces an allosteric regula-
tor that activates glycolysis, which ultimately produces glycerol.) 
Draw a diagram that shows how the Ras and MAP kinase pathway 
converge to result in the phosphorylation and activation of PFK2.

64. Yeast mutants lacking components of the HOG pathway 
(see Problem 63) were exposed to high concentrations of glucose 
and then the PFK2 activity was measured. How does the PFK2 
activity in the mutants compare with the PFK2 activity in mutants 
exposed to isotonic conditions?

56. Sphingosine-1-phosphate (see Problem 55) has been shown to 
stimulate the activation of protein kinase B (Akt) (see Problem 33). 
What effect would this have on the cell?

57. Sphingosine-1-phosphate’s pro-survival effects probably 
result from the interaction of S1P with multiple cellular pathways. 
In addition to S1P’s ability to activate Akt (see Problem 56), how 
else might S1P act to promote cell survival?

58. There is a strong association between infl ammation and 
 cancer. Using the information presented in Problem 55, propose 
pharmacologic products that might be useful as anticancer drugs.

59. Aspirin inhibits COX by acetylating a Ser residue on the 
enzyme (see Box 10-D). Draw the reaction that shows how aspirin 
acetylates the serine side chain. Propose a hypothesis that explains 
why acetylation of the Ser residue inhibits the enzyme.

60. Cyclooxygenase uses arachidonate as a substrate for the 
 synthesis of prostaglandins (see Box 10-D). In platelets, a similar 
pathway yields thromboxanes, compounds that stimulate vasocon-
striction and platelet aggregation (see Fig. 10-14). Why do some 
people take a daily aspirin as protection against heart attacks?

61. Analogs of cortisol, such as prednisone, are used as anti-
infl ammatory drugs, although their mechanism of action is not 
entirely understood. Explain how inhibition of phospholipase A2 by 
prednisone could decrease infl ammation.

62. Tetrahydrocannabinol (THC), the active ingredient in mari-
juana, binds to a receptor in the brain. The natural ligand for the 
receptor is anandamide.
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THIS CHAPTER IN CONTEXT

Do You Remember?
 Cells contain four major types of biological molecules and three major types of 

polymers (Section 1-2).

 The polar water molecule forms hydrogen bonds with other molecules (Section 2-1).

Part 2 Molecular Structure
 and Function

   11 Carbohydrates

Part 3 Metabolism

Part 1 Foundations

Part 4 Genetic Information

WHY are some carbohydrates indigestible? 

Of the major molecular building blocks of cells—nucleotides, amino acids, lipids, and carbohydrates—
carbohydrates are the most abundant. Virtually all the foods we eat contain carbohydrates. Yet there 

are subtle chemical differences in the way small sugars are connected to form large molecules, which 
means that not all carbohydrates occur in forms that can be readily broken down. As a result, we 
cannot digest and use all the carbohydrates we eat.

[Dean Turner/iStockphoto]
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Monosaccharides

Although their atomic composition is largely limited to C, H, and O, carbohydrates 
take on a variety of biological functions from energy metabolism to cellular structure. 
Carbohydrates, also known as sugars or saccharides, occur as monosaccharides (sim-
ple sugars), small polymers (disaccharides, trisaccharides, and so on), and larger poly-
saccharides (sometimes called complex carbohydrates). Monosaccharides follow the 
molecular formula (CH2O)n, where n $ 3 (hence the name carbohydrate). But even 
saccharide derivatives —many of which include groups containing nitrogen, phospho-
rus, and other elements — are easy to recognize by their large number of hydroxyl 
(OOH) groups. This chapter surveys monosaccharides and their derivatives, some 
common disaccharides and polysaccharides, and carbohydrates linked to proteins.

The simplest sugars are the three-carbon compounds glyceraldehyde and dihydroxy-
acetone:

Glyceraldehyde Dihydroxyacetone

HCOH

CH2OH

C
O H

CH2OH

CH2OH

C O

A sugar such as glyceraldehyde, in which the carbonyl group is an aldehyde, is 
known as an aldose, and a carbohydrate such as dihydroxyacetone, in which the 
carbonyl group is a ketone, is known as a ketose. In most ketoses, the carbonyl 
group occurs at the second carbon (C2).

Monosaccharides can also be described according to the number of carbon atoms 
they contain; for example, the three-carbon compounds shown above are trioses. 
Tetroses contain four carbons, pentoses fi ve, hexoses six, and so on. The aldopen-
tose ribose (below) is a component of ribonucleic acid (RNA; its derivative 
29- deoxyribose occurs in deoxyribonucleic acid, DNA). By far the most abundant 
monosaccharide is glucose, an aldohexose. A common ketohexose is fructose:

C
O H

HCOH

HOCH

HCOH

HCOH

CH2OH
Glucose

1
2

3

4

5

6

C
O H

HCOH

HCOH

HCOH

CH2OH

Ribose

1
2

3

4

5

C O

HOCH

HCOH

HCOH

CH2OH

CH2OH

Fructose

1

2

3

4

5

6

Most carbohydrates are chiral compounds

Note that glucose, shown above, is a chiral compound because several of its carbon 
atoms (all except C1 and C6) bear four different substituents (see Section 4-1 for a 
discussion of chirality). As a result, glucose has a number of stereoisomers, as do nearly 
all monosaccharides (the symmetric dihydroxyacetone is one exception). Several 
types of stereoisomerism apply to carbohydrates.

Like the amino acids (Section 4-1), glyceraldehyde has two different structures that 
exhibit mirror symmetry. Such pairs of structures, known as enantiomers, cannot be super-
imposed by rotation. By convention, these structures are given the designations L and D, 
derived from the Greek levo, “left,” and dextro, “right.” The enantiomeric forms of 

KEY CONCEPTS
• Monosaccharides contain different 

numbers of carbon atoms and may 
be aldoses or ketoses with multiple 
enantiomeric and epimeric forms.

• a and b anomers can freely 
interconvert unless the anomeric 
carbon participates in a glycosidic 
bond.

• The functional groups of a 
monosaccharide can be modifi ed to 
form a variety of derivatives.

11-1 Monosaccharides
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larger monosaccharides are given the D or L designation by comparing their struc-
tures to D- and L-glyceraldehyde (left ). In a D sugar, the asymmetric carbon farthest 
from the carbonyl group (that would be C5 in glucose) has the same spatial arrange-
ment as the chiral carbon of D-glyceraldehyde. In an L sugar, that carbon has the 
same arrangement as in L-glyceraldehyde. Thus, every D sugar is the mirror image of 
an L sugar.

Although enantiomers behave identically in a strictly chemical sense, they are not 
biologically equivalent. This is because biological systems, which are built of other 
chiral compounds, such as L-amino acids, can distinguish D and L sugars. Most 
naturally occurring sugars have the D confi guration, so the D and L prefi xes are often 
omitted from their names.

Glucose, in addition to its enantiomeric carbon (C1), has four other asymmetric 
carbons, so there are stereoisomers for the confi guration at each of these positions. Car-
bohydrates that differ in confi guration at one of these carbons are known as epimers. For ex-
ample, the common monosaccharide galactose is an epimer of glucose, at position C4:

CHO

HCOH

HOCH

HCOH

HCOH

CH2OH
D-Glucose

CHO

HCOH

HOCH

HOCH

HCOH

CH2OH
D-Galactose

Both ketoses and aldoses have epimeric forms. And like enantiomers, epimers are 
not biologically interchangeable: An enzyme whose active site accommodates glu-
cose may not recognize galactose at all.

Cyclization generates a and b anomers

The numerous hydroxyl groups that characterize carbohydrate structures also pro-
vide multiple points for chemical reactions to occur. One such reaction is an intra-
molecular rearrangement in which the sugar’s carbonyl group reacts with one of its 
OOH groups to form a cyclic structure (Fig. 11-1). The cyclic sugars are repre-
sented as Haworth projections in which the darker horizontal lines correspond to 
bonds above the plane of the paper, and the lighter lines correspond to bonds behind 
the plane of the paper. A simple rule makes it easy to convert a structure from its 
linear Fischer projection (in which horizontal bonds are above the plane of the 
 paper and vertical bonds are behind it) to a Haworth projection: Groups projecting 
to the right in a Fischer projection will point down in a Haworth projection, and 
groups projecting to the left will point up.

CH2OH

H

HO
OH
H

H

H OH
� Anomer

O
H
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OH

4

5

6

3 2

1

CH2OH

H

HO
OH
H

H

H OH
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O

H

OH
4

5
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3 2

1

CH2OH

H
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OH
H

H

H OH

H

O
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6

C

C

C

C
3

C
2

OH

1

1
2

3

4

5

6

5C OHH

C
OH

C OHH

C OHH

CH2OH

C HHO

Fischer projection Haworth projections

Figure 11-1 Representation of glucose. In a linear Fischer 
projection, the horizontal bonds point out of the page and the 
vertical bonds point below the page. Glucose cyclizes to form 

a six-membered ring represented by a Haworth projection, in 
which the heaviest bonds point out from the plane of the page. 
The a and b anomers freely interconvert.

L-Glyceraldehyde

CHO

C HHO

CH2OH
D-Glyceraldehyde

CHO

CH OH

CH2OH
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As a result of the cyclization reaction, the hydroxyl group attached to what was 
the carbonyl carbon (C1 in the case of glucose) may point either up or down. In the 
a anomer, this hydroxyl group lies on the opposite side of the ring from the CH2OH 
group of the chiral carbon that determines the D or L confi guration (in the a anomer 
of glucose, the hydroxyl group points down; see Fig. 11-1). In the b anomer, the 
hydroxyl group lies on the same side of the ring as the CH2OH group of the chiral 
carbon that determines the D or L confi guration (in the b anomer of glucose, the 
hydroxyl group points up; see Fig. 11-1).

Unlike enantiomers and epimers, which are not interchangeable, anomers in an 
aqueous solution freely interconvert between the � and � forms, unless the hydroxyl 
group attached to the anomeric carbon is linked to another molecule. In fact, a solution 
of glucose molecules consists of about 64% b anomer, about 36% a anomer, and 
only trace amounts of the linear or open-chain form.

Hexoses and pentoses, which also undergo cyclization, do not form planar struc-
tures, as a Haworth projection might suggest. Instead, the sugar ring puckers so that 
each C atom can retain its tetrahedral bonding geometry. The substituents of each 
carbon may point either above the ring (axial positions) or outward (equatorial 
 positions). Glucose can adopt a chair conformation in which all its bulky ring sub-
stituents (the OOH and OCH2OH groups) occupy equatorial positions.

HO

H
CH2OH

H
HO

H
Glucose

H

OH

O

H

OH

In all other hexoses, some of these groups must occupy the more crowded—and 
therefore less stable—axial positions. The greater stability of glucose may be one 
reason for its abundance among monosaccharides.

Monosaccharides can be derivatized 
in many different ways

The anomeric carbon of a monosaccharide is easy to recognize: It is the carbonyl 
carbon in the straight-chain form of the sugar, and it is the carbon bonded to both 
the ring oxygen and a hydroxyl group in the cyclic form of the sugar. The anomeric 
carbon can undergo oxidation, so it can reduce substances such as Cu(II) to Cu(I). 
This chemical reactivity, often assayed using a copper-containing solution known as 
Benedict’s reagent, can distinguish a free monosaccharide, called a reducing sugar, 
from a monosaccharide in which the anomeric carbon has already reacted with an-
other molecule. For example, when a glucose molecule (a reducing sugar) reacts with 
methanol (CH3OH), the result is a nonreducing sugar (Fig. 11-2). Because the 

OCH3

Glucose α-Glucoside

OCH3

β-Glucoside

H�

H2OCH3OH

glycosidic
bonds

H

OH

CH2OH

HO

H

OH

H

O
H

OH

CH2OH

H
HO

H

H OH

H

O H

OH

CH2OH

H
HO H

H OH

H

O

H

H

OH

� � �

Figure 11-2 Reaction of glucose with methanol. The addition 
of methanol to the anomeric carbon blocks the ability of glucose 
to function as a reducing sugar. The glycosidic bond that forms 

between the anomeric carbon and the oxygen of methanol may 
have the a or b confi guration.
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anomeric carbon is involved in the reaction, the methyl group can end up in either 
the a or b position. The bond that links the anomeric carbon to the other group is 
called a glycosidic bond, and a molecule consisting of a sugar linked to another 
molecule is called a glycoside. Glycosidic bonds link the monomers in oligo- and 
polysaccharides (Section 11-2) and also link the ribose groups to the purine and 
pyrimidine bases of nucleotides (Section 3-1).

Phosphorylated sugars, including glyceraldehyde-3-phosphate and fructose-
6-phosphate, appear as intermediates in the metabolic pathways for breaking 
down glucose (glycolysis; Section 13-1) and synthesizing it (photosynthesis; 
Section 16-3).

Fructose-6-phosphate

�2O3POH2C CH2OHO

H HO
H OH

HHO

6

5 2

1

4 3

O

1

C
2

3

Glyceraldehyde-
3-phosphate

H OH

H
C

CH2OPO3
2�

Other metabolic processes replace a hydroxyl group with an amino group to pro-
duce an amino sugar, such as glucosamine (Fig. 11-3a). Oxidation of a sugar’s car-
bonyl and hydroxyl groups can yield uronic acids (sugars containing carboxylic acid 
groups; Fig. 11-3b), and reduction can yield molecules such as xylitol, a sweetener 
used in “sugarless” foods (Fig. 11-3c). One metabolically essential carbohydrate-
modifying reaction is the one catalyzed by ribonucleotide reductase, which reduces 
the 29-OH group of ribose to convert a ribonucleotide to a deoxyribonucleotide for 
DNA synthesis (Section 18-3):

O

H H
HH

OH OH

base baseHOCH2
5�

4� 1�

3� 2�

4� 1�

3� 2�
Ribose

O

H H
HH

OH H

HOCH2
5�

2�-Deoxyribose

Figure 11-3 Some monosaccharide 
derivatives. In an amino sugar (a), 
ONH3

1 replaces an OOH group. 
Oxidation and reduction reactions 
yield sugars with carboxylate groups 
(b) or additional hydroxyl groups (c).

? Identify the net charge of each sugar.

O

CH2OH(a)

(b)

(c)

H

HO
OH

NH3
�

H
H

H
Glucosamine

H

OH

Glucuronate

H

HHO

OHC

C

COO�

H

OHH

OHC

C

C
HO

Xylitol

H

HHO

OHC

C

H OHC

CH2OH

CH2OH

CONCEPT REVIEW
• Draw the straight-chain form of D-glucose, a ketose isomer of glucose, 

the L enantiomer of glucose, and one of its epimers.
• Explain why the a and b anomers of a monosaccharide can interconvert.
• List some types of monosaccharide derivatives.

Monosaccharides are the building blocks of polysaccharides, in which glycosidic 
bonds link successive residues. Unlike amino acids and nucleotides—the other 
 polymer-forming biological molecules—which are linked in only one confi guration, 
monosaccharides can be hooked together in a variety of ways to produce a dizzying 
array of chains. Each monosaccharide contains several free OOH groups that can par-
ticipate in a condensation reaction, which permits different bonding arrangements and 
allows for branching. While this expands the structural repertoire of carbohydrates, it 
makes studying them diffi cult.

In the laboratory, carbohydrate chains, or glycans, can be sequenced using mass 
spectrometry (Section 4-5), although the results are sometimes ambiguous due to 
the inability to distinguish isomers, which have the same mass. Glycan three- 
dimensional structures are typically studied using NMR techniques (Section 4-5), 

KEY CONCEPTS
• Monosaccharides can be linked 

by glycosidic bonds in various 
arrangements.

• Lactose and sucrose are 
disaccharides that are used as 
metabolic fuel.

• Glucose polymers include the fuel-
storage polysaccharides starch 
and glycogen and the structural 
polysaccharide cellulose.

• Other structural polysaccharides 
include chitin and components of 
bacterial biofi lms.

11-2 Polysaccharides
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since these yield an average conformation for the molecules, which tend to be highly 
fl exible in solution. Due to the challenges of defi ning carbohydrate sequences and 
structures, glycomics, the systematic study of carbohydrates, is not as fully devel-
oped as genomics or proteomics.

The most complex glycans are the oligosaccharides that are commonly linked to 
other molecules, for example, in glycoproteins. Polysaccharides, some of which are 
truly enormous molecules, generally do not exhibit the heterogeneity and complex-
ity of oligosaccharides. Instead, they tend to consist of one or a pair of monosac-
charides that are linked over and over in the same fashion. This sort of structural 
homogeneity is well suited to the function of polysaccharides as fuel-storage mole-
cules and architectural elements. We begin our survey with the simplest of the poly-
saccharides, the disaccharides.

Lactose and sucrose are the most 
common disaccharides

A glycosidic bond links two monosaccharides to generate a disaccharide. In nature, 
disaccharides occur as intermediates in the digestion of polysaccharides and as a 
source of metabolic fuel. For example, lactose, secreted into the milk of lactating 
mammals, consists of galactose and glucose:

Glucose

HOH

HO

H OH

H

O

3 2 3 2

H
H

H

H

O

O

OH
Galactose

Lactose

44
H

CH2OH CH2OH

OH
H

H

6

5

6

1(β) 1(β)

OH
5

Note that the anomeric carbon (C1) of galactose is linked to C4 of glucose via a 
b-glycosidic bond. If the two sugars were linked by an a-glycosidic bond, or if the 
galactose anomeric carbon were linked to a different glucose carbon, the result 
would be an entirely different disaccharide. Lactose serves as a major food for new-
born mammals. Most adult mammals, including humans, produce very little lactase 
(also called b-galactosidase), the enzyme that breaks the glycosidic bond of lactose, 
and therefore cannot effi ciently digest this disaccharide.

Sucrose, or table sugar, is the most abundant disaccharide in nature:

FructoseGlucose

H

H

H

H

OH

H

HO

O

4 HO

H
O

O

Sucrose

2

1

5

4 63

5

6

OH

CH2OH

H HOCH2

OH

H

23

1(α) (β)

CH2OH

In this molecule, the anomeric carbon of glucose (in the a confi guration) is linked 
to the anomeric carbon of fructose (in the b confi guration). Sucrose is the major 
form in which newly synthesized carbohydrates are transported from a plant’s leaves, 
where most photosynthesis occurs, to other plant tissues to be used as a fuel or 
stored as starch for later use.
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Starch and glycogen are fuel-storage molecules

Starch and glycogen are polymers of glucose residues linked by glycosidic bonds designated 
�(1 S 4); in other words, the anomeric carbon (carbon 1) of one residue is linked 
by an a-glycosidic bond to carbon 4 of the next residue:

n

H

H

OH H

H

H

O

H

OH

HO

OH

CH2OH

H H

OH
H

CH2OH

1 4

O O

Plants manufacture a linear form of starch, called amylose, which can consist of several 
thousand glucose residues. Amylopectin, an even larger molecule, includes a(1 S 6) 
glycosidic linkages every 24 to 30 glucose residues to generate a branched polymer:

H

H

OH H

H

O

H

OH

O

OH

CH2OH

H

H

OH
H

O

CH2

O ...

1

6

O

H

...

H

O...

Compiling many monosaccharide residues in a single polysaccharide is an effi cient 
way to store glucose, the plant’s primary metabolic fuel. The a-linked chains curve 
into helices so that the entire molecule forms a relatively compact particle (Fig. 11-4).

Animals store glucose in the form of glycogen, a polymer that resembles amylo-
pectin but with branches every 12 residues or so. Due to its highly branched struc-
ture, a glycogen molecule can be quickly assembled or disassembled according to the 
metabolic needs of the cell because the enzymes that add or remove glucose residues 
work from the ends of the branches.

Cellulose and chitin provide structural support

Cellulose, like amylose, is a linear polymer containing thousands of glucose residues. 
However, the residues are linked by �(1 S 4) rather than �(1 S 4) glycosidic bonds:

HOH

H OH

H

O

H
H

H

H

O

O

OH

H
H

CH2OH CH2OH

OH

H

n

1 4 O

This simple difference in bonding has profound structural consequences: Whereas 
starch molecules form compact granules inside the cell, cellulose forms extended 

Figure 11-4 Structure of amylose. 
This unbranched polysaccharide, 
consisting of a(1 S 4)-linked glucose 
residues (six are shown here), forms a 
large left-handed helix.

? In what part of a cell would amylose 
be located?
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 fi bers that lend rigidity and strength to plant cell walls. Individual cellulose poly-
mers form bundles with extensive hydrogen bonding within and between adjacent 
chains (Fig. 11-5). Plant cell walls include other polymers that, together with cel-
lulose, yield a strong but resilient substance. Recovering the carbohydrates from 
materials such as wood remains a challenge for the biofuels industry (Box 11-A).

Figure 11-5 Cellulose structure. 
Glucose residues are represented as 
hexagons, with C atoms gray and O 
atoms red. Not all H atoms (small 
circles) are shown. Hydrogen bonds 
(dashed lines) link residues in the same 
and adjacent chains so that a bundle of 
cellulose polymers forms an extended 
rigid fi ber.

BIOCHEMISTRY NOTEBOX 11-A

Cellulosic Biofuel

Cellulose is by far the most abundant polysaccharide in nature, with chains containing 
thousands of monosaccharide residues. For this reason, cellulose-rich materials, includ-
ing wood and agricultural waste, are sources of sugars that can be converted to biofuels 
such as ethanol, potentially replacing petroleum-derived fuels. Unfortunately, cellulose 
does not exist in pure form in nature; plant cell walls typically contain other polymers, 
including hemicellulose, pectin, and lignin.

Hemicellulose is the name given to a class of polysaccharides whose chains are shorter 
than cellulose (500–3000 residues) and may be branched. Hemicellulose is a heteropoly-
mer, indicating that it contains a variety of monomeric units, in this case 5- and 6- carbon 
sugars. Xylose is the most abundant of these:

CHO

HCOH

Xylose

CH2OH

HCOH

HOCH

While cellulose forms rigid fi bers and hemicellulose forms a network, the spaces in 
between these polymers are occupied by pectin, a heteropolymer containing galacturo-
nate and rhamnose residues, among others:

HO

HO

CH3

H

H
H H

H
O

Rhamnose

OH

OH

HO

H

H

COO�

H
OH H

H
O

Galacturonate

OH

OH

(continued on the next page)
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Animals do not synthesize cellulose, and most cannot digest it in order to use its 
glucose residues as an energy source. Organisms such as termites and ruminants 
(grazing mammals), who do derive energy from cellulose-rich foods, harbor micro-
organisms that produce cellulases capable of hydrolyzing the b(1 S 4) bonds 
 between glucose residues. Humans lack these microorganisms, so although up to 
80% of the dry weight of plants consists of glucose, much of this is not available for 
 metabolism in humans. However, its bulk, called fi ber, is required for the normal 
function of the digestive system.

The exoskeletons of insects and crustaceans and the cell walls of many fungi 
contain a cellulose-like polymer called chitin, in which the b(1 S 4)-linked residues 
are the glucose derivative N-acetylglucosamine (glucosamine with an acetyl group 
linked to its amino group):

HOH

H NHCCH3

H

O

H
H

H

H

O

O
H

H

CH2OH CH2OH

OH

H

n
O

NHCCH3

O

O1 4 O

Bacterial polysaccharides form a biofi lm

Prokaryotes do not synthesize cellulosic cell walls (see Section 11-3) or store fuel as 
starch or glycogen, but they do produce extracellular polysaccharides that provide a 

The large number of hydroxyl groups makes pectin highly hydrophilic, so it “holds” a 
great deal of water and has the physical properties of a gel.

Lignin—in contrast to cellulose, hemicellulose, and pectin—is not a polysaccharide at all. 
It is a highly heterogeneous, diffi cult-to-characterize polymer built from aromatic (phenolic) 
compounds. With few hydroxyl groups, it is relatively hydrophobic. Lignin is covalently 
linked to hemicellulose chains, so it contributes to the mechanical strength of cell walls.

All of the components of wood, including lignin, represent a large amount of stored 
free energy, which can be released by combustion (for example, when wood burns). The 
industrial conversion of this stored energy into other types of fuels is known as bioconver-
sion. The fi rst step is the hardest: separating the polysaccharides from lignin. Physical 
methods such as grinding and pulverizing consume energy, but chemical methods—which 
may include strong acids or organic solvents—come with their own hazards. An additional 
drawback is the generation of reaction products that can inhibit subsequent steps in biofuel 
production, which depend on living organisms or enzymes derived from them.

Once freed from lignin, the carbohydrate polymers are accessible to hydrolytic 
 enzymes, most of which originate in bacteria and fungi that are adept at degrading plant 
materials. The result is a mixture of monosaccharides. Fungi such as yeast effi ciently 
 ferment the glucose to ethanol (Section 13-1), which can be distilled and used as a fuel. 
Other organisms can convert monosaccharides such as xylose to ethanol, but these path-
ways are not always effi cient, and they may yield other substances, such as lactate and 
acetate, as end products. The most promising approach appears to be bioengineering 
microorganisms to carry out polysaccharide hydrolysis and then convert the resulting 
monosaccharides to ethanol, which is relatively stable and easy to transport and store. 
Alternative strategies use microorganisms to convert the sugar mixture into hydrocar-
bons that can be used in place of diesel fuel.

Question: How do xylose, galacturonate, and rhamnose differ from glucose?

 WHY are some carbohydrates 

indigestible?
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protective matrix for their growth. A biofi lm is attached to a surface and harbors a com-
munity of embedded bacteria that contribute to biofi lm production and maintenance 
(Fig. 11-6). The extracellular material of the biofi lm includes an assortment of highly 
hydrated polysaccharides containing glucuronate and N-acetylglucosamine. A 
 biofi lm can be diffi cult to characterize because it typically houses a mixture of species 
and the proportions of its component polysaccharides depend on many  environmental 
factors.

The gel-like consistency of a biofi lm, such as the plaque that forms on teeth, 
prevents bacterial cells from being washed away and protects them from desiccation. 
Biofi lms that develop on medical apparatus, such as catheters, are problematic 
 because they offer a foothold for pathogenic organisms and create a barrier for anti-
biotics and cells of the immune system.

Figure 11-6 A Pseudomonas 
aeruginosa biofi lm. These pathogenic 
bacteria growing on the surface of 
an agar plate form a biofi lm with a 
complex three-dimensional shape. 
[Courtesy Roberto Kolter, Harvard Medical 
School.]

CONCEPT REVIEW
• Explain why it is possible for two monosaccharides to form more than one 

type of disaccharide.
• Summarize the physiological roles of lactose, sucrose, starch, glycogen, 

cellulose, and chitin.
• How do the physical properties of polysaccharides—such as overall size, 

shape, branching, and composition—relate to their biological functions?

N-Glycosylation begins while a protein is being synthesized by a ribosome associ-
ated with the rough endoplasmic reticulum (ER). As the protein is translocated into 
the ER lumen (the internal space), an oligosaccharide chain of 14 residues is  attached 

Because there are so many different monosaccharides and so many ways to link 
them, the number of possible structures for oligosaccharides with even just a few 
residues is enormous. Organisms take advantage of this complexity to mark various 
structures—mainly proteins and lipids—with unique oligosaccharides. Most of the 
proteins that are secreted from eukaryotic cells or remain on their surface are gly-
coproteins in which one or more oligosaccharide chains are covalently attached to 
the polypeptide chain shortly after its synthesis.

N-linked oligosaccharides undergo processing

In eukaryotes, the oligosaccharides attached to glycoproteins are usually linked 
 either to an Asn side chain (N-linked oligosaccharides) or to a Ser or Thr side chain 
(O-linked oligosaccharides).

KEY CONCEPTS
• Carbohydrates are attached to 

proteins as N-linked or O-linked 
oligosaccharides.

• The long glycosaminoglycan 
chains of proteoglycans are highly 
hydrated.

• Bacteria build cell walls from 
peptidoglycan, a three-dimensional 
network of carbohydrate chains and 
short peptides.

11-3 Glycoproteins
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to an Asn residue (Fig. 11-7). When the newly synthesized protein leaves the ER and 
traverses the Golgi apparatus (a series of membrane-bounded compartments), enzymes 
known as glycosidases remove various monosaccharide residues, and other  enzymes, called 
glycosyltransferases, add new monosaccharides. These processing  enzymes are highly 
specifi c for the identities of the monosaccharides and the positions of the glycosidic 
bonds.

Apparently, the amino acid sequence or local structure of the protein, as well as the 
set of processing enzymes present in the cell, roughly determines which sugars are 
added and deleted. The net result is a great deal of heterogeneity in the oligosaccharide 
chains attached to different glycoproteins or even to different molecules of the same 
glycoprotein. An example of an N-linked oligosaccharide is shown in Figure 11-8.

O-linked oligosaccharides tend to be large

O-Linked oligosaccharides are built, one residue at a time, primarily in the Golgi 
apparatus, through the action of glycosyltransferases. Unlike N-linked oligosaccha-
rides, the O-linked oligosaccharides do not undergo processing by glycosidases. 
 Glycoproteins with O-linked saccharide chains tend to have many such groups, and 
the glycan chains tend to be longer than those of N-linked oligosaccharides. Such 
glycoproteins, which may be 80% carbohydrate, are major components of the 
 mucus that provides a protective layer for the respiratory and digestive tracts.

What is the purpose of the oligosaccharide groups?

Because oligosaccharides are highly hydrophilic and are conformationally fl exible, they 
occupy a large effective volume above the protein’s surface. This may serve a protective 
function or help stabilize the protein’s structure. In fact, certain chaperones  recognize 
partially glycosylated proteins and help them fold to their native conformations. In 
some cases, oligosaccharide groups constitute a sort of intracellular addressing sys-
tem so that newly synthesized proteins can be delivered to their proper cellular loca-
tion, such as a lysosome. In other cases, the oligosaccharide groups act as recognition 
and attachment points for interactions between different types of cells. For example, 
the familiar A, B, and O blood types are determined by the presence of different 
oligosaccharides on the surface of red blood cells (Box 11-B). Circulating white 
blood cells latch onto glycoproteins on the cells lining the blood vessels in order to 
leave the bloodstream and migrate to sites of injury or infection. Unfortunately, 
many viruses and pathogenic bacteria also recognize specifi c carbohydrate groups on 
cell surfaces and attach themselves to these sites before invading the host cell.

The oligosaccharide
initially attached to the

protein is trimmed by
glycosidases.

Newly synthesized
polypeptide with
14-residue
oligosaccharide

polypeptide

Partially processed
glycoprotein
containing core
oligosaccharide

Additional monosaccharide
residues are added by the

action of glycosyltransferases.

Glycoprotein with
mature oligosaccharide

N -Acetylglucosamine

Mannose

Glucose

Fucose

Galactose

N -Acetylneuraminic
acidFigure 11-7 Processing of an 

N-linked oligosaccharide. Glycosidases 
and glycosyltransferases in the Golgi 
apparatus process the 14-residue 
oligosaccharide that is attached to the 
newly synthesized protein in the ER. 
The 5-residue core oligosaccharide (with 
3 mannose and 2 N-acetylglucosamine 
residues, center) is common to all 
N-linked oligosaccharides. Only one of 
many possible mature oligosaccharides 
is shown.

? How many different glycosyltransfer-
ases would be required to synthesize 
the oligosaccharide shown here?

Figure 11-8 Structure of an 
N-linked oligosaccharide. The 11 
monosaccharide residues, linked 
by glycosidic bonds, experience 
considerable conformational fl exibility, 
so the structure shown here is just one 
of many possible. The arrow indicates 
the N atom of the Asn side chain to 
which the glycan is attached. [Structure 
of the carbohydrate chain of soybean agglutinin 
determined by A. Darvill and H. Halbeek.]
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Proteoglycans contain long glycosaminoglycan chains

Proteoglycans are glycoproteins in which the protein chain serves mainly as an at-
tachment site for enormous linear O-linked polysaccharides called glycosaminogly-
cans. Most glycosaminoglycan chains consist of a repeating disaccharide of an amino 
sugar (often N-acetylated) and a uronic acid (a sugar with a carboxylate group). 

BIOCHEMISTRY NOTEBOX 11-B

The ABO Blood Group System

The carbohydrates on the surface of red blood cells and other human cells form 15 dif-
ferent blood group systems. The best known and one of the clinically important carbo-
hydrate-classifi cation schemes is the ABO blood group system, which has been known 
for about a century. Biochemically, the ABO system involves the oligosaccharides at-
tached to sphingolipids and proteins on red blood cells and other cells.

In individuals with type A blood, the oligosaccharide has a terminal N-acetylated 
galactose group. In type B individuals, the terminal sugar is galactose. Neither of these 
groups appears in the oligosaccharides of type O individuals.

Blood groups are genetically determined: Type A and B individuals have slightly dif-
ferent versions of the gene for a glycosyltransferase that adds the fi nal monosaccharide 
residue to the oligosaccharide. Type O individuals have a mutation such that they lack 
the enzyme entirely and therefore produce an oligosaccharide without the fi nal residue.

protein
or lipid

N -Acetylglucosamine

N -Acetylgalactosamine

Fucose

Galactose

Type A

Type B

Type O

Type A individuals develop antibodies that recognize and cross-link red blood cells 
bearing the type B oligosaccharide. Type B individuals develop antibodies to the type A 
oligosaccharide. Therefore, a transfusion of type B blood cannot be given to a type A 
individual, and vice versa. Individuals with type AB blood bear both types of oligosac-
charides and therefore do not develop antibodies to either type. They can receive trans-
fusions of either type A or type B blood. Type O individuals develop both anti-A and 
anti-B antibodies. If they receive a transfusion of type A, type B, or type AB blood, their 
antibodies will react with the transfused cells, which causes them to lyse or to clump 
together and block blood vessels. On the other hand, type O individuals are universal 
donors: Type A, B, or AB individuals can safely receive type O blood (these individuals 
do not develop antibodies to the O-type oligosaccharide because it occurs naturally in 
these individuals as a precursor of the A-type and B-type oligosaccharides).

Question: In rare cases, individuals do not produce an A-, B-, or O-type 
oligosaccharide at all. Can these individuals receive type A, B, or O blood transfusions? 
Can they donate blood to others?
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After synthesis, various hydroxyl groups may be enzymatically sulfated (an OOSO2
3 

group added). The repeating disaccharide of the proteoglycan known as chondroitin 
sulfate is shown in Figure 11-9. Proteoglycans may be transmembrane proteins or 
lipid-linked (Section 8-3), but the glycosaminoglycan chains are invariably on the 
 extracellular side of the plasma membrane. Extracellular proteoglycans and glycosami-
noglycan chains that are not attached to a protein scaffold play an important struc-
tural role in connective tissue.

The many hydrophilic groups on the glycosaminoglycans attract water mole-
cules, so glycosaminoglycans are highly hydrated and occupy the spaces between 
cells and other components of the extracellular matrix, such as collagen fi brils 
 (Section 5-2). Under mechanical pressure, some of the water can be squeezed out of 
the glycosaminoglycans, which allows connective tissue and other structures to ac-
commodate the body’s movements. Pressure also brings the negatively charged sul-
fate and carboxylate groups of the polysaccharides close together. When the pressure 
abates, the glycosaminoglycans quickly spring back to their original shape as the 
repulsion between anionic groups is relieved and water is drawn back into the 
 molecule. This spongelike action of glycosaminoglycans in the spaces of the joints 
provides shock absorption.

Bacterial cell walls are made of peptidoglycan

A network of cross-linked carbohydrate chains and peptides constitutes the cell walls 
of bacteria. This material, called peptidoglycan, surrounds the plasma membrane of 
the cell and determines its overall shape. The carbohydrate component in many species 
is a repeating b(1 S 4)-linked disaccharide:

n

H

H

OH H

H

H

O

H

NH C

O

H

O

CH2OH

H

CH2OH

H

O
H

O

CH3NH C

O O

CH3

CH3CHCOO�

Peptides of four or fi ve amino acids covalently cross-link the saccharide chains in 
three dimensions to form a structure as thick as 250 Å in some species. Antibiotics 
of the penicillin family block the formation of the peptide cross-links, thereby kill-
ing bacteria (Box 11-C).

A model of the cell wall from the bacterium Staphylococcus aureus, based on NMR 
data, shows that the glycan chains are perpendicular to the cell surface. The peptide 
cross-links form a honeycomb-like structure with spaces that could accommodate 
proteins (Fig. 11-10).

COO�

�O3SO

OH H

H
H

H OH

H

O

H
H

H

H

O
O

Chondroitin sulfate

NHCOCH3

H

CH2OH

n

O

Figure 11-9 The repeating 
disaccharide of chondroitin sulfate. A 
chondroitin sulfate chain may include 
hundreds of these disaccharide units, 
and the degree of sulfation may vary 
along its length.

? What ions are likely to be associated 
with chondroitin sulfate?
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BIOCHEMISTRY NOTEBOX 11-C

Antibiotics and Bacterial Cell Walls

The dozens of antibiotics currently prescribed to treat bacterial infections interfere with 
bacterial growth in several ways, for example, by inhibiting the synthesis of DNA, RNA, 
or proteins. However, the most common mechanism of antibiotic action is disruption of 
cell wall synthesis. Penicillin, 

Penicillin G

CH2

CH3

CH3

C6H5

N

H
C

CH

HN

HC

O
C

C O

S

COO�

C

the fi rst antibiotic to be used clinically, kills bacteria by inhibiting an enzyme that cross-
links peptidoglycan. The resulting structural defect weakens the cell wall, which normally 
resists osmotic pressure from the cell. Without a strong wall to contain it, the cell quickly 
swells and bursts, accounting for the rapid action of penicillin. Other b-lactam antibiot-
ics, such as methicillin, amoxicillin, and the cephalosporins, have a similar mechanism of 
action (the four-atom ring in penicillin and related compounds is known as a b-lactam).

Bacteria that are resistant to b-lactam antibiotics produce an enzyme that cleaves the 
amide bond of the b-lactam ring. Methicillin-resistant Staphylococcus aureus (MRSA) is 
therefore diffi cult to treat, since none of the b-lactam antibiotics are effective against it 
(methicillin itself is no longer used clinically). Although many healthy individuals 
 harbor MRSA, it can cause severe infections, particularly in immunocompromised indi-
viduals. In such cases, a different class of antibiotic may be effective. However, the emer-
gence of multiple-drug-resistant strains of MRSA (and other pathogens) demands 
constant vigilance by clinicians and dedication by the scientists who must continually 
develop new antibiotics.

Question: Explain why human cells are not sensitive to antibiotics such as penicillin.

Figure 11-10 Model of a bacterial cell wall. The carbohydrate 
chains are colored orange and contain eight disaccharide 
repeats. The peptides are shown in green. (a) Top view, looking 
down onto the cell surface. Arrows indicate spaces that could 

be occupied by cell wall–spanning proteins. (b) Side view. 
[From PNAS 103: 4404-4409, Fig 4 (2006). Copyright 2006 National 
Academy of Sciences, U.S.A. Photo courtesy Shahriar Mobashery, University 
of Notre Dame.]

(b)(a)
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CONCEPT REVIEW
• Summarize the processing of an N-linked oligosaccharide.
• List some functions of the carbohydrate groups of glycoproteins.
• What are some differences between N-linked and O-linked oligosaccharides?
• How do proteoglycans function as shock absorbers?
• Briefl y describe the structure and function of peptidoglycans.

11-1 Monosaccharides

• Carbohydrates, which have the general formula (CH2O)n , exist as 
monosaccharides and polysaccharides of different sizes. The 
monosaccharides may be aldoses or ketoses and exist as enantio-
mers, which are mirror images, and as epimers, which differ in 
confi guration at individual carbon atoms.

• Cyclization of a monosaccharide produces a and b anomers. 
 Formation of a glycosidic bond prevents the interconversion of 
the a and b forms.

• Monosaccharide derivatives include phosphorylated sugars; sug-
ars with amino, carboxylate, and extra hydroxyl groups; and 
deoxy sugars.

11-2 Polysaccharides

• Lactose consists of galactose linked b(1 S 4) to glucose. Sucrose 
consists of glucose linked a(1 S 2) to fructose.

SUMMARY

• Starch is a linear polymer of a(1 S 4)-linked glucose residues; 
glycogen also contains a(1 S 6) branch points. Cellulose consists 
of b(1 S 4)-linked glucose residues; in chitin, the residues are 
N-acetylglucosamine.

• A bacterial biofi lm is a community of cells embedded in an extra-
cellular polysaccharide matrix.

11-3 Glycoproteins

• Oligosaccharides are attached to proteins as N- and O-linked oli-
gosaccharides. N-Linked oligosaccharides undergo processing by 
glycosidases and glycosyltransferases. The carbohydrate chains of 
glycoproteins function as protection and as recognition markers.

• Proteoglycans consist mainly of long glycosaminoglycan chains 
that can be compressed and regain their shape.

• Peptidoglycan in bacterial cell walls is constructed of cross-linked 
oligosaccharides and peptides.

carbohydrate
monosaccharide
disaccharide
trisaccharide
polysaccharide
aldose
ketose
triose
tetrose
pentose
hexose
chirality

enantiomers
D sugar
L sugar
epimer
Haworth projection
Fischer projection
a anomer
b anomer
reducing sugar
nonreducing sugar
glycosidic bond

glycoside
glycan
glycomics
biofi lm
N-linked oligosaccharide
O-linked oligosaccharide
glycosidase
glycosyltransferase
proteoglycan
glycosaminoglycan
peptidoglycan

GLOSSARY TERMS

PROBLEMS

11-1 Monosaccharides

 1. Classify the following sugars as aldoses or ketoses:

 2. Glucose can be described as an aldohexose. Use similar ter-
minology to describe the following sugars:

(a) CH2OH

HCOH

CH2OH

CHO

HOCH

(b) CH2OH

C O

HCOH

HCOH

 3. Which of the carbons in the sugars shown in Problem 1 are 
chiral?

(c)

C

CH2OH

CH OH

CHO

CHO H

HO HC

HO H

(b) CH2OH

C O

CHO H

CH OH

CH2OH

(a) CHO

CHO H

CH2OH

CH OH
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12. D-Psicose, the C3 epimer of fructose, has no calories and has 
also been found to have hypoglycemic effects, which might be use-
ful in treating diabetes. Draw the structure of D-psicose.

13. Which is more stable: the a or the b anomer of mannose?

14. Carry out a cyclization reaction with galactose and draw the 
Haworth structures of the two possible reaction products.

15. Like glucose, ribose can undergo a cyclization reaction 
with its aldehyde group and the C5 hydroxyl group to form a six-
membered ring. Draw the structures of the two possible reaction 
products.

16. Ribose can undergo a cyclization reaction different from the 
one presented in Problem 15. In this case, the aldehyde group reacts 
with the C4 hydroxyl group. Draw the structures of the two possible 
reaction products. What is the size of the ring?

17. (a) Like glucose, fructose can undergo a cyclization reac-
tion. The most common reaction involves the ketone group and the 
C5 hydroxyl group. Draw the structures of the two possible reaction 
products. What is the size of the ring? (b) Repeat the exercise 
described in part (a) but use the C6 hydroxyl group instead. What 
is the size of the resulting ring?

18. The linear structure of N-acetylneuraminic acid (NANA) is 
shown below. It is synthesized from N-acetylmannosamine and 
pyruvic acid. This monosaccharide can undergo a cyclization reaction 
to form a six-membered ring. Draw the structure of the a anomer of 
NANA.

N-Acetylneuraminic acid
(linear form)

COOH

C O

O

CH2

CH OH

CNHC H

CHO H

CH OH

CH OH

CH2OH

CH3

Pyruvic
acid
residue

N-Acetyl-
mannosamine

19. An enzyme recognizes only the a anomer of glucose as a 
substrate and converts it to product. If the enzyme is added to a 
mixture of the a and b anomers, explain why all the sugar molecules 
in the sample will eventually be converted to product.

20. As described in the text, a solution of glucose molecules con-
sists of about 64% b anomer and about 36% a anomer. Why isn’t 
the mixture 50% b anomer and 50% a anomer? In other words, 
why is the b anomer favored?

21. When glucose from the blood enters a cell, intracellular 
enzymes convert it to glucose-6-phosphate. This strategy results in 
the “trapping” of glucose in the cell. Explain.

22. During baking, reducing sugars react with proteins in 
food to generate adducts with brown color and different fl avors 
(this is why bread becomes darker and has a different taste when 
toasted). The fi rst step in this process is a condensation between a 

 4. Identify the monosaccharide(s) present in coenzyme A, 
NAD, and FAD (see Fig. 3-3).

 5. Identify the following sugars as D or L:

    

CHO

CH OH

CH OH

CH2OH

CHO H

(a) (b)CH2OH

C O

CH OH

CH2OH

   

CHO

CH OH

CH OH

CHO H

CH2OH

CHO H

CH2OH

C O

CH OH

CH OH

CH OH

CH2OH

(c) (d)

 6. How many stereoisomers are possible for a (a) ketopentose, 
(b) ketohexose, and (c) ketoheptose if the number of stereoisomers 
is equal to 2n where n is the number of chiral carbons?

 7. Which type of isomer is represented by each pair of sugars?
(a) D-sorbose and D-psicose

   

CH2OH

C O

CH OH

CH OH

CH2OH
D-Psicose

CH OH

CH2OH

C O

CH OH

CHO H

CH2OH
D-Sorbose

CH OH

(b)  D-sorbose and D-fructose
(c)  D-fructose and L-fructose
(d)  D-ribose and D-ribulose (structure shown in Problem 2b)

 8. What type of isomers are a-D-glucose and b-D-glucose?

 9. Which of the following are isomers of glucose? (a) glucose-6-
phosphate, (b) fructose, (c) galactose, and (d) ribose.

10. Mannose is the C2 epimer of glucose. Draw its structure.

11. Tagatose is an “artifi cial” sweetener that is similar to sucrose 
in sweetness and replaces sucrose in Pepsi Slurpees®. Tagatose is a 
C4 epimer of fructose.

(a) Draw the structure of D-tagatose.
(b) L-Tagatose is also about as sweet as sugar, but it costs more 
to manufacture than its D isomer; thus, an early decision to 
market L-tagatose was abandoned. Draw the structure of 
L-tagatose.
(c) Only about 30% of tagatose is absorbed in the small 
intestine; effectively, tagatose has 30% of the calories of sucrose.
 Why is D-tagatose absorbed less effi ciently in the small intestine?
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H

H

H

CH2OH

HO
OH H

H
O

HO
O

H

H

H

HOCH2

HO
OH H

O

OH

H

35. Trehalase is an enzyme that catalyzes hydrolysis of the bond 
that links the two monosaccharide residues of trehalose (Problem 34). 
Draw the structures of the trehalase reaction products.

36. Trehalose (see Problem 34) accumulates in plants under 
dehydrating conditions. The trehalose stabilizes dehydrated 
enzymes, proteins, and lipid membranes when the plant is desic-
cated. These plants are often called “resurrection plants” because the 
plants resume their normal metabolism when water becomes avail-
able. How does trehalose stabilize cellular molecules?

37. Propose a structure for the disaccharide maltose that is con-
sistent with the following information: Complete hydrolysis yields 
only D-glucose; it reduces copper(II) to Cu2O, and it is hydrolyzed 
by a-glucosidase but not b-glucosidase.

38. An unknown disaccharide is subjected to methylation with 
CH3I followed by acid hydrolysis (see Problem 25). The reaction 
yields 2,3,4,6-tetra-O-methyl-D-glucose and 2,3,4-tri-O-methyl-
D-glucose. Draw the structure of the unknown disaccharide.

39. The sugar alcohol sorbitol (see Problem 28) is sometimes 
used instead of sucrose to sweeten processed foods. Unfortunately, 
the consumption of large amounts of sorbitol may lead to gastroin-
testinal distress in susceptible individuals, especially children. 
 Sorbitol-sweetened foods have a lower calorie count than sucrose-
sweetened foods. Explain why.

40. A friend tells you that she plans to eat a lot of celery because she 
heard that the digestion of celery consumes more calories than the food 
contains, and this will help her to lose weight. How do you respond?

41. The presence of the oligosaccharide raffi nose (below) in 
beans is blamed for causing fl atulence when beans are consumed. 
Undigested raffi nose is acted upon by bacteria in the large intestine, 
which produce gas as a metabolic by-product. Why are humans 
unable to digest raffi nose?

H

H

H

HO
OH H

H
O

OH

HO

H

H

CH2OH

CH2

H
OH H

H
O

HO

O

O

H

HO

HOHOCH2

Raffinose

HO

H
CH2OH

carbonyl group and an amino group. For example, the carbonyl 
carbon of glucose can condense with the ε-amino group of a 
lysine side chain to form a Schiff base. Draw the product of this 
reaction.

23. Benedict’s solution is an alkaline copper sulfate solution 
which is used to detect the presence of aldehyde groups. In the 
presence of Benedict’s solution, the aldehyde group is oxidized and 
the aqueous blue Cu21 ion is reduced to a red Cu2O precipitate. 
Sugars such as glucose, which produces a red precipitate when 
Benedict’s solution is added, are called reducing sugars because 
they can reduce Cu21 to Cu1. Why is glucose a reducing sugar 
while fructose is not?

24. Which of the following carbohydrates would you expect to 
give a positive reaction with Benedict’s reagent (see Problem 23)?

(a) galactose
(b) xylitol
(c) b-ethylglucoside
(d) fructose-6-phosphate

25. (a) If methanol is added to a sugar in the presence of an acid 
catalyst, only the anomeric hydroxyl group becomes methylated, as 
shown in Figure 11-2. If a stronger methylating agent is used, such 
as methyl iodide, CH3I, all hydroxyl groups become methylated. 
Draw the product that results when methyl iodide is added to a 
solution of a-D-glucose. (b) If the product that formed in part (a) is 
treated with a strong aqueous acid solution, the glycosidic methyl 
group is readily hydrolyzed, but the methyl ethers are not. Draw the 
structure of the product that results when the compound formed in 
part (a) is treated with strong aqueous acid.

26. When an unknown monosaccharide is treated with methyl 
iodide followed by strong aqueous acid (see Problem 25), the prod-
uct is 2,3,5,6-tetra-O-methyl-D-glucose. Draw a Haworth structure 
of the unmodifi ed monosaccharide.

27. Oxidation of the aldehyde group of glucose yields gluconate. 
Draw its structure.

28. Reduction of the aldehyde group of glucose yields sorbitol. 
Draw its structure.

29. In algae, the breakdown of certain monosaccharides yields 
2-keto-3-deoxygluconate (KDG). Draw the structure of KDG.

30. Use the examples in the textbook to deduce the structures of 
the following sugars: (a) fructose-1,6-bisphosphate, (b) galactos-
amine, and (c) N-acetylglucosamine.

11-2 Polysaccharides

31. Explain why lactose is a reducing sugar, whereas sucrose 
is not.

32. As described in the text, lactase is the enzyme that catalyzes 
the hydrolysis of lactose. The enzyme is expressed in newborns, but 
its activity typically decreases as the organism matures, and adults 
become lactose-intolerant. However, adult members of populations 
whose ancestors domesticated cows (northern Europe) or goats 
(Africa) are lactose-tolerant. Explain why.

33. Cellobiose is a disaccharide composed of two glucose mono-
mers linked by a b(1 S 4) glycosidic bond. Draw the structure of 
cellobiose. Is cellobiose a reducing sugar?

34. The structure of trehalose is shown. Is trehalose a reducing 
sugar?
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linked with a(1 S 4) glycosidic bonds. Draw the structure of the 
disaccharide unit of this polysaccharide.

11-3 Glycoproteins

53. Identify the N- and O-linked saccharides shown at the start 
of Section 11-3. Are the linkages a- or b-glycosidic bonds?

54. A common O-glycosidic attachment of an oligosaccharide to a 
glycoprotein is b-galactosyl-(1 S 3)-a-N-acetylgalactosyl-Ser. Draw 
the structure of the oligosaccharide and its linkage to the glycoprotein.

55. Identify the parent monosaccharides of the chondroitin sulfate 
disaccharide (see Fig. 11-9) and identify the linkages between them.

56. Calculate the net charge of a chondroitin sulfate molecule 
containing 100 disaccharide units.

57. Collagen isolated from a deep-sea hydrothermal vent worm 
contains a glycosylated threonine residue in the “Y” position of 
the (Gly-X-Y)n repeating triplet. A galactose residue is covalently 
attached to the threonine via a b-glycosidic bond. Draw the struc-
ture of the galactosylated threonine residue.

58. In the past, it was believed that glycosylated proteins were 
found only in eukaryotic cells, but recently glycoproteins have been 
found in prokaryotic cells. The fl agellin protein from the gram- 
positive bacterium L. monocytogenes has been shown to be glycosyl-
ated with a single N-acetylglucosamine at up to six different serine or 
threonine residues in the protein. Draw the structure of this linkage.

59. Identify the monosaccharide precursor of the repeating 
disaccharide in peptidoglycan.

60. Lysozyme, an enzyme present in tears and mucus secretions, 
is a b(1 S 4) glycosidase. Explain how lysozyme helps prevent 
 bacterial infections.

61. In one type of peptide cross-link in peptidoglycan, an Ala 
residue forms an amide bond with the repeating disaccharide. Iden-
tify the location of this linkage.

62. Transmembrane proteins destined for the plasma membrane 
are post-translationally processed: Oligosaccharide chains are added in 
the ER to selected Asn residues, then the oligosaccharide chains are 
processed in the Golgi apparatus (Fig. 11-7). One of the sugars added 
to the core oligosaccharide is N-acetylneuraminic acid, also called sialic 
acid (Problem 18). It has been discovered that tumor cells frequently 
overexpress sialic acid on their surface, which might contribute to a 
tumor cell’s ability to detach from the tumor and travel through the 
bloodstream to form additional tumors. The sialic acid residues on 
tumor cells are typically not recognized by the immune system, which 
compounds the problem. (a) How does the presence of sialic acid on 
the cell surface facilitate detachment? (b) What strategies would you 
use to design therapeutic agents to kill these types of tumor cells?

42. Scientists in Singapore injected soybeans with an enzyme 
extract from the fungus R. oligosporus before allowing the soybeans 
to germinate. After three days, the concentration of raffi nose (see 
Problem 41) decreased dramatically. (As an added bonus, the con-
centration of cancer-fi ghting isofl avones in the soybeans increased.) 
What enzymes must have been present in the fungus?

43. In a homopolymer, all the monomers are the same; in a 
 heteropolymer, the monomers are different. Which of the polysac-
charides discussed in this chapter are homopolymers and which are 
heteropolymers?

44. How many reducing ends are in a molecule of potato amylo-
pectin that contains 500,000 residues with a branch every 250 residues?

45. Instead of starch, some plants produce inulin, which is a 
polymer of b(2 S 1)-linked fructose residues. Chicory root is a 
particularly rich source of inulin.

(a) Draw the structure of an inulin disaccharide.
(b) Why do some food manufacturers add inulin to their products 
(yogurt, ice cream, and even drinks) to boost their fi ber content?

46. When amylose is suspended in water in the presence of I2, a 
blue color results due to the ability of iodine to occupy the interior 
of the helix. A drop of yellow iodine solution on a potato slice turns 
blue, but when a drop of iodine is placed on an apple slice, the color 
of the solution remains yellow. Explain why.

47. Explain why pectin (see Box 11-A) is sometimes added to 
fruit extracts to make jams and jellies.

48. Hemicellulose is another polysaccharide produced in plants. It 
is not a cellulose derivative but is a random heteropolymer of various 
monosaccharides. D-Xylose residues (see Box 11-A) are present in the 
largest amount and are linked with b(1 S 4) glycosidic bonds. Draw 
the structure of a hemicellulose disaccharide consisting of D-xylose.

49. Explain why a growing plant cell, which produces cellulose, 
must also produce cellulase.

50. Stonewashed cotton clothing, which appears faded and 
weathered, can be prepared by tumbling a garment with water and 
stones. Alternatively, the garment can be briefl y soaked in a solution 
containing cellulase.

(a) Explain what cellulase does.
(b) What would happen if the cellulase treatment was prolonged?

51. Brown algae are an attractive source of biofuels, since these 
organisms do not require land, fertilizer, or fresh water and lack 
lignin. One major polysaccharide in brown algae is laminarin, 
which consists of glucose residues linked by b (1 S 3) glycosidic 
bonds. Draw the structure of the disaccharide unit of laminarin.

52. Mycobacteria contain several unusual polymethylated poly-
saccharides. One consists of repeating units of 3-O-methylmannose 
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WHAT’S so special about ATP? 

ATP is a relatively abundant nucleotide, serving as a building block 
for RNA and, in its deoxy form, for DNA. Yet ATP is also known as 
the cell’s energy currency, and we can speak of the energetic cost 
of a metabolic process in terms of the ATP that a cell must spend. 

In this chapter we’ll see that ATP is not some kind of magic coin 
with a special chemical structure. Rather, it is an ordinary nucleotide 

whose reactions play a vital part in the metabolism of all cells.

THIS CHAPTER IN CONTEXT

Do You Remember?
 Living organisms obey the laws of thermodynamics (Section 1-3).

 Amino acids are linked by peptide bonds to form a polypeptide (Section 4-1).

 Allosteric regulators can inhibit or activate enzymes (Section 7-3).

 Lipids are predominantly hydrophobic molecules that can be esterifi ed but 

cannot form polymers (Section 8-1).

 Monosaccharides can be linked by glycosidic bonds in various arrangements 

(Section 11-2).
Part 3 Metabolism

  12 Metabolism and 
Bioenergetics

Part 4 Genetic Information

Part 1 Foundations

Part 2  Molecular Structure 
and Function
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Some organisms, known as chemoautotrophs (from the 
Greek trophe, “nourishment”), obtain virtually all their met-
abolic building materials and free energy from the simple 
inorganic compounds CO2, N2, H2, and S2. Photoauto-
trophs, such as the familiar green plants, need little more 
than CO2, H2O, a source of nitrogen, and sunlight. In con-
trast, heterotrophs, a group that includes animals, directly 
or indirectly obtain all their building materials and free 
 energy from organic compounds produced by chemo- or 
photoautotrophs. Despite their different trophic strategies, 
all organisms have remarkably similar cellular structures, 
make the same types of biomolecules, and use similar en-
zymes to build and break down those molecules.

Cells break down or catabolize large molecules to release free energy and 
small molecules. The cells then use the free energy and small molecules to re-
build larger molecules, a process called anabolism (Fig. 12-1). The set of all 
catabolic and anabolic activities constitutes an organism’s metabolism. A catalog 
of all the metabolic reactions undertaken by plants, animals, and bacteria is far 
beyond the scope of this book. Instead, we will examine a few common meta-
bolic processes, focusing primarily on mammalian systems. In the next few 
chapters, we will examine some catabolic processes that release free energy and 
some anabolic processes that consume free energy. But fi rst we will introduce a 
few of the major molecular players in metabolism, including their precursors 
and degradation products, and further explore the meaning of free energy in 
biological systems.

As heterotrophs, mammals rely on food produced by other organisms. After food is 
digested and absorbed, it becomes a source of metabolic energy and materials to 
support the animal’s growth and other activities. The human diet includes the four 
types of biological molecules introduced in Section 1-2 and described in more detail 
in subsequent chapters. These molecules are often present as macromolecular poly-
mers, namely proteins, nucleic acids, polysaccharides, and triacylglycerols (techni-
cally, fats are not polymers since the monomeric units are not linked to each other 
but to glycerol). Digestion reduces the polymers to their monomeric components: amino 
acids, nucleotides, monosaccharides, and fatty acids. The breakdown of nucleotides 
does not yield signifi cant amounts of metabolic free energy, so we will devote more 
attention to the catabolism of other types of biomolecules.

Cells take up the products of digestion

Digestion takes place extracellularly in the mouth, stomach, and small intestine and 
is catalyzed by hydrolytic enzymes (Fig. 12-2). For example, salivary amylase begins 
to break down starch, which consists of linear polymers of glucose residues (amy-
lose) and branched polymers (amylopectin; Section 11-2). Gastric and pancreatic 
proteases (including trypsin, chymotrypsin, and elastase) degrade proteins to small 
peptides and amino acids. Lipases synthesized by the pancreas and secreted into the 
small intestine catalyze the release of fatty acids from triacylglycerols. Water- 
insoluble lipids do not freely mix with the other digested molecules but instead 
form micelles (Fig. 2-10).

The products of digestion are absorbed by the cells lining the intestine. Monosac-
charides enter the cells via active transporters such as the Na1-glucose system dia-
grammed in Figure 9-18. Similar symport systems bring amino acids and di- and 
tripeptides into the cells. Some highly hydrophobic lipids diffuse through the cell 
membrane; others require transporters. Inside the cell, the triacylglycerol digestion 

KEY CONCEPTS
• The macromolecules in food are 

hydrolyzed, and the monomeric 
products are absorbed by the 
intestine.

• Cells store fatty acids, glucose, and 
amino acids in the form of polymers.

• Metabolic fuels can be mobilized 
by breaking down glycogen, 
triacylglycerols, and proteins.

12-1 Food and Fuel

Figure 12-1 Catabolism and 
anabolism. Catabolic (degradative) 
reactions yield free energy and small 
molecules that can be used for anabolic 
(synthetic) reactions. Metabolism is 
the sum of all catabolic and anabolic 
processes.

Macromolecules

Building blocks

catabolism anabolismFree
energy
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products re-form triacylglycerols, and some fatty acids are linked to cholesterol to 
form cholesteryl esters, for example,

(CH2)16 CH3

CH3

CH3

O

C O

Cholesteryl stearate

H3C

CH3

CH3

Triacylglycerols and cholesteryl esters are packaged, together with specifi c proteins, 
to form lipoproteins. These particles, known specifi cally as chylomicrons, are re-
leased into the lymphatic circulation before entering the bloodstream for delivery to 
tissues.

Water-soluble substances such as amino acids and monosaccharides leave the 
 intestinal cells and enter the portal vein, which drains the intestine and other visceral 
organs and leads directly to the liver. The liver therefore receives the bulk of a meal’s 
nutrients and catabolizes them, stores them, or releases them back into the bloodstream. 
The liver also takes up chylomicrons and repackages the lipids with different pro-
teins to form other lipoproteins, which circulate throughout the body, carrying cho-
lesterol, triacylglycerols, and other lipids (lipoproteins are discussed in greater detail 
in Chapter 17). The allocation of resources following a meal varies with the indi-
vidual’s needs at that time and with the type of nutrients consumed. Fortunately, the 
body does this effi ciently, regardless of what food was eaten (Box 12-A).
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Figure 12-2 Digestion of biopolymers. These hydrolytic reactions are just 
a few of those that occur during food digestion. In each example, the bond 
to be cleaved is colored red. (a) The chains of glucose residues in starch are 
hydrolyzed by amylases. (b) Proteases catalyze the hydrolysis of peptide bonds 
in proteins. (c) Lipases hydrolyze the ester bonds linking fatty acids to the 
glycerol backbone of triacylglycerols. 

? Explain why the reactions shown here are thermodynamically favorable.
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Food and Fuel

BIOCHEMISTRY NOTEBOX 12-A

Dietary Guidelines

Nutritionists have yet to come up with the ideal diet; the best they can do is identify the 
body’s overall needs and roughly outline dietary requirements. For example, scientists have 
compiled lists of recommended daily intakes for various substances in terms of grams of 
the substance or the proportion of total energy intake contributed by that substance:

Distribution of Macronutrients for Adults

 Carbohydrate 45–65%
 Fat 20–35%
 Protein 10–35%

However, few foods are composed of pure substances, so more practical guidelines focus 
on types of foods, with units that are more familiar to most consumers, such as ounces 
or cups. One source of information is the U.S. Department of Agriculture, which has 
published the following guidelines:

Food Group Choices

  Moderately active  Moderately active
  female, age 21–25 male, age 21–25

 Total calories 2200 2800
 Fruits 2 cups 2.5 cups
 Grains 7 oz 10 oz
 Milk products 3 cups 3 cups
 Meat, beans, nuts 6 oz 7 oz
 Oils 6 tsp 8 tsp
 Vegetables 3 cups 3.5 cups

   [From www.cnpp.usda.gov/]

Even these recommendations are somewhat clumsy, since most individuals do not deter-
mine the volume or mass of what they place on their plates. Nutrition educators strive 
to translate some formal quantities into yet more familiar units: A cup of rice or a me-
dium apple is about the size of a baseball, and three ounces of meat is about the size of a 
deck of cards.

An additional drawback of dietary guidelines formulated like those above is that in 
the United States, recommendations are based on a traditional Western diet that in-
cludes meat and dairy products. Vegetarians (who do not consume meat), vegans (who 
avoid consuming any animal products), and those who do not drink milk must be more 
diligent in assessing whether the foods they consume meet the basic requirements for 
carbohydrates, proteins, and so on.

Finally, a serious challenge for anyone interested in tracking their nutrient consump-
tion is that many foods are processed; that is, raw ingredients are combined, sometimes 
in unknown proportions, to generate a product that can be sold as a convenience item 
(think: instant soup). Such foods are typically accompanied by a nutrition facts label 
that lists, among other things, the serving size; calories per serving; and the quantities of 
carbohydrates, fats, and proteins (in grams) and their percentage of the recommended 
daily value.

The availability of different types of dietary guidelines, along with a plethora of 
advice (which may or may not be grounded in the scientifi c method), suggests that 
there is signifi cant leeway regarding what humans can or should consume. Indeed, 
consideration of how eating patterns have varied across centuries and across continents 
indicates that the human body must be remarkably versatile in converting a variety of 
raw materials into the molecular building blocks and metabolic energy required to 
sustain life.

Question: How would the recommended intake of protein vary from infancy to 
old age? Should intakes be adjusted according to body mass?
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Monomers are stored as polymers

Immediately following a meal, the circulating concentrations of monomeric com-
pounds are relatively high. All cells can take up these materials to some extent to fulfi ll 
their immediate needs, but some  tissues are specialized for the long-term storage of nutri-
ents. For example, fatty acids are used to build triacylglycerols, many of which travel in 
the form of lipoproteins to adipose tissue. Here, adipocytes take up the triacylglycerols 
and store them as intracellular fat globules. Because the mass of lipid is hydrophobic 
and does not interfere with activities in the aqueous cytoplasm, the fat globule can be 
enormous,  occupying most of the volume of the adipocyte (Fig. 12-3).

Virtually all cells can take up monosaccharides and immediately catabolize them 
to produce free energy. Some tissues, primarily liver and muscle (which makes up a 
signifi cant portion of the human body), use monosaccharides to synthesize glyco-
gen, the storage polymer of glucose. Glycogen is a highly branched polymer with a 
compact shape. Several glycogen molecules may clump together to form granules 
that are visible by electron microscopy (Fig. 12-4). Glycogen’s branched structure 
means that a single molecule can be expanded quickly, by adding glucose residues to 
its many branches, and degraded quickly, by simultaneously removing glucose from 
the ends of many branches. Glucose that does not become part of glycogen can be 
catabolized to two-carbon acetyl units and converted into fatty acids for storage as 
triacylglycerols.

Amino acids can be used to build polypeptides. A protein is not a dedicated 
storage molecule for amino acids, as glycogen is for glucose and triacylglycerols are 
for fatty acids, so excess amino acids cannot be saved for later. However, in certain 
cases, such as during starvation, proteins are catabolized to supply the body’s  energy 
needs. If the intake of amino acids exceeds the body’s immediate protein-building 
needs, the excess amino acids can be broken down and converted to carbohydrate 
(which can be stored as glycogen) or converted to acetyl units (which can then be 
converted to fat).

Amino acids and glucose are both required to synthesize nucleotides. Asp, 
Gln, and Gly supply some of the carbon and nitrogen atoms used to build the 
purine and pyrimidine bases (Section 18-3). The ribose-5-phosphate component 
of nucleotides is derived from glucose by a pathway that converts the six-carbon 
sugar to a fi ve-carbon sugar (Section 13-4). In sum, the allocation of resources 
within a cell depends on the type of tissue and its need to build cellular struc-
tures, provide free energy, or stockpile resources in anticipation of future needs.

Fuels are mobilized as needed

Amino acids, monosaccharides, and fatty acids are known as metabolic fuels because 
they can be broken down by processes that make free energy available for the cell’s activi-
ties. After a meal, free glucose and amino acids are catabolized to release their free 
energy. When these fuel supplies are exhausted, the body mobilizes its stored re-
sources; that is, it converts its polysaccharide and triacylglycerol storage molecules 
(and sometimes proteins) to their respective monomeric units. Most of the body’s 
tissues prefer to use glucose as their primary metabolic fuel, and the central nervous 
system can run on almost nothing else. In response to this demand, the liver mobi-
lizes glucose by breaking down glycogen.

In general, depolymerization reactions are hydrolytic, but in the case of glycogen, 
the molecule that breaks the bonds between glucose residues is not water but phos-
phate. Thus, the degradation of glycogen is called phosphorolysis. This reaction is 
catalyzed by glycogen phosphorylase, which releases residues from the ends of 
branches in the glycogen polymer.

Figure 12-3 Adipocytes. These cells, 
which make up adipose tissue, contain a 
small amount of cytoplasm surrounding 
a large globule of triacylglycerols (fat). 
[© CNRI/ Phototake.]

Figure 12-4 Glycogen structure. (a) Schematic diagram of a glycogen molecule. 
Each circle represents a glucose monomer, and branches occur every 8 to 14 residues. 
(b) Electron micrograph of a liver cell showing glycogen granules (colored pink). 
Mitochondria are green, and a fat globule is yellow. [© CNRI/Science Photo Library/Photo 
Researchers.]

(a)

(b)
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The phosphate group of glucose-1-phosphate is removed before glucose is released 
from the liver into the circulation. Other tissues absorb glucose from the blood. In 
the disease diabetes mellitus, this does not occur, and the concentration of circulat-
ing glucose may become elevated.

Only when the supply of glucose runs low does adipose tissue mobilize its fat 
stores. A lipase hydrolyzes triacylglycerols so that fatty acids can be released into the 
bloodstream. These free fatty acids are not water-soluble and therefore bind to cir-
culating proteins. Except for the heart, which uses fatty acids as its primary fuel, the 
body does not have a budget for burning fatty acids. In general, as long as dietary 
carbohydrates and amino acids can meet the body’s energy needs, stored fat will not 
be mobilized, even if the diet includes almost no fat. This feature of mammalian fuel 
metabolism is a source of misery for many dieters!

Amino acids are not mobilized to generate energy except during a fast, when 
glycogen stores are depleted (in this situation, the liver can also convert some amino 
acids into glucose). However, cellular proteins are continuously degraded and re-
built with the changing demand for particular enzymes, transporters, cytoskeletal 
elements, and so on. There are two major mechanisms for degrading unneeded 
proteins. In the fi rst, the lysosome, an organelle containing proteases and other hy-
drolytic enzymes, breaks down proteins that are enclosed in a membranous vesicle. 
Membrane proteins and extracellular proteins taken up by endocytosis are degraded 
by this pathway, but intracellular proteins that become enclosed in vesicles can also 
be broken down by lysosomal enzymes.

A second pathway for degrading intracellular proteins requires a barrel-shaped 
structure known as a proteasome. The 700-kD core of this multiprotein complex 
encloses an inner chamber with multiple active sites that carry out peptide bond 
hydrolysis (Fig. 12-5). A protein can enter the proteasome only after it has been 
covalently tagged with a small protein called ubiquitin. This 76-residue protein is 
ubiquitous (hence its name) and highly conserved in eukaryotes (Fig. 12-6). 
 Ubiquitin is attached to a protein by the action of a set of enzymes that link the 
C- terminus of ubiquitin to a Lys side chain. Additional ubiquitin molecules are then 
added to the fi rst, each one linked via its C-terminus to a Lys side chain of the pre-
ceding ubiquitin. A chain of at least four ubiquitins is required to mark a protein for 
destruction by a proteasome.

The structural features that allow a protein to be ubiquitinated are not com-
pletely understood, but the system is sophisticated enough to allow unneeded or 
defective proteins to be destroyed while sparing essential proteins. A cap at the end of 
the proteasome barrel (not shown in Fig. 12-5) regulates the entry of ubiquitinated 
proteins into the inner chamber. The free energy of ATP drives conformational 

Figure 12-5 Structure of the yeast 
proteasome core. This cutaway view 
shows the inner chamber, where 
proteolysis occurs. Additional protein 
complexes (not shown) assist the entry 
of proteins into the proteasome. The red 
structures mark the locations of three 
protease active sites. [Courtesy Robert 
Huber, Max-Planck-Institut fur Biochemie, 
Germany.]
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changes that apparently help the condemned protein to unfold so that it can be more 
easily hydrolyzed. The ubiquitin molecules are not degraded; instead they are de-
tached and reused. The three protease active sites inside the proteasome cleave the 
unfolded polypeptide substrate, releasing peptides of about eight residues that can 
diffuse out of the proteasome (Fig. 12-7). These peptides are further broken down 
by cytosolic peptidases so that the amino acids can be catabolized or recycled.

CONCEPT REVIEW
• Review the steps by which nutrients from food molecules reach the body’s 

tissues.
• What are metabolic fuels and how are they stored?
• How are metabolic fuels mobilized?
• Describe the pathways for intracellular protein degradation.

The interconversion of a biopolymer and its monomeric units is usually accom-
plished in just one or a few enzyme-catalyzed steps. In contrast, many steps are re-
quired to break down the monomeric compounds or build them up from smaller 
precursors. These series of reactions are known as metabolic pathways. A metabolic 
pathway can be considered from many viewpoints: as a series of intermediates or 
metabolites, as a set of enzymes that catalyze the reactions by which metabolites are 
interconverted, as an energy-producing or energy-requiring phenomenon, or as a 
dynamic process whose activity can be turned up or down. As we explore metabolic 
pathways in the coming chapters, we will take on each of these issues.

KEY CONCEPTS
• A few metabolites appear in several 

metabolic pathways.
• Coenzymes such as NAD1 and 

ubiquinone collect electrons from 
compounds that become oxidized.

• Metabolic pathways in cells are 
connected and are regulated.

• Many vitamins, substances that 
humans cannot synthesize, are 
components of coenzymes.

12-2 Metabolic Pathways

Figure 12-7 Protein degradation by the proteasome.

Proteasome

A chain of ubiquitin molecules
targets a protein to the proteasome.

Protease active sites inside the
proteasome cleave the polypeptide
into small peptides that diffuse away.

Protein
Polyubiquitin

ATP

ADP + Pi

The polypeptide is unfolded as it
enters the proteasome.

Figure 12-6 Ubiquitin. Several copies of this 76-residue protein are linked to Lys 
residues in proteins that are to be degraded by a proteasome. Atoms are color-coded: 
C green, O red, N blue, and H white. [Structure (pdb 1UBQ) determined by S. Vijay-Kumar, 
C. E. Bugg, and W. J. Cook.]

? Draw the linkage between a protein’s C-terminus and a ubiquitin Lys  residue.
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Some major metabolic pathways share a few 
common intermediates

One of the challenges of studying metabolism is dealing with the large number of 
reactions that occur in a cell—involving thousands of different intermediates. How-
ever, a handful of metabolites appear as precursors or products in the pathways that lead 
to or from virtually all other types of biomolecules. These intermediates are worth ex-
amining at this point, since they will reappear several times in the coming chapters.

In glycolysis, the pathway that degrades the monosaccharide glucose, the six-
carbon sugar is phosphorylated and split in half, yielding two molecules of 
 glyceraldehyde-3-phosphate (Fig. 12-8). This compound is then converted in 
 several more steps to another three-carbon molecule, pyruvate. The decarboxylation 
of pyruvate (removal of a carbon atom as CO2) yields acetyl-CoA, in which a two-
carbon acetyl group is linked to the carrier molecule coenzyme A (CoA).

Glyceraldehyde-3-phosphate, pyruvate, and acetyl-CoA are key players in other 
metabolic pathways. For example, glyceraldehyde-3-phosphate is the metabolic pre-
cursor of the three-carbon glycerol backbone of triacylglycerols. In plants, it is also the 
entry point for the carbon “fi xed” by photosynthesis; in this case, two molecules of 
glyceraldehyde-3-phosphate combine to form a six-carbon monosaccharide.  Pyruvate 
can undergo a reversible amino-group transfer reaction to yield alanine (at right). This 
makes pyruvate both a precursor of an amino acid and the degradation product of 
one. Pyruvate can also be carboxylated to yield oxaloacetate, a four- carbon  precursor 
of several other amino acids:

COO�

CH3

Pyruvate

C O CO2�

COO�

COO�

CH2

Oxaloacetate

C O

Fatty acids are built by the sequential addition of two-carbon units derived from 
acetyl-CoA; fatty acid breakdown yields acetyl-CoA. These relationships are sum-
marized in Figure 12-9. If not used to synthesize other compounds, two-carbon 

Figure 12-8 Some intermediates 
resulting from glucose catabolism.

? Compare the oxidation states of 
the carbons in glyceraldehyde-3-
phosphate and in pyruvate.

C
O�

C O

CH3
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Pyruvate

C

Glucose CH OH

CH2OPO3
2�

O H
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C

CoA

O

CH3

Acetyl-CoA

Figure 12-9 Some of the metabolic 
roles of the common intermediates.

? Without looking at the text, draw 
the structures of glyceraldehyde-
3- phosphate, pyruvate, and 
 oxaloacetate.

PyruvateOxaloacetateAmino
acids

Acetyl-CoA

TriacylglycerolsAlanine
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acids
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CO2
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intermediates can be broken down to CO2 by the citric acid cycle, a metabolic path-
way essential for the catabolism of all metabolic fuels.

Many metabolic pathways include 
oxidation–reduction reactions

In general, the catabolism of amino acids, monosaccharides, and fatty acids is a process 
of oxidizing carbon atoms, and the synthesis of these compounds involves carbon 
 reduction. Recall from Section 1-3 that oxidation is defi ned as the loss of electrons 
and reduction is the gain of electrons. Oxidation–reduction, or redox, reactions 
 occur in pairs so that as one compound becomes more oxidized (gives up electrons 
or loosens its hold on them), another compound becomes reduced (receives the 
electrons or tightens its grip on them).

For the metabolic reactions that we are concerned with, the oxidation of carbon 
atoms frequently appears as the replacement of COH bonds (in which the C and H 
atoms share the bonding electrons equally) with COO bonds (in which the more 
electronegative O atom “pulls” the electrons away from the carbon atom). Carbon 
has given up some of its electrons, even though the electrons are still participating in 
a covalent bond.

The transformation of methane to carbon dioxide represents the conversion of 
carbon from its most reduced state to its most oxidized state:

O C O

H

C

H

HH

Similarly, oxidation occurs during the catabolism of a fatty acid, when saturated 
methylene (OCH2O) groups are converted to CO2 and when the carbons of a 
carbohydrate (represented as CH2O) are converted to CO2:

C HH O C O

C OHH O C O

The reverse of either of these processes—converting the carbons of CO2 to the 
 carbons of fatty acids or carbohydrates—is a reduction process (this is what occurs 
during photosynthesis, for example). In reduction processes, the carbon atoms 
 regain electrons as COO bonds are replaced by COH bonds.

Turning CO2 into carbohydrate (CH2O) requires the input of free energy (think: 
sunlight). Therefore, the reduced carbons of the carbohydrate represent a form of stored 
free energy. This energy is recovered when cells break the carbohydrate back down to 
CO2. Of course, such a metabolic conversion does not happen all at once but takes 
place through many enzyme-catalyzed steps.

In following metabolic pathways that include oxidation–reduction reactions, we 
can examine the redox state of the carbon atoms, and we can also trace the path of 
the electrons that are transferred during the oxidation–reduction reaction. In some 
cases, this is straightforward, as when an oxidized metal ion such as iron gains an 
electron (represented as e2) to become reduced.

Fe31 1 e2 S Fe21

But in some cases, an electron travels along with a proton as an H atom, or a pair of 
electrons travels with a proton as a hydride ion (H2).

When a metabolic fuel molecule is oxidized, its electrons may be transferred to a 
compound such as nicotinamide adenine dinucleotide (NAD1) or nicotinamide 
adenine dinucleotide phosphate (NADP1). The structure of these nucleotides is 
shown in Figure 3-3b. NAD1 and NADP1 are called cofactors or coenzymes, 
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 organic compounds that allow an enzyme to carry out a particular chemical reaction 
(Section 6-2). The redox-active portion of NAD1 and NADP1 is the nicotinamide 
group, which accepts a hydride ion to form NADH or NADPH.

N
�

� H�

R

N

H H

R
NAD(P)�

(oxidized )
NAD(P)H
(reduced )

NH2

OH

C
NH2

O

C

This reaction is reversible, so the reduced cofactors can become oxidized by giving 
up a hydride ion. In general, NAD1 participates in catabolic reactions and NADP1 in 
anabolic reactions. Because these electron carriers are soluble in aqueous solution, 
they can travel throughout the cell, shuttling electrons from reduced compounds to 
oxidized compounds.

Many cellular oxidation–reduction reactions take place at membrane surfaces, for 
example, in the inner membranes of mitochondria and chloroplasts in eukaryotes 
and in the plasma membrane of prokaryotes. In these cases, a membrane-associated 
enzyme may transfer electrons from a substrate to a lipid-soluble electron carrier such 
as ubiquinone (coenzyme Q, abbreviated Q; see Section 8-1). Ubiquinone’s hydro-
phobic tail, containing 10 fi ve-carbon isoprenoid units in mammals, allows it to 
diffuse within the membrane. Ubiquinone can take up one or two electrons (in contrast 
to NAD1, which is strictly a two-electron carrier). A one-electron reduction of ubi-
quinone (addition of an H atom) produces a semiquinone, a stable free radical 
(shown as QH·). A two-electron reduction (two H atoms) yields ubiquinol (QH2):

Ubiquinone (Q)

H3CO CH3
CH3

H3CO (CH2 CH2)10HCH C

O

O

H3CO CH3

H3CO R

OH

OH
Ubiquinol (QH2)

H3CO CH3

H3CO R

O

OH
Ubisemiquinone (QH )

[H ] [H ]

The reduced ubiquinol can then diffuse through the membrane to donate its elec-
trons in another oxidation–reduction reaction.

Catabolic pathways, such as the citric acid cycle, generate considerable amounts 
of reduced cofactors. Some of them are reoxidized in anabolic reactions. The rest are 
reoxidized by a process that is accompanied by the synthesis of ATP from ADP and 
Pi. In mammals, the reoxidation of NADH and QH2 and the concomitant produc-
tion of ATP require the reduction of O2 to H2O. This pathway is known as oxida-
tive phosphorylation.

reduced
fuel molecule

oxidized
cofactor

H2O

O2
reduced
cofactor

oxidized
fuel molecule

In effect, NAD1 and ubiquinone collect electrons (and hence free energy) from 
 reduced fuel molecules. When the electrons are ultimately transferred to O2, this 
free energy is harvested in the form of ATP.
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Metabolic pathways are complex

So far we have sketched the outlines of mammalian fuel metabolism, in which 
 macromolecules are stored and mobilized so that their monomeric units can be 
broken down into smaller intermediates. These intermediates can be further 
 degraded (oxidized) and their electrons collected by cofactors. We have also briefl y 
mentioned anabolic (synthetic) reactions in which the common two- and three-
carbon intermediates give rise to larger compounds. At this point, we can present 
this information in schematic form in order to highlight some important features of 
metabolism (Fig. 12-10).

1. Metabolic pathways are all connected. In a cell, a metabolic pathway does not 
operate in isolation; its substrates are the products of other pathways, and vice 
versa. For example, the NADH and QH2 generated by the citric acid cycle are 
the starting materials for oxidative phosphorylation.

2. Pathway activity is regulated. Cells do not synthesize polymers when monomers 
are in short supply. Conversely, they do not catabolize fuels when the need for 
ATP is low. The fl ux, or fl ow of intermediates, through a metabolic pathway is 
regulated in various ways according to substrate availability and the cell’s need for 
the pathway’s products. The activity of one or more enzymes in a pathway may 
be controlled by allosteric effectors (Sections 5-1 and 7-3). These changes in turn 
may refl ect extracellular signals that activate intracellular kinases, phosphatases, 
and second messengers (Section 10-1). Regulation of pathways is especially criti-
cal when the simultaneous operation of two opposing processes, such as fatty 
acid synthesis and degradation, would be wasteful.

3. Not every cell carries out every pathway. Figure 12-10 is a composite of a number 
of metabolic processes, and a given cell or organism may undertake only a subset 
of these. Mammals do not perform photosynthesis, and only the liver and kidney 
can synthesize glucose from noncarbohydrate precursors.

4. Each cell has a unique metabolic repertoire. In addition to the pathways outlined in 
Figure 12-10, which are centered on fuel metabolism, cells carry out a plethora of 
biosynthetic reactions that are not explicitly shown. Such pathways contribute to 
the unique metabolic capabilities of different cells and organisms (Box 12-B).

5. Organisms may be metabolically interdependent. Photosynthetic plants and the 
heterotrophs that consume them are an obvious example of metabolic comple-
mentarity, but there are numerous other examples, especially in the microbial 
world. Certain organisms that release methane as a waste product live in close 
proximity to methanotrophic species (which consume CH4 as a fuel); neither 
organism can survive without the other. Humans also exhibit interspecifi c 

citric
acid
cycle

photo-
synthesis

oxidative 
phosphorylation

NAD+ NAD+2

5

4

6

1

3

2- and 3-Carbon
INTERMEDIATES

MONOMERS

BIOPOLYMERS

Amino acids
Nucleotides

Monosaccharides
Fatty acids

Proteins
Nucleic acids

Polysaccharides
Triacylglycerols
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+

CO2

H2O

NADH, QH2
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NAD+, Q
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Figure 12-10 Outline of metabolism. In this composite diagram, downward 
arrows represent catabolic processes, and upward arrows represent anabolic 
processes. Red arrows indicate some major oxidation–reduction reactions. The 
major metabolic processes are highlighted: (1) Biological polymers (proteins, 
nucleic acids, polysaccharides, and triacylglycerols) are built from and are degraded 
to monomers (amino acids, nucleotides, monosaccharides, and fatty acids). 
(2) The monomers are broken down into two- and three-carbon intermediates 
such as glyceraldehyde-3-phosphate, pyruvate, and acetyl-CoA, which are also the 
precursors of many other biological compounds. (3) The complete degradation 
of biological molecules yields inorganic compounds such as NH4

1, CO2, and H2O. 
These substances are returned to the pool of intermediates by processes such as 
photosynthesis. (4) Electron carriers (NAD1 and ubiquinone) accept the electrons 
released by metabolic fuels (amino acids, monosaccharides, and fatty acids) as they 
are degraded and then completely oxidized by the citric acid cycle. (5) The reduced 
cofactors (NADH and QH2) are required for many biosynthetic reactions. (6) The 
reoxidation of reduced cofactors drives the production of ATP from ADP 1 Pi 
(oxidative phosphorylation).

? Is the citric acid cycle a process of carbon oxidation or reduction? Is photosyn-
thesis a process of carbon oxidation or reduction?
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 cooperativity: Thousands of different microbial species, amounting to some 
100 trillion cells, can live in or on the human body. Collectively, these organisms 
express millions of different genes and carry out a correspondingly rich set of 
metabolic activities.
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BIOCHEMISTRY NOTEBOX 12-B

The Transcriptome, the Proteome, and the Metabolome

Modern biologists have developed research tools that use the power of computers to col-
lect enormous data sets and analyze them. Such endeavors provide great insights but also 
have limitations. As we saw in Section 3-3, genomics, the study of an organism’s com-
plete set of genes, yields a glimpse of that organism’s overall metabolic repertoire. But 
what the organism, or a single cell, is actually doing at a particular moment depends in 
part on which genes are active.

A cell’s population of mRNA molecules represents genes that are turned on, or tran-
scribed. The study of these mRNAs is known as transcriptomics. Identifying and quan-
tifying all the mRNA transcripts (the transcriptome) from a single cell type can be done 
by assembling short strands of DNA with known sequences on a solid support, then 
allowing them to hybridize, or form double-stranded structures, with fl uorescent-labeled 
mRNAs from a cell preparation. The strength of fl uorescence indicates how much 
mRNA binds to a particular complementary DNA sequence. The collection of DNA 
sequences is called a microarray or DNA chip because thousands of sequences fi t in a 
few square centimeters. The microarray may represent an entire genome or just a few 
selected genes. Each bright spot in the DNA chip shown here represents a DNA  sequence 
to which a fl uorescent mRNA molecule has bound.

[Voker Steger/Science Photo Library/Photo Researchers.]

Biologists use DNA chips to identify genes whose expression changes under certain 
conditions or at different developmental stages.

Unfortunately, the correlation between the amount of a particular mRNA and the 
amount of its protein product is not perfect; some mRNAs are rapidly degraded, whereas 
others are translated many times, yielding large quantities of the corresponding protein. 
Hence, a more reliable way to assess gene expression is through proteomics—by exam-
ining a cell’s proteome, the complete set of proteins that are synthesized by the cell at a 
particular point in its life cycle. However, this approach is limited by the technical prob-
lems of detecting minute quantities of thousands of different proteins. Nucleic acids can 
be amplifi ed by the polymerase chain reaction (see Section 3-4), but there is no compa-
rable procedure for amplifying proteins.

(continued on the next page)
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An overview such as Figure 12-10 does not convey the true complexity of cel-
lular metabolism, which takes place in a milieu crowded with multiple substrates, 
competing enzymes, and layers of regulatory mechanisms. Moreover, Figure 12-10 
does not include any of the reactions involved in transmitting and decoding genetic 
information (these topics are covered in the fi nal section of this book). However, a 
diagram such as Figure 12-10 is a useful tool for mapping the relationships among 
metabolic processes, and we will refer back to it in the coming chapters. Online 
databases provide additional information about metabolic pathways, enzymes, 
 intermediates, and metabolic diseases (see Bioinformatics Project 6, Metabolic 
 Enzymes, Microarrays, and Proteomics).

Human metabolism depends on vitamins

Humans lack many of the biosynthetic pathways that occur in plants and microor-
ganisms and so rely on other species to provide certain raw materials. Some amino 
acids and unsaturated fatty acids are considered essential because the human body 
cannot synthesize them and must obtain them from food (Table 12-1; see also 
Box 8-B). Vitamins likewise are compounds that humans need but cannot make. 
Presumably, the pathways for synthesizing these substances, which require many 
specialized enzymes, are not necessary for heterotrophic organisms and have been 
lost through evolution.

Where genomics, transcriptomics, and proteomics fall short, metabolomics steps in, 
attempting to pin down the actual metabolic activity in a cell or tissue by identifying and 
quantifying all its metabolites, that is, its metabolome. This is no trivial task, as a cell 
may contain tens of thousands of different types of compounds, whose concentrations 
may range over many orders of magnitude. These substances include nonfood molecules 
such as toxins, preservatives, drugs, and their degradation products. Metabolites are 
typically detected through column chromatography, nuclear magnetic resonance (NMR) 
spectroscopy, or mass spectrometry (Section 4-5). In the example shown below, 
 approximately 20 metabolites are visible in an 1H NMR spectrum of a 10-mL sample of 
rat brain.

Metabolite profi le of rat brain. [Courtesy Raghavendra Rao, University of Minnesota, 
Minneapolis.]
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As has been done for genomics and proteomics and other areas of bioinformatics, 
metabolomic data are deposited in publicly accessible databases for retrieval and analy-
sis. One hope for metabolomics is that disease diagnosis could be streamlined by obtain-
ing a complete metabolic profi le of a patient’s urine or blood. Industrial applications 
include monitoring biological processes such as winemaking and bioremediation (using 
microorganisms to detoxify contaminated environments).

Question: Compare the metabolomic complexity of a single-celled prokaryote 
and that of a multicellular eukaryote.
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The word vitamin comes from vital amine, a term coined by Casimir Funk in 1912 
to describe organic compounds that are required in small amounts for normal health. 
It turns out that most vitamins are not amines, but the name has stuck. Table 12-2 lists 
the vitamins and their metabolic roles. Vitamins A, D, E, and K are lipids; their 
 functions were described in Box 8-B. Many of the water-soluble vitamins are the 
 precursors of coenzymes, which we will describe as we encounter them in the context 
of their particular metabolic reactions. Vitamins are a diverse group of compounds, 

TABLE 12-1  Some Essential Substances for Humans

Amino Acids  Fatty Acids  Other

Isoleucine Linoleate CH3(CH2)4(CHPCHCH2)2(CH2)6COO2 Choline (CH3)3N
1 CH2CH2OH

Leucine Linolenate CH3CH2(CHPCHCH2)3(CH2)6COO2

Lysine
Methionine
Phenylalanine
Threonine
Tryptophan
Valine

TABLE 12-2  Vitamins and Their Roles

Vitamin Coenzyme Product Biochemical Function
Human Defi ciency 
Disease Text Reference

Water-Soluble

Ascorbic acid (C) Ascorbate Cofactor for hydroxylation 
of collagen

Scurvy Box 5-D

Biotin (B7) Biocytin Cofactor for carboxylation 
reactions

* Section 13-1

Cobalamin (B12) Cobalamin coenzymes Cofactor for alkylation 
reactions

Anemia Section 17-1

Folic acid Tetrahydrofolate Cofactor for one-carbon 
transfer reactions

Anemia Section 18-2

Lipoic acid Lipoamide Cofactor for acyl transfer 
reactions

* Section 14-1

Nicotinamide (niacin, B3) Nicotinamide coenzymes 
(NAD1, NADP1)

Cofactor for oxidation– 
reduction reactions

Pellagra Fig. 3-3, Section 12-2

Pantothenic acid (B5) Coenzyme A Cofactor for acyl transfer 
reactions

* Fig. 3-3, Section 12-3

Pyridoxine (B6) Pyridoxal phosphate Cofactor for amino-group 
transfer reactions

* Section 18-1

Ribofl avin (B2) Flavin coenzymes 
(FAD, FMN)

Cofactor for oxidation– 
reduction reactions

* Fig. 3-3

Thiamine (B1) Thiamine 
pyrophosphate

Cofactor for aldehyde 
transfer reactions

Beriberi Sections 12-2, 14-1

Fat-Soluble

Vitamin A (retinol) Light-absorbing pigment Blindness Box 8-B

Vitamin D Hormone that promotes 
Ca21 absorption

Rickets Box 8-B

Vitamin E (tocopherol) Antioxidant * Box 8-B

Vitamin K (phylloquinone) Cofactor for carboxylation of 
blood coagulation proteins 

Bleeding Box 8-B

*Defi ciency in humans is rare or unobserved.
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whose discoveries and functional characterization have provided some of the more 
colorful stories in the history of biochemistry.

Many vitamins were discovered through studies of nutritional defi ciencies. One 
of the earliest links between nutrition and disease was observed centuries ago in 
sailors suffering from scurvy, an illness caused by vitamin C defi ciency (Box 5-D). A 
study of the disease beriberi led to the discovery of the fi rst B vitamin. Beriberi, 
characterized by leg weakness and swelling, is caused by a defi ciency of thiamine 
(vitamin B1).

Thiamine (vitamin B1 )

CH2 CH2 OH

CH2

NH2

N

N

H3C

H3C

C

H

N S
�

Thiamine acts as a prosthetic group in some essential enzymes, including the one 
that converts pyruvate to acetyl-CoA. Rice husks are rich in thiamine, and individu-
als whose diet consists largely of polished (huskless) rice can develop beriberi. The 
disease was originally thought to be infectious, until the same symptoms were ob-
served in chickens and prisoners fed a diet of polished rice. Thiamine defi ciency can 
occur in chronic alcoholics and others with a limited diet and impaired nutrient 
absorption.

Niacin, a component of NAD1 and NADP1, was fi rst identifi ed as the factor 
missing in the vitamin-defi ciency disease pellagra.

N
Niacin

COO�

The symptoms of pellagra, including diarrhea and dermatitis, can be alleviated by 
boosting the intake of the essential amino acid tryptophan, which humans can con-
vert to niacin. Niacin defi ciency was once common in certain populations whose 
diet consisted largely of maize (corn). This grain is low in tryptophan and its niacin 
is covalently bound to other molecules; hence, it is not easily absorbed during diges-
tion. In South America, where maize originated, the kernels are traditionally pre-
pared by soaking or boiling them in an alkaline solution, a treatment that releases 
niacin and prevents pellagra. Unfortunately, this food-preparation custom did not 
spread to other parts of the world that adopted maize farming.

Most vitamins are readily obtained from a balanced diet, although poor nutri-
tion, particularly in impoverished parts of the world, still causes vitamin-defi ciency 
diseases. Intestinal bacteria, as well as plant- and animal-derived foods, are the natu-
ral sources of vitamins. However, plants do not contain cobalamin, so individuals 
who follow a strict vegetarian diet are at higher risk for developing a cobalamin 
 defi ciency.

CONCEPT REVIEW
• Why are compounds such as glyceraldehyde-3-phosphate, pyruvate, 

and acetyl-CoA so important in metabolism?
• What role do cofactors such as NAD1 and ubiquinone play in metabolic 

reactions?
• What is the importance of reoxidizing NADH and QH2 by molecular oxygen?
• Summarize the main features of metabolic pathways.
• Explain the relationship between vitamins and coenzymes.
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We have introduced the idea that catabolic reactions tend to release free energy 
and anabolic reactions tend to consume it (see Fig. 12-1), but, in fact, all reactions 
in vivo occur with a net decrease in free energy; that is, DG is always less than zero 
(free energy is discussed in Section 1-3). In a cell, metabolic reactions are not iso-
lated but are linked, so the free energy of a thermodynamically favorable  reaction 
can be used to pull a second, unfavorable reaction forward. How can free energy 
be transferred from one reaction to another? Free energy is not a substance or 
the property of a single molecule, so it is misleading to refer to a molecule or a 
bond within that molecule as having a large amount of free energy. Rather, free 
energy is a property of a system, and it changes when the system undergoes a chemical 
reaction.

The free energy change depends on 
reactant concentrations

The change in free energy of a system is related to the concentrations of the reacting 
substances. When a reaction such as A 1 B Δ C 1 D is at equilibrium, the 
concentrations of the four reactants defi ne the equilibrium constant, K eq, for the 
reaction:

 K eq 5
[C]eq[D]eq

[A]eq[B]eq
 [12-1]

(the brackets indicate the molar concentration of each substance). Recall that at 
equilibrium, the rates of the forward and reverse reactions are balanced, so there is 
no net change in the concentration of any reactant. Equilibrium does not mean that 
the concentrations of the reactants and products are equal.

When the system is not at equilibrium, the reactants experience a driving force to 
reach their equilibrium values. This force is the standard free energy change for the 
reaction, DG 89, which is defi ned as

 DG 8¿ 5 2RT  ln K eq [12-2]

R is the gas constant (8.3145 J ? K21 ? mol21) and T is the temperature in Kelvin. 
Recall from Section 1-3 that free energy has units of joules per mole (Box 12-C). 
Equation 12-2 can be used to calculate DG 89 from K eq and vice versa (see Sample 
Calculation 12-1).

KEY CONCEPTS
• The free energy change for a 

reaction depends on the equilibrium 
constant for the reaction and on 
the actual concentrations of the 
reacting species.

• A reaction with a large negative 
change in free energy can be 
coupled to another, unfavorable 
reaction.

• A reaction that breaks a 
phosphoanhydride bond in ATP 
occurs with a large change in free 
energy.

• Cells also use the free energy of 
other phosphorylated compounds, 
thioesters, reduced cofactors, and 
electrochemical gradients.

• Nonequilibrium reactions often 
serve as metabolic control points.

12-3 Free Energy Changes in Metabolic Reactions

SAMPLE CALCULATION 12-1

PROBLEMCalculate DG 89 for a reaction at 258C when K eq 5 5.0.

SOLUTIONUse Equation 12-2:

 DG 8¿ 5 2RT  ln K eq

 5 2(8.3145 J ? K21 ? mol21)(298 K)ln  5.0

 5 24000 J ? mol21 5 24.0 kJ ? mol21

PRACTICE PROBLEMS1. Calculate DG 89 for a reaction at 258C when K eq 5 0.25.
2. If the temperature for the reaction in Practice Problem 1 was raised to 378C, 

how would DG 89 change?
3. If DG 89 for a reaction at 378C is –10 kJ ? mol21, what is K eq?
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By convention, measurements of standard free energy are valid under standard 
conditions, where the temperature is 258C (298 K) and the pressure is 1 atm (these 
conditions are indicated by the degree symbol after DG ). For a chemist, standard 
conditions specify an initial activity of 1 for each reactant (activity is the reactant’s 
concentration corrected for its nonideal behavior). However, these conditions are 
impractical for biochemists since most biochemical reactions occur near neutral pH 
(where [H1] 5 1027 M rather than 1 M) and in aqueous solution (where [H2O] 5 
55.5 M). The biochemical standard conditions are summarized in Table 12-3. Bio-
chemists use a prime symbol to indicate the standard free energy change for a reac-
tion under biochemical standard conditions. In most equilibrium expressions, [H1] 
and [H2O] are set to 1 so that these terms can be ignored. And because biochemical 
reactions typically involve dilute solutions of reactants, molar concentrations can be 
used instead of activities.

Like K eq, DG 89 is a constant for a particular reaction. It may be a positive or 
negative value, and it indicates whether the reaction can proceed spontaneously 
(DG 89 , 0) or not (DG 89 . 0) under standard conditions. In a living cell, reactants 
and products are almost never present at standard-state concentrations and the tem-
perature may not be 258C, yet reactions do occur with some change in free energy. 
Thus, it is important to distinguish the standard free energy change of a reaction 
from its actual free energy change, DG. DG is a function of the actual concentrations 
of the reactants and the temperature (378C or 310 K in humans). DG is related to 
the standard free energy change for the reaction:

 DG 5 DG 8¿ 1 RT  ln 
[C][D]

[A][B]
 [12-3]

Here, the bracketed quantities represent the actual, nonequilibrium concentrations 
of the reactants. The concentration term in Equation 12-3 is sometimes called the 
mass action ratio.

When the reaction is at equilibrium, DG 5 0 and

 DG 8¿ 5 2RT  ln 

[C]eq[D]eq

[A]eq[B]eq
 [12-4]

which is equivalent to Equation 12-2. Note that Equation 12-3 shows that the crite-
rion for spontaneity for a reaction is DG, a property of the actual concentrations of the 
reactants, not the constant DG 89. Thus, a reaction with a positive standard free energy 
change (a reaction that cannot occur when the reactants are present at standard 

BIOCHEMISTRY NOTEBOX 12-C

What Is a Calorie?

Most biochemists express quantities using the International System of units (Box 1-A), 
which includes the joule, named after physicist James Prescott Joule. The joule is actu-
ally a derived unit that can be defi ned in terms of different kinds of work (energy is the 
capacity to do work). For example, a joule is equivalent to the work done by applying a 
force of one newton through a distance of one meter; that is, 1 J 5 1 N ? m.

The joule has largely replaced the calorie, which is the amount of heat required to 
increase the temperature of 1 g of water by 18C. In practice, a calorie is a diffi cult thing 
to measure, but the term remains popular for referring to the energy content of food. 
However, a calorie is actually a fairly small quantity, so kilocalories (kcal), also known as 
large calories (Cal), are typically used. Thus, a nutrition label indicating that a table-
spoon of peanut butter contains 95 calories should really say 95 Cal, 95 kcal, or 95,000 cal. 
To avoid confusion, calories can always be converted to joules: 1 cal 5 4.1484 J and 
1 J 5 0.239 cal.

Question: How many joules are in one tablespoon of peanut butter?

TABLE 12-3  

Biochemical Standard State

Temperature 258C (298 K)
Pressure 1 atm
Reactant concentration 1 M
pH   7.0
  ([H1] 5 1027 M)
Water concentration 55.5 M
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concentrations) may proceed in vivo, depending on the concentrations of reactants 
in the cell (see Sample Calculation 12-2). Keep in mind that thermodynamic spon-
taneity does not imply a rapid reaction. Even a substance with a strong tendency to 
undergo reaction (DG V 0) will usually not react until acted upon by an enzyme 
that catalyzes the reaction.

SAMPLE CALCULATION 12-2

PROBLEMThe standard free energy change for the reaction catalyzed by phosphoglucomutase 
is 27.1 kJ ? mol21. Calculate the equilibrium constant for the reaction. Calculate 
DG at 378C when the concentration of glucose-1-phosphate is 1 mM and the 
concentration of glucose-6-phosphate is 25 mM. Is the reaction spontaneous 
under these conditions?

HOCH2

H

HO
OH

H

H

H OH
Glucose-1-phosphate

O
H H

HO
OH

H

H

H OH

O
H

OPO3
2�

�2O3POCH2

Glucose-6-phosphate

OH

SOLUTIONThe equilibrium constant K eq can be derived by rearranging Equation 12-2.

 K eq 5 e2DG 8¿yRT

 5 e2(27100 J?mol21)y(8.3145 J?K21?mol21)(298 K)

 5 e2.87 5 17.6

At 378C, T 5 310 K.

 DG 5 DG 8¿ 1 RT  ln 

[glucose-6-phosphate]

[glucose-1-phosphate]

 5 27100 J ? mol21 1 (8.3145 J ? K21 ? mol21)(310 K)ln(0.025y0.001)

 5 27100 J ? mol21 1 8300 J ? mol21

 5 11200 J ? mol21 5 11.2 kJ ? mol21

The reaction is not spontaneous because DG is greater than zero.

PRACTICE PROBLEMS4. Calculate DG for the reaction shown here when the initial concentration of 
glucose-1-phosphate is 5 mM and the initial concentration of glucose-6- 
phosphate is 20 mM. Is the reaction spontaneous under these conditions?

5. At equilibrium, the concentration of glucose-6-phosphate is 35 mM. What is 
the concentration of glucose-1-phosphate?

6. Calculate the ratio of the concentration of glucose-6-phosphate to the concentra-
tion of glucose-1-phosphate that gives a free energy change of –2.0 kJ ? mol21.

Unfavorable reactions are coupled 
to favorable reactions

A biochemical reaction may at fi rst seem to be thermodynamically forbidden be-
cause its free energy change is greater than zero. Yet the reaction can proceed in vivo 
when it is coupled to a second reaction whose value of DG is very large and negative 
so that the net change in free energy for the combined reactions is less than zero. 
ATP is often involved in such coupled processes because its reactions occur with a rela-
tively large negative change in free energy.
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Adenosine triphosphate (ATP) contains two phosphoanhydride bonds (Fig. 12-11). 
Cleavage of either of these bonds—that is, transfer of one or two of its phosphoryl 
groups to another molecule—is a reaction with a large negative standard free energy 
change (under physiological conditions, DG is even more negative). As a reference point, 
biochemists use the reaction in which a phosphoryl group is transferred to water—in 
other words, hydrolysis of the phosphoanhydride bond, such as

ATP 1 H2O S ADP 1 Pi

This is a spontaneous reaction with a DG 89 value of 230 kJ ? mol21.
The following example illustrates the role of ATP in a coupled reaction. Consider 

the phosphorylation of glucose by inorganic phosphate (HPO22
4  or Pi ), a thermo-

dynamically unfavorable reaction (DG 89 5 113.8 kJ ? mol21):

CH2OH

H

HO
OH
H

H

H OH
Glucose

O
H

OH

CH2OPO3
2�

H

HO
OH
H

H

H OH
Glucose-6-phosphate

OH

O
H

� Pi � H2O

When this reaction is combined with the ATP hydrolysis reaction, the values of 
DG 89 for each reaction are added:

 DG8¿
 glucose 1 Pi 

S glucose-6-phosphate 1 H2O 113.8 kJ ? mol21

 ATP 1 H2O S ADP 1 Pi 230.5 kJ ? mol21

 glucose 1 ATP S glucose-6-phosphate 1 ADP 216.7 kJ ? mol21

The net chemical reaction, the phosphorylation of glucose, is thermodynamically 
favorable (DG , 0). In vivo, this reaction is catalyzed by hexokinase (introduced in 
Section 6-3), and a phosphoryl group is transferred from ATP directly to glucose. 
The ATP is not actually hydrolyzed, and there is no free phosphoryl group fl oating 
around the enzyme. However, writing out the two coupled reactions, as shown 
above, makes it easier to see what’s going on thermodynamically.

Some biochemical processes appear to occur with the concomitant hydrolysis of 
ATP to ADP 1 Pi, for example, the operation of myosin and kinesin (Section 5-3) 
or the Na,K-ATPase ion pump (Section 9-3). But a closer look reveals that in all 

Figure 12-11 Adenosine triphosphate. 
The three phosphate groups are 
sometimes described by the Greek 
letters a, b, and g. The linkage between 
the fi rst (a) and second (b) phosphoryl 
groups, and between the second (b) 
and third (g), is a phosphoanhydride 
bond. A reaction in which one or two 
phosphoryl groups are transferred to 
another compound (a reaction in which 
a phosphoanhydride bond is cleaved) 
has a large negative value of DG 89.

? How does hydrolysis of a phospho-
anhydride bond affect the net charge 
of a nucleotide?

O OP P CH2O O

O

O�

O

O�

P

O
���

O�

O�

H H
H H

Adenosine

OHHO

N

N

NH2

N

N

AMP

ADP

ATP

phosphoanhydride
bonds
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these processes, ATP actually transfers a phosphoryl group to a protein. Later, the 
phosphoryl group is transferred to water, so the net reaction takes the form of ATP 
hydrolysis. The same ATP “hydrolysis” effect applies to some reactions in which the 
AMP moiety of ATP (rather than a phosphoryl group) is transferred to a substance, 
leaving inorganic pyrophosphate (PPi). Cleavage of the phosphoanhydride bond of 
PPi also has a large negative value of DG 89.

Because ATP appears to drive many thermodynamically unfavorable reactions, it 
is tempting to think of ATP as an agent that transfers packets of free energy around 
the cell. This is one reason why ATP is commonly called the energy currency of the 
cell. The general role of ATP in linking exergonic ATP-producing processes to 
 endergonic ATP-consuming processes can be diagrammed as

Nutrient

Waste product

Product

Precursor

catabolism anabolism

ADP � Pi

ATP

In this scheme, it appears that the “energy” of the catabolized nutrient is transferred 
to ATP, then the “energy” of ATP is transferred to another product in a biosynthetic 
reaction. However, free energy is not a tangible item, and there is nothing magic 
about ATP, as the question at the start of the chapter indicates. The two phospho-
anhydride bonds of ATP are sometimes called “high-energy” bonds, but they are no 
different from other covalent bonds. All that matters is that breaking these bonds is a 
process with a large negative free energy change. Using the simple example of ATP 
hydrolysis, we can state that a large amount of free energy is released when ATP is 
hydrolyzed because the products of the reaction have less free energy than the reac-
tants. It is worth examining two reasons why this is so.

1. The ATP hydrolysis products are more stable than the reactants. At physiological 
pH, ATP has three to four negative charges (its pK is close to 7), and the anion-
ic groups repel each other. In the products ADP and Pi, separation of the charges 
relieves some of this unfavorable electrostatic repulsion.

2. A compound with a phosphoanhydride bond experiences less resonance stabilization than 
its hydrolysis products. Resonance stabilization refl ects the degree of electron delocal-
ization in a molecule and can be roughly assessed by the number of different ways 
of depicting the molecule’s structure. There are fewer equivalent ways of arranging 
the bonds of the terminal phosphoryl group of ATP than there are in free Pi.

�O

�O

P ADP

O

Terminal phosphoryl group
of ATP

O

O

P ADP

O 2�

�O

�O

P OH

O

Inorganic phosphate
(Pi )

O

O

P O H��

O 3�

To summarize, ATP functions as an energy currency because its reaction is highly 
exergonic (�G V 0). The favorable ATP reaction (ATP S ADP) can therefore pull 

 WHAT’S so special about 

ATP?
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another, unfavorable reaction with it, provided that the sum of the free energy 
changes for both reactions is less than zero. In effect, the cell “spends” ATP to make 
another process happen.

Free energy can take different forms

ATP is not the only substance that functions as energy currency in the cell. Other 
compounds that participate in reactions with large negative changes in free energy 
can serve the same purpose. For example, a number of phosphorylated compounds 
other than ATP can give up their phosphoryl group to another molecule. Table 12-4 
lists the standard free energy changes for some of these reactions in which the phos-
phoryl group is transferred to water.

Although hydrolysis of the bond linking the phosphate group to the rest of the 
molecule could be a wasteful process (the product would be free phosphate, Pi), the 
values listed in the table are a guide to how such compounds would behave in a 
coupled reaction, such as the hexokinase reaction described above. For example, 
phosphocreatine has a standard free energy of hydrolysis of 243.1 kJ ? mol21:

H2N

CH2

COO�

Phosphocreatine

C NH P

O

O�

O�N

�

CH3

H2N

CH2

COO�

Creatine

C NH2

N

�

CH3

H2O Pi

Creatine has lower free energy than phosphocreatine since it has two, rather than 
one, resonance forms; this resonance stabilization contributes to the large negative 
free energy change when phosphocreatine transfers its phosphoryl group to another 
compound. In muscles, phosphocreatine transfers a phosphoryl group to ADP to 
produce ATP (Box 12-D).

TABLE 12-4  

Standard Free Energy Change 
for Phosphate Hydrolysis

Compound DG89 (kJ ? mol21)

Phosphoenolpyruvate 261.9
1,3-Bisphosphoglycerate 249.4
ATP n AMP 1 PPi 245.6
Phosphocreatine 243.1
ATP n ADP 1 Pi 230.5
Glucose-1-phosphate 220.9
PPi n 2 Pi 219.2
Glucose-6-phosphate 213.8
Glycerol-3-phosphate 29.2

BIOCHEMISTRY NOTEBOX 12-D

Powering Human Muscles

In resting muscles, when the demand for ATP is low, creatine kinase catalyzes the trans-
fer of a phosphoryl group from ATP to creatine to produce phosphocreatine:

ATP 1 creatine Δ phosphocreatine 1 ADP

This reaction runs in reverse when ADP concentrations rise, as they do when muscle 
contraction converts ATP to ADP 1 Pi. Phosphocreatine therefore acts as a sort of 
phosphoryl-group reservoir to maintain the supply of ATP. Cells cannot stockpile ATP; 
its concentration remains remarkably stable (between 2 and 5 mM in most cells) under 
widely varying levels of demand. Without phosphocreatine, a muscle would exhaust its 
ATP supply before it could be replenished by other, slower processes.

Different types of physical activity make different demands on a muscle’s ATP- 
generating mechanisms. A single burst of activity is powered by the available ATP. Ac-
tivities lasting up to a few seconds require phosphocreatine to maintain the ATP supply. 
Phosphocreatine itself is limited, so continued muscle contraction must rely on ATP 
produced by catabolizing glucose (obtained from the muscle’s store of glycogen) via 
glycolysis. The end product of this pathway is lactate, the conjugate base of a weak acid, 
and muscle pain sets in as the acid accumulates and the pH begins to drop. Up to this 
point, the muscle functions anaerobically (without the participation of O2). To continue 
its activity, it must switch to aerobic (O2-dependent) metabolism and further oxidize 
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 glucose via the citric acid cycle. The muscle also catabolizes fatty acids, whose products 
also enter the citric acid cycle. Recall that the citric acid cycle generates reduced cofactors 
that must be reoxidized by molecular oxygen. Aerobic metabolism of glucose and fatty 
acids is slower than anaerobic glycolysis, but it generates considerably more ATP. Some 
forms of physical activity and the systems that power them are diagrammed here.

[Figure adapted from McArdle, W. D., Katch, F. I., and Katch, V. L., Exercise Physiology (2nd ed.), 
p. 348, Lea & Febiger (1986).]

Anaerobic systems

high jump
power lift
shot put
tennis serve

sprints
football line play

200–400 m race
100 m swim

race
beyond
500 m

3 min

Phospho-
creatine

Aerobic systems

ATP

1.5 min
Duration of activity

10 s4 s

Glycolysis

Oxidative phosphorylation

A casual athlete can detect the shift from anaerobic to aerobic metabolism after about 
a minute and a half. In world-class athletes, the breakpoint occurs at about 150 to 170 
seconds, which corresponds roughly to the fi nish line in a 1000-meter race.

The muscles of sprinters have a high capacity for anaerobic ATP generation, whereas 
the muscles of distance runners are better adapted to produce ATP aerobically. Such dif-
ferences in energy metabolism are visibly manifest in the fl ight muscles of birds. Migra-
tory birds such as geese, which power their long fl ights primarily with fatty acids, have 
large numbers of mitochondria to carry out oxidative phosphorylation. The reddish-
brown color of the mitochondria gives the fl ight muscles a dark color. Birds that rarely 
fl y, such as chickens, have fewer mitochondria and lighter-colored muscles. When these 
birds do fl y, it is usually only a short burst of activity that is powered by anaerobic 
mechanisms.

Question: Why do some athletes believe that creatine supplements boost their 
performance?

Like ATP, other nucleoside triphosphates have large negative standard free energies 
of hydrolysis. GTP rather than ATP serves as the energy currency for reactions that 
occur during cellular signaling (Section 10-2) and protein synthesis (Section 22-3). In 
the cell, nucleoside triphosphates are freely interconverted by reactions such as the one 
catalyzed by nucleoside diphosphate kinase, which transfers a phosphoryl group from 
ATP to a nucleoside diphosphate (NDP):

ATP 1 NDP Δ ADP 1 NTP
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Because the reactants and products are energetically equivalent, DG 89 values for 
these reactions are near zero.

Another class of compounds that can release a large amount of free energy upon 
hydrolysis are thioesters, such as acetyl-CoA. Coenzyme A is a nucleotide derivative 
with a side chain ending in a sulfhydryl (SH) group (see Fig. 3-3a). An acyl or acetyl 
group (the “A” for which coenzyme A was named) is linked to the sulfhydryl group by 
a thioester bond. Hydrolysis of this bond has a DG 89 value of 231.5 kJ ? mol21, com-
parable to that of ATP hydrolysis:

CCH3 S
Acetyl-CoA

CoA CoA

O

thioester
bond

CCH3 SHO� �

OH2O

Hydrolysis of a thioester is more exergonic than the hydrolysis of an ordinary 
(oxygen) ester because thioesters have less resonance stability than oxygen esters, 
owing to the larger size of an S atom relative to an O atom. An acetyl group linked 
to coenzyme A can be readily transferred to another molecule because formation 
of the new linkage is powered by the favorable free energy change of breaking the 
thioester bond.

We have already seen that in oxidation–reduction reactions, cofactors such as 
NAD1 and ubiquinone can collect electrons. The reduced cofactors are a form of 
energy currency because their subsequent reoxidation by another compound occurs 
with a negative change in free energy. Ultimately, the transfer of electrons from one 
reduced cofactor to another and fi nally to oxygen, the fi nal electron acceptor in 
many cells, releases enough free energy to drive the synthesis of ATP.

Keep in mind that free energy changes occur not just as the result of chemical 
changes such as phosphoryl-group transfer or electron transfer. As decreed by the 
fi rst law of thermodynamics (Section 1-3), energy can take many forms. We will see 
that ATP production in cells depends on the energy of an electrochemical gradient, 
that is, an imbalance in the concentration of a substance (in this case, protons) on 
the two sides of a membrane. The free energy change of dissipating this gradient 
(allowing the system to move toward equilibrium) is converted to the mechanical 
energy of an enzyme that synthesizes ATP. In photosynthetic cells, the chemical re-
actions required to generate carbohydrates are ultimately driven by the free energy 
changes of reactions in which light-excited molecules return to a lower-energy state.

Regulation occurs at the steps with the largest free 
energy changes

In a series of reactions that make up a metabolic pathway, some reactions have 
DG values near zero. These near-equilibrium reactions are not subject to a strong 
driving force to proceed in either direction. Rather, fl ux can go forward or back-
ward, according to slight fl uctuations in the concentrations of reactants and 
products. When the concentrations of metabolites change, the enzymes that cat-
alyze these near-equilibrium reactions tend to act quickly to restore the near-
equilibrium state.

Reactions with large changes in free energy have a longer way to go to reach equi-
librium; these are the reactions that experience the greatest “urge” to proceed for-
ward. However, the enzymes that catalyze these reactions do not allow the reaction 
to reach equilibrium because they work too slowly. Often the enzymes are already 
saturated with substrate, so the reactions cannot go any faster (when [S] W KM, 
v < Vmax; Section 7-2). The rates of these far-from-equilibrium reactions limit fl ux 
through the entire pathway because the reactions function like dams.
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Cells can regulate fl ux through a pathway by adjusting the rate of a reaction with a 
large free energy change. This can be done by increasing the amount of enzyme that 
catalyzes that step or by altering the intrinsic activity of the enzyme through allo-
steric mechanisms (see Fig. 7-17). As soon as more metabolite has gotten past the 
dam, the near-equilibrium reactions go with the fl ow, allowing the pathway inter-
mediates to move toward the fi nal product. Most metabolic pathways do not have a 
single fl ow-control point, as the dam analogy might suggest. Instead, fl ux is typically 
controlled at several points to ensure that the pathway can work effi ciently as part of 
the cell’s entire metabolic network.

CONCEPT REVIEW
• Why must free energy changes be negative for reactions in vivo?
• What is the standard free energy change for a reaction and how is it related 

to the reaction’s equilibrium constant?
• Distinguish DG and DG89. How are they related?
• Why is it misleading to refer to ATP as a high-energy molecule?
• Explain why cleavage of one of ATP’s phosphoanhydride bonds releases 

large amounts of free energy.
• How do phosphorylated compounds, thioesters, and reduced cofactors 

appear to transfer free energy? What other forms of energy do cells use?
• Why do cells control the metabolic reactions that have large free energy 

changes?

12-1 Food and Fuel

• Polymeric food molecules such as starch, proteins, and triacyl-
glycerols are broken down to their monomeric components 
(glucose, amino acids, and fatty acids), which are absorbed. 
These materials are stored as polymers in a tissue-specifi c 
manner.

• Metabolic fuels are mobilized from glycogen, fat, and proteins as 
needed.

12-2 Metabolic Pathways

• Series of reactions known as metabolic pathways break down and 
synthesize biological molecules. Several pathways make use of the 
same small molecule intermediates.

• During the oxidation of amino acids, monosaccharides, and 
fatty acids, electrons are transferred to carriers such as NAD1 and 
ubiquinone. Reoxidation of the reduced cofactors drives the 
 synthesis of ATP by oxidative phosphorylation.

SUMMARY

• Metabolic pathways form a complex network, but not all cells or 
organisms carry out all possible metabolic processes. Humans 
rely on other organisms to supply vitamins and other essential 
materials.

12-3 Free Energy Changes in Metabolic Reactions

• The standard free energy change for a reaction is related to the 
equilibrium constant, but the actual free energy change is related 
to the actual cellular concentrations of reactants and products.

• A thermodynamically unfavorable reaction may proceed when it 
is coupled to a favorable process involving ATP, whose phospho-
anhydride bonds release a large amount of free energy when 
cleaved.

• Other forms of cellular energy currency include phosphorylated 
compounds, thioesters, and reduced cofactors.

• Cells regulate metabolic pathways at the steps that are farthest 
from equilibrium.

331
Free Energy Changes 

in Metabolic Reactions

c12MetabolismAndBioenergetics.indd Page 331  21/11/12  11:17 PM user-f409c12MetabolismAndBioenergetics.indd Page 331  21/11/12  11:17 PM user-f409



332

chemoautotroph
photoautotroph
heterotroph
catabolism
anabolism
metabolism
lipoprotein
metabolic fuel
mobilization
phosphorolysis
diabetes mellitus
lysosome
proteasome

metabolic pathway
metabolite
glycolysis
citric acid cycle
oxidation
reduction
redox reaction
cofactor
coenzyme
oxidative phosphorylation
fl ux
transcriptomics
transcriptome

microarray (DNA chip)
proteomics
proteome
metabolomics
metabolome
essential compound
vitamin
equilibrium constant (K eq )
standard free energy change (DG 89)
standard conditions
mass action ratio
resonance stabilization
thioester

GLOSSARY TERMS

Learn to use the KEGG database and explore the technology behind microarrays 
and two-dimensional gel electrophoresis.

BIOINFORMATICS PROJECT 6

METABOLIC ENZYMES,  MICROARRAYS, AND PROTEOMICS

PROBLEMS

12-1 Food and Fuel

 1. Classify the following organisms as chemoautotrophs, pho-
toautotrophs, or heterotrophs:

(a) Hydrogenobacter, which converts molecular hydrogen and 
oxygen to water
(b) Arabidopsis thaliana, a green plant
(c) The nitrosifying bacteria, which oxidize NH3 to nitrite
(d) Saccharomyces cerevisiae, yeast
(e) Caenorhabditis elegans, a nematode worm
(f ) The Thiothrix bacteria, which oxidize hydrogen sulfi de
(g) Cyanobacteria (erroneously termed “blue-green algae” in 
the past)

 2. The purple nonsulfur bacteria obtain their cellular energy 
from a photosynthetic process that does not produce oxygen. These 
bacteria also require an organic carbon source. Using the terms in 
this chapter, coin a new term that describes the trophic strategy of 
this organism.

 3. Digestion of carbohydrates begins in the mouth, where sali-
vary amylases act on dietary starch. When the food is swallowed and 
enters the stomach, carbohydrate digestion ceases (it resumes in the 
small intestine). Why does carbohydrate digestion not occur in the 
stomach?

 4. Pancreatic amylase, which is similar to salivary amylase, is 
secreted by the pancreas into the small intestine. The active site of 
pancreatic amylase accommodates fi ve glucosyl residues and cleaves 
the glycosidic bond between the second and third residues. The 
enzyme cannot accommodate branched chains.

(a) What are the main products of amylose digestion?
(b) What are the products of amylopectin digestion?

 5. Starch digestion is completed by the enzymes isomaltase (or 
a-dextrinase), which catalyzes the hydrolysis of a(1 S 6) glycosidic 

bonds, and maltase, which hydrolyzes a(1 S 4) bonds. Why are 
these enzymes needed in addition to a-amylase?

 6. Monosaccharides, the products of polysaccharide and disac-
charide digestion, enter the cells lining the intestine via a specialized 
transport system. What is the source of free energy for this transport 
process?

 7. Unlike the monosaccharides described in Problem 6, sugar 
alcohols such as sorbitol (see Solution 11-28) are absorbed via pas-
sive diffusion. Why? What process occurs more rapidly, passive dif-
fusion or passive transport?

 8. Use what you know about the properties of alcohol (ethanol) 
to describe how it is absorbed in both the stomach and the small 
intestine. What effect does the presence of food have on the absorp-
tion of ethanol?

 9. Nucleic acids that are present in food are hydrolyzed by 
digestive enzymes. What type of mechanism most likely mediates 
the entry of the reaction products into intestinal cells?

10. Hydrolysis of proteins begins in the stomach, catalyzed by 
the hydrochloric acid secreted into the stomach by parietal cells. 
Draw the reaction that shows the hydrolysis of a peptide bond.

11. How does the low pH of the stomach affect protein struc-
ture in such a way that the proteins are prepared for hydrolytic 
digestion?

12. Like the serine proteases (see Section 6-4), pepsin is made 
as a zymogen and is inactive at its site of synthesis, where the pH 
is 7. Pepsin becomes activated when secreted into the stomach, 
where it encounters a pH of ,2. Pepsinogen contains a “basic 
peptide” that blocks its active site at pH 7. The basic peptide dis-
sociates from the active site at pH 2 and is cleaved, resulting in the 
formation of the active form of the enzyme. What amino acids 
residues are found in the active site of pepsin? Why does the basic 
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peptide bind tightly to the active site at pH 7 and why does it dis-
sociate at the lower pH?

13. The cleavage of peptide bonds in the stomach is catalyzed 
both by hydrochloric acid (see Problem 10) and by the stomach 
enzyme pepsin. Peptide bond cleavage continues in the small intes-
tine, catalyzed by the pancreatic enzymes trypsin and chymotrypsin. 
At what pH does pepsin function optimally; that is, at what pH is 
the Vmax for pepsin greatest? Is the pH optimum for pepsin different 
from that for trypsin and chymotrypsin? Explain.

14. Scientists have recently discovered why the botulinum toxin 
survives the acidic environment of the stomach. The toxin forms a 
complex with a second nontoxic protein that acts as a shield to pro-
tect the botulinum toxin from being digested by stomach enzymes. 
Upon entry into the small intestine, the two proteins dissociate and 
the botulinum toxin is released. What is the likely interaction 
between the botulinum toxin and the nontoxic protein, and why 
does the complex form readily in the stomach but not in the small 
intestine?

15. Free amino acid transport from the intestinal lumen into 
intestinal cells requires Na1 ions. Draw a diagram that illustrates 
amino acid transport into these cells.

16. In oral rehydration therapy (ORT), patients suffering from 
diarrhea are given a solution consisting of a mixture of glucose and 
electrolytes. Some formulations also contain amino acids. Why are 
electrolytes added to the mixture?

17. Triacylglycerol digestion begins in the stomach. Gastric lipase 
catalyzes hydrolysis of the fatty acid from the third glycerol carbon.

(a) Draw the reactants and products of this reaction.
(b) Conversion of the triacylglycerol to a diacylglycerol and a 
fatty acid promotes emulsifi cation of fats in the stomach; that 
is, the products are more easily incorporated into micelles. 
Explain why.

18. Most of the fatty acids produced in the reaction described in 
Problem 17 form micelles and are absorbed as such, but a small 
percentage of fatty acids are free and are transported into the intes-
tinal epithelial cells without the need for a transport protein. Explain 
why a transport protein is not required.

19. The cells lining the small intestine absorb cholesterol but not 
cholesteryl esters. Draw the reaction catalyzed by cholesteryl ester-
ase that produces cholesterol from cholesteryl stearate.

20. Some cholesterol is converted back to cholesteryl esters in 
the epithelial cells lining the small intestine (the reverse of the reac-
tion described in Problem 19). Both cholesterol and cholesteryl 
esters are packaged into particles called chylomicrons, which consist 
of lipid and protein. Use what you know about the physical proper-
ties of cholesterol and cholesteryl esters to describe their locations in 
the chylomicron particle.

21. (a) Consider the physical properties of a polar glycogen 
 molecule and an aggregation of hydrophobic triacylglycerols. On a 
per-weight basis, why is fat a more effi cient form of energy storage 
than glycogen?

(b) Explain why there is an upper limit to the size of a glycogen 
molecule but there is no upper limit to the amount of triacyl-
glycerols that an adipocyte can store.

22. Glycogen can be expanded quickly, by adding glucose resi-
dues to its many branches, and degraded quickly, by simultaneously 
removing glucose from the ends of these branches. Are the enzymes 

that catalyze these processes specifi c for the reducing or nonreduc-
ing ends of the glycogen polymer? Explain.

23. The phosphorolysis reaction that removes glucose residues 
from glycogen yields as its product glucose-1-phosphate. Glucose-
1-phosphate is isomerized to glucose-6-phosphate; then the phos-
phate group is removed in a hydrolysis reaction. Why is it necessary 
to remove the phosphate group before the glucose exits the cell to 
enter the circulation?

24. Hydrolytic enzymes encased within the membrane-bound 
lysosomes all work optimally at pH ,5. This feature serves as a cel-
lular “insurance policy” in the event of lysosomal enzyme leakage 
into the cytosol. Explain.

12-2 Metabolic Pathways

25. The common intermediates listed in the table below appear 
as reactants or products in several pathways. Place a checkmark in 
the box that indicates the appropriate pathway for each reactant.

  Citric acid  Fatty acid
 Glycolysis cycle metabolism

Acetyl-CoA
Glyceraldehyde-
 3-phosphate
Pyruvate

 Triacylglycerol  
 synthesis Photosynthesis Transamination

Acetyl-CoA
Glyceraldehyde-
 3-phosphate
Pyruvate

26. For each of the (unbalanced) reactions shown below, tell 
whether the reactant is being oxidized or reduced.

(a) A reaction from the catabolic glycolytic pathway

  

H

C

C

CH2OPO3
2� HPO4

2�

H

OH

O

H

C

C

CH2OPO3
2�

OPO3
2�

OH

O

(b) A reaction from the fatty acid synthesis pathway

  O

C SCoACH2R CH2 CH2

O

C SCoA

H

CC

H

CH2R

(c) A reaction associated with the catabolic glycolytic pathway

   

C

C

CH3

O�

O

O

H

C

C

CH3

O�

OH

O

c12MetabolismAndBioenergetics.indd Page 333  21/08/12  5:27 PM user-F391c12MetabolismAndBioenergetics.indd Page 333  21/08/12  5:27 PM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



334

COO��H3NCOO�

CH3

C O �

CH

CH2

COO�

CH2

(c)

COO�
COO�

C

CH2

CH2

COO�

O
��H3N CH

CH3

(d)

CoAC

O

H3C S

COO�

CH3

C O � CoA � CO2SH

34. Why is niacin technically not a vitamin?

12-3 Free Energy Changes in Metabolic Reactions

35. Consider two reactions: A Δ B and C Δ D. K eq for 
the A Δ B reaction is 10, and K eq for the C Δ D reaction is 
0.1. You place 1 mM A in tube 1 and 1 mM C in tube 2 and allow 
the reactions to reach equilibrium. Without doing any calculations, 
determine whether the concentration of B in tube 1 will be greater 
than or less than the concentration of D in tube 2.

36. Calculate the DG 89 values for the reactions described in 
Problem 35. Assume a temperature of 378C.

37. For the reaction E Δ F, K eq 5 1.
(a) Without doing any calculations, what can you conclude 
about the DG 89 value for the reaction?
(b) You place 1 mM F in a tube and allow the reaction to reach 
equilibrium. Determine the fi nal concentrations of E and F.

38. Refer to the hypothetical reaction described in Problem 37. 
Determine the direction the reaction will proceed if you place 
5 mM E and 2 mM F in a test tube. What are the fi nal concentra-
tions of E and F?

39. Calculate the DG value for the A Δ B reaction described 
in Problem 35 when the concentrations of A and B are 0.9 mM and 
0.1 mM, respectively. In which direction will the reaction proceed?

40. Calculate the DG value for the C Δ D reaction 
described in Problem 35 when the concentrations of C and D are 
0.9 mM and 0.1 mM, respectively. In which direction will the reac-
tion proceed?

41. (a) The DG  89 value for a hypothetical reaction is 10 kJ ? mol21. 
Compare the K eq for this reaction with the K eq for a reaction whose 
DG 89 value is twice as large.

(b) Carry out the same exercise for a hypothetical reaction 
whose DG 89 value is 210 kJ ? mol21.

42. Use the standard free energies provided in Table 12-4 to cal-
culate the DG 89 for the isomerization of glucose-1-phosphate to 
glucose-6-phosphate.

(a) Is this reaction spontaneous under standard conditions?
(b) Is the reaction spontaneous when the concentration of 
glucose-6-phosphate is 5 mM and the concentration of 
glucose-1-phosphate is 0.1 mM?

(d) A reaction associated with the anabolic pentose phosphate 
pathway

OHH

H

OH

OH H

O

OH

H

CH2OPO3
2�

H

H

OH

HH

H

O

OH

CH2OPO3
2�

O

OH

27. For each of the reactions shown in Problem 26, identify the 
cofactor as NAD1, NADP1, NADH, or NADPH.

28. A potential way to reduce the concentration of methane, a green-
house gas, is to take advantage of sulfate-reducing bacteria. (a) Complete 
the chemical equation for methane consumption by these organisms:

CH4 1 SO22
4 S ________ 1 HS2 1 H2O

 Identify the reaction component that undergoes (b) oxidation and 
(c) reduction.

29. Vitamin B12 is synthesized by certain gastrointestinal bacteria 
and is also found in foods of animal origin such as meat, milk, eggs, 
and fi sh. When vitamin B12–containing foods are consumed, the vita-
min is released from the food and binds to a salivary vitamin B12– 
binding protein called haptocorrin. The haptocorrin–vitamin B12 
complex passes from the stomach to the small intestine, where the 
vitamin is released from the haptocorrin and then binds to intrinsic 
factor (IF). The IF–vitamin B12 complex then enters the cells lining the 
intestine by receptor-mediated endocytosis. Using this information, 
make a list of individuals most at risk for vitamin B12 defi ciency.

30. Hartnup disease is a hereditary disorder caused by a defective 
transporter for nonpolar amino acids.

(a) The symptoms of the disease (photosensitivity and neuro-
logical abnormalities) can be prevented through dietary 
adjustments. What sort of diet would be effective?
(b) Patients with Hartnup disease often exhibit pellagra-like 
symptoms. Explain.

31. A vitamin K–dependent carboxylase enzyme catalyzes the 
g- carboxylation of specifi c glutamate residues in blood coagulation 
proteins.

(a) Draw the structure of a g-carboxyglutamate residue.
(b) Why does this post-translational modifi cation assist coagula-
tion proteins in binding the Ca21 ions required for blood clotting?

32. Would you expect vitamin A to be more easily absorbed 
from raw or from cooked carrots? Explain.

33. Refer to Table 12-2 and identify the vitamin required to 
accomplish each of the following reactions:

H
CN C

O

OH

COO�

CH3

C O � ATP � HCO3
�

COO�

C

COO�

CH2

O � ADP � Pi

H
CN C

O(a)

(b)
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51. (a) The complete oxidation of glucose releases a consider-
able amount of energy. The DG 89 for the reaction shown below is 
22850 kJ ? mol21.

C6H12O6 1 6 O2 S 6 CO2 1 6 H2O

 How many moles of ATP could be produced under standard 
conditions from the oxidation of one mole of glucose, assuming 
about 33% effi ciency?
(b) The oxidation of palmitate, a 16-carbon saturated fatty 
acid, releases 9781 kJ ? mol21.

C16H32O2 1 23 O2 S 16 CO2 1 16 H2O

 How many moles of ATP could be produced under standard 
conditions from the oxidation of one mole of palmitate, 
assuming 33% effi ciency?
(c) Calculate the number of ATP molecules produced per 
carbon for glucose and palmitate. Explain the reason for the 
difference.

52. A moderately active adult female weighing 125 pounds must 
consume 2200 Calories of food daily.

(a) If this energy is used to synthesize ATP, calculate the 
number of moles of ATP that would be synthesized each day 
under standard conditions (assuming 33% effi ciency).
(b) Calculate the number of grams of ATP that would be 
synthesized each day. The molar mass of ATP is 505 g ? mol21. 
What is the mass of ATP in pounds? (2.2 kg 5 1 lb)
(c) There is approximately 40 g of ATP in the adult 125-lb 
female. Considering this fact and your answer to part (b), 
suggest an explanation that is consistent with these fi ndings.

53. Calculate how many apples (see Solution 45) would be 
required to provide the amount of ATP calculated in Problem 52.

54. Calculate how many large hot chocolate drinks (see Solution 46) 
would be required to provide the amount of ATP calculated in 
Problem 52.

55. Which of the compounds listed in Table 12-4 could be 
involved in a reaction coupled to the synthesis of ATP from ADP 1 
Pi ?

56. Which of the compounds listed in Table 12-4 could be involved 
in a reaction coupled to the hydrolysis of ATP to ADP 1 Pi ?

57. Citrate is isomerized to isocitrate in the citric acid cycle 
(Chapter 14). The reaction is catalyzed by the enzyme aconitase. 
The DG 89 of the reaction is 5 kJ ? mol21. The kinetics of the reac-
tion are studied in vitro, where 1 M citrate and 1 M isocitrate are 
added to an aqueous solution of the enzyme at 258C.

(a) What is the K eq for the reaction?
(b) What are the equilibrium concentrations of the reactant and 
product?
(c) What is the preferred direction of the reaction under 
standard conditions?
(d) The aconitase reaction is the second step of an eight-step 
pathway and occurs in the direction shown in the fi gure. How 
can you reconcile these facts with your answer to part (c)?

CH2 COO�

COO�HO

CH2

Citrate

COO�

C

CH2 COO�

COO�

CHHO
Isocitrate

COO�

HC
aconitase

43. Calculate DG for the hydrolysis of ATP under cellular condi-
tions, where [ATP] 5 3 mM, [ADP] 5 1 mM, and [Pi ] 5 5 mM.

44. The standard free energy change for the reaction catalyzed by 
triose phosphate isomerase is 7.9 kJ ? mol21.

H

C O

CH OH

CH2OPO3        
2�

Glyceraldehyde-3-phosphate Dihydroxyacetone phosphate

CH2OPO3        
2�

H

C

C

OH

O

H

(a) Calculate the equilibrium constant for the reaction.
(b) Calculate DG at 378C when the concentration of 
 glyceraldehyde-3-phosphate is 0.1 mM and the concentration of 
dihydroxyacetone phosphate is 0.5 mM.
(c) Is the reaction spontaneous under these conditions? Would 
the reverse reaction be spontaneous?

45. An apple contains about 72 Calories. Express this quantity 
in terms of ATP equivalents (that is, how many ATP S ADP 1 
Pi reactions?).

46. A large hot chocolate with whipped cream purchased at a 
national coffee chain contains 760 calories. Express this quantity in 
terms of ATP equivalents (see Problem 45).

47. Use the graph below to sketch the free energy changes for (a) 
the glucose 1 Pi S glucose-6-phosphate reaction, (b) the ATP 1 
H2O S ADP 1 Pi reaction, and (c) the coupled reaction (see 
 Section 12-3).

Reaction coordinate

G

48. Some studies (but not all) show that creatine supplementa-
tion increases performance in high-intensity exercises lasting less 
than 30 seconds. Would you expect creatine supplements to affect 
endurance exercise?

49. The DG 89 for the hydrolysis of ATP under standard conditions 
at pH 7 and in the presence of magnesium ions is 230.5 kJ ? mol21.

(a) How would this value change if ATP hydrolysis was carried 
out at a pH of less than 7? Explain.
(b) How would this value change if magnesium ions were not 
present?

50. The DG 89 for the formation of UDP–glucose from glucose-1-
phosphate and UTP is about zero. Yet the production of UDP– 
glucose is highly favorable. What is the driving force for this reaction?

glucose-1-phosphate 1 UTP Δ UDP–glucose 1 PPi
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achieve a 250-mM intracellular concentration of glucose-6-
phosphate when the concentrations of ATP and ADP are 5.0 mM 
and 1.25 mM, respectively?
(f ) Which route is more feasible to accomplish the phosphorylation 
of glucose to glucose-6-phosphate: the direct phosphorylation by Pi 
or the coupling of this phosphorylation to ATP hydrolysis? Explain.

61. Fructose-6-phosphate is phosphorylated to fructose-1,6-
bisphosphate as part of the glycolytic pathway. The phosphorylation 
of fructose-6-phosphate by phosphate is described by the following 
equation:

fructose-6-phosphate 1 Pi Δ fructose-1,6-bisphosphate
DG 8¿ 5 47.7 kJ ? mol21.

(a) What is the ratio of fructose-1,6-bisphosphate to fructose-6-
phosphate at equilibrium if the concentration of phosphate in 
the cell is 5 mM?
(b) Suppose that the phosphorylation of fructose-6-phosphate 
is coupled to the hydrolysis of ATP.

ATP 1 H2O Δ ADP 1 Pi  DG 8¿ 5 230.5 kJ ? mol21

 Write the new equation that describes the phosphorylation of 
fructose-6-phosphate coupled with ATP hydrolysis. Calculate the 
DG 89 for the reaction.
(c) What is the ratio of fructose-1,6-bisphosphate to fructose-6-
phosphate at equilibrium for the reaction you wrote in part (b) if the 
equilibrium concentration of ATP 5 3 mM and [ADP] 5 1 mM?
(d) Write a concise paragraph that summarizes your fi ndings 
above.
(e) One can envision two mechanisms for coupling ATP 
hydrolysis to the phosphorylation of fructose-6-phosphate, 
yielding the same overall reaction:

 Mechanism 1: ATP is hydrolyzed as fructose-6-phosphate is 
transformed to fructose-1,6-bisphosphate:

fructose-6-phosphate 1 Pi Δ fructose-1,6-bisphosphate
ATP 1 H2O Δ ADP 1 Pi

 Mechanism 2: ATP transfers its g-phosphate directly to fructose-
6-phosphate in one step, producing fructose-1,6-bisphosphate.

fructose-6-phosphate 1 ATP 1 H2O Δ
fructose-1,6-bisphosphate 1 ADP

 Choose one of the above mechanisms as the more biochemically 
feasible and provide a rationale for your choice.

62. Glyceraldehyde-3-phosphate (GAP) is eventually converted 
to 3-phosphoglycerate (3PG) in the glycolytic pathway.

H

C O

CH OH

CH2OPO3
2�

Glyceraldehyde-3-phosphate

O

C O�

CH OH

CH2OPO3
2�

3-Phosphoglycerate

O

C OPO3
2�

CH OH

CH2OPO3
2�

1,3-Bisphosphoglycerate (1,3-BPG)

58. The equilibrium constant for the conversion of glucose-6-
phosphate to fructose-6-phosphate is 0.41. The reaction is reversible 
and is catalyzed by the enzyme phosphoglucose isomerase.

OH H

HH

H OH

OH OH

O

H

CH2OPO3
2�

CH2OPO3
2�

H
H

HOH

Glucose-6-phosphate Fructose-6-phosphate

HO
OH

O CH2OHphosphoglucose
isomerase

(a) What is the DG 89 for this reaction? Would this reaction 
proceed in the direction written under standard conditions?
(b) What is the DG for this reaction at 378C when the concen-
tration of glucose-6-phosphate is 2.0 mM and the concentration 
of the fructose-6-phosphate is 0.5 mM? Would the reaction 
proceed in the direction written under these cellular conditions?

59. The conversion of glutamate to glutamine is unfavorable. In 
order for this transformation to occur in the cell, it must be coupled 
to the hydrolysis of ATP. Consider two possible mechanisms:

Mechanism 1: glutamate 1 NH3 Δ glutamine
ATP 1 H2O Δ ADP 1 Pi

Mechanism 2: glutamate 1 ATP Δ g-glutamylphosphate 1 ADP 

g-glutamylphosphate 1 H2O 1 NH3 Δ glutamine 1 Pi

 Write the overall equation for the reaction for each mechanism. Is 
one mechanism more likely than the other? Or are both mecha-
nisms equally feasible for the conversion of glutamate to glutamine? 
Explain.

60. The phosphorylation of glucose to glucose-6-phosphate is 
the fi rst step of glycolysis (Chapter 13). The phosphorylation of 
glucose by phosphate is described by the following equation:

glucose 1 Pi Δ glucose-6-phosphate 1 H2O
DG 8¿ 5 113.8 kJ ? mol21.

(a) Calculate the equilibrium constant for the above reaction.
(b) What would the equilibrium concentration of glucose-6-
phosphate be under cellular conditions of [glucose] 5 [Pi ] 5 
5 mM if glucose was phosphorylated according to the reaction 
above? Does this reaction provide a feasible route for the 
production of glucose-6-phosphate for the glycolytic pathway?
(c) One way to increase the amount of product is to increase 
the concentrations of the reactants. This would decrease the 
mass action ratio (see Equation 12-3) and would theoretically 
make the reaction as written more favorable. If the cellular 
concentration of phosphate is 5 mM, what concentration of 
glucose would be required to achieve a glucose-6-phosphate 
concentration of 250 mM? Is this strategy physiologically 
feasible, given that the solubility of glucose in aqueous medium 
is less than 1 M?
(d) Another way to promote the formation of glucose-6- 
phosphate is to couple the phosphorylation of glucose to the 
hydrolysis of ATP as shown in Section 12-3. Calculate K eq for 
the reaction in which glucose is converted to glucose-6-phos-
phate with concomitant ATP hydrolysis.
(e) When the ATP-dependent phosphorylation of glucose is 
carried out, what concentration of glucose is needed to 
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 phosphoanhydride bond cleavage. In the ligase-catalyzed reaction, 
ATP is hydrolyzed to AMP:

ATP � nicked bond
AMP � PPi � phosphodiester bond

ligase

 The equilibrium constant expression for this reaction can be rear-
ranged to defi ne a constant, C, as follows:

K eq 5
[phosphodiester bond][AMP][PPi]

[nick][ATP]

[nick]

[phosphodiester bond]
5

[AMP][PPi]

K eq[ATP]

C 5
[PPi]

K eq[ATP]

[nick]

[phosphodiester bond]
5 C [AMP]

 Researchers have determined the ratio of nicked bonds to phospho-
diester bonds at various concentrations of AMP.

(a) Using the data provided, construct a plot of [nick]/
[phosphodiester bond] versus [AMP] and determine the 
value of C from the plot.

[AMP] (mM) [nick]/[phosphodiester bond]

 10  4.0 3 1025

 15  4.3 3 1025

 20  5.47 3 1025

 25  6.67 3 1025

 30  8.67 3 1025

 35  9.47 3 1025

 40  9.30 3 1025

 45  1.0 3 1024

 50  1.13 3 1024

(b) Determine the value of K eq for the reaction, given that the 
concentrations of PPi and ATP were held constant at 1.0 mM 
and 14 mM, respectively.
(c) What is the value of DG 89 for the reaction?
(d) What is the value of DG 89 for the following reaction?

nicked bond Δ phosphodiester bond

 Note that the DG 89 for the hydrolysis of ATP to AMP and PPi is 
248.5 kJ ? mol21 in the presence of 10 mM Mg21, the condi-
tions used in these experiments.
(e) The DG 89 for the hydrolysis of a typical phosphomonoester 
to yield Pi and an alcohol is 213.8 kJ ? mol21. Compare the 
stability of the phosphodiester bond in DNA to the stability of a 
typical phosphomonoester bond.

 Consider these two scenarios:

 I.   GAP is oxidized to 1,3-BPG (DG 89 5 6.7 kJ ? mol21), 
which is subsequently hydrolyzed to yield 3PG (DG 89 5 
249.3 kJ ? mol21)

II.   GAP is oxidized to 1,3-BPG, which then transfers its 
phosphate to ADP, yielding ATP (DG 89 5 218.8 kJ ? mol21).

 Write the overall equations for the two scenarios. Which is 
more likely to occur in the cell, and why?

63. Palmitate is activated in the cell by forming a thioester bond 
to coenzyme A. The DG 89 for the synthesis of palmitoyl-CoA from 
palmitate and coenzyme A is 31.5 kJ ? mol21.

H3C (CH2)14 O� CoA�

O

C

H3C (CH2)14 H2OS CoA �

O

C

(a) What is the ratio of products to reactants at equilibrium for 
the reaction? Is the reaction favorable? Explain.
(b) Suppose the synthesis of palmitoyl-CoA were coupled with 
ATP hydrolysis. The standard free energy for the hydrolysis of 
the ATP to ADP is listed in Table 12-4. Write the new equation 
for the activation of palmitate when coupled with ATP hydroly-
sis to ADP. Calculate DG 89 for the reaction. What is the ratio of 
products to reactants at equilibrium for the reaction? Is the 
reaction favorable? Compare your answer to the answer you 
obtained in part (a).
(c) Suppose the reaction described in part (a) were coupled with 
ATP hydrolysis to AMP; the standard free energy for the 
hydrolysis of ATP to AMP is listed in Table 12-4. Write the new 
equation for the activation of palmitate when coupled with ATP 
hydrolysis to AMP. Calculate DG 89 for the reaction. What is the 
ratio of products to reactants at equilibrium for the reaction? Is 
the reaction favorable? Compare your answer to the answer you 
obtained in part (b).
(d) Pyrophosphate, PPi , is hydrolyzed to 2 Pi, as shown in 
Table 12-4. The activation of palmitate, as described in part (c), 
is coupled to the hydrolysis of pyrophosphate. Write the 
equation for this coupled reaction and calculate the DG 89. What 
is the ratio of products to reactants at equilibrium for the 
reaction? Is the reaction favorable? Compare your answer to the 
answers you obtained in parts (b) and (c).

64. DNA containing broken phosphodiester bonds (“nicks”) can 
be repaired by the action of a ligase enzyme. Formation of a new 
phosphodiester bond in DNA requires the free energy of ATP 
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THIS CHAPTER IN CONTEXT

Do You Remember?
 Enzymes accelerate chemical reactions using acid–base catalysis, covalent 

catalysis, and metal ion catalysis (Section 6-2).

 Glucose polymers include the fuel-storage polysaccharides starch and glycogen 

and the structural polysaccharide cellulose (Section 11-2).

 Coenzymes such as NAD1 and ubiquinone collect electrons from compounds that 

become oxidized (Section 12-2).

 A reaction with a large negative change in free energy can be coupled to another 

unfavorable reaction (Section 12-3).

 A reaction that breaks a phosphoanhydride bond in ATP occurs with a large 

change in free energy (Section 12-3).

 Nonequilibrium reactions often serve as metabolic control points (Section 12-3).

Part 3 Metabolism

  13 Glucose 
Metabolism

Part 4 Genetic Information

Part 1 Foundations

Part 2  Molecular Structure 
and Function

[SciMAT/Photo Researchers, Inc.]

HOW do yeast transform sugars into other substances?

Yeast, such as the ones pictured here, have been used in brewing and baking 
for thousands of years. Until relatively recently, their ability to produce 
bubbles (CO2 gas) and intoxicants (ethanol) was believed to be a unique 
property of living things that possessed a “vital force.” However, in the mid-

1800s, scientists began developing techniques for preparing cell extracts and 
then for isolating individual enzymes, and it became clear that the conversion 
of glucose to CO2, ethanol, and other substances was the result of a series 
of enzyme-catalyzed chemical reactions. Modern biochemists, who continue 

to work with model organisms such as yeast, strive to describe each chemical 
process in detail, revealing a great deal about how yeast—and all organisms—carry out 

essential metabolic activities.
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Glucose occupies a central position in the metabolism of most cells. It is a 
major source of metabolic energy (in some cells, it is the only source), and 
it provides the precursors for the synthesis of other biomolecules. Recall 
that glucose is stored in polymeric form as starch in plants and as glycogen 
in animals (Section 11-2). The breakdown of these polymers provides glu-
cose monomers that can be catabolized to release energy. The conversion of 
the six-carbon glucose to the three-carbon pyruvate, a pathway we now call 
glycolysis, occurs in ten steps. As a result of many years of research, we 
know a great deal about the pathway’s nine intermediates and the enzymes 
that mediate their chemical transformations. We have also learned that 
 glycolysis, along with other metabolic pathways, exhibits the following 
properties:

1. Each step of the pathway is catalyzed by a distinct enzyme.
2. The free energy consumed or released in certain reactions is transferred 

by molecules such as ATP and NADH.
3. The rate of the pathway can be controlled by altering the activity of 

individual enzymes.

If metabolic processes did not occur via multiple enzyme-catalyzed 
steps, cells would have little control over the amount and type of reaction 
products and no way to manage free energy. For example, the combustion 
of glucose and O2 to CO2 and H2O—if allowed to occur in one grand 
 explosion—would release about 2850 kJ ? mol21 of free energy all at once. 
In the cell, glucose combustion requires many steps so that the cell can recover 
its free energy in smaller, more useful quantities.

In this chapter, we will examine the major metabolic pathways involv-
ing glucose. Figure 13-1 shows how these pathways relate to the general 
metabolic scheme outlined in Figure 12-10. The highlighted pathways 
include the interconversion of the monosaccharide glucose with its poly-
meric form glycogen, the  degradation of glucose to the three-carbon inter-
mediate pyruvate (the glycolytic pathway), the synthesis of glucose from 
smaller compounds (gluconeogenesis), and the conversion of glucose to 
the fi ve-carbon monosaccharide ribose. For all the pathways, we will pre-
sent the intermediates and some of the relevant enzymes. We will also 
 examine the thermodynamics of reactions that release or consume large 
amounts of free energy and discuss how some of these reactions are 
 regulated.

Glycolysis appears to be an ancient metabolic pathway. The fact that it does not 
require molecular oxygen suggests that it evolved before photosynthesis increased 
the level of atmospheric O2. Overall, glycolysis is a series of 10 enzyme-catalyzed 
steps in which a six-carbon glucose molecule is broken down into two three-carbon 
pyruvate molecules. This catabolic pathway is accompanied by the phosphoryla-
tion of two molecules of ADP (to produce 2 ATP) and the reduction of two mol-
ecules of NAD1. The net equation for the pathway (ignoring water and protons) is

glucose 1 2 NAD1 1 2 ADP 1 2 Pi S 2 pyruvate 1 2 NADH 1 2 ATP

It is convenient to divide the 10 reactions of glycolysis into two phases. In the 
fi rst (Reactions 1–5), the hexose is phosphorylated and cleaved in half. In the second 
(Reactions 6–10), the three-carbon molecules are converted to pyruvate (Fig. 13-2).

KEY CONCEPTS
• Glycolysis is a 10-step pathway in 

which glucose is converted to two 
molecules of pyruvate.

• Energy is invested in the fi rst half of 
the pathway, and the second half of 
the pathway generates 2 ATP and 
2 NADH.

• Flux through the pathway is 
controlled primarily at the 
phosphofructokinase step.

• Pyruvate can be converted to 
lactate, acetyl-CoA, or oxaloacetate.

13-1 Glycolysis

Figure 13-1 Glucose metabolism in context. 
(1) The polysaccharide glycogen is degraded 
to glucose, which is then catabolized by the 
glycolytic pathway (2) to the three-carbon 
intermediate pyruvate. Gluconeogenesis (3) 
is the pathway for the synthesis of glucose 
from smaller precursors. Glucose can then 
be reincorporated into glycogen (4). The 
conversion of glucose to ribose, a component 
of nucleotides, is not shown in this diagram.
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 See Guided Exploration. Glycolysis 
overview.
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Figure 13-2 The reactions of glycolysis. The substrates, products, and enzymes 
corresponding to the 10 steps of the pathway are shown. Shading indicates the 
substrates (purple) and products (green) of the pathway as a whole.  See Animated 
Figure. Overview of glycolysis.

? Next to each reaction, write the term that describes the type of chemical change 
that occurs.
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As you examine each of the reactions of glycolysis described in the following pages, 
note how the reaction substrates are converted to products by the action of an en-
zyme (and note how the enzyme’s name often reveals its purpose). Pay attention also 
to the free energy change of each reaction.

Reactions 1–5 are the energy-investment 
phase of glycolysis

The fi rst fi ve reactions of glycolysis can be considered a preparatory phase for the 
second, energy-producing phase. In fact, the fi rst phase requires the investment of 
free energy in the form of two ATP molecules.

1. Hexokinase
In the fi rst step of glycolysis, the enzyme hexokinase transfers a phosphoryl group 
from ATP to the C6 OH group of glucose to form glucose-6-phosphate:

CH2OH

H

HO
OH

OH

H
H

H
Glucose

H

OH

� ATP

CH2OPO3
2�

H

HO
OH
H

H

H
Glucose-6-phosphate

hexokinase
OH

OH

H
� ADP

O O

A kinase is an enzyme that transfers a phosphoryl group from ATP (or another 
 nucleoside triphosphate) to another substance.

Recall from Section 6-3 that the hexokinase active site closes around its sub-
strates so that a phosphoryl group is effi ciently transferred from ATP to glucose. 
The standard free energy change for this reaction, which cleaves one of ATP’s 
phosphoanhydride bonds, is 216.7 kJ ? mol21 (DG, the actual free energy change 
for the reaction inside a cell, has a similar value). The magnitude of this free en-
ergy change means that the reaction proceeds in only one direction; the reverse 
reaction is extremely unlikely since its standard free energy change would be 
116.7 kJ ? mol21. Consequently, hexokinase is said to catalyze a metabolically 
irreversible reaction that prevents glucose from backing out of glycolysis. Many 
metabolic pathways have a similar irreversible step near the start that commits a 
 metabolite to proceed through the pathway.

2. Phosphoglucose Isomerase
The second reaction of glycolysis is an isomerization reaction in which glucose-6-
phosphate is converted to fructose-6-phosphate:

phosphoglucose
isomerase

�2O3POCH2

H

HO
OH

OH

H
H

H
Glucose-6-phosphate Fructose-6-phosphate

OH

H �2O3POCH2 CH2OHO

H HO
H OH

HHO

6

514 2

1

4 33

5

6

2

O

Because fructose is a six-carbon ketose (Section 11-1), it forms a fi ve-membered ring.
The standard free energy change for the phosphoglucose isomerase reaction is 

12.2 kJ ? mol21, but the reactant concentrations in vivo yield a DG value of about 
21.4 kJ ? mol21. A value of DG near zero indicates that the reaction  operates close 
to equilibrium (at equilibrium, DG 5 0). Such near-equilibrium reactions are 
considered to be freely reversible, since a slight excess of products can easily drive the 
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reaction in reverse by mass action effects. In a metabolically irreversible reaction, 
such as the hexokinase reaction, the concentration of product could never increase 
enough to compensate for the reaction’s large value of DG.

3. Phosphofructokinase
The third reaction of glycolysis consumes a second ATP molecule in the phosphor-
ylation of fructose-6-phosphate to yield fructose-1,6-bisphosphate.

CH2OH

H
H

H

O

HO

HO
OH

�2O3POCH2 CH2OPO3
2�

H
H

H

O

HO

HO
OH

�2O3POCH2
1

2

34

5

6 1

2

34

5

6

� ATP � ADP
phosphofructokinase

Fructose-6-phosphate Fructose-1,6-bisphosphate

Phosphofructokinase operates in much the same way as hexokinase, and the reac-
tion it catalyzes is irreversible, with a DG 89 value of 217.2 kJ ? mol21.

In cells, the activity of phosphofructokinase is regulated. We have already seen 
how the activity of a bacterial phosphofructokinase responds to allosteric effectors 
(Section 7-3). ADP binds to the enzyme and causes a conformational change that 
promotes fructose-6-phosphate binding, which in turn promotes catalysis. This 
mechanism is useful because the concentration of ADP in the cell is a good indicator 
of the need for ATP, which is a product of glycolysis. Phosphoenolpyruvate, the 
product of step 9 of glycolysis, binds to bacterial phosphofructokinase and causes it 
to assume a conformation that destabilizes fructose-6-phosphate binding, thereby 
diminishing catalytic activity. Thus, when the glycolytic pathway is producing 
plenty of phosphoenolpyruvate and ATP, the phosphoenolpyruvate can act as a 
feedback inhibitor to slow the pathway by decreasing the rate of the reaction cata-
lyzed by phosphofructokinase (Fig. 13-3a).

The most potent activator of phosphofructokinase in mammals, however, is the com-
pound fructose-2,6-bisphosphate, which is synthesized from fructose-6-phosphate by 
an enzyme known as phosphofructokinase-2. (The glycolytic enzyme is therefore 
sometimes called phosphofructokinase-1).

CH2OH CH2OH

H
H

H

O

HO

HO
OH PO3

2�
H

H

H

O

HO

HO
O

ATP ADP

phosphofructokinase-2

Fructose-6-phosphate Fructose-2,6-bisphosphate

�2O3POH2C �2O3POH2C

Figure 13-3 Regulation of 
phosphofructokinase. (a) Regulation 
in bacteria. ADP, produced when 
ATP is consumed elsewhere in 
the cell, stimulates the activity of 
phosphofructokinase (green arrow). 
Phosphoenolpyruvate, a late 
intermediate of glycolysis, inhibits 
phosphofructokinase (red symbol), 
thereby decreasing the rate of the 
entire pathway. (b) Regulation in 
mammals.
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The activity of phosphofructokinase-2 is hormonally stimulated when the concentra-
tion of glucose in the blood is high. The resulting increase in fructose-2,6-bisphosphate 
concentration activates phosphofructokinase to increase the fl ux of glucose through the 
glycolytic pathway (Fig. 13-3b).

The phosphofructokinase reaction is the primary control point for glycolysis. It is the 
slowest reaction of glycolysis, so the rate of this reaction largely determines the fl ux (rate 
of fl ow) of glucose through the entire pathway. In general, a rate-determining reac-
tion—such as the phosphofructokinase reaction—operates far from equilibrium; 
that is, it has a large negative free energy change and is irreversible under metabolic 
conditions. The rate of the reaction can be altered by allosteric effectors but not by 
fl uctuations in the concentrations of its substrates or products. Thus, it acts as a 
one-way valve. In contrast, a near-equilibrium reaction—such as the phosphoglu-
cose isomerase reaction—cannot serve as a rate-determining step for a pathway 
because it can respond to small changes in reactant concentrations by operating in 
reverse.

4. Aldolase
Reaction 4 converts the hexose fructose-1,6-bisphosphate to two three-carbon mol-
ecules, each of which bears a phosphate group.
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2

1
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aldolase

This reaction is the reverse of an aldol (aldehyde–alcohol) condensation, so the 
 enzyme that catalyzes the reaction is called aldolase. It is worth examining its mech-
anism. The active site of mammalian aldolase contains two catalytically important 
residues: a Lys residue that forms a Schiff base (imine) with the substrate and an 
ionized Tyr residue that acts as a base catalyst (Fig. 13-4).

Early studies of aldolase implicated a Cys residue in catalysis because  iodoacetate, 
a reagent that reacts with the Cys side chain, also inactivates the enzyme:

C O

HC

NH

CH2 ICH2COO�SH

Cys

Iodoacetate

�

C O

HC

NH

CH2 SCH2COO�

HI

Researchers used iodoacetate to help identify the intermediates of glycolysis: In the 
presence of iodoacetate, fructose-1,6-bisphosphate accumulates because the next step 
is blocked. Acetylation of the Cys residue, which turned out not to be part of the active 
site, probably interferes with a conformational change that is necessary for aldolase 
activity.
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1. Fructose-1,6-bisphosphate,
shown in its linear form,
binds to the enzyme.

2. The active-site Lys residue reacts
with the substrate’s carbonyl
group to form a Schiff base.

4. The Tyr residue gives up
its proton to the remainder
of the substrate, re-forming
a Schiff base.

5. The Schiff base is
hydrolyzed, releasing
the second product
and regenerating
the enzyme.
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C HHO

H

CH2OPO3
2�

C O

CH2OH

3. The Tyr side chain, acting as a base, accepts
a proton from the substrate, and the bond
between C3 and C4 breaks, releasing the
first product, an aldehyde. The reaction is
facilitated by the protonated Schiff base,
which is a better electron-withdrawing
group than the carbonyl group that was
originally at C2.

Figure 13-4 The aldolase reaction. 
 See Animated Figure. Mechanism of 

aldolase.

? Does this reaction follow an ordered 
or ping pong mechanism (see 
Section 7-2)?
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The DG 89 value for the aldolase reaction is 122.8 kJ ? mol21, indicating that 
the reaction is unfavorable under standard conditions. However, the reaction pro-
ceeds in vivo (DG is actually less than zero) because the products of the reaction are 
quickly whisked away by subsequent reactions. In essence, the rapid consumption 
of glyceraldehyde-3-phosphate and dihydroxyacetone phosphate “pulls” the aldol-
ase reaction forward.
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5. Triose Phosphate Isomerase
The products of the aldolase reaction are both phosphorylated three-carbon com-
pounds, but only one of them—glyceraldehyde-3-phosphate—proceeds through 
the remainder of the pathway. Dihydroxyacetone phosphate is converted to 
 glyceraldehyde-3-phosphate by triose phosphate isomerase:

H

C

CH2OPO3
2�

Dihydroxyacetone
phosphate

H OH

triose phosphate isomeraseC O C

Glyceraldehyde-
3-phosphate

H OH

CH2OPO3
2�

O H
C

Triose phosphate isomerase was introduced in Section 7-2 as an example of a cata-
lytically perfect enzyme, one whose rate is limited only by the rate at which its 
substrates can diffuse to its active site. The catalytic mechanism of triose phosphate 
isomerase may involve low-barrier hydrogen bonds (which also help stabilize the 
transition state in serine proteases; see Section 6-3). In addition, the catalytic power 
of triose phosphate isomerase depends on a protein loop that closes over the active 
site (Fig. 13-5).

The standard free energy change for the triose phosphate isomerase reaction is 
slightly positive, even under physiological conditions (DG 89 5 17.9 ? kJ ? mol21 

and DG 5 14.4 kJ ? mol21), but the reaction proceeds because glyceraldehyde-3-
phosphate is quickly consumed in the next reaction, so more dihydroxyacetone 
phosphate is constantly being converted to glyceraldehyde-3-phosphate.

Reactions 6–10 are the energy-payoff 
phase of glycolysis

So far, the reactions of glycolysis have consumed 2 ATP, but this investment pays 
off in the second phase of glycolysis when 4 ATP are produced, for a net gain of 
2 ATP. All of the reactions of the second phase involve three-carbon intermediates, 
but keep in mind that each glucose molecule that enters the pathway yields two of these 
three-carbon units.

Some species convert glucose to glyceraldehyde-3-phosphate by different path-
ways than the one presented above. However, the second phase of glycolysis, which 
converts glyceraldehyde-3-phosphate to pyruvate, is the same in all organisms. This 
suggests that glycolysis may have evolved from the “bottom up”; that is, it fi rst evolved 
as a pathway for extracting free energy from abiotically produced small molecules, 
before cells developed the ability to synthesize larger molecules such as hexoses.

6. Glyceraldehyde-3-Phosphate Dehydrogenase
In the sixth reaction of glycolysis, glyceraldehyde-3-phosphate is both oxidized and 
phosphorylated:

O
1

C2

3

Glyceraldehyde-
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H OH � �
glyceraldehyde-3-phosphate

dehydrogenase

H
C

CH2OPO3
2�

PiNAD� H�
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1,3-Bisphosphoglycerate

H OH � �

O
C

OPO3
2�

CH2OPO3
2�

NADH

Unlike the kinases that catalyze Reactions 1 and 3, glyceraldehyde-3-phosphate 
dehydrogenase does not use ATP as a phosphoryl-group donor; it adds inorganic 

(a)

(b)

Figure 13-5 Conformational changes 
in yeast triose phosphate isomerase. 
(a) One loop of the protein, comprising 
residues 166 –176, is highlighted in 
green. (b) When a substrate binds to the 
enzyme, the loop closes over the active 
site to stabilize the reaction’s transition 
state. In this model, the transition state 
analog 2-phosphoglycolate (orange) 
occupies the active site. Triose phosphate 
isomerase is actually a homodimer; only 
one subunit is pictured here. [Structure of 
the enzyme alone (pdb 1YPI) determined by 
T. Alber, E. Lolis, and G. A. Petsko; structure of the 
enzyme with the analog (pdb 2YPI) determined by 
E. Lolis and G. A. Petsko.]  See Interactive 
Exercise. Triose phosphate isomerase.
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phosphate to the substrate. This reaction is also an oxidation–reduction reaction 
in which the aldehyde group of glyceraldehyde-3-phosphate is oxidized and the 
cofactor NAD1 is reduced to NADH. In effect, glyceraldehyde-3-phosphate de-
hydrogenase catalyzes the removal of an H atom (actually, a hydride ion); hence 
the name “dehydrogenase.” Note that the reaction product NADH must eventu-
ally be reoxidized to NAD1, or else glycolysis will come to a halt. In fact, the re-
oxidation of NADH, which is a form of “energy currency,” can generate ATP 
(Chapter 15).

An active-site Cys residue participates in the glyceraldehyde-3-phosphate dehy-
drogenase reaction (Fig. 13-6). The enzyme is inhibited by arsenate (AsO4

32), 
which competes with Pi (PO4

32) for binding in the enzyme active site.

7. Phosphoglycerate Kinase
The product of Reaction 6, 1,3-bisphosphoglycerate, is an acyl phosphate.

O

R C

An acyl phosphate

O

O

P O�

O�

The subsequent removal of its phosphoryl group releases a large amount of free 
 energy in part because the reaction products are more stable (the same principle con-

1. Glyceraldehyde-3-phosphate binds to
the enzyme, whose active site
already contains NAD�.

2. The SH group of the active-site Cys
residue forms a covalent bond with
glyceraldehyde-3-phosphate.

5. The inorganic phosphate attacks the
thioester, forming 1,3-bisphospho-
glycerate and regenerating
the enzyme.
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3. NAD� oxidizes the substrate,
forming a thioester intermediate.

4. NADH exits and is replaced by
another molecule of NAD�.
Pi enters the active site.
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Figure 13-6 The glyceraldehyde-3-phosphate dehydrogenase reaction.  See 
Animated Figure. Mechanism of glyceraldehyde-3-phosphate dehydrogenase.

? Identify the reactant that undergoes oxidation and the reactant that undergoes 
reduction.
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tributes to the large negative value of DG for reactions involving cleavage of ATP’s 
phosphoanhydride bonds; see Section 12-3). The free energy released in this reaction is 
used to drive the formation of ATP, as 1,3-bisphosphoglycerate donates its phosphoryl 
group to ADP:

O
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C2

3

1,3-Bisphosphoglycerate

H OH �
phosphoglycerate kinase

CH2OPO3
2�

ADP OH � ATP

C
OPO3

2� O
1

C2

3

3-Phosphoglycerate

H

CH2OPO3
2�

C
O�

Note that the enzyme that catalyzes this reaction is called a kinase since it transfers 
a phosphoryl group between ATP and another molecule.

The standard free energy change for the phosphoglycerate kinase reaction is 
218.8 kJ ? mol21. This strongly exergonic reaction helps pull the glyceraldehyde-3-
phosphate dehydrogenase reaction forward, since its standard free energy change is 
greater than zero (DG 89 5 16.7 kJ ? mol21). This pair of reactions provides a good 
example of the coupling of a thermodynamically favorable and unfavorable reaction 
so that both proceed with a net decrease in free energy: 218.8 kJ ? mol21 1 6.7 kJ ? 
mol21 5 212.1 kJ ? mol21. Under physiological conditions, DG for the paired reac-
tions is close to zero.

8. Phosphoglycerate Mutase
In the next reaction, 3-phosphoglycerate is converted to 2-phosphoglycerate:
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Although the reaction appears to involve the simple intramolecular transfer of a 
phosphoryl group, the reaction mechanism is a bit more complicated and requires 
an enzyme active site that contains a phosphorylated His residue. The phospho-His 
transfers its phosphoryl group to 3-phosphoglycerate to generate 2,3-bisphospho-
glycerate, which then gives a phosphoryl group back to the enzyme, leaving 
2- phosphoglycerate and phospho-His:

C

C

H

3-Phosphoglycerate

H OH

H OPO3
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�O His HisC
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H

H OPO3
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O
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�O HisC

C

H

H

H OH

OPO3
2�

C
O�O

C
O�O

C
O�O

As can be guessed from its mechanism, the phosphoglycerate mutase reaction is 
freely reversible in vivo.
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9. Enolase
Enolase catalyzes a dehydration reaction, in which water is eliminated:

H
2-Phosphoglycerate

H

OHH

OPO3
2� C �

C

H
Phosphoenolpyruvate

H

OPO3
2� H2O

enolase

1

C2

C3

C
O�O

C
O�O

The enzyme active site includes an Mg21 ion that apparently coordinates with the 
OH group at C3 and makes it a better leaving group. Fluoride ion and Pi can 
form a complex with the Mg21 and thereby inhibit the enzyme. In early studies 
demonstrating the inhibition of glycolysis by F2, 2-phosphoglycerate, the substrate 
of  enolase, accumulated. The concentration of 3-phosphoglycerate also increased in 
the presence of F2 since phosphoglycerate mutase readily converted the excess 
2-phosphoglycerate back to 3-phosphoglycerate.

10. Pyruvate Kinase
The tenth reaction of glycolysis is catalyzed by pyruvate kinase, which converts phospho-
enolpyruvate to pyruvate and transfers a phosphoryl group to ADP to produce ATP:

CH3

C �

Pyruvate

O ATP
pyruvate kinase

OPO3
2�

CH2

C �

Phosphoenolpyruvate

ADP

C
O�O

C
O�O

The reaction actually occurs in two parts. First, ADP attacks the phosphoryl group 
of phosphoenolpyruvate to form ATP and enolpyruvate:

C

CH2
Phosphoenolpyruvate ADP

O O� �O�P P

O

O

O�

AMP

O

O�

C

CH2
Enolpyruvate

OH

H�

ATPC
O�O

C
O�O

Removal of phosphoenolpyruvate’s phosphoryl group is not a particularly exergonic 
reaction: When written as a hydrolytic reaction (transfer of the phosphoryl group to 
water), the DG 89 value is 216 kJ ? mol21. This is not enough free energy to drive 
the synthesis of ATP from ADP 1 Pi (this reaction requires 130.5 kJ ? mol21). 
However, the second half of the pyruvate kinase reaction is highly exergonic. This is 
the tautomerization (isomerization through the shift of an H atom) of enolpyruvate 
to pyruvate (left ). DG 89 for this step is 246 kJ ? mol21, so DG 89 for the net reaction 
(hydrolysis of phosphoenolpyruvate followed by tautomerization of enolpyruvate 
to pyruvate) is 261.9 kJ ? mol21, more than enough free energy to drive the syn-
thesis of ATP.

Three of the ten reactions of glycolysis (the reactions catalyzed by hexokinase, 
phosphofructokinase, and pyruvate kinase) have large negative values of DG. In 
theory, any of these far-from-equilibrium reactions could serve as a fl ux-control 
point for the pathway. The other seven reactions function near equilibrium (DG < 0) 
and can therefore accommodate fl ux in either direction. The free energy changes 
for the ten reactions of glycolysis are shown graphically in Figure 13-7.

C

CH2
Enolpyruvate

OH

CH3

C

Pyruvate

O

C
O�O

C
O�O
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Figure 13-7 Graphical representation 
of the free energy changes of glycolysis. 
Three steps have large negative values 
of DG ; the remaining steps are near 
equilibrium (DG < 0). The height of 
each step corresponds to its DG value 
in heart muscle, and the numbers 
correspond to glycolytic enzymes. Keep 
in mind that DG values vary slightly 
among tissues. [Data from Newsholme, E. A., 
and Start, C., Regulation in Metabolism, p. 97, 
Wiley (1973).]

We have already discussed the mechanisms for regulating phosphofructokinase 
 activity, the major control point for glycolysis. Hexokinase also catalyzes an irreversible 
reaction and is subject to inhibition by its product, glucose-6-phosphate. However, 
hexokinase cannot be the sole control point for glycolysis because glucose can also 
enter the pathway as glucose-6-phosphate, bypassing the hexokinase reaction. Finally, 
it would not be effi cient for the pyruvate kinase reaction to be the primary regulatory 
step for glycolysis because it occurs at the very end of the 10-step pathway. Even so, 
pyruvate kinase activity can be adjusted. In some organisms, fructose-1,6- bisphosphate 
activates pyruvate kinase at an allosteric site. This is an example of feed-forward 
 activation: Once a monosaccharide has entered glycolysis, fructose-1,6-bisphosphate 
helps ensure rapid fl ux through the pathway.

To sum up the second phase of glycolysis: Glyceraldehyde-3-phosphate is con-
verted to pyruvate with the synthesis of 2 ATP (in Reactions 7 and 10). Since each 
molecule of glucose yields two molecules of glyceraldehyde-3-phosphate, the reactions 
of the second phase of glycolysis must be doubled, so the yield is 4 ATP. Two molecules 
of ATP are invested in phase 1, bringing the net yield to 2 ATP produced per glucose 
molecule. Two NADH are also generated for each glucose molecule. Monosaccharides 
other than glucose are metabolized in a similar fashion to yield ATP (Box 13-A).

BIOCHEMISTRY NOTEBOX 13-A

Catabolism of Other Sugars

A typical human diet contains many carbohydrates other than glucose and its polymers. 
For example, lactose, a disaccharide of glucose and galactose, is present in milk and food 
derived from it (Section 11-2). Lactose is cleaved in the intestine by the enzyme lactase, 
and the two monosaccharides are absorbed, transported to the liver, and metabolized. 
Galactose undergoes phosphorylation and isomerization and enters the glycolytic path-
way as glucose-6-phosphate, so its energy yield is the same as that of glucose.

Sucrose, the other major dietary disaccharide, is composed of glucose and fructose 
(Section 11-2); it is present in a variety of foods of plant origin. Like lactose, sucrose is 
hydrolyzed in the small intestine, and its components glucose and fructose are absorbed. 
The monosaccharide fructose is also present in many foods, particularly fruits and honey. 
It tastes sweeter than sucrose, is more soluble, and is inexpensive to produce in the form 
of high-fructose corn syrup—all of which make fructose attractive to the manufacturers 
of soft drinks and other processed foods. This is the primary reason why the consumption 
of fructose in the United States has increased by about 61% over the past 30 years.

The overconsumption of fructose may be contributing to the obesity epidemic. One 
possible explanation relates to the catabolism of fructose, which differs somewhat from 
the catabolism of glucose. Fructose is metabolized primarily by the liver, but the form of 
hexokinase present in the liver (called glucokinase) has very low affi nity for fructose. 
Fructose therefore enters glycolysis by a different route.
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Figure 13-8 Fates of pyruvate. 
Pyruvate may be converted to a two-
carbon acetyl group linked to the 
carrier coenzyme A. Acetyl-CoA may be 
further broken down by the citric acid 
cycle or used to synthesized fatty acids. 
In muscle, pyruvate is reduced to lactate 
to regenerate NAD1 for glycolysis. Yeast 
degrade pyruvate to ethanol and CO2. 
Pyruvate can also be carboxylated to 
produce the four-carbon oxaloacetate.

? Beside each arrow, write the names 
of the enzymes that catalyze the 
process.

NADH

NAD+

NAD+ NAD+

Glucose

Pyruvate

Ethanol + CO2

OxaloacetateAcetyl-CoA

Lactate

NADHNADH

CO2CO2

First, fructose is phosphorylated to yield fructose-1-phosphate. The enzyme fructose-
1-phosphate aldolase then splits the six-carbon molecule into two three-carbon 
 molecules: glyceraldehyde and dihydroxyacetone phosphate:
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CH2OPO3
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C

CH2HO

O

fructose-1-
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aldolase

Dihydroxyacetone phosphate is converted to glyceraldehyde-3-phosphate by triose 
phosphate isomerase and can proceed through the second phase of glycolysis. The glyc-
eraldehyde can be phosphorylated to glyceraldehyde-3-phosphate, but it can also be 
converted to glycerol-3-phosphate, a precursor of the backbone of triacylglycerols. This 
may contribute to an increase in fat deposition. A second potential hazard of the fructose 
catabolic pathway is that fructose catabolism bypasses the phosphofructokinase- catalyzed 
step of glycolysis and thus avoids a major regulatory point. This may disrupt fuel metab-
olism in such a way that fructose catabolism leads to greater production of lipid than 
does glucose catabolism. The metabolic consequences of consuming high-fructose foods 
may therefore go beyond their caloric content.

Question: When its concentration is extremely high, fructose is converted to 
fructose-1-phosphate much faster than it can be cleaved by the aldolase. How would 
this affect the cell’s ATP supply?
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Pyruvate is converted to other substances

What happens to the pyruvate generated by the catabolism of glucose? It can be further 
broken down to acetyl-CoA or used to synthesize other compounds such as oxaloacetate. 
The fate of pyruvate depends on the cell type and the need for metabolic free energy and 
molecular building blocks. Some of the options are diagrammed in Figure 13-8.

During exercise, pyruvate may be temporarily converted to lactate. In a highly active 
muscle cell, glycolysis rapidly provides ATP to power muscle contraction, but the 
 pathway also consumes NAD1 at the glyceraldehyde-3- phosphate dehydrogenase step. 
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The two NADH molecules generated for each glucose molecule catabolized can be 
reoxidized in the presence of oxygen. However, this process is too slow to replenish 
the NAD1 needed for the rapid production of ATP by glycolysis. To regenerate NAD1, 
the enzyme lactate dehydrogenase reduces pyruvate to lactate:

CH3

NH2

N

R

C

Pyruvate NADH

H�O � �

C

O

lactate
dehydrogenase

H

NH2
C

O

CH3 N

R

CHO

Lactate NAD�

�
H �

H
H

C
O�O

C
O�O

This reaction, sometimes called the eleventh step of glycolysis, allows the muscle to 
function anaerobically for a minute or so (see Box 12-D). The net reaction for 
 anaerobic glucose catabolism is

glucose 1 2 ADP 1 2 Pi S 2 lactate 1 2 ATP

Lactate represents a sort of metabolic dead end: Its only options are to be  eventually 
converted back to pyruvate (the lactate dehydrogenase reaction is  reversible) or to be 
exported from the cell. The liver takes up lactate, oxidizes it back to pyruvate, and then 
uses it for gluconeogenesis. The glucose produced in this manner may eventually make 
its way back to the muscle to help fuel continued muscle contraction. When the 
muscle is functioning aerobically, NADH  produced by the  glyceraldehyde-3-phosphate 
dehydrogenase reaction is reoxidized by oxygen and the lactate dehydrogenase reaction 
is not needed.

Organisms such as yeast growing under anaerobic conditions can regenerate 
NAD1 by producing alcohol. In the mid-1800s, Louis Pasteur called this process 
fermentation, meaning life without air, although yeast also ferment sugars in the 
presence of O2. And, to answer the question posed at the start of the chapter, yeast 
transform sugars to pyruvate by glycolysis, then carry out a two-step fermentation 
process. First, pyruvate decarboxylase (an enzyme not present in animals)  catabolizes 
the removal of pyruvate’s carboxylate group to produce acetaldehyde. Next, alcohol 
dehydrogenase reduces acetaldehyde to ethanol.

C

C O

O O�

CH3
Pyruvate Acetaldehyde Ethanol

pyruvate
decarboxylase

C
O H

CH3

CO2

C HH

CH3

OH

alcohol
dehydrogenase

NADH NAD�

Ethanol is considered to be a waste product of sugar metabolism; its accumula-
tion is toxic to other organisms (Box 13-B), including the yeast that produce it. 
This is one reason why the alcohol content of yeast-fermented beverages such as 
wine is limited to about 13%. “Hard” liquor must be distilled to increase its 
ethanol content.

Although glycolysis is an oxidative pathway, its end product pyruvate is still a 
relatively reduced molecule. The further catabolism of pyruvate begins with its 
 decarboxylation to form a two-carbon acetyl group linked to coenzyme A.

CH3 COO�C

O

Pyruvate

CH3 SCoAC

O

Acetyl-CoA

CoASH CO2

pyruvate
dehydrogenase
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 HOW do yeast transform sugars 

into other substances?
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BOX 13-B

Unlike yeast, mammals do not produce ethanol, although it is 
naturally present in many foods and is produced in small 
amounts by intestinal microorganisms. The liver is equipped to 
metabolize ethanol, a small, weakly polar substance that is read-
ily absorbed from the gastrointestinal tract and transported by 
the bloodstream. First, alcohol dehydrogenase converts ethanol 
to acetaldehyde. This is the reverse of the reaction yeast use to 
produce ethanol. A second reaction converts acetaldehyde to 
acetate:

AcetateAcetaldehyde

Ethanol

C
O O�

CH3

C
O H

CH3

C HH

CH3

OH

alcohol
dehydrogenase

NADH, H�NAD�

acetaldehyde
dehydrogenase

NADH, H�NAD�OH�

Note that both of these reactions require NAD1, a cofactor used 
in many other oxidative cellular processes, including glycolysis. 
The liver uses the same two-enzyme pathway to metabolize the 
excess ethanol obtained from alcoholic beverages. Ethanol itself 
is mildly toxic, and the physiological effects of alcohol also refl ect 
the toxicity of acetaldehyde and acetate in tissues such as the 
liver and brain.

Over the short term and at low doses, alcohol triggers relax-
ation, often leading to animated movements and talkativeness. 
Some of these responses may be psychological (resulting from 
social cues rather than chemical effects), since changes in behav-
ior sometimes occur even before signifi cant amounts of ethanol 
have been absorbed. Once in the body, ethanol induces vasodila-
tion, apparent as fl ushing (warming and reddening of the skin 
due to increased blood fl ow). At the same time, the heart rate 
and respiration rate become slightly lower. The kidneys increase 
the excretion of water as ethanol interferes with the ability of the 
hypothalamus (a region of the brain) to properly sense osmotic 
pressure.

Ethanol is considered to be a psychoactive drug because of its 
effects on the central nervous system. It stimulates signaling 
from certain neurotransmitter receptors that function as ligand-
gated ion channels (Section 9-2) to inhibit neuronal signaling, 
producing a sedative effect. Sensory, motor, and cognitive func-
tions are impaired, leading to delayed reaction time, loss of 

Alcohol Metabolism

 balance, and blurred vision. Some of the symptoms of ethanol 
intoxication can be experienced even at low doses, when the 
blood alcohol concentration is less than 0.05%. At high doses, 
usually at blood concentrations above 0.25%, ethanol can 
cause loss of consciousness, coma, and death. However, there is 
considerable variation among individuals in their responses to 
ethanol.

The mostly pleasant responses to moderate ethanol 
 consumption are followed by a period of recovery, when the 
concentrations of ethanol metabolites are relatively high. The 
unpleasant symptoms of a hangover in part refl ect the chemis-
try of producing acetaldehyde and acetate. As shown at left, 
their production in the liver consumes NAD1, thereby lower-
ing the cell’s NAD1:NADH ratio. Without suffi cient NAD1, 
the liver’s ability to produce ATP by glycolysis is diminished 
(since NAD1 is required for the glyceraldehyde-3-phosphate 
dehydrogenase reaction). Acetaldehyde itself can react with 
liver proteins, inactivating them. Acetate (acetic acid) produc-
tion lowers blood pH.

Long-term, excessive alcohol consumption exacerbates the 
toxic effects of ethanol and its metabolites. For example, a short-
age of liver NAD1 slows fatty acid breakdown (like glycolysis, a 
process that requires NAD1) and promotes fatty acid synthesis, 
leading to fat accumulation in the liver. Over time, cell death 
causes permanent loss of function in the central nervous system. 
The death of liver cells and their replacement by fi brous scar 
 tissue causes liver cirrhosis.

 Questions:

1. Explain why alcohol consumption is associated with in-
creased risk of developing hypothermia.

2. Drinking a glass of water for each alcoholic drink is a popular 
hangover-prevention strategy. Explain how increased water 
consumption might relieve some of the negative effects of 
 alcohol consumption.

3. About 15% of ingested ethanol is metabolized by a cyto-
chrome P450 (see Box 7-A), and chronic alcohol consump-
tion induces the expression of this enzyme. Explain how this 
would change the effectiveness of therapeutic drugs.

4. Normally, the liver converts lactate, produced mainly by 
muscles, back to pyruvate so that the pyruvate can be con-
verted to glucose by gluconeogenesis (Section 13-2). How 
do the activities of alcohol dehydrogenase and acetaldehyde 
dehydrogenase contribute to hypoglycemia?

5. Acetate can be broken down further but only if it is fi rst con-
verted to acetyl-CoA in a reaction that requires ATP. Explain 
why this metabolic process is inhibited when the concentra-
tion of acetate is high.

CLINICAL CONNECTION
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The resulting acetyl-CoA is a substrate for the citric acid cycle (Chapter 14). The 
complete oxidation of the six glucose carbons to CO2 releases much more free 
 energy than the conversion of glucose to lactate (Table 13-1). Much of this energy is 
recovered in the synthesis of ATP by the reactions of the citric acid cycle and oxida-
tive phosphorylation (Chapter 15), pathways that require the presence of molecular 
oxygen.

Pyruvate is not always destined for catabolism. Its carbon atoms provide the raw 
material for synthesizing a variety of molecules, including, in the liver, more glucose 
(discussed in the following section). Fatty acids, the precursors of triacylglycerols 
and many membrane lipids, can be synthesized from the two-carbon units of 
acetyl-CoA derived from pyruvate. This is how fat is produced from excess carbo-
hydrate.

Pyruvate is also the precursor of oxaloacetate, a four-carbon molecule that is an 
intermediate in the synthesis of several amino acids. It is also one of the intermedi-
ates of the citric acid cycle. Oxaloacetate is synthesized by the action of pyruvate 
carboxylase:

COO�

CH3

Pyruvate

C O CO2 ATP� �

COO�

COO�

CH2

Oxaloacetate

C O
ADP Pi� �

pyruvate carboxylase

The pyruvate carboxylase reaction is interesting because of its unusual chemistry. The 
enzyme has a biotin prosthetic group that acts as a carrier of CO2. Biotin is consid-
ered a vitamin, but a defi ciency is rare because it is present in many foods and is 
synthesized by intestinal bacteria. The biotin group is covalently linked to an enzyme 
Lys residue:

C

CH H
HC

CH2

C

S
H2C

NHHN

O

CH2 CH2 CH2 (CH2)4 CH

NH

CO

C NH

O

Biotin

Lys residue

The Lys side chain and its attached biotin group form a 14-Å-long fl exible arm that 
swings between two active sites in the enzyme. In one active site, a CO2 molecule 
is fi rst “activated” by its reaction with ATP, then transferred to the biotin. The sec-
ond active site transfers the carboxyl group to pyruvate to produce oxaloacetate 
(Fig. 13-9).

TABLE 13-1   Standard Free Energy Changes
 for Glucose Catabolism

Catabolic Process DG89 (kJ ? mol21)

C6H12O6 S 2 C3H5O3
2 1 2 H1 2196 

(glucose)   (lactate)

C6H12O6 1 6 O2 S 6 CO2 1 6 H2O 22850
(glucose)
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1. CO2 (as bicarbonate, HCO3
�) reacts with

 ATP such that some of the free energy
 released in the removal of ATP’s phosphoryl
 group is conserved in the formation of the
 “activated” compound carboxyphosphate.

2. Like ATP, carboxyphosphate releases a
 large amount of free energy when its
 phosphoryl group is liberated. This free
 energy drives the carboxylation of biotin.

4. The carbanion attacks the carboxyl group
 attached to biotin, generating oxaloacetate.

3. The enzyme abstracts a
 proton from pyruvate,
 forming a carbanion.

Figure 13-9 The pyruvate 
carboxylase reaction.

CONCEPT REVIEW
• Draw the structures of the substrates and products of the ten glycolytic 

reactions, name the enzyme that catalyzes each step, and indicate whether 
ATP or NADH is involved.

• Which glycolytic reactions consume ATP? Which generate ATP?
• What is the net yield of ATP and NADH per glucose molecule?
• Which reactions serve as fl ux-control points for glycolysis?
• What are the possible metabolic fates of pyruvate?
• What is the metabolic function of lactate dehydrogenase?

We have already alluded to the ability of the liver to synthesize glucose from noncar-
bohydrate precursors via the pathway of gluconeogenesis. This pathway, which also 
occurs to a limited extent in the kidneys, operates when the liver’s supply of glyco-
gen is exhausted. Certain tissues, such as the central nervous system and red blood 
cells, which burn glucose as their primary metabolic fuel, rely on the liver to supply 
them with newly synthesized glucose.

Gluconeogenesis is considered to be the reversal of glycolysis, that is, the conversion of 
two molecules of pyruvate to one molecule of glucose. Although some of the steps of glu-
coneogenesis are catalyzed by glycolytic enzymes operating in reverse, the gluconeogenic 

KEY CONCEPTS
• Pyruvate is converted to glucose 

by glycolytic enzymes operating in 
reverse and by enzymes that bypass 
the irreversible steps of glycolysis.

• Gluconeogenic fl ux is regulated 
primarily by fructose-2,6-
bisphosphate.

13-2 Gluconeogenesis
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pathway contains several unique enzymes that bypass the three irreversible steps of glycoly-
sis—the steps catalyzed by pyruvate kinase, phosphofructokinase, and hexokinase (Fig. 
13-10). This principle applies to all pairs of opposing metabolic pathways: The pathways 
may share some near-equilibrium reactions but  cannot use the same enzymes to catalyze thermo-
dynamically favorable irreversible reactions. The three irreversible reactions of glycolysis are 
clearly visible in the “waterfall” diagram (see Fig. 13-7).

Four gluconeogenic enzymes plus some glycolytic 
enzymes convert pyruvate to glucose

Pyruvate cannot be converted directly back to phosphoenolpyruvate because pyru-
vate kinase catalyzes an irreversible reaction (Reaction 10 of glycolysis). To get around 
this thermodynamic barrier, pyruvate is carboxylated by pyruvate carboxylase to yield 

Glucose

Glucose-6-phosphate

glucose-6-phosphatasehexokinase

phosphoglucose isomerase

Pi

H2O

ATP

ADP

pyruvate carboxylase

phosphoenolpyruvate
carboxykinase

Oxaloacetate

ADP � Pi

GTP

GDP � CO2

Fructose-6-phosphate

Fructose-1,6-bisphosphateglycolysis gluconeogenesis 

1,3-Bisphosphoglycerate

3-Phosphoglycerate

2-Phosphoglycerate

Phosphoenol-
pyruvate

Glyceraldehyde-3-
phosphate

Dihydroxyacetone
phosphate

fructose bisphosphatasephosphofructokinase

Pi

H2O

ATP

ADP

aldolase

glyceraldehyde-3-phos-
phate dehydrogenase

NADH � H�

NAD� � Pi

triose phosphate
isomerase

phosphoglycerate mutase

enolase

phosphoglycerate
kinase

ATP

ADP

Pyruvate

pyruvate kinase

ADP

ATP

ATP � CO2

Figure 13-10 The reactions of 
gluconeogenesis. The pathway uses 
the seven glycolytic enzymes that 
catalyze reversible reactions. The three 
irreversible reactions of glycolysis are 
bypassed in gluconeogenesis by the four 
enzymes that are highlighted in blue. 

 See Animated Figure. Comparison of 
gluconeogenesis and glycolysis.

? Compare the ATP yield of glycolysis 
with the ATP consumption of gluco-
neogenesis.
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the four-carbon compound oxaloacetate (the same reaction shown in Fig. 13-9). 
Next, phosphoenolpyruvate carboxykinase catalyzes the decarboxylation of oxalo-
acetate to form phosphoenolpyruvate:

Pyruvate

pyruvate carboxylaseC O

C

CH3

Phosphoenolpyruvate

C O PO3
2�
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CH2
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C

O

CH2
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�

�
ATP

ADP
�
Pi

phosphoenolpyruvate
carboxykinase

GTP

CO2
�

GDPO�O
C

O�O

O�O

�O O

Note that the carboxylate group added in the fi rst reaction is released in the  second. 
The two reactions are energetically costly: Pyruvate carboxylase consumes ATP, and 
phosphoenolpyruvate carboxykinase consumes GTP (which is energetically equiv-
alent to ATP). Cleavage of two phosphoanhydride bonds is required to supply 
enough free energy to “undo” the highly exergonic pyruvate kinase reaction.

Amino acids (except for Leu and Lys) are the main sources of gluconeogenic 
precursors because they can all be converted to oxaloacetate and then to phospho-
enolpyruvate. Thus, during starvation, proteins can be broken down and used to 
produce glucose to fuel the central nervous system. Fatty acids cannot serve as 
gluconeogenic precursors because they cannot be converted to oxaloacetate. 
(However, the three-carbon glycerol backbone of triacylglycerols is a gluconeo-
genic precursor.)

Two molecules of phosphoenolpyruvate are converted to one molecule of 
 fructose-1,6-bisphosphate in a series of six reactions that are all catalyzed by glyco-
lytic enzymes (steps 4–9 in reverse order). These reactions are reversible because they 
are near equilibrium (DG < 0), and the direction of fl ux is determined by the con-
centrations of substrates and products. Note that the phosphoglycerate kinase reac-
tion consumes ATP when it operates in the direction of gluconeogenesis. NADH is 
also required to reverse the glyceraldehyde-3-phosphate dehydrogenase reaction.

The fi nal three reactions of gluconeogenesis require two enzymes unique
to this pathway. The fi rst step undoes the phosphofructokinase reaction, the irre-
versible reaction that is the major control point of glycolysis. In gluconeogenesis, the 
enzyme fructose bisphosphatase hydrolyzes the C1 phosphate of fructose-1,6-
bisphosphate to yield fructose-6-phosphate. This reaction is thermodynamically 
 favorable, with a DG value of 28.6 kJ ? mol21. Next, the glycolytic enzyme phos-
phoglucose isomerase catalyzes the reverse of step 2 of  glycolysis to produce glucose-
6-phosphate. Finally, the gluconeogenic enzyme glucose-6-phosphatase catalyzes a 
hydrolytic reaction that yields glucose and Pi. Note that the hydrolytic reactions 
catalyzed by fructose bisphosphatase and glucose-6-phosphatase undo the work of 
two kinases in glycolysis (phosphofructokinase and hexokinase).

Gluconeogenesis is regulated at the fructose 
bisphosphatase step

Gluconeogenesis is energetically expensive. Producing 1 glucose from 2 pyruvate 
consumes 6 ATP, 2 each at the steps catalyzed by pyruvate carboxylase, phospho-
enolpyruvate carboxykinase, and phosphoglycerate kinase. If glycolysis occurred 
simultaneously with gluconeogenesis, there would be a net consumption of ATP:

glycolysis glucose 1 2 ADP 1 2 Pi  S 2 pyruvate 1 2 ATP

gluconeogenesis 2 pyruvate 1 6 ATP S glucose 1 6 ADP 1 6 Pi

net 4 ATP S 4 ADP 1 4 Pi
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To avoid this waste of metabolic free energy, gluconeogenic cells (mainly liver cells) 
carefully regulate the opposing pathways of glycolysis and gluconeogenesis according to 
the cell’s energy needs. The major regulatory point is centered on the interconversion of 
fructose-6-phosphate and fructose-1,6-bisphosphate. We have already seen that fructose-
2,6-bisphosphate is a potent allosteric activator of phosphofructokinase, which cata-
lyzes step 3 of glycolysis. Not surprisingly, fructose-2,6-bisphosphate is a potent inhibi-
tor of fructose bisphosphatase, which catalyzes the opposing gluconeogenic reaction.

Fructose-6-
phosphate

Fructose-1,6-
bisphosphate

F2,6P FBPase gluconeogenesis PFKglycolysis X

This mode of allosteric regulation is effi cient because a single compound can control 
fl ux through two opposing pathways in a reciprocal fashion. Thus, when the concentra-
tion of fructose-2,6-bisphosphate is high, glycolysis is stimulated and gluconeogen-
esis is inhibited, and vice versa.

Many cells that do not carry out gluconeogenesis do contain the gluconeogenic 
enzyme fructose bisphosphatase. What is the reason for this? When both fructose 
bisphosphatase (FBPase) and phosphofructokinase (PFK) are active, the net result is 
the hydrolysis of ATP:

PFK fructose-6-phosphate 1 ATP S fructose-1,6-bisphosphate 1 ADP

FBPase fructose-1,6-bisphosphate 1 H2O S fructose-6-phosphate 1 Pi

net ATP 1 H2O S ADP 1 Pi

This combination of metabolic reactions is called a futile cycle since it seems to have no 
useful result. However, Eric Newsholme realized that such futile cycles could actually 
provide a means for fi ne-tuning the output of a metabolic pathway. For example, fl ux 
through the phosphofructokinase step of glycolysis is diminished by the activity of fruc-
tose bisphosphatase. An allosteric compound such as fructose-2,6-bisphosphate modu-
lates the activity of both enzymes so that as the activity of one enzyme increases, the activ-
ity of the other one decreases. This dual regulatory effect results in a greater possible 
range of net fl ux than if the regulator merely activated or inhibited a single enzyme.

CONCEPT REVIEW
• Which reactions of gluconeogenesis are catalyzed by glycolytic enzymes?
• Why are some enzymes unique to gluconeogenesis?
• What is a futile cycle and what is its purpose?

Dietary glucose and the glucose produced by gluconeogenesis are stored in the liver 
and other tissues as glycogen. Later, glucose units can be removed from the glycogen 
polymer by phosphorolysis (see Section 12-1). Because glycogen degradation is ther-
modynamically spontaneous, glycogen synthesis requires the input of free energy. 
The two opposing pathways use different sets of enzymes so that each process can be 
thermodynamically favorable under cellular conditions.

KEY CONCEPTS
• The substrate for glycogen synthase 

is UDP–glucose, whose production 
costs the free energy of one 
phosphoanhydride bond.

• Glycogen is phosphorolyzed to 
produce glucose that can exit the 
cell or be catabolized by glycolysis.

13-3 Glycogen Synthesis and Degradation
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Glycogen synthesis consumes the free energy of UTP

The monosaccharide unit that is incorporated into glycogen is glucose-1-phosphate, 
which is produced from glucose-6-phosphate (the penultimate product of gluconeo-
genesis) by the action of the enzyme phosphoglucomutase:

HOCH2
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HO
OH
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H
Glucose-1-phosphate

phosphogluco-
mutase

OO
H

OPO3
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H
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OH

H

In mammalian cells, glucose-1-phosphate is then “activated” by reacting with UTP 
to form UDP–glucose (like GTP, UTP is energetically equivalent to ATP).
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inorganic
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This process is a reversible phosphoanhydride exchange reaction (DG < 0). Note 
that the two phosphoanhydride bonds of UTP are conserved, one in the product 
PPi and one in UDP–glucose. However, the PPi is rapidly hydrolyzed by inorganic 
pyrophosphatase to 2 Pi in a highly exergonic reaction (DG 89 5 219.2 kJ ? mol21). 
Thus, cleavage of a phosphoanhydride bond makes the formation of UDP–glucose 
an exergonic, irreversible process—that is, PPi hydrolysis “drives” a reaction that would 
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otherwise be near equilibrium. The hydrolysis of PPi by inorganic pyrophosphatase is 
a common strategy in biosynthetic reactions; we will see this reaction again in the 
synthesis of other polymers, namely DNA, RNA, and polypeptides.

Finally, glycogen synthase transfers the glucose unit to the C4 OH group at the 
end of one of glycogen’s branches to extend the linear polymer of a(1 S 4)-linked 
residues (right).

A separate enzyme, called a transglycosylase or branching enzyme, cleaves off a 
seven-residue segment and reattaches it to a glucose C6 OH group to create an 
a(1 S 6) branch point.

The steps of glycogen synthesis can be summarized as follows:

The energetic price for adding one glucose unit to glycogen is the cleavage of one 
phosphoanhydride bond of UTP. Nucleotides are also required for the synthesis 
of other saccharides. For example, lactose is synthesized from glucose and UDP– 
galactose. In plants, starch is synthesized using ADP–glucose, and cellulose is 
 synthesized using CDP–glucose as starting materials.

Glycogen phosphorylase catalyzes glycogenolysis

Glycogen breakdown follows a different set of steps than glycogen synthesis. In 
 glycogenolysis, glycogen is phosphorolyzed, not hydrolyzed, to yield glucose-1-phosphate. 
However, a debranching enzyme can remove a(1 S 6)-linked residues by hydrolysis. 
In the liver, phosphoglucomutase converts glucose-1-phosphate to glucose-6- 
phosphate, which is then hydrolyzed by glucose-6-phosphatase to release free glucose.

glycogen glucose-1-phosphate
phosphogluco-

mutase

glucoseglucose-6-phosphate

Pi

glycogen
phosphorylase

glucose-6-
phosphatase

H2O Pi

This glucose leaves the cell and enters the bloodstream. Only gluconeogenic tissues 
such as the liver can make glucose available to the body at large. Other tissues that 
store glycogen, such as muscle, lack glucose-6-phosphatase and so break down gly-
cogen only for their own needs. In these tissues, the glucose-1-phosphate liberated 
by phosphorolysis of glycogen is converted to glucose-6-phosphate, which then 
 enters glycolysis at the phosphoglucose isomerase reaction (step 2). The hexokinase 
reaction (step 1) is skipped, thereby sparing the consumption of ATP. Consequently, 
glycolysis using glycogen-derived glucose has a higher net yield of ATP than glycolysis 
 using glucose supplied by the bloodstream.

Because the mobilization of glucose must be tailored to meet the energy demands 
of a particular tissue or the entire body, the activity of glycogen phosphorylase is 
carefully regulated by a variety of mechanisms linked to hormonal signaling. Like-
wise, the activity of glycogen synthase is subject to hormonal control. In Chapter 19 
we will examine some of the mechanisms for regulating different aspects of fuel 
metabolism, including glycogen synthesis and degradation. Box 13-C discusses the 
metabolic disorders known as glycogen storage diseases.

UDP �

UDP–Glucose Glycogen

UDP
glycogen
synthase

 UDP–glucose pyrophosphorylase glucose-1-phosphate 1 UTP Δ UDP–glucose 1 PPi

 pyrophosphatase PPi 1 H2O S 2 Pi

 glycogen synthase  UDP–glucose 1 glycogen (n residues) S glycogen (n 11 residues) 1 UDP

 net glucose-1-phosphate 1 glycogen 1 UTP 1 H2O S glycogen 1 UDP 1 2 Pi

CONCEPT REVIEW
• What is the role of UTP in glycogen synthesis?
• What is the advantage of breaking down glycogen by phosphorolysis?
• Why do only some tissues contain glucose-6-phosphatase?
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BOX 13-C

Glycogen Storage Diseases

The glycogen storage diseases are a set of inherited disorders of 
glycogen metabolism, not all of which result in glycogen accu-
mulation, as the name might suggest. The symptoms of the 
 glycogen storage diseases vary, depending on whether the affect-
ed tissue is liver or muscle or both. In general, the disorders that 
affect the liver cause hypoglycemia (too little glucose in the 
blood) and an enlarged liver. Glycogen storage diseases that 
affect primarily muscle are characterized by muscle weakness 
and cramps. The incidence of glycogen storage diseases is esti-
mated to be as high as 1 in 20,000 births, although some disor-
ders are not apparent until adulthood. Twelve types of glycogen 
storage diseases have been described, and the defect in each is 
listed in the table on the next page. The following discussion 
focuses on the most common of these conditions.

A defect of glucose-6-phosphatase (type I glycogen storage 
disease, also called von Gierke’s disease) affects both gluconeo-
genesis and glycogenolysis, since glucose-6-phosphatase cata-
lyzes the fi nal step of gluconeogenesis and makes free glucose 
available from glycogenolysis. The enlarged liver and hypogly-
cemia can lead to a host of other symptoms, including irritabil-
ity, lethargy, and, in severe cases, death. A related defect is the 
defi ciency of the transport protein that imports glucose-6-
phosphate into the endoplasmic reticulum, where the phos-
phatase is located.

Type III glycogen storage disease, or Cori’s disease, results 
from a defi ciency of the glycogen debranching enzyme. This 
condition accounts for about one-quarter of all cases of glycogen 
storage disease and usually affects both liver and muscle. The 
symptoms include muscle weakness and liver enlargement due 
to the accumulation of glycogen that cannot be effi ciently 
 broken down. The symptoms of type III glycogen storage disease 
often improve with age and disappear by early adulthood.

The most common type of glycogen storage disease is type IX. 
In this disorder, the kinase that activates glycogen phosphorylase 
is defective. Symptoms range from severe to mild and may fade 
with time. The complexity of this disease refl ects the fact that the 
phosphorylase kinase consists of four subunits, with isoforms that 
are differentially expressed in the liver and other tissues. Genes for 
the a chain (the kinase catalytic subunit) are located on the X 
chromosome, so one form of disease (type VIII glycogen storage 
disease) is inherited in a sex-linked manner (more males than 
females are affected). Genes for the b, g, and d subunits of the 
kinase, which have regulatory functions, are on other chromo-
somes, so defects in these genes affect males and females equally.

Type II glycogen storage disease, the defi ciency of a muscle 
glucosidase, is not common, but it causes death within the fi rst 
year. The missing enzyme is a lysosomal hydrolase that does not 
participate in the main pathways of glycogen degradation but, 

like many lysosomal enzymes, apparently plays a role in recy-
cling cellular materials. Glycogen accumulates in the lysosomes, 
eventually killing the cell.

In the past, glycogen storage diseases were diagnosed on the 
basis of symptoms, blood tests, and painful biopsies of liver or 
muscle to assess its glycogen content. Current diagnostic  methods 
are centered on analyzing the relevant genes for mutations, a non-
invasive approach. Treatment of glycogen storage diseases typically 
includes a regimen of frequent, small, carbohydrate-rich meals to 
alleviate hypoglycemia. However, because dietary therapy does not 
completely eliminate the symptoms of some glycogen storage 
 diseases, and because the metabolic abnormalities, such as chronic 
hypoglycemia and liver damage, can severely impair physical 
growth as well as cognitive development, liver transplant has 
proved to be an effective treatment. At lease one disorder, the type 
II glycogen storage disease, has been treated with infusions of the 
missing enzyme. The glycogen storage diseases are single-gene 
defects, which makes them attractive targets for gene therapy (see 
Section 3-4).

Type Enzyme Defi ciency

I Glucose-6-phosphatase
II �-1,4-Glucosidase
III Amylo-1,6-glucosidase (debranching enzyme)
IV  Amylo-(1,4 S 1,6)-transglycosylase 

(branching enzyme)
V Muscle glycogen phosphorylase
VI Liver glycogen phosphorylase
VII Phosphofructokinase
VIII, IX, X Phosphorylase kinase
XI GLUT2 transporter
0 Glycogen synthase

 Questions:

1. Most patients with moderate to severe glycogen storage dis-
ease experience some growth retardation. What feature of the 
glycogen storage diseases would account for this?

2. Patients with type I glycogen storage disease sometimes have 
enlarged kidneys. Explain.

3. Would frequent small feedings of cornstarch relieve the 
symptoms of type 0 glycogen storage disease?

4. Would a liver transplant cure all the symptoms of type III 
glycogen storage disease? Explain.

5. The symptoms of type XI glycogen storage disease include 
hypoglycemia and hypergalactosemia. What does this tell 
you about the function of the GLUT2 glucose transport 
protein?

CLINICAL CONNECTION

360

c13GlucoseMetabolism.indd Page 360  23/08/12  3:40 PM user-F391c13GlucoseMetabolism.indd Page 360  23/08/12  3:40 PM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



We have already seen that glucose catabolism can lead to pyruvate, which can be 
further oxidized to generate more ATP or used to synthesize amino acids and fatty 
acids. Glucose is also a precursor of the ribose groups used for nucleotide synthesis. 
The pentose phosphate pathway, which converts glucose-6-phosphate to ribose-
5-phosphate, is an oxidative pathway that occurs in all cells. But unlike glycolysis, 
the pentose phosphate pathway generates NADPH rather than NADH. The two 
cofactors are not interchangeable and are easily distinguished by degradative  enzymes 
(which generally use NAD1) and biosynthetic enzymes (which generally use 
NADP1). The pentose phosphate pathway is by no means a minor feature of  glucose 
metabolism. As much as 30% of glucose in the liver may be catabolized by the pen-
tose phosphate pathway. This pathway can be divided into two phases: a series of 
oxidative reactions followed by a series of reversible interconversion  reactions.

The oxidative reactions of the pentose phosphate 
pathway produce NADPH

The starting point of the pentose phosphate pathway is glucose-6-phosphate, which 
can be derived from free glucose, from the glucose-1-phosphate produced by glyco-
gen phosphorolysis, or from gluconeogenesis. In the fi rst step of the pathway, glu-
cose-6-phosphate dehydrogenase catalyzes the metabolically irreversible transfer of a 
hydride ion from glucose-6-phosphate to NADP1, forming a lactone and NADPH:
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A defi ciency of glucose-6-phosphate dehydrogenase is the most common human 
enzyme defi ciency. This defect, which decreases the cellular production of NADPH, 
interferes with the normal function of certain oxidation–reduction processes and 
makes the cells more susceptible to oxidative damage. However, individuals with 
glucose-6-phosphate dehydrogenase defi ciency are also more resistant to malaria. 
Thus, the gene for the defective enzyme (like the gene for sickle cell hemoglobin 
described in Box 5-C) persists because it confers a selective advantage.

The lactone intermediate is hydrolyzed to 6-phosphogluconate by the action of 
6-phosphogluconolactonase, although this reaction can also occur in the absence of 
the enzyme:
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KEY CONCEPTS
• The pentose phosphate pathway is 

an oxidative pathway for producing 
NADPH and converting glucose to 
ribose.

• The reversible reactions of the 
pathway allow the interconversion 
of ribose and intermediates of 
glycolysis and gluconeogenesis.

13-4 The Pentose Phosphate Pathway 361
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In the third step of the pentose phosphate pathway, 6-phosphogluconate is oxida-
tively decarboxylated in a reaction that converts the six-carbon sugar to a fi ve-carbon 
sugar and reduces a second NADP1 to NADPH:
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C OHH

C
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The two molecules of NADPH produced for each glucose molecule that enters the 
pathway are used primarily for biosynthetic reactions, such as fatty acid synthesis 
and the synthesis of deoxynucleotides.

Isomerization and interconversion reactions generate 
a variety of monosaccharides

The ribulose-5-phosphate product of the oxidative phase of the pentose phosphate 
pathway can isomerize to ribose-5-phosphate:
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Ribose-5-phosphate is the precursor of the ribose unit of nucleotides. In many 
cells, this marks the end of the pentose phosphate pathway, which has the net 
equation

glucose-6-phosphate 1 2 NADP1 1 H2O S
ribose-5-phosphate 1 2 NADPH 1 CO2 1 2 H1

Not surprisingly, the activity of the pentose phosphate pathway is high in rapidly 
dividing cells that must synthesize large amounts of DNA. In fact, the pentose phos-
phate pathway not only produces ribose, it also provides a reducing agent (NADPH) 
required for the reduction of ribose to deoxyribose. Ribonucleotide reductase carries 
out the reduction of nucleotide diphosphates (NDPs):
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The enzyme, which is oxidized in the process, is restored to its original state by a 
series of reactions in which NADPH is reduced.

In some cells, however, the need for NADPH for other biosynthetic reactions is 
greater than the need for ribose-5-phosphate. In this case, the excess carbons of the 
 pentose are recycled into intermediates of the glycolytic pathway so that they can be  degraded 
to pyruvate or used in gluconeogenesis, depending on the cell type and its metabolic needs.

A set of reversible reactions transform fi ve-carbon ribulose units into six-carbon 
units (fructose-6-phosphate) and three-carbon units (glyceraldehyde-3-phosphate). 
These transformations are accomplished mainly by the enzymes transketolase and 
transaldolase, which transfer two- and three-carbon units among various intermediates 
to produce a set of sugars containing three, four, fi ve, six, or seven carbons (the reaction 
catalyzed by transketolase was introduced in Section 7-2). Figure 13-11 is a schematic 
view of this process. Because all these interconversions are reversible, glycolytic interme-
diates can also be siphoned from glycolysis or gluconeogenesis to synthesize ribose-5-phosphate. 
Thus, the cell can use some or all of the steps of the pentose phosphate pathway to 
generate NADPH, to produce ribose, and to interconvert other monosaccharides.

Figure 13-11 Rearrangements of the products of the pentose phosphate pathway. 
Three of the fi ve-carbon products of the oxidative phase of the pentose phosphate 
pathway are converted to two fructose-6-phosphate and one glyceraldehyde-3-
phosphate by reversible reactions involving the transfer of two- and three-carbon units. 
Each square represents a carbon atom in a monosaccharide. This pathway also allows 
ribose carbons to be used in glycolysis and gluconeogenesis.

C5 C5 C5 C3 C7 C5 C6 C4 C5 C6 C6 C3

CONCEPT REVIEW
• What are the main products of the pentose phosphate pathway 

and how does the cell use them?
• How does the cell catabolize excess ribose groups?

A summary of glucose metabolism

The central position of glucose metabolism in all cells warrants its close study. 
 Indeed, the enzymes of glycogen metabolism, glycolysis, gluconeogenesis, and the 
pentose phosphate pathway are among the best-studied proteins. In nearly all cases, 
detailed knowledge of their molecular structures has provided insight into their 
catalytic mechanisms and mode of regulation.

Although our coverage of glucose metabolism is far from exhaustive, this chapter 
describes quite a few enzymes and reactions, which are compiled in  Figure 13-12. 
As you examine this diagram, keep in mind the following points, which also apply 
to the metabolic pathways we will encounter in subsequent chapters:

1. A metabolic pathway is a series of enzyme-catalyzed reactions, so the pathway’s 
substrate is converted to its product in discrete steps.

2. A monomeric compound such as glucose is interconverted with its polymeric 
form (glycogen), with other monosaccharides (fructose-6-phosphate and ribose-
5-phosphate, for example), and with smaller metabolites such as the three- carbon 
pyruvate.

3. Although anabolic and catabolic pathways may share some steps, their irrevers-
ible steps are catalyzed by enzymes unique to each pathway.

4. Certain reactions consume or produce free energy in the form of ATP. In most 
cases, these are phosphoryl-group transfer reactions.

5. Some steps are oxidation–reduction reactions that require or generate a reduced 
cofactor such as NADH or NADPH.
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Figure 13-12 Summary of glucose 
metabolism. This diagram includes 
the pathways of glycogen synthesis and 
degradation, glycolysis, gluconeogenesis, 
and the pentose phosphate pathway. 
Dotted lines are used where the 
individual reactions are not shown. 
Filled gold symbols indicate ATP 
production; shadowed gold symbols 
indicate ATP consumption. Filled 
and shadowed red symbols represent 
the production and consumption of 
the reduced cofactors NADH and 
NADPH.  See Animated Figure. 
Overview of glucose metabolism.
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13-1 Glycolysis

• The pathway of glucose catabolism, or glycolysis, is a series of enzyme-
catalyzed steps in which free energy is conserved as ATP or NADH.

• The 10 reactions of glycolysis convert the six-carbon glucose to 
two molecules of pyruvate and produce two molecules of NADH 
and two molecules of ATP. The fi rst phase (reactions catalyzed 
by hexokinase, phosphoglucose isomerase, phosphofructokinase, 
aldolase, and triose phosphate isomerase) requires the invest-
ment of two ATP. The irreversible reaction catalyzed by phos-
phofructokinase is the rate-determining step and the major con-
trol point for glycolysis. The second phase of the pathway 
(reactions catalyzed by glyceraldehyde-3-phosphate dehydroge-
nase, phosphoglycerate kinase, phosphoglycerate mutase, eno-
lase, and pyruvate kinase) generates four ATP per glucose.

• Pyruvate may be reduced to lactate or ethanol, further oxidized 
by the citric acid cycle, or converted to other compounds.

13-2 Gluconeogenesis

• The pathway of gluconeogenesis converts two molecules of pyru-
vate to one molecule of glucose at a cost of six ATP. The pathway 

SUMMARY

uses seven glycolytic enzymes, and the activities of pyruvate car-
boxylase, phosphoenolpyruvate carboxykinase, fructose bisphos-
phatase, and glucose-6-phosphatase bypass the three irreversible 
steps of glycolysis.

• A futile cycle involving phosphofructokinase and fructose bisphos-
phatase helps regulate the fl ux through glycolysis and gluconeo-
genesis.

13-3 Glycogen Synthesis and Degradation

• Glucose residues are incorporated into glycogen after fi rst being 
activated by attachment to UDP.

• Phosphorolysis of glycogen produces phosphorylated glucose that 
can enter glycolysis. In the liver, this glucose is dephosphorylated 
and exported.

13-4 The Pentose Phosphate Pathway

• The pentose phosphate catabolic pathway for glucose yields 
NADPH and ribose groups. The fi ve-carbon sugar intermediates 
can be converted to glycolytic intermediates.
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glycolysis
gluconeogenesis
kinase
metabolically irreversible reaction
near-equilibrium reaction

rate-determining reaction
tautomerization
feed-forward activation
fermentation
futile cycle

glycogenolysis
glycogen storage disease
pentose phosphate pathway

GLOSSARY TERMS

PROBLEMS

13-1 Glycolysis

1. Which of the 10 reactions of glycolysis are (a) phosphoryla-
tions, (b) isomerizations, (c) oxidation–reductions, (d) dehydra-
tions, and (e) carbon–carbon bond cleavages?

2. Which reactions of glycolysis can be reversed? Which reac-
tions are irreversible? What is the signifi cance of the metabolically 
irreversible reactions?

3. The DG 89 value for the hexokinase reaction is 216.7 kJ ? mol21, 
while the DG value under cellular conditions is similar.

(a) What is the ratio of glucose-6-phosphate to glucose under 
standard conditions if the ratio of [ATP] to [ADP] is 10:1?
(b) How high would the ratio of glucose-6-phosphate to 
glucose have to be in order to reverse the hexokinase reaction 
by mass action?

4. What is the ratio of fructose-6-phosphate to glucose-6- 
phosphate under (a) standard conditions and (b) cellular conditions? In 
which direction does the reaction proceed under cellular conditions?

5. Except during starvation, the brain burns glucose as its sole 
metabolic fuel and consumes up to 40% of the body’s circulating 
glucose.

(a) Why would hexokinase be the primary rate-determining 
step of glycolysis in the brain? (In tissues such as muscle, 
phosphofructokinase rather than hexokinase catalyzes the 
rate-determining step.)
(b) Brain hexokinase has a K M for glucose that is 100 times 
lower than the concentration of circulating glucose (5 mM). 
What is the advantage of this low K M?

6. Glucose is frequently administered intravenously (injected 
directly into the bloodstream) to patients as a food source. A new 
resident at a hospital where you are doing one of your rotations sug-
gests administering glucose-6-phosphate instead. You recall from 
biochemistry class that the transformation of glucose to glucose-
6-phosphate requires ATP and you consider the possibility that 
administering glucose-6-phosphate might save the patient energy. 
Should you use the resident’s suggestion?

7. ADP stimulates the activity of phosphofructokinase (PFK), 
yet it is a product of the reaction, not a reactant. Explain this appar-
ently contradictory regulatory strategy.

8. We can apply the T and R nomenclature used to describe the 
low- and high-affi nity forms of hemoglobin (see Section 5-1) to 
allosteric enzymes like PFK. Allosteric inhibitors stabilize the T 
form, which has a low affi nity for its substrate, while activators sta-
bilize the high-affi nity R form. Do the following allosteric effectors 
stabilize the T form of PFK or the R form?

(a) ADP (bacteria)
(b) PEP (bacteria)
(c) fructose-2,6-bisphosphate (mammals)

9. PFK isolated from the bacterium Bacillus stearothermophilus is 
a tetramer that binds fructose-6-phosphate with hyperbolic kinetics 
and a K M of 23 mM. What happens to the K M in the presence of 
phosphoenolpyruvate (PEP; see Figure 7-15)? Use the T Δ R 
terminology to explain what happens.

10. Refer to Figure 7-16. Why does the conformational change 
that results when Arg 162 changes places with Glu 161 result in a 
form of the enzyme that has a low affi nity for its substrate?

11. Researchers isolated a yeast mutant that was defi cient in the 
enzyme phosphofructokinase. The mutant yeast was able to grow 
on glycerol as an energy source, but not glucose. Explain why.

12. Researchers isolated a yeast PFK mutant in which a serine at 
the fructose-2,6-bisphosphate binding site was replaced with an 
aspartate residue. The amino acid substitution completely abolished 
the binding of fructose-2,6-bisphosphate (F26BP) to PFK. There 
was a dramatic decline in glucose consumption and ethanol produc-
tion in the mutant compared to control yeast.

(a) Propose a hypothesis that explains why the mutant PFK 
cannot bind fructose-2,6-bisphosphate.
(b) What does the decline of glucose consumption and ethanol 
production in the yeast reveal about the role of fructose-2,6-
bisphosphate in glycolysis?

13. Explain why iodoacetate was useful for determining the 
order of intermediates in glycolysis but provided misleading infor-
mation about an enzyme’s active site.

14. Biochemists use transition state analogs to determine the 
structure of a short-lived intermediate in an enzyme-catalyzed 
 reaction. Because an enzyme binds tightly to the transition state, a 
compound that resembles the transition state should be a potent 
competitive inhibitor. Phosphoglycohydroxamate binds 150 times 
more tightly than dihydroxyacetone phosphate to triose phosphate 
isomerase. Based on this information, propose a structure for the 
intermediate of the triose phosphate isomerase reaction.

Phosphoglycohydroxamate

CH2OPO3
2�

N

OH

O�

C

15. What is the ratio of glyceraldehyde-3-phosphate (GAP) to 
dihydroxyacetone phosphate (DHAP) in cells at 378C under 
 nonequilibrium conditions? Considering your answer to this ques-
tion, how do you account for the fact that the conversion of DHAP 
to GAP occurs readily in cells?
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21. Vanadate, VO4
32, inhibits GAPDH, not by acting as a phos-

phate analog, but by interacting with essential —SH groups on the 
enzyme. What happens to cellular levels of phosphate, ATP, and 
2,3-bisphosphoglycerate (see Problem 20) when red blood cells are 
incubated with vanadate?

22. The mechanism of plant phosphoglycerate mutase is differ-
ent from the mechanism of mammalian phosphoglycerate mutase 
presented in the text. 3-Phosphoglycerate (3PG) binds to the plant 
enzyme, transfers its phosphate to the enzyme, and then the enzyme 
transfers the phosphate group back to the substrate to form 2-phos-
phoglycerate (2PG). When [32P]-labeled 3PG is added to cultured 
(a) hepatocytes or (b) plant cells, what is the fate of the [32P] label?

23. Which intermediates of glycolysis accumulate if fl uoride ions 
are present?

24. Assuming a standard free energy change of 30.5 kJ ? mol21 
for the synthesis of ATP from ADP and Pi, how many molecules of 
ATP can be theoretically produced by the catabolism of glucose to 
(a) lactate or (b) CO2 (see Table 13-1)?

25. What happens to the [ADP]/[ATP] and [NAD1]/[NADH] 
ratios in red blood cells with a pyruvate kinase defi ciency (see 
 Problem 20)?

26. One of the symptoms of a pyruvate kinase defi ciency (see 
Problem 25) is hemolytic anemia, in which red blood cells swell and 
eventually lyse. Explain why the defi ciency of the enzyme brings 
about this symptom.

27. Organisms such as yeast growing under anaerobic conditions 
can convert pyruvate to alcohol in a process called fermentation, as 
described in the text. Instead of being converted to lactate, pyruvate 
is converted to ethanol in a two-step reaction. Why is the second 
step of this process essential to the yeast cell?

28. Several studies have shown that aluminum inhibits PFK in 
liver cells.

(a) Compare the production of pyruvate by perfused livers in 
control and aluminum-treated rats using fructose as an energy 
source.
(b) What would the experimental results be if glucose was used 
instead of fructose?

29. Drinking methanol can cause blindness and death, depend-
ing on the dosage. The causative agent is formaldehyde derived from 
methanol.

(a) Draw the balanced chemical reaction for the conversion of 
methanol to formaldehyde.
(b) Why would administering whiskey (ethanol) to a person 
 poisoned with methanol be a good antidote?

16. Cancer cells have elevated levels of glyceraldehyde-3- 
phosphate dehydrogenase (GAPDH), which may account for the 
high rate of glycolysis seen in cancer cells. The compound methyl-
glyoxal has been shown to inhibit GAPDH in cancer cells but not 
in normal cells. This observation may lead to the development of 
rapid screening assays for cancer cells and to the development of 
drugs for treatment of cancerous tumors.

(a) What mechanisms might be responsible for the elevated 
levels of GAPDH in cancer cells?
(b) Why might methylglyoxal inhibit GAPDH in cancer cells 
but not in normal cells?

17.  Arsenate, AsO4
32, acts as a phosphate analog and can replace 

phosphate in the GAPDH reaction. The product of this reaction 
is 1-arseno-3-phosphoglycerate. It is unstable and spontaneously 
hydrolyzes to form 3-phosphoglycerate, as shown below. What is 
the effect of arsenate on cells undergoing glycolysis?

O

CH

HCOH

H2COPO3
2�

�

�NAD�

AsO4
3�

H2O

GAPDH HCOH

H2COPO3
2�

AsO4
3�

O

C OAsO3
2�

HCOH

H2COPO3
2�

O

C OAsO3
2�

HCOH

H2COPO3
2�

O

C O�

NADH H�

18. In several species of bacteria, activity of GADPH is con-
trolled by the NADH/NAD1 ratio. Does the activity of GAPDH 
increase or decrease when the NADH/NAD1 ratio increases? 
Explain. Assume that only the forward direction of the reaction is 
relevant.

19. Phosphoglycerate kinase in red blood cells is bound to the 
plasma membrane. This allows the kinase reaction to be coupled to 
the Na,K-ATPase pump. How does the proximity of the enzyme to 
the membrane facilitate the action of the pump?

20. Red blood cells synthesize and degrade 2,3-bisphosphoglyc-
erate (2,3-BPG) as a detour from the glycolytic pathway, as shown 
in the fi gure.

Glyceraldehyde-3-Pi

GAPDH

1,3-Bisphosphoglycerate

PGK

3-Phosphoglycerate

2,3-Bisphosphoglycerate

 2,3-BPG decreases the oxygen affi nity of hemoglobin by binding in 
the central cavity of the deoxygenated form of hemoglobin. This 
encourages delivery of oxygen to tissues. A defect in one of the gly-
colytic enzymes may affect levels of 2,3-BPG. The plot above right 
shows oxygen-binding curves for normal erythrocytes and for hexo-
kinase- and pyruvate kinase–defi cient erythrocytes. Identify which 
curve corresponds to which enzyme defi ciency.
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(a) Explain how the activation of pyruvate carboxylase by 
acetyl-CoA affects glucose metabolism.
(b) Pyruvate can undergo a reversible amino-group transfer 
reaction to yield alanine (see Section 12-2). Alanine is an 
allosteric effector of pyruvate kinase. Would you expect alanine 
to stimulate or inhibit pyruvate kinase? Explain.

Pyruvate

COO�

CH3

C O

Alanine

COO�

�H3N

CH3

CH

�-Keto acid

�-Amino acid

34. A liver biopsy of a four-year-old boy indicated that the 
 fructose-1,6-bisphosphatase enzyme activity was 20% of normal. The 
patient’s blood glucose levels were normal at the beginning of a fast 
but then decreased suddenly. Pyruvate and alanine concentrations 
were also elevated, as was the glyceraldehyde-3-phosphate/dihydroxy-
acetone phosphate ratio. Explain the reason for these symptoms.

35. Insulin is one of the major hormones that regulates gluco-
neogenesis. Insulin acts in part by decreasing the transcription of 
genes coding for certain gluconeogenic enzymes. For which genes 
would you expect insulin to suppress transcription?

36. Type 2 diabetes is characterized by insulin resistance, in 
which insulin is unable to perform its many functions. What symp-
tom would you expect in a type 2 diabetic patient if insulin is unable 
to perform the function described in Problem 35?

37. The concentration of fructose-2,6-bisphosphate (F26BP) is 
regulated in the cell by a homodimeric enzyme with two catalytic 
activities: a kinase that phosphorylates fructose-6-phosphate on the 
C2 hydroxyl group to form fructose-2,6-bisphosphate and a phos-
phatase that removes the phosphate group.

(a) Which enzyme activity, the kinase or the phosphatase, 
would you expect to be active under fasting conditions? Explain.
(b) Which hormone is likely to be responsible for inducing this 
activity? 
(c) Consult Section 10-2 and propose a mechanism for this 
induction.

38. The “carbon skeletons” of most amino acids can be  converted 
to glucose, a process that may require many enzymatic steps. Which 
amino acids can enter the gluconeogenic pathway directly after 
undergoing deamination (a reaction in which the carbon with the 
amino group becomes a ketone)?

39. Brazilin, a compound found in aqueous extracts of sappan 
wood, has been used to treat diabetics in Korea. Brazilin increases 
the activity of the enzyme that produces fructose-2,6-bisphosphate, 
and the compound also stimulates the activity of pyruvate kinase.

(a) What is the effect of adding brazilin to hepatocytes (liver 
cells) in culture?
(b) Why would brazilin be an effective treatment for diabetes?

40. Metformin is a drug that decreases the expression of phos-
phoenolpyruvate carboxykinase. Explain why metformin would be 
helpful in treating diabetes.

41. Draw a diagram that illustrates how lactate released from the 
muscle is converted back to glucose in the liver. What is the cost (in 
ATP) of running this cycle?

42. Draw a diagram that illustrates how alanine (see Problem 33b) 
released from the muscle is converted back to glucose in the liver. What 
is the physiological cost if this cycle runs for a prolonged period of time?

30. The term turbo design has been used to describe pathways such 
as glycolysis that have one or more ATP-consuming steps followed by 
one or more ATP-producing steps with a net yield of ATP production 
for the pathway overall. Mathematical models have shown that “turbo” 
pathways have the risk of substrate-accelerated death unless there is a 
“guard at the gate,” that is, a mechanism for inhibiting an early step of 
the pathway. In yeast, hexokinase is inhibited by a complex mechanism 
mediated by trehalose-6-phosphate synthase (TPSI). Mutant yeast in 
which TPSI is defective (there is no “guard at the gate”) die if grown 
under conditions of high glucose concentration. Explain why.

31. Recent studies have shown that the halophilic organism Halo-
coccus saccharolyticus degrades glucose via the Entner–Doudoroff path-
way rather than by the glycolytic pathway presented in this  chapter. A 
modifi ed scheme of the Entner–Doudoroff pathway is shown here.

Glucose

Gluconate

2-Keto-3-deoxygluconate (KDG)

2-Keto-3-deoxy-6-phosphogluconate (KDPG)

Pyruvate

Pyruvate

Glyceraldehyde-3-Pi

1,3-BPG

NADP�

NADPH

ATP

ADP

H2O

(a) What is the ATP yield per mole of glucose for this pathway?
(b) Describe (in general) what kinds of reactions would need to 
follow the Entner–Doudoroff pathway in this organism.

32. Trypanosomes living in the bloodstream obtain all their free 
energy from glycolysis. They take up glucose from the host’s blood 
and excrete pyruvate as a waste product. In this part of their life 
cycle, trypanosomes do not carry out any oxidative phosphoryla-
tion, but they do use another oxygen-dependent pathway, which is 
absent in mammals, to oxidize NADH.

(a) Why is this other pathway necessary?
(b) Would the pathway be necessary if the trypanosome 
excreted lactate rather than pyruvate?
(c) Why would this pathway be a good target for antiparasitic drugs?

13-2 Gluconeogenesis

33. Flux through the opposing pathways of glycolysis and gluco-
neogenesis is controlled in several ways.
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the enzyme. Why does the dissociation of glucose-1,6-bisphosphate 
inhibit the enzyme?

OH H
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H OH
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54. Trehalose is one of the major sugars in the insect hemo-
lymph (the fl uid that circulates through the insect’s body). It is a 
disaccharide consisting of two linked glucose residues. In the 
hemolymph, trehalose serves as a storage form of glucose and also 
helps protect the insect from desiccation and freezing. Its concen-
tration in the hemolymph must be closely regulated. Trehalose is 
synthesized in the insect fat body, which plays a role in metabolism 
analogous to the vertebrate liver. Recent studies on the insect Man-
duca sexta have shown that during starvation, hemolymph glucose 
concentration decreases, which results in an increase in fat body 
glycogen phosphorylase activity and a decrease in the concentra-
tion of fructose-2,6-bisphosphate. What effect do these changes 
have on hemolymph trehalose concentration in the fasted insect?

Fat body Hemolymph

Glycogen Glucose Glucose

Glycolysis Trehalose Trehalose

55. The glycolytic pathway in the thermophilic archaebacterium 
Thermoproteus tenax differs from the pathway presented in this 
chapter. The phosphofructokinase reaction in T. tenax is reversible 
and depends on pyrophosphate rather than ATP. In addition, 
T. tenax has two glyceraldehyde-3-phosphate dehydrogenase 
(GADPH) isozymes. The “phosphorylating GAPDH” is similar to 
the enzyme described in this chapter. The second isozyme is the 
irreversible “nonphosphorylating GAPDH,” which catalyzes the 
reaction shown below. T. tenax relies on glycogen stores as a source 
of energy. What is the ATP yield for one mole of glucose oxidized by 
the pathway that uses the nonphosphorylating GAPDH enzyme?

CH2 O O�

OH

P

H O

O�

O

C

HC

H2C

OHH

�O

O O�P

O

O�

O

C

C

Glyceraldehyde-3-phosphate 3-Phosphoglycerate

� � 

NAD� NADH � H�

T. tenax
GAPDH

56. Individuals with fructose intolerance lack fructose-1- phosphate 
aldolase, a liver enzyme essential for catabolizing fructose. In the 
absence of fructose-1-phosphate aldolase, fructose-1-phosphate accu-
mulates in the liver and inhibits glycogen phosphorylase and fructose-
1,6-bisphosphatase.

13-3 Glycogen Synthesis and Degradation

43. Beer is produced from raw materials such as wheat and bar-
ley. Explain why the grains are allowed to sprout, a process in which 
their starch is broken down to glucose, before fermentation begins.

44. Some bread manufacturers add amylase to bread dough 
prior to the fermentation process. What role does this enzyme (see 
Section 12-1) play in the bread-making process?

45. Glycogen is degraded via a phosphorolysis process, which 
produces glucose-1-phosphate. What advantage does this process 
have over a simple hydrolysis, which would produce glucose instead 
of phosphorylated glucose?

46. The equation for the degradation of glycogen is shown below.
(a) What is the ratio of [Pi ]/[G1P] under standard conditions?
(b) What is the value of DG under cellular conditions when the 
[Pi]/[G1P] ratio is 50:1?

DG 89 5 13.1 kJ ? mol21glycogen (n 2 1 residues) 1 G1P

glycogen (n residues) 1 Pi

phosphorylase

47. During even mild exertion, individuals with McArdle’s dis-
ease experience painful muscle cramps due to a genetic defect in 
glycogen phosphorylase, the enzyme that breaks down glycogen. Yet 
the muscles in these individuals contain normal amounts of glyco-
gen. What did this observation tell researchers about the pathways 
for glycogen degradation and glycogen synthesis?

48. Patients with McArdle’s disease have normal liver glycogen 
content and structure. Identify the type of glycogen storage disease 
as listed in the table in Box 13-C.

49. A patient with McArdle’s disease performs ischemic (anaero-
bic) exercise for as long as he is able to do so. Blood is withdrawn 
from the patient every few minutes during the exercise period and 
tested for lactate. The patient’s samples are compared with control 
samples from a patient who does not suffer from a glycogen storage 
disease. The results are shown in the fi gure. Why does the lactate 
concentration increase in the normal patient? Why is there no cor-
responding increase in the patient’s lactate concentration?
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50. Does a patient with McArdle’s disease (see Problems 47–49) 
suffer from hypoglycemia, hyperglycemia, or neither?

51. Patients with von Gierke’s disease (type I glycogen storage 
disease) have a defi ciency of glucose-6-phosphatase. One of the 
most prominent symptoms of the disease is a protruding abdomen 
due to an enlarged liver. Explain why the liver is enlarged in patients 
with von Gierke’s disease.

52. Does a patient with von Gierke’s disease (see Problem 51) 
suffer from hypoglycemia, hyperglycemia, or neither?

53. The mechanism of the phosphoglucomutase enzyme is simi-
lar to that of the plant mutase described in Problem 22 and is shown 
here. On occasion, the glucose-1,6-bisphosphate dissociates from 
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 Use this information to predict the physiological effects of a 
 glucose-6-phosphate dehydrogenase defi ciency.

60. Experiments were carried out in cultured cells to determine 
the relationship between glucose-6-phosphate dehydrogenase 
(G6PDH) activity and rates of cell growth. Cells were cultured in 
a medium supplemented with serum, which contains growth fac-
tors that stimulate G6PDH activity. Predict how the cellular 
NADPH/NADP1 ratio would change under the following cir-
cumstances:

(a) Serum is withdrawn from the medium.
(b) DHEA, an inhibitor of glucose-6-phosphate dehydrogenase, 
is added.
(c) The oxidant H2O2 is added.
(d) Serum is withdrawn and H2O2 is added.

61. Write a mechanism for the nonenzymatic hydrolysis of 
6-phosphogluconolactone to 6-phosphogluconate.

62. Enzymes in the soil fungus Aspergillus nidulans use 
NADPH as a coenzyme when converting nitrate to the ammoni-
um ion. When the fungus was cultured in a growth medium con-
taining nitrate, it was discovered that the activities of several 
enzymes involved in glucose metabolism increased. What enzymes 
are good candidates for regulation under these conditions? 
Explain.

63. Several studies have shown that the metabolite glucose-
1,6-bisphosphate (G16BP) regulates several pathways of carbohy-
drate metabolism by inhibiting or activating key enzymes. The 
effect of G16BP on several important enzymes is summarized in 
the table below. What pathways are active when G16BP is pres-
ent? What pathways are inactive? What is the overall effect? 
Explain.

Enzyme Effect of G16BP

Hexokinase Inhibits
Phosphofructokinase (PFK) Activates
Pyruvate kinase (PK) Activates
Phosphoglucomutase Activates
6-Phosphogluconate dehydrogenase Inhibits

64. Xylulose-5-phosphate acts as an intracellular signaling mol-
ecule that activates kinases and phosphatases in liver cells. As a result 
of this signaling, there is an increase in the activity of the enzyme 
that produces fructose-2,6-bisphosphate, and the expression of 
genes for lipid synthesis is increased. What is the net effect of these 
responses?

(a) Explain why individuals with fructose intolerance exhibit 
hypoglycemia (low blood sugar).
(b) Administering glycerol and dihydroxyacetone phosphate 
does not alleviate the hypoglycemia, but administering galactose 
does relieve the hypoglycemia. Explain.

13-4 The Pentose Phosphate Pathway

57. Most metabolic pathways include an enzyme-catalyzed reac-
tion that commits a metabolite to continue through the pathway.

(a) Identify the fi rst committed step of the pentose phosphate 
pathway. Explain your reasoning.
(b) Hexokinase catalyzes an irreversible reaction at the start of 
glycolysis. Does this step commit glucose to continue through 
glycolysis?
58. A given metabolite may follow more than one metabolic 

pathway. List all the possible fates of glucose-6-phosphate in (a) a 
liver cell and (b) a muscle cell.

59. Reduced glutathione, a tripeptide containing a Cys residue, is 
found in red blood cells, where it reduces organic peroxides formed in 
cellular structures exposed to high concentrations of  reactive oxygen.

2 �-Glu Cys Gly

SH

� R O OH

H2O

Reduced glutathione Organic peroxide

Oxidized glutathione

�-Glu Cys Gly

�-Glu Cys Gly

� �R OH
S

S

 Reduced glutathione also plays a role in maintaining normal red blood 
cell structure and keeping the iron ion of hemoglobin in the 12 oxida-
tion state. Glutathione is regenerated as shown in the following reaction:

S
� �

�

NADPH H�

NADP��-Glu Cys Gly

SH

�-Glu Cys Gly

S

�-Glu Cys Gly

2
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THE CITRIC 
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THIS CHAPTER IN CONTEXT

Do You Remember?
 Enzymes accelerate chemical reactions using acid–base catalysis, covalent 

catalysis, and metal ion catalysis (Section 6-2).

 Coenzymes such as NAD1 and ubiquinone collect electrons from compounds that 

become oxidized (Section 12-2).

 Metabolic pathways in cells are connected and are regulated (Section 12-2).

 Many vitamins, substances that humans cannot synthesize, are components of 

coenzymes (Section 12-2).

 Pyruvate can be converted to lactate, acetyl-CoA, or oxaloacetate (Section 13-1).
Part 3 Metabolism

  14 The Citric Acid Cycle

Part 4 Genetic Information

Part 1 Foundations

Part 2  Molecular Structure 
and Function

[Tom Merton/OJO Images/Getty Images, Inc.]

WHERE does exhaled CO2 come from?

Infl ating a toy balloon is one way to capture exhaled breath, which contains CO2. 
It is tempting to believe that in air-breathing animals, the oxygen that is inhaled 

is transformed into carbon dioxide that is exhaled. In fact, the two types of 
molecules never directly interact inside the body. In this chapter we 

will see that exhaled CO2, a waste product of cellular metabolism, is 
generated mostly by operation of the citric acid cycle. This metabolic 

pathway converts the carbons of metabolic fuels into CO2, saving their 
energy for ATP synthesis.

c14TheCitricAcidCycle.indd Page 370  11/09/12  7:23 PM user-f409c14TheCitricAcidCycle.indd Page 370  11/09/12  7:23 PM user-f409



The citric acid cycle is a pathway that occupies a 
central place in the metabolism of most cells. It 
converts two-carbon groups, in the form of acetyl-
CoA, into CO2 and therefore represents the fi nal 
stage in the oxidation of metabolic fuels—not just 
carbohydrates but also fatty acids and amino acids 
(Fig. 14-1). As the carbons become fully oxidized 
to CO2, their energy is conserved and subsequently 
used to produce ATP. The eight reactions of the 
citric acid cycle take place in the cytosol of pro-
karyotes and in the mitochondria of eukaryotes.

Unlike a linear pathway such as glycolysis (see 
Fig. 13-2) or gluconeogenesis (see Fig. 13-10), the 
citric acid cycle always returns to its starting posi-
tion, essentially behaving as a multistep catalyst. 
However, it is still possible to follow the chemical 
transformations that occur at each step.

An examination of the citric acid cycle also il-
lustrates an important feature of metabolic path-
ways in general, namely, that a pathway is less like 
an element of plumbing and more like a web or 
network. In other words, the pathway does not 
function like a simple pipeline, where one sub-
stance enters one end and another emerges from 
the other end. Instead, the pathway’s intermediates 
can participate in many reactions, serving as both 
precursors and products of a large variety of bio-
logical molecules.

Although the carbon atoms that enter the citric 
acid cycle may be derived from amino acids, fatty 
acids, or carbohydrates, we will use pyruvate, the 
end product of glycolysis, as the starting point for 
our study of the citric acid cycle. We will examine 
the eight reactions of the citric acid cycle and dis-
cuss how this sequence of reactions might have 
evolved. Finally, we will consider the citric acid 
cycle as a multifunctional pathway with links to 
other metabolic processes.

The end product of glycolysis is the three-carbon compound pyruvate. In aerobic 
organisms, these carbons are ultimately oxidized to 3 CO2 (although the oxygen 
atoms come not from molecular oxygen but from water and phosphate). The fi rst 
molecule of CO2 is released when pyruvate is decarboxylated to an acetyl unit. The 
second and third CO2 molecules are products of the citric acid cycle.

The pyruvate dehydrogenase complex contains multiple 
copies of three different enzymes

The decarboxylation of pyruvate is catalyzed by the pyruvate dehydrogenase 
complex. In eukaryotes, this enzyme complex, and the enzymes of the citric acid 
cycle itself, are located inside the mitochondrion (an organelle surrounded by a 
double membrane and whose interior is called the mitochondrial matrix). 
 Accordingly, pyruvate produced by glycolysis in the cytosol must fi rst be trans-
ported into the mitochondria.

KEY CONCEPT
• The pyruvate dehydrogenase 

complex includes three types of 
enzymes that collectively remove 
a carboxylate group from pyruvate 
and produce acetyl-CoA and NADH.

14-1 The Pyruvate Dehydrogenase Reaction

371

Figure 14-1 The citric 
acid cycle in context. 
The citric acid cycle is a 
central metabolic pathway 
whose starting material is 
two-carbon acetyl units 
derived from amino acids, 
monosaccharides, and fatty 
acids. These are oxidized 
to the waste product CO2, 
with the reduction of 
the cofactors NAD1 and 
ubiquinone (Q).
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For convenience, the three kinds of enzymes that make up the pyruvate dehydro-
genase complex are called E1, E2, and E3. Together they catalyze the oxidative decar-
boxylation of pyruvate and the transfer of the acetyl unit to coenzyme A:

pyruvate 1 CoA 1 NAD1 S acetyl-CoA 1 CO2 1 NADH

The structure of coenzyme A, a nucleotide derivative containing the vitamin panto-
thenate, is shown in Figure 3-3a.

In E. coli, the pyruvate dehydrogenase complex contains 60 protein subunits 
(24 E1, 24 E2, and 12 E3) and has a mass of about 4600 kD. In mammals and some 
other bacteria, the enzyme complex is even larger, with 42–48 E1, 60 E2, and 6–12 E3 
plus additional proteins that hold the complex together and regulate its enzymatic 
activity. The pyruvate dehydrogenase complex from Bacillus stearothermophilus con-
sists of a core of 60 E2 subunits that form a dodecahedron (a 12-sided polyhedron) 
surrounded by an outer protein shell (Fig. 14-2).

Pyruvate dehydrogenase converts pyruvate 
to acetyl-CoA

The operation of the pyruvate dehydrogenase complex requires several coenzymes, 
whose functional roles in the fi ve-step reaction are described below.

1. In the fi rst step, which is catalyzed by E1 (also called pyruvate dehydroge-
nase), pyruvate is decarboxylated. This reaction requires the cofactor thiamine 
pyrophosphate (TPP; Fig. 14-3). TPP attacks the carbonyl carbon of pyru-
vate, and the departure of CO2 leaves a hydroxyethyl group attached to TPP. 
This carbanion is stabilized by the positively charged thiazolium ring group 
of TPP:

CH3

CH3

�N

�

C
�

C O

Pyruvate

Hydroxyethyl–TPP

S

C
O

OH

CH3

CO2

C
O�

C��O C

CH3

�N
C S

O

H�

CH3H O

CH3

�N
C S

2. The hydroxyethyl group is then transferred to E2 of the pyruvate dehydrogenase 
complex. The hydroxyethyl acceptor is a lipoamide prosthetic group (Fig. 14-4). 
The transfer reaction regenerates the TPP cofactor of E1 and oxidizes the 
hydroxyethyl group to an acetyl group:

Figure 14-2 Model of the pyruvate 
dehydrogenase complex from B. 
stearothermophilus. These images are 
based on cryoelectron microscope studies 
of the pyruvate dehydrogenase complex. 
(a) Surface view. (b) Cutaway view 
showing the core of 60 E2 subunits. In 
this model the outer shell contains only 
E3; in the native pyruvate dehydrogenase 
complex, the outer shell contains both E1 
and E3, which occupy similar positions. 
The space between the two layers of 
protein is about 75–90 Å. [Courtesy 
Jacqueline L. S. Milne and Sriram Subramaniam, 
National Cancer Institute, National Institutes of 
Health.]

(a) (b)

Figure 14-3 Thiamine pyrophosphate 
(TPP). This cofactor is the 
phosphorylated form of thiamine, also 
known as vitamin B1 (see Section 12-2). 
The central thiazolium ring (blue) is the 
active portion. An acidic proton (red) 
dissociates, and the resulting carbanion is 
stabilized by the nearby positively charged 
nitrogen. TPP is a cofactor for several 
different decarboxylases.

N

NH3C NH2

CH2

CH3
CH2
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Reaction

Lipoamide

C�

C
O

H� H�

CH3H O

CH3

�N
C S

S

S

C CH3H O

CH3

�N
C S

S

HS

CH3

CH3

�N
S

S

HS

C�

3. Next, E2 transfers the acetyl group to coenzyme A, producing acetyl-CoA and 
leaving a reduced lipoamide group.

C
O

HS

HS

CH3

S

HS

�

CH3CCoA S

Acetyl-CoA

Coenzyme A

CoA SH

O

  Recall that acetyl-CoA is a thioester, a form of energy currency (see Section 
12-3). Some of the free energy released in the oxidation of the hydroxyethyl 
group to an acetyl group is conserved in the formation of acetyl-CoA.

4. The fi nal two steps of the reaction restore the pyruvate dehydrogenase complex 
to its original state. E3 reoxidizes the lipoamide group of E2 by transferring elec-
trons to a Cys–Cys disulfi de group in the enzyme.

HS

HS S

S

� �

FAD

SH

SH

FAD

S

S

5. Finally, NAD1 reoxidizes the reduced Cys sulfhydryl groups. This electron-
transfer reaction is facilitated by an FAD prosthetic group (the structure of FAD, 
a nucleotide derivative, is shown in Fig. 3-3c).

NAD� NADH H��
FAD

S

S

FAD

SH

SH

During the fi ve-step reaction (summarized in Fig. 14-5), the long lipoamide 
group of E2 acts as a swinging arm that visits the active sites of E1, E2, and E3 within 
the multienzyme complex. The arm picks up an acetyl group from an E1 subunit and 
transfers it to coenzyme A in an E2 active site. The arm then swings to an E3 active 
site, where it is reoxidized. Some other multienzyme complexes also include swinging 
arms, often attached to hinged protein domains to maximize their mobility.

A multienzyme complex such as the pyruvate dehydrogenase complex can carry 
out a multistep reaction sequence effi ciently because the product of one reaction can 
quickly become the substrate for the next reaction without diffusing away or reacting 

Figure 14-4 Lipoamide. This 
prosthetic group consists of lipoic acid 
(a vitamin) linked via an amide bond 
to the -́amino group of a protein 
Lys residue. The active portion of the 
14-Å-long lipoamide is the disulfi de 
bond (red), which can be reversibly 
reduced.

Lipoamide

Lipoic acid

Lys

CH2

CH2

CH2

CH2S

S
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(CH2)4

NH

C O

CH2

CH2
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CHNH
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with another substance. There is also evidence that the individual enzymes of glycoly-
sis and the citric acid cycle associate loosely with each other so that the close proxim-
ity of their active sites can increase fl ux through their respective pathways.

Flux through the pyruvate dehydrogenase complex is regulated by product inhibi-
tion: Both NADH and acetyl-CoA act as inhibitors. The activity of the complex is also 
regulated by hormone-controlled phosphorylation and dephosphorylation, which suits 
its function as the gatekeeper for the entry of a metabolic fuel into the citric acid cycle.

CH3

CO2 CH3

C

Pyruvate

Hydroxyethyl-
TPP

Lipoamide

C

O

1 2

4

5

3

C� 

OH
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TPP

O� 

NAD� 

NADH � H�

O

CH3 C

Acetyl-dihydrolipoamide

Acetyl-CoA

O

S

S

S
CH3 C

FAD

S

S

FAD

SH

SH

O

S CoA

CoA
HS

HS

HS

Figure 14-5 Reactions of the 
pyruvate dehydrogenase complex. 
In these fi ve reactions, an acetyl group 
from pyruvate is transferred to CoA, 
CO2 is released, and NAD1 is reduced 
to NADH.

? Without looking at the text, write the 
net equation for the reactions shown 
here. How many vitamin-derived 
cofactors are involved?

CONCEPT REVIEW
• Describe the functional importance of the coenzymes that participate 

in the reactions carried out by the pyruvate dehydrogenase complex.
• What is the advantage of a multienzyme complex?

An acetyl-CoA molecule derived from pyruvate is a product of carbohydrate catabolism 
as well as a product of amino acid catabolism, since the carbon skeletons of many amino 
acids are broken down to pyruvate. Acetyl-CoA is also a direct product of the degrada-
tion of certain amino acids and of fatty acids. In some tissues, the bulk of acetyl-CoA is 
derived from the catabolism of fatty acids rather than carbohydrates or amino acids.

Whatever its source, acetyl-CoA enters the citric acid cycle for further oxidation. This 
process is highly exergonic, and free energy is conserved at several steps in the form of a 
nucleotide triphosphate (GTP) and reduced cofactors. For each acetyl group that enters the 
citric acid cycle, two molecules of fully oxidized CO2 are produced, representing a loss of four 
pairs of electrons. These electrons are transferred to 3 NAD1 and 1 ubiquinone (Q) to 
produce 3 NADH and 1 QH2. The net equation for the citric acid cycle is therefore

acetyl-CoA 1 GDP 1 Pi 1 3 NAD1 1 Q S  
2 CO2 1 CoA 1 GTP 1 3 NADH 1 QH2

In this section we examine the sequence of eight enzyme-catalyzed reactions of the 
citric acid cycle, focusing on a few interesting reactions. The entire pathway is sum-
marized in Figure 14-6.

KEY CONCEPTS
• The citric acid cycle is a set of eight 

reactions in which an acetyl group 
is condensed with oxaloacetate, two 
CO2 are lost, and oxaloacetate is 
regenerated.

• Each round of the citric acid cycle 
generates three NADH, one QH2, 
and one GTP or ATP.

• Flux through the citric acid cycle 
is regulated primarily by feedback 
inhibition at three steps.

• The citric acid cycle likely evolved 
by the combination of oxidative and 
reductive pathways.

14-2 The Eight Reactions of the Citric Acid Cycle

 See Guided Exploration. Citric acid 
cycle overview.
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1. Citrate synthase adds an acetyl group to oxaloacetate

In the fi rst reaction of the citric acid cycle, the acetyl group of acetyl-CoA condenses with 
the four-carbon compound oxaloacetate to produce the six-carbon compound citrate:

HSCoA

citrate
synthase

H2O

CH3� SCoA

Oxaloacetate Acetyl-CoA

C

O
C O

CH2

COO�

COO�

Citrate

CHO

CH2

CH2

COO�

COO�

COO�

Citrate synthase is a dimer that undergoes a large conformational change upon sub-
strate binding (Fig. 14-7).
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Figure 14-6 Reactions of the citric 
acid cycle.  See Animated Figure. 
Overview of oxidative fuel metabolism.

? Identify the number of carbon atoms 
in each intermediate.
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Citrate synthase is one of the few enzymes that can synthesize a carbon–carbon 
bond without using a metal ion cofactor. Its mechanism is shown in Figure 14-8. 
The fi rst reaction intermediate may be stabilized by the formation of low-barrier 
hydrogen bonds, which are stronger than ordinary hydrogen bonds (see Section 
6-3). The coenzyme A released during the fi nal step can be reused by the pyruvate 
dehydrogenase complex or used later in the citric acid cycle to synthesize the inter-
mediate succinyl-CoA.

The reaction catalyzed by citrate synthase is highly exergonic (DG 89 5 231.5 kJ ? 
mol21, equivalent to the free energy of breaking the thioester bond of acetyl-CoA). 
We will see later why the effi cient operation of the citric acid cycle requires that this 
step have a large free energy change.

2. Aconitase isomerizes citrate to isocitrate

The second enzyme of the citric acid cycle catalyzes the reversible isomerization of 
citrate to isocitrate:

H2O

Aconitate

C

CH

CH2

COO�

COO�

COO�

Isocitrate

CH

CH2

COO�

COO�

CHO H

COO�

Citrate

CHO

CH2

CH2 H2O

COO�

COO�

COO�

The enzyme is named after the reaction intermediate.
Citrate is a symmetrical molecule, yet only one of its two carboxymethyl arms 

(OCH2OCOO2) undergoes dehydration and rehydration during the aconitase re-
action. This stereochemical specifi city long puzzled biochemists, including Hans 
Krebs, who fi rst described the citric acid cycle (also known as the Krebs cycle). 

(a) (b)

Figure 14-7 Conformational changes in citrate synthase. (a) The enzyme in the 
absence of substrates. The two subunits of the dimeric enzyme are colored blue and 
green. (b) When oxaloacetate (red, mostly buried) binds, each subunit undergoes 
a conformational change that creates a binding site for acetyl-CoA (an acetyl-CoA 
analog is shown here in orange). This conformational change explains why oxaloacetate 
must bind to the enzyme before acetyl-CoA can bind. [Structure of chicken citrate synthase 
alone (pdb 5CSC) determined by D.-I. Liao, M. Karpusas, and S. J. Remington; structure of citrate 
synthase with oxaloacetate and carboxymethyl-CoA (pdb 5CTS) determined by M. Karpusas, 
B. Branchaud, and S. J. Remington.]  See Interactive Exercise.  Conformational changes 
in citrate  synthase.
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Figure 14-9 Stereochemistry of 
citrate synthase. The three-point 
attachment of citrate to the enzyme 
allows only one carboxymethyl group 
(shown in green) to react.

 Eventually, Alexander Ogston pointed out that although citrate is symmetrical, its 
two carboxymethyl groups are no longer identical when it is bound to an asym-
metrical enzyme (Fig. 14-9). In fact, a three-point attachment is not even necessary 
for an enzyme to distinguish two groups in a molecule such as citrate, which are 
related by mirror symmetry. You can prove this yourself with a simple organic chem-
istry model kit. By now you should appreciate that biological systems, including 
enzyme, are inherently chiral (also see Section 4-1).

3. Isocitrate dehydrogenase releases the fi rst CO2

The third reaction of the citric acid cycle is the oxidative decarboxylation of isoci-
trate to a-ketoglutarate. The substrate is fi rst oxidized in a reaction accompanied by 
the reduction of NAD1 to NADH. Then the carboxylate group b to the ketone 
function (that is, two carbon atoms away from the ketone) is eliminated as CO2. 

1. Oxaloacetate and then
acetyl-CoA bind to the enzyme.

2. Asp 375, a base, removes a proton
from the acetyl group to produce
an enolate, which is stabilized
by a hydrogen bond to His 274.
This is the slowest, or
rate-limiting, step of the reaction.

The enolate attacks oxaloacetate to
produce a citryl-CoA intermediate.

4. Hydrolysis releases
CoA and citrate.
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Figure 14-8 The citrate synthase reaction. 
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An Mn21 ion in the active site helps stabilize the negative charges of the reaction 
intermediate.
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The CO2 molecules generated by isocitrate dehydrogenase—along with the CO2 
generated in the following reaction and the CO2 produced by the decarboxylation 
of pyruvate—diffuse out of the cell and are carried in the bloodstream to the lungs, 
where they are breathed out. Note that these CO2 molecules are produced through 
oxidation–reduction reactions: The carbons are oxidized, while NAD1 is reduced. 
As described at the start of the chapter, O2 is not directly involved in this process.

4. a-Ketoglutarate dehydrogenase releases 
the second CO2

a-Ketoglutarate dehydrogenase, like isocitrate dehydrogenase, catalyzes an oxidative 
decarboxylation reaction. It also transfers the remaining four-carbon fragment to CoA:

C O

Succinyl-CoA

CH2

CH2

COO�

S CoA

C O

�-Ketoglutarate

CH2

CH2

COO�

COO�

NAD� NADH

CoASH CO2

The free energy of oxidizing a-ketoglutarate is conserved in the for-
mation of the thioester succinyl-CoA. a-Ketoglutarate dehydrogenase 
is a multienzyme complex that resembles the pyruvate dehydrogenase 
complex in both structure and enzymatic mechanism. In fact, the 
same E3 enzyme is a member of both complexes.

The isocitrate dehydrogenase and a-ketoglutarate dehydrogenase 
 reactions both release CO2. These two carbons are not the ones that 
entered the citric acid cycle as acetyl-CoA; those acetyl carbons are 
 released in subsequent rounds of the cycle (Fig. 14-10). However, the 
net result of each round of the citric acid cycle is the loss of two carbons as 
CO2 for each acetyl-CoA that enters the cycle.

5. Succinyl-CoA synthetase catalyzes 
substrate-level phosphorylation

The thioester succinyl-CoA releases a large amount of free energy 
when it is cleaved (DG 89 5 232.6 kJ ? mol21). This is enough free 
energy to drive the synthesis of a nucleoside triphosphate from a 
 nucleoside diphosphate and Pi (DG 89 5 30.5 kJ ? mol21). The change 
in free energy for the net reaction is near zero, so the reaction is revers-
ible. In fact, the enzyme is named for the reverse reaction. Succinyl-
CoA synthetase in the mammalian citric acid cycle generates GTP, 

Acetyl-CoA

1

2

3

4

CitrateOxaloacetate

Isocitrate

Succinyl-CoA

α-Ketoglutarate

Figure 14-10 Fates of carbon atoms in the citric acid 
cycle. The two carbon atoms that are lost as CO2 in the 
reactions catalyzed by isocitrate dehydrogenase (step 3) 
and a-ketoglutarate dehydrogenase (step 4) are not the 
same carbons that entered the cycle as acetyl-CoA (red). 
The acetyl carbons become part of oxaloacetate and are 
lost in subsequent rounds of the cycle.

 WHERE does exhaled CO2 

come from?
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whereas the plant and bacterial enzymes generate ATP (recall that GTP is energeti-
cally equivalent to ATP). An exergonic reaction coupled to the transfer of a phos-
phoryl group to a nucleoside diphosphate is termed substrate-level  phosphorylation 
to distinguish it from oxidative phosphorylation (Section 15-4) and photo-
phosphorylation (Section 16-2), which are more indirect ways of synthesiz-
ing ATP.

How does succinyl-CoA synthetase couple thioester cleavage to the syn-
thesis of a nucleoside triphosphate? The reaction is a series of phosphoryl-
group transfers that involve an active-site His residue (Fig. 14-11). The 
phospho-His reaction intermediate must move a large distance to shuttle 
the phosphoryl group between the succinyl group and the nucleoside 
 diphosphate (Fig. 14-12).

6. Succinate dehydrogenase generates ubiquinol

The fi nal three reactions of the citric acid cycle convert succinate back to 
the cycle’s starting substrate, oxaloacetate. Succinate dehydrogenase 
 catalyzes the reversible dehydrogenation of succinate to fumarate. This oxi-
dation–reduction reaction requires an FAD prosthetic group, which is 
 reduced to FADH2 during the reaction:

Enz-FAD Enz-FADH2

Succinate

succinate dehydrogenase

Fumarate

CH

H

COO�

COO�

�OOC
C

C
H

C
H

H

H

COO�

To regenerate the enzyme, the FADH2 group must be reoxidized. Since succinate 
dehydrogenase is embedded in the inner mitochondrial membrane (it is the only 
one of the eight citric acid cycle enzymes that is not soluble in the mitochondrial 

Figure 14-12 Substrate binding in 
succinyl-CoA synthetase. Succinyl-CoA 
(represented by coenzyme A, red) binds 
to the enzyme, and its succinyl group is 
phosphorylated. The succinyl phosphate 
then transfers its phosphoryl group to 
the His 246 side chain (green). A protein 
loop containing the phospho-His side 
chain must undergo a large movement 
because the nucleoside diphosphate 
awaiting phosphorylation (ADP, orange) 
binds to a site about 35 Å away. [Structure 
of E. coli succinyl-CoA synthetase (pdb 1CQI) 
determined by M. A. Joyce, M. E. Fraser, 
M. N. G. James, W. A. Bridger, and W. T. Wolodko.]

COO�

CH2

SCoA

HSCoA

� O�

O

O�

PHOCH2

C O

Succinyl-CoA

COO�

CH2

OPO3
2�

CH2

C O

Succinyl phosphate

� H�

COO�

COO�

CH2

CH2

SuccinatePO3
2�GDP

GTP

1. A phosphate group displaces
CoA in succinyl-CoA. The
product, succinyl phosphate,
is an acyl phosphate, which
releases a large amount
of free energy when cleaved.

2. Succinyl phosphate donates
its phosphoryl group to a His
residue on the enzyme, producing
a phospho-His intermediate and
releasing succinate.

3. The phosphoryl group is then
transferred to GDP to form GTP.
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N
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H � PiGDP

Figure 14-11 The succinyl-CoA 
synthetase reaction.

? What is the fate of the free CoA 
molecule?
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matrix), it can be reoxidized by the lipid-soluble electron carrier ubiquinone (see 
Section 12-2) rather than by the soluble cofactor NAD1. Ubiquinone (abbreviated Q) 
acquires two electrons to become ubiquinol (QH2).

Q QH2

Enzyme-FADH2 Enzyme-FAD

7. Fumarase catalyzes a hydration reaction

In the seventh reaction, fumarase (also known as fumarate hydratase) catalyzes the 
reversible hydration of a double bond to convert fumarate to malate:

COO�

COO�

CH

HC

H2O OH

C

C

HHfumarase

Fumarate Malate

H

COO�

COO�

8. Malate dehydrogenase regenerates oxaloacetate

The citric acid cycle concludes with the regeneration of oxaloacetate from malate in 
an NAD1-dependent oxidation reaction:

NAD�

COO�

COO�
malate dehydrogenase

CH2 CH2

OHC C O

Malate Oxaloacetate

H

COO�

COO�

NADH� H�

The standard free energy change for this reaction is 129.7 kJ ? mol21, indicating 
that the reaction has a low probability of occurring as written. However, the product 
oxaloacetate is a substrate for the next reaction (Reaction 1 of the citric acid cycle). 
The highly exergonic—and therefore highly favorable—citrate synthase reaction 
helps pull the malate dehydrogenase reaction forward. This is the reason for the 
 apparent waste of free energy released by cleaving the thioester bond of acetyl-CoA 
in the fi rst reaction of the citric acid cycle.

The citric acid cycle is an energy-generating 
catalytic cycle

Because the eighth reaction of the citric acid cycle returns the system to its original 
state, the entire pathway acts in a catalytic fashion to dispose of carbon atoms derived from 
amino acids, carbohydrates, and fatty acids. Albert Szent-Györgyi discovered the cata-
lytic nature of the pathway by observing that small additions of organic compounds 
such as succinate, fumarate, and malate stimulated O2 uptake in a tissue preparation. 
Because the O2 consumption was much greater than would be required for the direct 
oxidation of the added substances, he inferred that the compounds acted catalytically.

We now know that oxygen is consumed during oxidative phosphorylation, the 
process that reoxidizes the reduced cofactors (NADH and QH2) that are produced 
by the citric acid cycle. Although the citric acid cycle generates one molecule of GTP 
(or ATP), considerably more ATP is generated when the reduced cofactors are re-
oxidized by O2. Each NADH yields approximately 2.5 ATP, and each QH2 yields 
approximately 1.5 ATP (we will see in Section 15-4 why these values are not whole 
numbers). Every acetyl unit that enters the citric acid cycle can therefore generate a 
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total of 10 ATP equivalents. The energy yield of a molecule of glucose, which gener-
ates two acetyl units, can be calculated:

2 GTP

3 ATP

5 ATP

5 ATP

2 ATP

15 ATP

Acetyl-CoA

Pyruvate

Glucose

6 NADH

2 NADH

2 NADH

2 QH2

2 CO2

A muscle operating anaerobically produces only 2 ATP per glucose, but under 
aerobic conditions when the citric acid cycle is fully functional, each glucose mole-
cule generates about 32 ATP equivalents. This general phenomenon is called the 
Pasteur effect, after Louis Pasteur, who fi rst observed that the rate of glucose con-
sumption by yeast cells decreased dramatically when the cells were shifted from 
 anaerobic to aerobic growth conditions.

The citric acid cycle is regulated at three steps

Flux through the citric acid cycle is regulated primarily at the cycle’s three metabolically 
irreversible steps: those catalyzed by citrate synthase (Reaction 1), isocitrate dehy-
drogenase (Reaction 3), and a-ketoglutarate dehydrogenase (Reaction 4). The 
major regulators are shown in Figure 14-13.

Figure 14-13 Regulation of the citric 
acid cycle. Inhibition is represented 
by red symbols, activation by green 
symbols.
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BOX 14-A

Possibly because the citric acid cycle is a central metabolic path-
way, severe defects in any of its components are expected to be 
incompatible with life. However, researchers have documented 
mutations in the genes for several of the cycle’s enzymes, includ-
ing a-ketoglutarate dehydrogenase, succinyl-CoA synthetase, 
and succinate dehydrogenase. These defects, which are all rare, 
typically affect the central nervous system, causing symptoms 
such as movement disorders and neurodegeneration. A rare form 
of fumarase defi ciency results in brain malformation and devel-
opmental disabilities. Individuals who have a different fumarase 
defect show a higher risk of developing leiomyomas, noncancer-
ous tumors such as uterine fi broids. A small percentage of these 
do become malignant. The other citric acid cycle enzyme muta-
tions are also associated with cancer. One possible explanation is 
that a defective enzyme contributes to carcinogenesis (the 
development of cancer, or uncontrolled cell growth) by directly 
interfering with the cell’s vital pathways for energy metabolism. 
Another possibility is that a defective enzyme causes the accu-
mulation of particular metabolites, which are responsible for 
altering the cell’s developmental fate.

Fumarase appears to be linked to cancer through the second 
mechanism. Normal cells respond to a drop in oxygen avail-
ability (hypoxia) by activating transcription factors known as 
hypoxia-inducible factors (HIFs). These proteins interact with 
DNA to turn on the expression of genes for glycolytic enzymes 
and a growth factor that promotes the development of new 
blood vessels. When the fumarase gene is defective, fumarate 
accumulates and inhibits a protein that destabilizes HIFs. As a 
result, the fumarase defi ciency promotes glycolysis (an anaerobic 
pathway) and the growth of blood vessels. These two adaptations 
would favor tumors, whose growth, although characteristically 
rapid, may be limited by the availability of oxygen and other 
nutrients delivered by the bloodstream.

Mutations in Citric Acid Cycle Enzymes

Defects in isocitrate dehydrogenase also promote cancer in an 
indirect fashion. Many cancerous cells exhibit a mutation in one 
of the two genes for the enzyme, suggesting that the unaltered 
copy is necessary for maintaining the normal activity of the citric 
acid cycle, while the mutated copy plays a role in carcinogenesis. 
Interestingly, the mutation usually converts an active-site Arg 
residue to His, indicating some strong selective pressure for a gain-
of-function mutation (most mutations in proteins lead to loss of 
function). The mutated isocitrate dehydrogenase no longer carries 
out the usual reaction (converting isocitrate to a-ketoglutarate) 
but instead converts a-ketoglutarate to 2-hydroxyglutarate in an 
NADPH-dependent manner. The mechanism whereby 2-hydroxy-
glutarate contributes to carcinogenesis is not clear, but its involve-
ment is bolstered by the observation that individuals who harbor 
other mutations that lead to 2-hydroxyglutarate accumulation 
have an increased risk of developing brain tumors.

 Questions:

1. How would a fumarase defi ciency affect the levels of pyru-
vate, fumarate, and malate?

2. Why does a succinate dehydrogenase defi ciency produce the 
same symptoms as a fumarase defi ciency?

3. Why would a defi ciency of succinate dehydrogenase lead to a 
shortage of free coenzyme A?

4.  Individuals who are defi cient in fumarase develop lactic aci-
dosis. Explain.

5. Draw the structure of 2-hydroxyglutarate, the product of 
the reaction catalyzed by the mutated isocitrate dehydro-
genase.

6. Describe the single-nucleotide changes that could convert the 
arginine in isocitrate dehydrogenase to histidine.

7. How does operation of the mutated isocitrate dehydrogenase 
affect the cell’s supply of reduced cofactors?

CLINICAL CONNECTION

Neither acetyl-CoA nor oxaloacetate is present at concentrations high enough to 
saturate citrate synthase, so fl ux through the fi rst step of the citric acid cycle depends 
largely on the substrate concentrations. The product of the reaction, citrate, inhibits 
citrate synthase (citrate also inhibits phosphofructokinase, thereby decreasing the 
supply of acetyl-CoA produced by glycolysis). Succinyl-CoA, the product of Reac-
tion 4, inhibits the enzyme that produces it. It also acts as a feedback inhibitor by 
competing with acetyl-CoA in Reaction 1.

The activity of isocitrate dehydrogenase is inhibited by its reaction product, 
NADH. NADH also inhibits a-ketoglutarate dehydrogenase and citrate  synthase. 
Both dehydrogenases are activated by Ca21 ions, which generally  signify the need to 
generate cellular free energy. ADP, also representing the need for more ATP, activates 
isocitrate dehydrogenase. For reasons that are not  entirely clear, many cancer cells 
develop mutations in isocitrate dehydrogenase (Box 14-A).

The citric acid cycle probably evolved as 
a synthetic pathway

A circular pathway such as the citric acid cycle must have evolved from a linear set 
of preexisting biochemical reactions. Clues to its origins can be found by examining 
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Acetyl-CoA

Oxaloacetate Citrate

Malate

Fumarate

Succinate

�-Ketoglutarate

Isocitrate

reduction

oxidation Figure 14-14 Pathways that might 
have given rise to the citric acid 
cycle. The pathway starting from 
oxaloacetate and proceeding to the 
right is an oxidative biosynthetic 
pathway, whereas the pathway that 
proceeds to the left is a reductive 
pathway. The modern citric acid cycle 
may have evolved by connecting these 
pathways.

Figure 14-15 A proposed reductive 
biosynthetic pathway based on the 
citric acid cycle. This pathway might 
have operated to incorporate CO2 into 
biological molecules.

Acetyl-CoA

Pyruvate

CO2

Oxaloacetate Citrate

Malate

Fumarate

Succinate
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Isocitrate

CO2

CO2
CONCEPT REVIEW
• Describe the sources of the acetyl groups that enter the citric acid 

cycle.
• List the substrates and products for each of the cycle’s eight reactions.
• Which products of the citric acid cycle represent forms of energy currency 

for the cell?
• Which substrates and products of the citric acid cycle regulate fl ux through 

the pathway?
• Describe how primitive oxidative and reductive biosynthetic pathways 

might have been combined to generate a circular metabolic pathway.

the metabolism of organisms that resemble earlier life-forms. Such organisms 
emerged before atmospheric oxygen was available and may have used sulfur as their 
ultimate oxidizing agent, reducing it to H2S. Their modern-day counterparts are 
anaerobic autotrophs that harvest free energy by pathways that are independent of 
the pathways of carbon metabolism. These organisms therefore do not use the citric 
acid cycle to generate reduced cofactors that are subsequently oxidized by molecular 
oxygen. However, all organisms must synthesize small molecules that can be used to 
build proteins, nucleic acids, carbohydrates, and so on.

Even organisms that do not use the citric acid cycle contain genes for some citric acid 
cycle enzymes. For example, the cells may condense acetyl-CoA with oxaloacetate, 
leading to a-ketoglutarate, which is a precursor of several amino acids. They may 
also convert oxaloacetate to malate, proceeding to fumarate and then to succinate. 
Together, these two pathways resemble the citric acid cycle, with the right arm fol-
lowing the usual oxidative sequence of the cycle and the left arm following a re-
versed, reductive sequence (Fig. 14-14). The reductive sequence of reactions might 
have evolved as a way to regenerate the cofactors reduced during other catabolic 
 reactions (for example, the NADH produced by the glyceraldehyde-3-phosphate 
dehydrogenase reaction of glycolysis; see Section 13-1).

It is easy to theorize that the evolution of an enzyme to interconvert a-ketoglu-
tarate and succinate could have created a cyclic pathway similar to the modern 
citric acid cycle. Interestingly, E. coli, which uses the citric acid cycle under aerobic 
growth conditions, uses an interrupted citric acid cycle like the one diagrammed 
in Figure 14-14 when it is growing anaerobically.

Since the fi nal four reactions of the modern citric acid cycle are metabolically 
reversible, the primitive citric acid cycle might easily have  accommodated one-
way fl ux in the clockwise direction, forming an  oxidative cycle. If the 
complete cycle proceeded in the counterclockwise direction, the result 
would have been a reductive biosynthetic pathway (Fig. 14-15). This 
pathway, which would incorporate, or “fi x,” atmospheric CO2 into bio-
logical molecules, may have preceded the modern CO2-fi xing pathway 
found in green plants and some photosynthetic  bacteria (described in 
Section 16-3).

383
The Eight Reactions of the Citric 

Acid Cycle
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In mammals, six of the eight citric acid cycle intermediates (all except isocitrate and 
succinate) are the precursors or products of other pathways. For this reason, it is im-
possible to designate the citric acid cycle as a purely catabolic or anabolic pathway.

Citric acid cycle intermediates are precursors 
of other molecules

Intermediates of the citric acid cycle can be siphoned off to form other compounds 
(Fig. 14-16). For example, succinyl-CoA is used for the synthesis of heme. The fi ve-
carbon a-ketoglutarate (sometimes called 2-oxoglutarate) can undergo reductive 
amination by glutamate dehydrogenase to produce the amino acid glutamate:

C O

�-Ketoglutarate

CH2

CH2 �
glutamate

dehydrogenase

COO�

COO�

NH4
�

C

Glutamate

CH2

CH2 �

COO�

COO�

H2O

NH3
�H

NAD�NADH H��

Glutamate is a precursor of the amino acids glutamine, arginine, and proline. 
Glutamine in turn is a precursor for the synthesis of purine and pyrimidine nucle-
otides. We have already seen that oxaloacetate is a precursor of monosaccharides 
(Section 13-2). Consequently, any of the citric acid cycle intermediates, which can be 
converted by the cycle to oxaloacetate, can ultimately serve as gluconeogenic precursors.

Citrate produced by the condensation of acetyl-CoA with oxaloacetate can be 
transported out of the mitochondria to the cytosol. ATP-citrate lyase then catalyzes 
the reaction

ATP 1 citrate 1 CoA S ADP 1 Pi 1 oxaloacetate 1 acetyl-CoA

The resulting acetyl-CoA is used for fatty acid and cholesterol synthesis, which take 
place in the cytosol. Note that the ATP-citrate lyase reaction undoes the work of the 

KEY CONCEPTS
• The citric acid cycle supplies 

precursors for the synthesis of 
other compounds.

• Citric acid cycle intermediates 
can be replenished.

14-3  Anabolic and Catabolic Functions 
of the Citric Acid Cycle

Figure 14-16 Citric acid cycle 
intermediates as biosynthetic 
precursors. 
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Anabolic and Catabolic Functions 

of the Citric Acid Cycle

exergonic citrate synthase reaction. This seems wasteful, but cytosolic ATP-citrate 
lyase is essential because acetyl-CoA, which is produced in the mitochondria, cannot 
cross the mitochondrial membrane to reach the cytosol, whereas citrate can. The 
oxaloacetate product of the ATP-citrate lyase reaction can be converted to malate by 
a cytosolic malate dehydrogenase operating in reverse. Malate is then decarboxylated 
by the action of malic enzyme to produce pyruvate:

Malate Pyruvate

CH

CH2 malic enzyme

COO�

COO�

OH

NADPHNADP�

C O

CH3

COO�

� CO2

Pyruvate can reenter the mitochondria and be converted back to oxaloacetate to com-
plete the cycle shown in Figure 14-17. In plants, isocitrate is diverted from the citric 
acid cycle in a biosynthetic pathway known as the glyoxylate pathway (Box 14-B).

Anaplerotic reactions replenish citric 
acid cycle intermediates

Intermediates that are diverted from the citric acid cycle for other purposes can be 
replenished through anaplerotic reactions (from the Greek ana, “up,” and plerotikos, 
“to fi ll”; Fig. 14-18). One of the most important of these reactions is catalyzed by 
pyruvate carboxylase (this is also the fi rst step of gluconeogenesis; Section 13-2):

pyruvate 1 CO2 1 ATP 1 H2O S oxaloacetate 1 ADP 1 Pi

Citrate

Oxaloacetate

Acetyl-CoA lipid
biosynthesis

ATP-
citrate
lyase

malate
dehydrogenase

Citrate

INNER
MITOCHONDRIAL

MEMBRANE

CYTOSOLMATRIX

Malate

PyruvatePyruvate

Oxaloacetate

Acetyl-CoA

CO2

CO2

malic
enzyme

pyruvate
carboxylase

citrate
synthase

Figure 14-17 The citrate transport 
system. Both citrate and pyruvate cross 
the inner mitochondrial membrane 
via specifi c transport proteins. This 
system allows carbon atoms from 
mitochondrial acetyl-CoA to be 
transferred to the cytosol for the 
synthesis of fatty acids and cholesterol.
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BIOCHEMISTRY NOTEBOX 14-B

The Glyoxylate Pathway

Plants and some bacterial cells contain certain enzymes that act together with some citric 
acid cycle enzymes to convert acetyl-CoA to oxaloacetate, a gluconeogenic precursor. 
Animals lack the enzymes to do this and therefore cannot undertake the net synthesis of 
carbohydrates from two-carbon precursors. In plants, the glyoxylate pathway includes 
reactions that take place in the mitochondria and the glyoxysome, an organelle that, like 
the peroxisome, contains enzymes that carry out some essential metabolic processes.

In the glyoxysome, acetyl-CoA condenses with oxaloacetate to form citrate, which is then 
isomerized to isocitrate, as in the citric acid cycle. However, the next step is not the isocitrate 
dehydrogenase reaction but a reaction catalyzed by the glyoxysome enzyme isocitrate lyase, 
which converts isocitrate to succinate and the two-carbon compound glyoxylate. Succinate 
continues as usual through the mitochondrial citric acid cycle to regenerate oxaloacetate.

In the glyoxysome, the glyoxylate condenses with a second molecule of acetyl-CoA in a 
reaction catalyzed by the glyoxysome enzyme malate synthase to form the four-carbon 
compound malate. Malate can then be converted to oxaloacetate for gluconeogenesis. The 
two reactions that are unique to the glyoxylate pathway are shown in green in the fi gure 
below; reactions that are identical to those of the citric acid cycle are shown in blue.

In essence, the glyoxylate pathway bypasses the two CO2-generating steps of the citric 
acid cycle (catalyzed by isocitrate dehydrogenase and a-ketoglutarate dehydrogenase) 
and incorporates a second acetyl unit (at the malate synthase step). The net result of the 
glyoxylate pathway is the production of a four-carbon compound that can be used to 
synthesize glucose. This pathway is highly active in germinating seeds, where stored oils 
(triacylglycerols) are broken down to acetyl-CoA. The glyoxylate pathway thus provides 
a route for synthesizing glucose from fatty acids. Because animals lack isocitrate lyase 
and malate synthase, they cannot undertake the net synthesis of carbohydrates from fat.

Question: Write the net equation for the glyoxylate cycle as shown here.
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Figure 14-18 Anaplerotic reactions 
of the citric acid cycle.
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387Acetyl-CoA activates pyruvate carboxylase, so 
when the activity of the citric acid cycle is low 
and acetyl-CoA accumulates, more oxaloace-
tate is produced. The concentration of oxalo-
acetate is normally low since the malate 
 dehydrogenase reaction is thermodynamically 
unfavorable and the citrate synthase reaction 
is highly favorable. The replenished oxaloace-
tate is converted to citrate, isocitrate, a-keto-
glutarate, and so on, so the concentrations of 
all the citric acid cycle intermediates increase 
and the cycle can proceed more quickly. Since 
the citric acid cycle acts as a catalyst, increasing 
the concentrations of its components increases 
fl ux through the pathway.

The degradation of fatty acids with an odd 
number of carbon atoms yields the citric acid 
cycle intermediate succinyl-CoA. Other anaple-
rotic reactions include the pathways for the deg-
radation of some amino acids, which produce 
a-ketoglutarate, succinyl-CoA, fumarate, and 
oxaloacetate. Some of these reactions are trans-
aminations, such as
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Because transamination reactions have DG values near zero, the direction of fl ux 
into or out of the pool of citric acid cycle intermediates depends on the relative 
concentrations of the reactants.

In vigorously exercising muscle, the concentrations of citric acid cycle interme-
diates increase about three- to fourfold within a few minutes. This may help boost 
the energy-generating activity of the citric acid cycle, but it cannot be the sole 
mechanism, since fl ux through the citric acid cycle actually increases as much as 
100-fold due to the increased activity of the three enzymes at the control points: 
citrate synthase, isocitrate dehydrogenase, and a-ketoglutarate dehydrogenase. 
The increase in citric acid cycle intermediates may actually be a mechanism for 
accommodating the large increase in pyruvate that results from rapid glycolysis at 
the start of exercise. Not all the pyruvate is converted to lactate (Section 13-1); 
some is shunted into the pool of citric acid cycle intermediates via the pyruvate 
carboxylase reaction. Some pyruvate also undergoes a reversible reaction catalyzed 
by alanine aminotransferase

Pyruvate Alanine
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The resulting a-ketoglutarate then augments the pool of citric acid cycle intermedi-
ates, thereby increasing the ability of the cycle to oxidize the extra pyruvate.

Note that any compound that enters the citric acid cycle as an intermediate is not 
itself oxidized; it merely boosts the catalytic activity of the cycle, whose net reaction 
is still the oxidation of the two carbons of acetyl-CoA.

CONCEPT REVIEW
• Describe how the citric acid cycle supplies the precursors for the synthesis 

of amino acids, glucose, and fatty acids.
• What does the ATP-citrate lyase reaction accomplish?
• Why is the concentration of oxaloacetate low?
• Why does synthesizing more oxaloacetate increase fl ux through the citric 

acid cycle?

14-1 The Pyruvate Dehydrogenase Reaction

• In order for pyruvate, the product of glycolysis, to enter the citric 
acid cycle, it must undergo oxidative decarboxylation catalyzed 
by the multienzyme pyruvate dehydrogenase complex, which 
yields acetyl-CoA, CO2, and NADH.

14-2 The Eight Reactions of the Citric Acid Cycle

• The eight reactions of the citric acid cycle function as a multistep 
catalyst to convert the two carbons of acetyl-CoA to 2 CO2.

• The electrons released in the oxidative reactions of the citric acid 
cycle are transferred to 3 NAD1 and to ubiquinone. The reoxida-
tion of the reduced cofactors generates ATP by oxidative phos-
phorylation. In addition, succinyl-CoA synthetase yields one 
molecule of GTP or ATP.

SUMMARY

• The regulated reactions of the citric acid cycle are its irreversible 
steps, catalyzed by citrate synthase, isocitrate dehydrogenase, and 
a-ketoglutarate dehydrogenase.

• The citric acid cycle most likely evolved from biosynthetic path-
ways leading to a-ketoglutarate or succinate.

14-3  Anabolic and Catabolic Functions of the Citric 
Acid Cycle

• Six of the eight citric acid cycle intermediates serve as precursors 
of other compounds, including amino acids, monosaccharides, 
and lipids. Anaplerotic reactions convert other compounds into 
citric acid cycle intermediates, thereby allowing increased fl ux of 
acetyl carbons through the pathway.

citric acid cycle
mitochondrial matrix
multienzyme complex

substrate-level phosphorylation
Pasteur effect
carcinogenesis

glyoxysome
glyoxylate pathway
anaplerotic reaction

GLOSSARY TERMS

PROBLEMS

14-1 The Pyruvate Dehydrogenase Reaction

 1. What are four possible transformations of pyruvate in mam-
malian cells?

 2. Determine which one of the fi ve steps of the pyruvate dehy-
drogenase complex reaction is metabolically irreversible and explain 
why.

 3. The product of the pyruvate dehydrogenase complex, acetyl-
CoA, is released in step 3 of the overall reaction. What is the pur-
pose of steps 4 and 5?

 4. Beriberi is a disease that results from a dietary lack of thia-
mine, the vitamin that serves as the precursor for thiamine pyro-
phosphate (TPP). There are two metabolites that accumulate in 
individuals with beriberi, especially after ingestion of glucose. 
Which metabolites accumulate and why?

 5. Arsenite is toxic in part because it binds to sulfhydryl com-
pounds such as lipoamide, as shown in the fi gure. What effect 
would the presence of arsenite have on the citric acid cycle?
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(c) Acetyl-CoA acts as an allosteric activator of pyruvate 
carboxylase. S-acetonyl CoA does not activate pyruvate 
carboxylase, and it cannot compete with acetyl-CoA for 
binding to the enzyme. What does this tell you about the 
binding requirements for an allosteric activator of pyruvate 
carboxylase?

15. The compound carboxymethyl-CoA (shown below) is a 
competitive inhibitor of citrate synthase and is a proposed tran-
sition state analog. Use this information to propose a structure 
for the reaction intermediate derived from acetyl-CoA in the 
rate-limiting step of the reaction, just prior to its reaction with 
oxaloacetate.

Carboxymethyl-CoA
(transition state analog)

O

OH
CoA S CH2 C

16. Citrate competes with oxaloacetate for binding to citrate 
synthase. Isocitrate dehydrogenase is activated by Ca21 ions, which 
are released when muscle contracts. How do these two regulatory 
strategies assist the cell in making the transition from the rested state 
(low citric acid cycle activity) to the exercise state (high citric acid 
cycle activity)?

17. Administration of high concentrations of oxygen (hyper-
oxia) is effective in the treatment of lung injuries but at the same 
time can also be quite damaging.

(a) It has been shown that lung aconitase activity is dramatically 
decreased during hyperoxia. How would the concentration of 
citric acid cycle intermediates be affected?
(b) The decreased aconitase activity and decreased mitochon-
 drial respiration in hyperoxia are accompanied by elevated 
levels of glycolysis and the pentose phosphate pathway. 
Explain why.

18. The scientists who carried out the hyperoxia experiments 
described in Problem 17 noted that they could mimic this effect by 
administering either fl uoroacetate or fl uorocitrate to cells in culture. 
Explain. (Hint: See Solution 12.)

19. Kinetic studies with aconitase in the 1970s revealed that 
trans-aconitate is a competitive inhibitor of the enzyme if cis- 
aconitate is used as the substrate. But if citrate is used as the sub-
strate, trans-aconitate is a noncompetitive inhibitor. Propose a 
hypothesis that explains this observation.

 6. Using the pyruvate dehydrogenase complex reaction as a 
 model, reconstruct the TPP-dependent yeast pyruvate decarboxyl-
ase reaction in alcoholic fermentation (see Section 13-1).

 7. How is the activity of the pyruvate dehydrogenase complex 
affected by (a) a high [NADH]/[NAD1] ratio or (b) a high [acetyl-
CoA]/[CoASH] ratio?

 8. The activity of the pyruvate dehydrogenase complex is also 
controlled by phosphorylation. Pyruvate dehydrogenase kinase 
catalyzes the phosphorylation of a specifi c Ser residue on the E1 
subunit of the enzyme, rendering it inactive. The pyruvate 
 dehydrogenase phosphatase enzyme reverses the inhibition by 
catalyzing the removal of this phosphate group. The kinase and 
the phosphatase enzymes themselves are controlled by cytosolic 
Ca21 levels. In the muscle, Ca21 levels rise when the muscle con-
tracts. Which of these two enzymes is inhibited by Ca21 and 
which is activated by Ca21?

 9. Most cases of pyruvate dehydrogenase defi ciency disease that 
have been studied to date involve a mutation in the E1 subunit of 
the enzyme. The disease is extremely diffi cult to treat successfully, 
but physicians who identify patients with a pyruvate dehydrogenase 
defi ciency will administer thiamine as a fi rst course of treatment. 
Explain why.

10. A second strategy to treat a pyruvate dehydrogenase defi ciency 
disease (see Problem 9) involves administering dichloroacetate, a com-
pound that inhibits pyruvate dehydrogenase kinase (see Problem 8). 
How might this strategy be effective?

14-2 The Eight Reactions of the Citric Acid Cycle

11. Why is it advantageous for citrate, the product of Reaction 1 
of the citric acid cycle, to inhibit phosphofructokinase, which cata-
lyzes the third reaction of glycolysis (see Section 13-1)?

12. Animals that have ingested the leaves of the poisonous South 
African plant Dichapetalum cymosum exhibit a 10-fold increase in 
levels of cellular citrate. The plant contains fl uoroacetate, which is 
converted to fl uoroacetyl-CoA. Describe the mechanism that leads 
to increased levels of citrate in animals that have ingested this poi-
sonous plant. (Note: Fluoroacetyl-CoA is not an inhibitor of citrate 
synthase.)

13. Site-directed mutagenesis techniques were used to synthesize 
a mutant citrate synthase enzyme in which the active-site histidine 
was converted to an alanine. Why did the mutant citrate synthase 
enzyme exhibit decreased catalytic activity?

14. The compound S-acetonyl-CoA can be synthesized from 
1-bromoacetone and coenzyme A.

S-Acetonyl-CoA

O

C SH3C CH2 CoA

(a) Write the reaction for the formation of S-acetonyl-CoA.
(b) The Lineweaver–Burk plot for the citrate synthase reaction 
with and without S-acetonyl-CoA is shown. What type of 
inhibitor is S-acetonyl-CoA? Explain.
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27. Succinyl-CoA inhibits both citrate synthase and a-ketoglu-
tarate dehydrogenase. How is succinyl-CoA able to inhibit both 
enzymes?

28. A patient with an a-ketoglutarate defi ciency exhibits a small 
increase in blood pyruvate level and a large increase in blood lactate 
level, resulting in a [lactate]/[pyruvate] ratio that is many times 
greater than normal. Explain the reason for these symptoms.

29. Succinyl-CoA synthetase is also called succinate thiokinase. 
Why is the enzyme considered to be a kinase?

30. Succinyl-CoA synthetase is a dimer composed of an a sub-
unit and a b subunit. A single gene codes for the a subunit protein. 
Two genes code for two different b subunit proteins—one subunit 
is specifi c for GDP, and one is specifi c for ADP.

(a) The b subunit specifi c for ADP is expressed in “catabolic 
tissues” such as brain and muscles, whereas the b subunit 
specifi c for GDP is expressed in “anabolic tissues” such as liver 
and kidneys. Propose a hypothesis to explain this observation.
(b) Individuals who are born with a mutation in the gene 
coding for the a subunit of the enzyme experience severe lactic 
acidosis and usually die within a few days of birth. Why is this 
mutation so deleterious?
(c) Individuals who are born with a mutation in the gene coding 
for the ADP-specifi c b subunit of the enzyme experience normal 
to moderately elevated concentrations of lactate and usually survive 
to their early 20s. Why is the prognosis for these patients better 
than for patients with a mutation in the gene for the a subunit?

31. Malonate is a competitive inhibitor of succinate dehydroge-
nase. What citric acid cycle intermediates accumulate if malonate is 
present in a preparation of isolated mitochondria?

32. Succinate dehydrogenase is not considered to be part of the 
glyoxylate pathway, yet it is vital to the proper functioning of the 
pathway. Why?

33. The DG 89 for the fumarase reaction is 23.4 kJ ? mol21, but 
the DG value is close to zero. What is the ratio of fumarate to malate 
under cellular conditions at 378C? Is this reaction likely to be a 
control point for the citric acid cycle?

34. A mutant bacterial fumarase was constructed by replacing the 
Glu (E) at position 315 with Gln (Q). The kinetic parameters of the 
mutant and wild-type enzymes were compared, and the results are 
shown in the table below. Explain the signifi cance of the changes.

 Wild-type E315Q mutant
 enzyme enzyme

Vmax (mmol ? min21 ? mg21) 345 32
K M (mM) 0.21 0.25
k cat (s

21) 1150 107
k cat/KM (M21 ? s21) 5.6 3 106 4.3 3 105

20. A yeast mutant is isolated in which the gene for aconitase is 
nonfunctional. What are the consequences for the cell, particularly 
with regard to energy production?

21. The DG 89 value for the isocitrate dehydrogenase reaction is 
221 kJ ? mol21. What is K eq for this reaction?

22. The crystal structure of isocitrate dehydrogenase shows that 
there is a cluster of highly conserved amino acids in the substrate 
binding pocket—three arginines, a tyrosine, and a lysine. Why are 
these residues conserved and what is a possible role for these amino 
acid side chains in substrate binding?

23. In bacteria, isocitrate dehydrogenase is regulated by phos-
phorylation of a specifi c Ser residue in the enzyme active site. X-ray 
structures of the phosphorylated and the nonphosphorylated enzyme 
show no signifi cant conformational differences.

(a) How does phosphorylation regulate isocitrate dehydroge-
nase activity?
(b) To confi rm their hypothesis, the investigators constructed 
a mutant enzyme in which the Ser residue was replaced with 
an Asp residue. The mutant was unable to bind isocitrate. Are 
these results consistent with the hypothesis you proposed in 
part (a)?

24. The expression of several enzymes changes when yeast grown 
on glucose are abruptly shifted to a two-carbon food source such as 
acetate.

(a) Why does the level of expression of isocitrate dehydrogenase 
increase when the yeast are shifted from glucose to acetate?
(b) The metabolism of a yeast mutant with a nonfunctional 
isocitrate dehydrogenase enzyme was compared to that of a 
wild-type yeast. The yeast were grown on glucose and then 
abruptly shifted to acetate as the sole carbon source. The 
[NAD1]/[NADH] ratio was measured over a period of 48 hours. 
The results are shown below. Why does the ratio increase slightly 
at 36 hours for the wild-type yeast? Why is there a more dramatic 
increase in the ratio for the mutant?
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25. Using the pyruvate dehydrogenase complex reaction as a 
model, draw the intermediates of the a-ketoglutarate dehydroge-
nase reaction. Describe what happens in each of the fi ve reaction 
steps.

26. Using the mechanism you drew for Problem 25, explain 
how succinyl phosphonate (above right) inhibits a-ketoglutarate 
dehydrogenase.
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(b) Explain why amino acids that are broken down to pyruvate 
can be completely oxidized by the citric acid cycle.

44. Describe how the transamination reaction below could func-
tion as an anaplerotic reaction for the citric acid cycle.

CH2

COO�

C O

CH3

COO�

C O

COO� COO�

Oxaloacetate Alanine Aspartate Pyruvate

CH3

COO�

CH�H3N
CH2

COO�

CH�H3N
� �

45. Is net synthesis of glucose in mammals possible from the 
 following compounds?

(a) The fatty acid palmitate (16:0), which is degraded to eight 
acetyl-CoA
(b) The fatty acid pentadecanoate (15:0), which is degraded to 
six acetyl-CoA and one propionyl-CoA
(c) Glyceraldehyde-3-phosphate
(d) Leucine, which is degraded to acetyl-CoA and acetoacetate 
(a compound that is metabolically equivalent to two acetyl-CoA 
groups)
(e) Tryptophan, which is degraded to alanine and acetoacetate
(f ) Phenylalanine, which is degraded to acetoacetate and 
fumarate

46. Pancreatic islet cells cultured in the presence of 1–20 mM 
glucose showed increased activities of pyruvate carboxylase and the 
E1 subunit of the pyruvate dehydrogenase complex proportional to 
the increase in glucose concentration. Explain why.

47. A physician is attempting to diagnose a neonate with a pyru-
vate carboxylase defi ciency. An injection of alanine normally leads 
to a gluconeogenic response, but in the patient no such response 
occurs. Explain.

48. The physician treats the patient described in Problem 47 by 
administering glutamine. Explain why glutamine supplements are 
effective in treating the disease.

49. Physicians often attempt to treat a pyruvate carboxylase defi -
ciency by administering biotin. Explain why this strategy might be 
effective.

50. Patients with a pyruvate dehydrogenase defi ciency and 
patients with a pyruvate carboxylase defi ciency (see Problems 
47–49) both have high blood levels of pyruvate and lactate. Explain 
why.

51. Metabolites in rat muscle were measured before and after 
exercising. After exercise, the rat muscle showed an increase in oxa-
loacetate concentration, a decrease in phosphoenolpyruvate concen-
tration, and no change in pyruvate concentration. Explain.

52. Oxygen does not appear as a reactant in any of the citric acid 
cycle reactions, yet it is essential for the proper functioning of the 
cycle. Explain why.

53. The activity of isocitrate dehydrogenase in E. coli is regulated 
by the covalent attachment of a phosphate group to the enzyme. 
Phosphorylated isocitrate dehydrogenase is inactive. When acetate 
is the food source for a culture of E. coli, isocitrate dehydrogenase is 
phosphorylated.

(a) Draw a diagram showing how acetate is metabolized in 
E. coli.

35. Reaction 8 and Reaction 1 of the citric acid cycle can be 
considered to be coupled because the exergonic cleavage of the 
thioester bond of acetyl-CoA in Reaction 1 drives the regeneration 
of oxaloacetate in Reaction 8.

(a) Write the equation for the overall coupled reaction and 
calculate its DG 89.
(b) What is the equilibrium constant for the coupled reaction? 
Compare this equilibrium constant with the equilibrium 
constant of Reaction 8 alone.

36. Malate dehydrogenase is more active in cells oxidizing glucose 
aerobically than in cells oxidizing glucose anaerobically. Explain why.

37. (a) Oxaloacetate labeled at C4 with 14C is added to a 
suspension of respiring mitochondria. What is the fate of the 
labeled carbon?
(b) Acetyl-CoA labeled at C1 with 14C is added to a suspension 
of respiring mitochondria. What is the fate of the labeled carbon?

38. When leavened bread is made, the bread dough is “punched” 
down and then put in a warm place to “rise” to increase its volume. 
Give a biochemical explanation for this observation.

39. Flux through the citric acid cycle is regulated by the simple 
mechanisms of (a) substrate availability, (b) product inhibition, and 
(c) feedback inhibition. Give examples of each.

40. Certain microorganisms with an incomplete citric acid cycle 
decarboxylate a-ketoglutarate to produce succinate semialdehyde. 
A dehydrogenase then converts succinate semialdehyde to succinate. 
These reactions can be combined with other standard citric acid 
cycle reactions to create a pathway from citrate to oxaloacetate. How 
does this alternative pathway compare to the standard citric acid 
cycle in its ability to make free energy available to the cell?

COO�

CH2

C O

H

NADH

NAD�

O�

COO�

CH2

�-Ketoglutarate

CH2

C O

O

COO�

CH2

Succinate semialdehyde

CH2

C

COO�

CH2

Succinate

CO2

14-3  Anabolic and Catabolic Functions of the Citric 
Acid Cycle

41. Why is the reaction catalyzed by pyruvate carboxylase the 
most important anaplerotic reaction of the citric acid cycle?

42. Why is the activation of pyruvate carboxylase by acetyl-CoA 
a good regulatory strategy?

43. Many amino acids are broken down to intermediates of the 
citric acid cycle.

(a) Why can’t these amino acid “remnants” be completely 
oxidized to CO2 by the citric acid cycle?
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a-ketoglutarate is produced in the “oxidative branch.” The two 
branches are linked by the a-ketoglutarate oxidase reaction. The 
pathway is shown in the diagram below.

CO2,
QH2

Q

�-keto-
     glutarate
        oxidase

�-Ketoglutarate

Succinate

fumarate
reductase

QH2

Q

NADP�

NADPH

NAD� NADH

Fumarate

Malate

Citrate

Isocitrate

H2O

Oxaloacetate
malate

dehydrogenase citrate
synthase

Acetyl-CoA

Glyoxylate

Acetyl-CoA

malate
synthase

fumarase

aconitase

isocitrate
dehydroge-
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(a) Compare and contrast the citric acid cycle in H. pylori with 
the citric acid cycle in mammals.
(b) The K M values for the enzymes listed in the table below 
are higher than the K M values for the corresponding enzymes 
in other species of bacteria. What does this tell you about 
the conditions under which the citric acid cycle operates in 
H. pylori?
(c) Compare the properties of H. pylori citrate synthase with 
mammalian citrate synthase.
(d) What enzymes might serve to regulate the citric acid cycle 
in H. pylori?
(e) What enzymes might be used as drug targets for persons 
suffering from gastritis, ulcers, or gastric cancer?

Enzyme Substrate Inhibitors Activators

Citrate synthase Acetyl-CoA, 
oxaloacetate

ATP

Aconitase Citrate

Isocitrate 
dehydrogenase 
(NADP1-
dependent)

Isocitrate, 
NADP1

Higher
concentrations of 
NADP1, isocitrate

AMP (slight)

a-ketoglutarate 
oxidase

a-ketoglutarate, 
FAD

CoASH

Malate 
dehydrogenase

Oxaloacetate, 
NADH

Fumarase Malate

Fumarate 
reductase

Fumarate,
QH2

Malate synthase Glyoxylate, 
acetyl-CoA

(b) When glucose is added to the culture, the phosphate group 
is removed from isocitrate dehydrogenase. How does fl ux 
through the metabolic pathways change in E. coli when glucose 
is the food source instead of acetate?

54. Yeast are unusual in that they are able to use ethanol as a 
gluconeogenic substrate. Ethanol is converted to glucose using the 
assistance of the glyoxylate pathway. Describe how the ethanol S 
glucose conversion takes place.

55. Animals lack a glyoxylate pathway and cannot convert fats to 
carbohydrates. If an animal is fed a fatty acid with all its carbons 
replaced by the isotope 14C, some of the labeled carbons later appear 
in glucose. How is this possible?

56. A bacterial mutant with low levels of isocitrate dehydroge-
nase is able to grow normally when the culture medium is supple-
mented with glutamate. Explain why.

57. The purine nucleotide cycle (shown below) is an important 
pathway in muscle cells. The activity of the cycle increases during 
periods of high muscle activity. Explain how the purine nucleotide 
cycle contributes to the ability of the muscle cell to generate energy 
during intense exercise. IMP is inosine monophosphate.

AMP

Fumarate

adenylosuccinate
lyase

IMP
Aspartate � GTP

GDP � Pi

adenylosuccinate
synthetase

adenosine
deaminase

H2O NH4
�

Adenylosuccinate

58. The plant metabolite hydroxycitrate is advertised as an agent 
that prevents fat buildup.

CH2

CHHO

HO

COO�

C COO�

COO�

Hydroxycitrate

(a) How does this compound differ from citrate?
(b) Hydroxycitrate inhibits the activity of ATP-citrate lyase. 
What kind of inhibition is likely to occur?
(c) Why might inhibition of ATP-citrate lyase block the 
conversion of carbohydrates to fats?
(d) The synthesis of what other compounds would be inhibited 
by hydroxycitrate?

59. Helicobacter pylori is a bacterium that colonizes the upper gas-
trointestinal tract in humans and is the causative agent of chronic 
gastritis, ulcers, and possibly gastric cancer. Knowledge of the inter-
mediary metabolism of this organism will be helpful in the develop-
ment of effective drug therapies to treat these diseases. The citric 
acid “cycle” in H. pylori is a noncyclic, branched pathway that is 
used to produce biosynthetic intermediates instead of metabolic 
energy. Succinate is produced in the “reductive branch,” whereas 
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(a) What is the importance of this reaction to the organism?
(b) PPC is allosterically activated by both acetyl-CoA 
and fructose-1,6-bisphosphate. Explain these regulatory 
 strategies.

64. Succinic acid is an important compound used by the 
 pharmaceutical, cosmetics, and food industries. “Green” produc-
tion of succinic acid by fermenting bacteria is a more environ-
mentally responsible way to produce the compound, which has 
traditionally been synthesized from petrochemicals. Investigators 
interested in optimizing bacterial succinic acid production noted 
that malate dehydrogenase activity increased under anaerobic 
conditions.

(a) Draw a reaction scheme outlining how succinic acid can be 
produced from phosphoenolpyruvate. Include the names of all 
reactants, products, and enzymes.
(b) Why is it essential that the production of succinic acid take 
place under anaerobic conditions?

65. Experiments with cancer cells grown in culture show that 
glutamine is consumed at a high rate and used for biosynthetic reac-
tions, aside from protein synthesis. One possible pathway involves 
the conversion of glutamine to glutamate and then to a-ketogluta-
rate. The a-ketoglutarate can then be used to produce pyruvate for 
gluconeogenesis.

(a) Describe the types of reactions that convert glutamine to 
a-ketoglutarate.
(b) Give the sequence of enzymes that can convert a-ketogluta-
rate to pyruvate.

66. Many cancer cells carry out glycolysis at a high rate but con-
vert most of the resulting pyruvate to lactate rather than to acetyl-
CoA. Acetyl-CoA, however, is required for the synthesis of fatty 
acids, which are needed in large amounts by rapidly growing cancer 
cells. In these cells, the isocitrate dehydrogenase reaction apparently 
operates in reverse. Explain why this reaction could facilitate the 
conversion of amino acids such as glutamate into fatty acids.

60. H. pylori, whose citric acid cycle has an oxidative branch and 
a reductive branch (see Problem 59), uses amino acids and fatty 
acids present in the gastrointestinal tract as a source of biosynthetic 
intermediates.

(a) Describe how H. pylori uses the acetyl-CoA derived from 
fatty acid breakdown to synthesize glucose and glutamate.
(b) Describe how H. pylori converts aspartate to glutamate.

61. Yeast cells that are grown on nonfermentable substrates and 
then abruptly switched to glucose exhibit substrate-induced inacti-
vation of several enzymes. Which enzymes would glucose cause to 
be inactivated and why?

62. Phagocytes such as macrophages and neutrophils are cellular 
components of the immune system that protect the host against 
damage caused by invading microorganisms. Phagocytes engulf and 
internalize a foreign microbe, forming a membrane-bound structure 
called a phagosome. The phagosome then fuses with the lysosome, 
a cellular organelle that contains a wide variety of proteolytic 
enzymes that destroy the pathogen if the host is fortunate. But some 
microbes can survive the harsh conditions of the phagolysosome. 
An example is Mycobacterium tuberculosis, which can reside in the 
macrophage in a dormant state for a prolonged period of time. 
Investigators noted that following engulfment by the macrophage, 
the levels of bacterial isocitrate lyase, malate synthase, citrate syn-
thase, and malate dehydrogenase increased to levels as much as 20 
times above normal.

(a) What pathway(s) does M. tuberculosis employ while in the 
phagosome and why are these pathways essential to its survival?
(b) What might be good drug targets for treating a patient 
infected with M. tuberculosis?

63. Bacteria and plants (but not animals) possess the enzyme 
phosphoenolpyruvate carboxylase (PPC), which catalyzes the reac-
tion shown here.

CH2

COO�

HCO3
� PPC

PiPiC O � �

Phosphoenolpyruvate
Oxaloacetate

CH2

COO�

COO�

C O
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THIS CHAPTER IN CONTEXT

Do You Remember?
 Living organisms obey the laws of thermodynamics (Section 1-3).

 Transporters obey the laws of thermodynamics, providing a way for solutes to 

move down their concentration gradients or using ATP to move substances 

against their gradients (Section 9-1).

 Coenzymes such as NAD1 and ubiquinone collect electrons from compounds 

that become oxidized (Section 12-2).

 A reaction that breaks a phosphoanhydride bond in ATP occurs with a large 

change in free energy (Section 12-3).Part 3 Metabolism

  15 Oxidative 
Phosphorylation

Part 4 Genetic Information

Part 1 Foundations

Part 2  Molecular Structure 
and Function

[Steve Byland/iStockphoto]

HOW does ATP synthase carry out an unfavorable reaction?

In previous chapters, we have seen numerous examples of cells using the free 
energy of the ATP reaction to carry out cellular work. But in order to produce ATP 

in the fi rst place, cells must add a third phosphate to ADP, a thermodynamically 
unfavorable reaction. Glycolysis and the citric acid cycle provide some ATP, but in 
aerobic organisms, such as the hummingbird shown here, most of the ATP is made 

through the action of a mitochondrial ATP synthase. This enzyme functions like a rotary 
engine, attaching a phosphoryl group to ADP as it spins. In this chapter, we’ll examine 

the driving force for this unusual molecular machine.
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The oxidation of metabolic fuels such as glucose, fatty acids, 
and amino acids as well as the oxidation of acetyl carbons to 
CO2 via the citric acid cycle yields the reduced cofactors 
NADH and ubiquinol (QH2). These compounds are forms of 
energy currency (see Section 12-3) not because they are chem-
ically special but because their reoxidation—ultimately by 
molecular oxygen in aerobic organisms—is an exergonic reac-
tion. The free energy released thereby is harvested to synthe-
size ATP, a phenomenon called oxidative phosphorylation. In 
the scheme introduced in Figure 12-10, oxidative phosphory-
lation represents the fi nal phase of the catabolism of metabolic 
fuels and the major source of the cell’s ATP (Fig. 15-1).

Oxidative phosphorylation differs from the conventional 
biochemical reactions we have focused on in the last two chap-
ters. In particular, ATP synthesis is not directly coupled to a 
single discrete chemical reaction, such as a kinase-catalyzed 
 reaction. Rather, oxidative phosphorylation is a more indirect 
process in which free energy is converted to, or conserved as, a 
transmembrane gradient of protons that is then used to drive ATP 
synthesis.

To understand oxidative phosphorylation, we must fi rst 
consider how the reduced cofactors produced in other met-
abolic reactions are reoxidized by molecular oxygen. The 
fl ow of electrons from reduced compounds such as NADH 
and QH2 to an oxidized compound such as O2 is a thermo-
dynamically favorable process. We will see that the free 
 energy changes for electron-transfer reactions can be quan-
tifi ed by considering the reduction potentials of the chemi-
cal species involved. Next, we will track the movements of 
the electrons through a series of electron carriers that in-
clude small molecules as well as prosthetic groups of large 
integral membrane proteins. As electrons are shuttled from 
NADH and QH2 to molecular oxygen, the membrane pro-
teins translocate protons from one side of the membrane to 
the other. This process is the fi rst step of chemiosmosis, the 
formation and dissipation of a transmembrane chemical 
gradient. Finally, we will examine the structure of ATP syn-
thase, the enzyme complex that taps the free energy of the 
proton gradient to synthesize ATP from ADP 1 Pi.

Oxidation–reduction reactions (or redox reactions, introduced in Section 12-2) are 
similar to other chemical reactions in which a portion of a molecule—electrons in 
this case—is transferred. In any oxidation–reduction reaction, one reactant (called 
the oxidizing agent or oxidant) is reduced as it gains electrons. The other reactant 
(called the reducing agent or reductant) is oxidized as it gives up electrons:

Aoxidized 1 Breduced Δ Areduced 1 Boxidized

For example, in the succinate dehydrogenase reaction (step 6 of the citric acid cycle; see 
Section 14-2), the two electrons of the reduced FADH2 prosthetic group of the enzyme 
are transferred to ubiquinone (Q) so that FADH2 is oxidized and ubiquinone is reduced:

FADH2
(reduced )   

1 Q
(oxidized )

 Δ  FAD
(oxidized )

1 QH2
(reduced )

15-1  The Thermodynamics of 
Oxidation–Reduction Reactions

KEY CONCEPTS
• The standard reduction potential 

indicates a substance’s tendency 
to become reduced; the actual 
reduction potential depends on the 
concentrations of reactants.

• Electrons are transferred from a 
substance with a lower reduction 
potential to a substance with a 
higher reduction potential.

• The free energy change for an 
oxidation—reduction reaction 
depends on the change in reduction 
potential.
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Figure 15-1 Oxidative 
phosphorylation in context. 
The reduced cofactors 
NADH and QH2, which are 
generated in the oxidative 
catabolism of amino acids, 
monosaccharides, and fatty 
acids, are reoxidized by 
molecular oxygen. The free 
energy of this process is 
conserved in a manner that 
powers the synthesis of ATP 
from ADP 1 Pi.
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In this reaction, the two electrons are transferred as H atoms (an H atom consists of 
a proton and an electron, or H1 and e2). In oxidation–reduction reactions involving 
the cofactor NAD1, the electron pair takes the form of a hydride ion (H2, a proton 
with two electrons). In biological systems, electrons usually travel in pairs, although, 
as we will see, they may also be transferred one at a time. Note that the change in 
oxidation state of a reactant may be obvious, such as when Fe31 is reduced to Fe21, 
or it may require closer inspection of the molecule’s structure, such as when succi-
nate is oxidized to fumarate (Section 14-2).

Reduction potential indicates a substance’s 
tendency to accept electrons

The tendency of a substance to accept electrons (to become reduced) or to donate 
electrons (become oxidized) can be quantifi ed. Although an oxidation–reduction 
reaction necessarily requires both an oxidant and a reductant, it is helpful to con-
sider just one substance at a time, that is, a half-reaction. Using the example 
above, the half-reaction for ubiquinone (by convention, written as a reduction 
reaction) is

Q 1 2 H1 1 2e2 Δ QH2

(the reverse reaction would describe an oxidation half-reaction).
The affi nity of a substance such as ubiquinone for electrons is its standard 

 reduction potential (E89), which has units of volts (note that the degree and prime 
symbols indicate a value under standard biochemical conditions where the pressure 
is 1 atm, the temperature is 258C, the pH is 7.0, and all species are present at 
 concentrations of 1 M). The greater the value of E��, the greater the tendency of the 
oxidized form of the substance to accept electrons and become reduced. The standard 
reduction potentials of some biological substances are given in Table 15-1.

TABLE 15-1   Standard Reduction Potentials of Some 
Biological Substances

Half-Reaction E89(V)
1
2 O2 1 2 H1 1 2 e2 Δ  H2O 0.815
SO4

22 1 2 H1 1 2 e2 Δ  SO22
3 1 H2O 0.48

NO2
3 1 2 H1 1 2e2 Δ  NO2

2 1 H2O 0.42
Cytochrome a3 (Fe31) 1 e2 Δ  cytochrome a3 (Fe21) 0.385
Cytochrome a (Fe31) 1 e2 Δ  cytochrome a (Fe21) 0.29
Cytochrome c (Fe31) 1 e2 Δ  cytochrome c (Fe21) 0.235
Cytochrome c1 (Fe31) 1 e2 Δ  cytochrome c1 (Fe21) 0.22
Cytochrome b (Fe31) 1 e2 Δ  cytochrome b (Fe21)(mitochondrial  ) 0.077
Ubiquinone 1 2 H1 1 2 e2 Δ  ubiquinol 0.045
Fumarate2 1 2 H1 1 2 e2 Δ  succinate2 0.031
FAD 1 2 H1 1 2 e2 Δ  FADH2 (in fl avoproteins) & 0.
Oxaloacetate2 1 2 H1 1 2 e2 Δ  malate2 2 0.166
Pyruvate2 1 2 H1 1 2 e2 Δ  lactate2 2 0.185
Acetaldehyde 1 2 H1 1 2 e2 Δ  ethanol 2 0.197
S 1 2 H1 1 2 e2 Δ  H2S 2 0.23
Lipoic acid 1 2 H1 1 2 e2 Δ  dihydrolipoic acid 2 0.29
NAD1 1 H1 1 2 e2 Δ  NADH 2 0.315
NADP1 1 H1 1 2 e2 Δ  NADPH 2 0.320
Acetoacetate2 1 2 H1 1 2 e2 Δ  3-hydroxybutyrate2 2 0.346
Acetate2 1 3 H1 1 2 e2 Δ  acetaldehyde 1 H2O 2 0.581

Source : Mostly from Loach, P. A., in Fasman, G. D. (ed.), Handbook of Biochemistry and Molecular Biology (3rd ed.), 
Physical and Chemical Data, Vol. I, pp. 123 – 130, CRC Press (1976).
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Oxidation–Reduction Reactions

Like a DG value, the actual reduction potential depends on the actual concentrations 
of the oxidized and reduced species. The actual reduction potential (E) is related to the 
standard reduction potential (E89 ) by the Nernst equation:

 E 5 E8¿ 2
RT
nF

 ln 
[Areduced 

]

[Aoxidized 
]
 [15-1]

R (the gas constant) has a value of 8.3145 J ? K21 ? mol21, T is the temperature in 
Kelvin, n is the number of electrons transferred (one or two in most of the reactions 
we will encounter), and F is the Faraday constant (96,485 J ? V21 ? mol21; it is 
equivalent to the electrical charge of one mole of electrons). At 258C (298 K), the 
Nernst equation reduces to

 E 5 E8¿ 2
0.026 V

n  ln 
[Areduced 

]

[Aoxidized 
]
 [15-2]

In fact, for many substances in biological systems, the concentrations of the oxidized 
and reduced species are similar, so the logarithmic term is small (recall that ln 1 5 0) 
and E is close to E89 (Sample Calculation 15-1).

SAMPLE CALCULATION 15-1

PROBLEMCalculate the reduction potential of fumarate (E89 5 0.031 V) at 258C when 
[fumarate] 5 40 mM and [succinate] 5 200 mM.

SOLUTIONUse Equation 15-2. Fumarate is the oxidized compound and succinate is the 
reduced compound.

 E 5 E8¿ 2
0.026 V

n  ln 
[Areduced 

]

[Aoxidized 
]

 5 0.031 V 2
0.026 V

2
 ln 

(2 3 1024)

(4 3 1025)
 5 0.031 V 2 0.021 V 5 0.010 V

1. Calculate the reduction potential of fumarate at 378C when [fumarate] 5 
80 mM and [succinate] 5 100 mM.

2. Calculate the standard reduction potential of substance A when E 5 0.5 V at 
258C, [Areduced] 5 5 mM, and [Aoxidized] 5 200 mM. Assume that n 5 2.

PRACTICE PROBLEMS

The free energy change can be calculated 
from the change in reduction potential

Knowing the reduction potentials of different substances is useful for predicting the 
movement of electrons between the two substances. When the substances are to-
gether in solution or connected by wire in an electrical circuit, electrons fl ow sponta-
neously from the substance with the lower reduction potential to the substance with the 
higher reduction potential. For example, in a system containing Q/QH2 and NAD1/ 
NADH, we can predict whether electrons will fl ow from QH2 to NAD1 or from 
NADH to Q. Using the standard reduction potentials given in Table 15-1, we note 
that E89 for NAD1 (20.315 V) is lower than E89 for ubiquinone (0.045 V). There-
fore, NADH will tend to transfer its electrons to ubiquinone; that is, NADH will be 
oxidized and Q will be reduced.

A complete oxidation–reduction reaction is just a combination of two half- 
reactions. For the NADH–ubiquinone reaction, the net reaction is the ubiquinone 
reduction half-reaction (the half-reaction as listed in Table 15-1) combined with the 
NADH oxidation half-reaction (the reverse of the half-reaction listed in Table 15-1). 
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PROBLEM Calculate the standard free energy change for the oxidation of malate by NAD1. Is 
the reaction spontaneous under standard conditions?

SOLUTION Method 1
Write the relevant half-reactions, reversing the malate half-reaction (so that it 
becomes an oxidation reaction) and reversing the sign of its E89:

malate S oxaloacetate 1 2 H1 1 e2 E89 5 10.166 V

NAD1 1 H1 1 2e2 S NADH E89 5 20.315 V

net: malate 1 NAD1 S oxaloacetate 1 NADH 1 H1 DE89 5 20.149 V

Method 2
Identify the electron acceptor (NAD1) and electron donor (malate). Substitute 
their standard reduction potentials into Equation 15-3:

SAMPLE CALCULATION 15-2

Figure 15-2 Overview of mitochondrial 
electron transport. The reduction 
potentials of the key electron carriers 
are indicated. The oxidation–reduction 
reactions mediated by Complexes I, III, 
and IV release free energy.

? Determine the total free energy 
change for the oxidation of NADH 
by O2.

−0.4

−0.2

0.2

0.4

0.6

0.8

0

E°′ (V)

Complex I

Complex III

Complex IV

ΔG =
−69.5 kJ • mol−1

ΔG =
−36.7 kJ • mol−1

ΔG =
−112 kJ • mol−1

NADH     NAD+

cytochrome c

Q

O2           H2O

CONCEPT REVIEW
• Explain why an oxidation–reduction reaction must include both an oxidant 

and a reductant.
• When two reactants are mixed together, how can you predict which one 

will become reduced and which one will become oxidized?
• Explain how adding the E89 values for two half-reactions yields a value 

of DE89 and DG89 for an oxidation–reduction reaction.

Note that because the NAD1 half-reaction has been reversed to indicate oxidation, 
we have also reversed the sign of its E89 value:

NADH  Δ   NAD1 1 H1 1 2 e2 E8¿ 5 1  0.315 V

Q 1 2 H1 1 2 e2  Δ   QH2 E8¿ 5 0.045 V

net : NADH 1 Q 1 H1 Δ  NAD1 1 QH2 DE8¿ 5 10.360 V

When the two half-reactions are added, their reduction potentials are 
also added, yielding a DE89 value. Keep in mind that the reduction 
potential is a property of the half-reaction and is independent of the 
direction in which the reaction occurs. Reversing the sign of E89, as 
shown above, is just a shortcut to simplify the task of calculating DE89. 
Another method for calculating DE89 uses the following equation:

 DE8¿ 5 E8¿(e2 acceptor) 2 E8¿(e2 donor)  [15-3]

Not surprisingly, the larger the difference in E values (the greater the DE 
value), the greater the tendency of electrons to fl ow from one substance to 
the other, and the greater the change in free energy of the system. DG is 
related to DE as follows:

 DG 8¿ 5 2nFE8¿  or  DG 5 2nFDE [15-4]

Accordingly, an oxidation–reduction reaction with a large positive DE 
value has a large negative value of DG (see Sample Calculation 15-2). 
Depending on the relevant reduction potentials, an oxidation–reduc-
tion reaction can release considerable amounts of free energy. This is 
what happens in the mitochondria, where the  reduced cofactors gen-
erated by the oxidation of metabolic fuels are reoxidized. The free 
 energy released in this process powers ATP synthesis by oxidative 
phosphorylation. Figure 15-2 shows the major mitochondrial elec-
tron transport components  arranged by their reduction potentials. 

Each stage of electron transfer, from NADH to O2, the fi nal electron acceptor, oc-
curs with a negative change in free energy.
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In aerobic organisms, the NADH and ubiquinol produced by glycolysis, the citric 
acid cycle, fatty acid oxidation, and other metabolic pathways is ultimately reoxi-
dized by molecular oxygen, a process called respiration. The standard reduction 
potential of 10.815 V for the reduction of O2 to H2O indicates that O2 is a more 
effective oxidizing agent than any other biological compound (see Table 15-1). 
The oxidation of NADH by O2, that is, the transfer of electrons from NADH 
directly to O2, would release a large amount of free energy, but this reaction does 
not occur in a single step. Instead, electrons are shuttled from NADH to O2 in a 
multistep process that offers several opportunities to conserve the free energy of oxida-
tion. In eukaryotes, all the steps of oxidative phosphorylation are carried out by a 
series of membrane-bound protein complexes in the mitochondria (in prokary-
otes, plasma membrane proteins perform similar functions). The following sec-
tions describe how electrons fl ow through this “respiratory chain” from reduced 
cofactors to oxygen.

Mitochondrial membranes defi ne two compartments

In accordance with its origin as a bacterial symbiont, the mitochondrion (plu-
ral, mitochondria) has two membranes. The outer membrane, analogous to the 
outer membrane of some bacteria, is relatively porous due to the presence of 
porin-like proteins that permit the transmembrane diffusion of substances with 
masses up to about 10 kD (see Section 9-2 for an example of porin structure and 
function). The inner membrane has a convoluted architecture that encloses a 
space called the mitochondrial matrix. Because the inner mitochondrial mem-
brane prevents the transmembrane movements of ions and small molecules 
 (except via specifi c transport proteins), the composition of the matrix differs 
from that of the space between the inner and outer membranes. In fact, the 
ionic composition of the intermembrane space is considered to be equivalent to 
that of the cytosol due to the presence of the porins in the outer mitochondrial 
membrane (Fig. 15-3).

Mitochondria are customarily shown as kidney-shaped organelles with the inner 
mitochondrial membrane forming a system of baffl es called cristae (Fig. 15-4a). 

KEY CONCEPTS
• The inner mitochondrial membrane 

encloses the matrix and includes 
specifi c transport proteins.

• Complex I transfers electrons from 
NADH to ubiquinone.

• The citric acid cycle, fatty acid 
oxidation, and other processes also 
generate mitochondrial ubiquinol.

• The Q cycle mediated by Complex III 
reduces cytochrome c.

• Complex IV uses electrons from 
cytochrome c to reduce O2 to H2O.

15-2 Mitochondrial Electron Transport

 DE8¿ 5 E8¿(e2 acceptor) 2 E8¿(e2 donor)

 5 20.315 V 2 (20.166 V)

 5 20.149 V

Both Methods
The DE89 for the net reaction is 20.149 V. Use Equation 15-4 to calculate DG 89:

 DG 8¿ 5 2nFDE8¿
 5 2(2)(96,485 J ? V21 ? mol21)(20.149 V)

 5 128,750 J ? mol21 5 128.8 kJ ? mol21

The reaction has a positive value of DG 89 and so is not spontaneous. (In vivo, this 
endergonic reaction occurs as step 8 of the citric acid cycle and is coupled to step 1, 
which is exergonic.)

PRACTICE PROBLEMS3. Calculate the standard free energy change for the oxidation of malate by 
ubiquinone. Is the reaction spontaneous under standard conditions?

4. In yeast, alcohol dehydrogenase reduces acetaldehyde to ethanol (Section 13-1). 
Calculate the free energy change for this reaction under standard conditions.

5. In cells, cytochrome c oxidizes cytochrome c1. Calculate the change in free 
energy for the reverse reaction.

Figure 15-3 Model of mitochondrial 
structure. The relatively impermeable 
inner mitochondrial membrane 
encloses the protein-rich matrix. The 
intermembrane space has an ionic 
composition similar to that of the 
cytosol because the outer mitochondrial 
membrane is permeable to substances 
with masses of less than about 10 kD.

Outer membrane

Intermembrane space

Inner membrane

Matrix

c15OxidativePhosphorylation.indd Page 399  01/09/12  1:06 PM user-F391c15OxidativePhosphorylation.indd Page 399  01/09/12  1:06 PM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



However, electron tomography, a technique for visualizing cellular structures in 
three dimensions by analyzing micrographs of sequential cell slices, reveals that 
 mitochondria are highly variable structures. For example, the cristae may be irregu-
lar and bulbous rather than planar and may make several tubular connections with 
the rest of the inner mitochondrial membrane (Fig. 15-4b). Moreover, a cell may 
contain hundreds to thousands of discrete bacteria-shaped mitochondria, or a single 
tubular organelle may take the form of an extended network with many branches 
and interconnections (Fig. 15-4c). Individual mitochondria can move around the 
cell and undergo fusion (joining) and fi ssion (separating).

Refl ecting its ancient origin as a free-living organism, the mitochondrion has 
its own genome and protein-synthesizing machinery consisting of mitochondri-
ally encoded rRNA and tRNA. The mitochondrial genome encodes 13 proteins, 
all of which are components of the respiratory chain complexes. This is only a 
small subset of the approximately 1500 proteins required for mitochondrial 
function; the other respiratory chain proteins, matrix enzymes, transporters, 
and so on are encoded by the cell’s nuclear genome, synthesized in the cytosol, 
and imported into the mitochondria (across one or both membranes) by special 
mechanisms.

Much of the cell’s NADH and QH2 is generated by the citric acid cycle in the 
mitochondrial matrix. Fatty acid oxidation also takes place largely in the matrix and 
yields NADH and QH2. These reduced cofactors transfer their electrons to the 
protein complexes of the respiratory electron transport chain, which are tightly as-
sociated with the inner mitochondrial membrane. However, NADH produced by 
glycolysis and other oxidative processes in the cytosol cannot directly reach the 
 respiratory chain. There is no transport protein that can ferry NADH across the 
 inner mitochondrial membrane. Instead, “reducing equivalents” are imported into 
the matrix by the chemical reactions of systems such as the malate–aspartate shuttle 
system (Fig. 15-5).

Mitochondria also need a mechanism to export ATP and to import ADP and Pi, 
since most of the cell’s ATP is generated in the matrix by oxidative phosphorylation 
and is consumed in the cytosol. A transport protein called the adenine nucleotide 
translocase exports ATP and imports ADP, binding one or the other and changing 
its conformation to release the bound nucleotide on the other side of the membrane 
(Fig. 15-6a). Inorganic phosphate, a substrate for oxidative phosphorylation, is 
 imported from the cytosol in symport with H1 (Fig. 15-6b).

The protein complexes that carry out electron transport and ATP synthesis are 
oriented in the inner mitochondrial membrane so that they can bind the NADH, 
ADP, and Pi present in the matrix. Electron microscopy studies strongly suggest that 

 See Guided Exploration. Electron 
transport and oxidative phosphorylation 
overview.

(a) (b) (c)

Figure 15-4 Images of mitochondria. (a) Conventional 
electron micrograph showing cristae as a system of planar 
baffl es. [K. Porter/Photo Researchers.] (b) Three-dimensional 
reconstruction of a mitochondrion by electron tomography, 
showing irregular tubular cristae. [Courtesy Carmen Mannella, 
Wadsworth Center, Albany, New York.] (c) Electron micrograph 

of a mammalian fi broblast, showing a network of tubular 
mitochondria (labeled with a green fl uorescent dye). The 
remainder of the cytosol is delineated by microtubules (labeled 
with a red fl uorescent dye). [Courtesy Michael P. Yaffe. From Science 283, 
1493–1497 (1991).]

400

c15OxidativePhosphorylation.indd Page 400  01/09/12  1:06 PM user-F391c15OxidativePhosphorylation.indd Page 400  01/09/12  1:06 PM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



401
Mitochondrial Electron Transport

the complexes associate with each other, which would increase the effi ciency of elec-
tron transfer between them.

Complex I transfers electrons from NADH to ubiquinone

The path electrons travel through the respiratory chain begins with Complex I, also 
called NADH:ubiquinone oxidoreductase or NADH dehydrogenase. This enzyme 
catalyzes the transfer of a pair of electrons from NADH to ubiquinone:

NADH 1 H1 1 Q Δ NAD1 1 QH2

Complex I is the largest of the electron transport proteins in the mitochondrial 
 respiratory chain, with 45 different subunits and a total mass of about 980 kD in 
mammals. The crystal structure of the smaller (550-kD) bacterial Complex I reveals 
an L-shaped protein with numerous transmembrane helices and a peripheral arm 
(Fig. 15-7). Electron transport takes place in the peripheral arm, which includes 
several prosthetic groups that undergo reduction as they receive electrons and be-
come oxidized as they give up their electrons to the next group. All these groups, 
or redox centers, appear to have reduction potentials approximately between the 
reduction potentials of NAD1 (E89 5 20.315 V) and ubiquinone (E89 5 10.045 V). 
This allows them to form a chain where the electrons travel a path of increasing re-
duction potential. The redox centers do not need to be in intimate contact with each 

Figure 15-5 The malate–aspartate 
shuttle system. Cytosolic oxaloacetate 
is reduced to malate for transport into 
mitochondria. Malate is then reoxidized 
in the matrix. The net result is the 
transfer of “reducing equivalents” from 
the cytosol to the matrix. Mitochondrial 
oxaloacetate can be exported back to 
the cytosol after being converted to 
aspartate by an aminotransferase.

Figure 15-6 Mitochondrial transport 
systems. (a) The adenine nucleotide 
translocase binds either ATP or ADP 
and changes its conformation to release 
the nucleotide on the opposite side of 
the inner mitochondrial membrane. 
This transporter can therefore export 
ATP and import ADP. (b) A Pi2H1 
symport protein permits the 
simultaneous movement of inorganic 
phosphate and a proton into the 
mitochondrial matrix.

? Does the activity of either of these 
transporters contribute to the mito-
chondrial membrane potential?
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other, as they would be if the transferred group were a larger chemical entity. An 
electron can move between redox centers up to 14 Å apart by “tunneling” through 
the covalent bonds of the protein.

The two electrons donated by NADH are fi rst picked up by fl avin mononucle-
otide (FMN; Fig. 15-8). This noncovalently bound prosthetic group, which is 
similar to FAD, then transfers the electrons, one at a time, to a second type of 
redox center, an iron–sulfur (Fe–S) cluster. Complex I bears nine of these pros-
thetic groups, which contain equal numbers of iron and sulfi de ions (Fig. 15-9). 
Unlike the electron carriers we have introduced so far, Fe–S clusters are one- 
electron carriers. They have an oxidation state of either 13 (oxidized) or 12 (re-
duced), regardless of the number of Fe atoms in the cluster (each cluster is a con-
jugated structure that functions as a single unit). Electrons travel between several 
Fe–S clusters before reaching ubiquinone. Like FMN, ubiquinone is a two-electron 
carrier (see Section 12-2), but it accepts one electron at a time from an Fe–S donor. 
Iron–sulfur clusters may be among the most ancient of electron carriers, dating 
from a time when the earth’s abundant iron and sulfur were major players in pre-
biotic chemical reactions.

As electrons are transferred from NADH to ubiquinone, Complex I transfers four 
protons from the matrix to the intermembrane space. Comparisons with other trans-
port proteins and detailed analysis of the crystal structure indicate the presence of 

Figure 15-7 Structure of bacterial 
Complex I. This image is a composite of 
the membrane arm from E. coli (colored 
portion) and the peripheral arm from 
Thermus thermophilus (gray portion). 
Redox centers are shown in space-fi lling 
form, including FMN and nine iron–
sulfur clusters. The ubiquinone-binding 
site is marked by a Q. Horizontal lines 
represent the boundaries of the lipid 
bilayer. The cytosol (equivalent to the 
mitochondrial matrix) is at the top. 
[Courtesy of Leonid Sazanov, Medical Research 
Council, Cambridge, U.K.]

Figure 15-8 Flavin mononucleotide (FMN). This prosthetic group resembles fl avin 
adenine dinucleotide (FAD; see Fig. 3-3c) but lacks the AMP group of FAD. The 
transfer of two electrons and two protons to FMN yields FMNH2.
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four proton-translocating “channels” in the membrane-embedded arm of Complex 
I. When redox groups in the peripheral arm are transiently reduced and reoxidized, 
the protein undergoes conformational changes that are transmitted from the pe-
ripheral arm to the membrane arm in part by a horizontally oriented helix that lies 
within the membrane portion of the complex (see Fig. 15-7). These conforma-
tional changes do not open passageways, as occurs in Na1 and K1 transporters 
(Section 9-2). Instead, each proton passes from one side of the membrane to the 
other via a proton wire, a series of hydrogen-bonded protein groups plus water 
molecules that form a chain through which a proton can be rapidly relayed. (Recall 
from Fig. 2-14 that protons readily jump between water molecules.) Note that in 
this relay mechanism, the protons taken up from the matrix are not the same ones 
that are released into the intermembrane space. The reactions of Complex I are 
summarized in Figure 15-10.

Other oxidation reactions contribute 
to the ubiquinol pool

The reduced quinone product of the Complex I reaction joins a pool of quinones 
that are soluble in the inner mitochondrial membrane by virtue of their long hy-
drophobic isoprenoid tails (see Section 12-2). The pool of reduced quinones is aug-
mented by the activity of other oxidation–reduction reactions. One of these is catalyzed 
by succinate dehydrogenase, which carries out step 6 of the citric acid cycle (see 
Section 14-2).

succinate 1 Q Δ fumarate 1 QH2

Succinate dehydrogenase is the only one of the citric acid cycle enzymes that is 
not soluble in the mitochondrial matrix; it is embedded in the inner membrane. 
Like the other respiratory complexes, it contains several redox centers, including 
an FAD group. Succinate dehydrogenase is also called Complex II of the mito-
chondrial respiratory chain. However, it is more like a tributary because it does 
not undertake proton translocation and therefore does not directly contribute 
the free energy of its oxidation–reduction reaction toward ATP synthesis. Never-
theless, it does feed reducing equivalents as ubiquinol into the electron transport 
chain (Fig. 15-11a).

A major source of ubiquinol is fatty acid oxidation, another energy-generating 
catabolic pathway that takes place in the mitochondrial matrix. A membrane-
bound fatty acyl-CoA dehydrogenase catalyzes the oxidation of a COC bond in a 
fatty acid attached to coenzyme A. The electrons removed in this dehydro-
genation reaction are transferred to ubiquinone (Fig. 15-11b). As we will 
see in Section 17-1, the complete oxidation of a fatty acid also produces 
NADH that is reoxidized by the mitochondrial electron transport chain, 
starting with Complex I.

Electrons from cytosolic NADH can also enter the mitochondrial ubi-
quinol pool through the actions of a cytosolic and a mitochondrial glycerol-
3-phosphate dehydrogenase (Fig. 15-11c). This system, which shuttles elec-
trons from NADH to ubiquinol, bypasses Complex I.

Complex III transfers electrons from 
ubiquinol to cytochrome c

Ubiquinol is reoxidized by Complex III, an integral membrane protein with 
11 subunits in each of its two monomeric units. Complex III, also called 
ubiquinol:cytochrome c oxidoreductase or cytochrome bc1, transfers elec-
trons to the peripheral membrane protein cytochrome c. Cytochromes are proteins 
with heme prosthetic groups. The name cytochrome literally means “cell color”; cy-
tochromes are largely responsible for the purplish-brown color of mitochondria. 
Cytochromes are commonly named with a letter (a, b, or c) indicating the exact 

Figure 15-10 Complex I function. As 
two electrons from the water-soluble 
NADH are transferred to the lipid-
soluble ubiquinone, four protons are 
translocated from the matrix into the 
intermembrane space.

Figure 15-9 Iron—sulfur clusters. 
Although some Fe–S clusters contain 
up to eight Fe atoms, the most common 
are the 2Fe–2S and 4Fe–4S clusters. 
In all cases, the iron–sulfur clusters are 
coordinated by the S atoms of Cys side 
chains. These prosthetic groups undergo 
one-electron redox reactions.
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structure of the  porphyrin ring of their heme group (Fig. 15-12). The structure of 
the heme group and the surrounding protein microenvironment infl uence the pro-
tein’s absorption spectrum. They also determine the reduction potentials of cyto-
chromes, which range from about 20.080 V to about 10.385 V.

Unlike the heme prosthetic groups of hemoglobin and myoglobin, the heme 
groups of cytochromes undergo reversible one-electron reduction, with the central 
Fe atom cycling between the Fe31 (oxidized) and Fe21 (reduced) states. Conse-
quently, the net reaction for Complex III, in which two electrons are transferred, 
includes two cytochrome c proteins:

QH2 1 2 cytochrome c (Fe31 ) Δ Q 1 2 cytochrome c (Fe21 ) 1 2 H1

Complex III itself contains two cytochromes (cytochrome b and cytochrome c1) 
that are integral membrane proteins. These two proteins, along with an iron–sulfur 
protein (also called the Rieske protein), form the functional core of Complex III 
(these same three subunits are the only ones that have homologs in the correspond-
ing bacterial respiratory complex). Altogether, each monomer of Complex III is 
anchored in the membrane by 14 transmembrane a helices (Fig. 15-13).

The fl ow of electrons through Complex III is complicated, in part because the 
two electrons donated by ubiquinol must split up in order to travel through a series 
of one-electron carriers that includes the 2Fe–2S cluster of the iron–sulfur protein, 
cytochrome c1, and cytochrome b (which actually contains two heme groups with 
slightly different reduction potentials). Except for the 2Fe–2S cluster, all the redox 
centers are arranged in such a way that electrons can tunnel from one to another. 
The iron–sulfur protein must change its conformation by rotating and moving 
about 22 Å in order to pick up and deliver an electron. Further complicating the 
picture is the fact that each monomeric unit of Complex III has two active sites 
where quinone cofactors undergo reduction and oxidation.

The circuitous route of electrons from ubiquinol to cytochrome c is described by 
the two-round Q cycle, diagrammed in Figure 15-14. The net result of the Q cycle is 

INTERMEMBRANE
SPACE

MATRIX

Succinate Fumarate

NADH + H+ NAD+

cytosolic
dehydrogenase

(a) (b)

(c)

Q

QH2
succinate

dehydrogenase
(Complex II)

2e−

acyl-CoA
dehydrogenase

2e− Q

QH2

mitochondrial
dehydrogenase

2e−

Dihydroxyacetone
phosphate

C
H2C

O
CH2OPO3

2−2−

OH

Glycerol-3-
phosphate

CHO
H2C

H
CH2OPO3

OH

C O
SCoA

C
R

Q

QH2

HH
C HH

C O
SCoA

C
R

H
C H

Figure 15-12 The heme group of a b 
cytochrome. The planar porphyrin ring 
surrounds a central Fe atom, shown here 
in its oxidized (Fe31) state. The heme 
substituent groups that are colored 
blue differ in the a and c cytochromes 
(the heme group of hemoglobin and 
myoglobin has the b structure; see 
Section 5-1).
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Figure 15-11 Reactions that contribute to the ubiquinol pool. (a) The succinate 
dehydrogenase (Complex II) reaction transfers electrons to the pool of reduced 
ubiquinone in the inner mitochondrial membrane. (b) The acyl-CoA dehydrogenase 
reaction, which is one step of the fatty acid oxidation pathway, generates ubiquinol. 
R represents the hydrocarbon tail of the fatty acid. (c) In the glycerol-3-phosphate shuttle 
system, electrons from cytosolic NADH are used by a cytosolic glycerol-3-phosphate 
dehydrogenase to reduce dihydroxyacetone phosphate to glycerol-3-phosphate. The 
mitochondrial enzyme, embedded in the inner membrane, then reoxidizes the glycerol-3-
phosphate, ultimately transferring the two electrons to the membrane ubiquinone pool.
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Figure 15-13 Structure of mammalian Complex III. 
(a) Backbone model. Eight transmembrane helices in 
each monomer of the dimeric complex are contributed by 
cytochrome b (yellow). The iron–sulfur protein (orange) and 
cytochrome c1 (red) project into the intermembrane space. The 
approximate position of the membrane is indicated. 
(b) Arrangement of prosthetic groups. The two heme groups of 

each cytochrome b (yellow) and the heme group of cytochrome 
c1 (red), along with the iron–sulfur clusters (orange), provide a 
pathway for electrons between ubiquinol (in the membrane) and 
cytochrome c (in the intermembrane space). [Structure (pdb 1BE3) 
determined by S. Iwata, J.  W. Lee, K. Okada, J. K. Lee, M. Iwata, 
S. Ramaswamy, and B. K. Jap.]  See Interactive Exercise. Complex III.
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1. In the first round, QH2 donates one electron to
the iron–sulfur protein (ISP). The electron then
travels to cytochrome c1 and then to cytochrome c.

2. QH2 donates its other electron to cytochrome b.
The two protons from QH2 are released into the
intermembrane space.

4. In the second round, a second QH2 surrenders its
two electrons to Complex III and its two protons to
the intermembrane space. One electron goes to
reduce cytochrome c.

5. The other electron goes to cytochrome b and then
to the waiting semiquinone produced in the first
part of the cycle. This step regenerates QH2, using
protons from the matrix.

3. The oxidized ubiquinone diffuses to another
quinone-binding site, where it accepts the electron
from cytochrome b, becoming a half-reduced
semiquinone (.Q −).
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Figure 15-14 The Q cycle.

? Write an equation for round 1 and for round 2.
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that two electrons from QH2 reduce two molecules of cytochrome c. In addition, four 
protons are translocated to the intermembrane space, two from QH2 in the fi rst round of 
the Q cycle and two from QH2 in the second round. This proton movement contrib-
utes to the transmembrane proton gradient. The reactions of Complex III are sum-
marized in Figure 15-15.

Complex IV oxidizes cytochrome c and reduces O2

Just as ubiquinone ferries electrons from Complex I and other enzymes to Complex 
III, cytochrome c ferries electrons between Complexes III and IV. Unlike ubiqui-
none and the other proteins of the respiratory chain, cytochrome c is soluble in the 
intermembrane space (Fig. 15-16). Because this small peripheral membrane protein 
is central to the metabolism of many organisms, analysis of its sequence played a 
large role in elucidating evolutionary relationships.

Complex IV, also called cytochrome c oxidase, is the last enzyme to deal with the 
electrons derived from the oxidation of metabolic fuels. Four electrons delivered by 
cytochrome c are consumed in the reduction of molecular oxygen to water:

4 cytochrome c (Fe21 ) 1 O2 1 4 H1 S 4 cytochrome c (Fe31 ) 1 2 H2O

The redox centers of mammalian Complex IV include heme groups and copper ions 
situated among the 13 subunits in each half of the dimeric complex (Fig. 15-17).

Figure 15-15 Complex III function. For every two electrons that pass from ubiquinol 
to cytochrome c, four protons are translocated to the intermembrane space.

? How does the proton-translocating mechanism of Complex III differ from the one 
in Complex I?
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Complex
III

2 cyto c(Fe3+) 2 cyto c(Fe2+)
4 H+
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QH2 + Q

2 QH2 2e−

Figure 15-16 Cytochrome c. The 
protein is shown as a gray transparent 
surface over its ribbon backbone. The 
heme group (pink) lies in a deep pocket. 
Cytochrome c transfers one electron at a 
time from Complex III to Complex IV. 
[Structure of tuna cytochrome c (pdb 5CYT) 
determined by T. Takano.]

Figure 15-17 Structure of 
cytochrome c oxidase. The 13 
subunits in each monomeric half of the 
mammalian complex comprise 
28 transmembrane a helices. [Structure 
(pdb 2OCC) determined by T. Tsukihara and 
M. Yao.]  See Interactive Exercise. 
Cytochrome c oxidase.
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Each electron travels from cytochrome c to the CuA redox center, which has two 
copper ions, and then to a heme a group. From there it travels to a binuclear center 
consisting of the iron atom of heme a3 and a copper ion (CuB). The four-electron 
reduction of O2 occurs at the Fe–Cu binuclear center. Note that the chemical reduc-
tion of O2 to H2O consumes four protons from the mitochondrial matrix. One 
possible sequence of reaction intermediates is shown in Figure 15-18. The incom-
plete reduction of O2 to H2O is believed to generate free radicals that can damage 
mitochondria (Box 15-A).

Cytochrome c oxidase also relays four additional protons from the matrix to the 
intermembrane space (two protons for every pair of electrons). The protein complex 
appears to harbor two proton wires. One delivers H1 ions from the matrix to the 
 oxygen-reducing active site. The other one spans the 50-Å distance between the matrix 
and intermembrane faces of the protein. Protons are relayed through the proton wires 
when the protein changes its conformation in response to changes in its oxidation 

Figure 15-18 A proposed model for 
the cytochrome c oxidase reaction. 
Although the exact sequence of proton 
and electron transfers is not known, the 
reaction intermediates shown here are 
inferred from spectroscopic and other 
evidence. An enzyme tyrosine radical 
(not shown) plays a role in electron 
transfer.
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BIOCHEMISTRY NOTEBOX 15-A

Free Radicals and Aging

The oxidizing power of molecular oxygen allows aerobic metabolism—a far more effi -
cient strategy than anaerobic metabolism—but comes at a cost. Partial reduction of O2 
by Complex IV, or possibly via side reactions carried out in Complexes I and III, can 
produce the superoxide free radical, ?O2

2.

O2 1 e2 S ?O2
2

A free radical is an atom or molecule with a single unpaired electron and is highly reac-
tive as it seeks another electron to form a pair. Such reactivity means that a free radical, 
although extremely short-lived (the half-life of ?O2

2 is 1 3 1026 seconds), can chemically 
alter nearby molecules. Presumably, the most damage is felt by mitochondria, whose 
proteins, lipids, and DNA are all susceptible to oxidation as superoxide steals an elec-
tron.

As the damage accumulates, the mitochondria become less effi cient and eventually 
nonfunctional, at which point the cell self-destructs. According to the free radical theory 
of aging, oxidative damage mediated by ?O2

2 and other free radicals is responsible for the 
degeneration of tissues that occurs with aging. Oxidative damage has also been impli-
cated in the pathogenesis of disorders such as Parkinson’s disease and Alzheimer’s disease 
(see Box 4-C).

Several lines of evidence support the link between free radicals and aging. First, the 
tissues of some individuals with progeria, a form of accelerated aging, appear to produce 
higher than normal levels of oxygen free radicals. Second, cells of all kinds are equipped 
with antioxidant mechanisms, suggesting that these components perform an essential 
function. For example, the enzyme superoxide dismutase converts superoxide to a less 
toxic product, peroxide:

2 ?O2
2 1 2 H1 S H2O2 1 O2

Other cellular components, such as ascorbate (see Box 5-D) and a-tocopherol (see 
Box 8-B) may protect cells from oxidative damage by scavenging free radicals. Finally, 
animal experiments suggest that caloric restriction, which extends life spans, generates 
fewer free radicals by decreasing the availability of fuel molecules that undergo oxidative 
metabolism. Unfortunately, studies in humans have not yielded conclusive evidence that 
consuming particular antioxidants or decreasing fuel consumption diminishes the 
degeneration that normally accompanies aging.

Question: Free radicals have been identifi ed as hormone-like signaling molecules 
in both animals and plants. How might this information alter the free radical theory of 
aging?

407
Mitochondrial Electron Transport

c15OxidativePhosphorylation.indd Page 407  01/09/12  1:06 PM user-F391c15OxidativePhosphorylation.indd Page 407  01/09/12  1:06 PM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



408
Ch 15 Oxidative Phosphorylation

state. The production of water and the proton relays both deplete the matrix proton concen-
tration and thereby contribute to the formation of a proton gradient across the inner 
 mitochondrial membrane (Fig. 15-19).

Figure 15-19 Complex IV function. 
For every two electrons donated 
by cytochrome c, two protons are 
translocated to the intermembrane 
space. Two protons from the matrix 
are also consumed in the reaction 
1
2 O2 S H2O (the full reduction of 
O2 requires four electrons).
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CONCEPT REVIEW
• Describe the compartments of a mitochondrion.
• What transport proteins occur in the inner mitochondrial membrane?
• List the different types of redox centers in the respiratory electron 

transport chain. Which are one-electron carriers and which are two-electron 
carriers?

• How are electrons delivered to Complexes I, III, and IV?
• Why is oxygen the fi nal electron acceptor of the respiratory chain?
• What is the function of a proton wire?

The electrons collected from metabolic fuels during their oxidation are now fully 
disposed of in the reduction of O2 to H2O. However, their free energy has been 
conserved. How much free energy is potentially available? Using the DG values cal-
culated from the standard reduction potentials of the substrates and products of 
Complexes I, III, and IV (presented graphically in Fig. 15-2), we can see that each 
of the three respiratory complexes theoretically releases enough free energy to drive 
the endergonic phosphorylation of ADP to form ATP (DG 89 5 130.5 kJ ? mol21).

Complex I: NADH S QH2 DG 89 5 269.5 kJ ? mol21

Complex III: QH2 S cytochrome c DG 89 5 236.7 kJ ? mol21

Complex IV: cytochrome c S O2 DG 89 5 2112.0 kJ ? mol21

NADH S O2 DG 89 5 2218.2 kJ ? mol21

Chemiosmosis links electron transport 
and oxidative phosphorylation

Until the 1960s, the connection between respiratory electron transport (measured as 
O2 consumption) and ATP synthesis was a mystery. Credit for discovering the con-
nection belongs primarily to Peter Mitchell, who was inspired by his work on mito-
chondrial phosphate transport and recognized the importance of compartmentation 
in biological systems. Mitchell’s chemiosmotic theory proposed that the proton-
translocating activity of the electron transport complexes in the inner mitochondrial 
membrane generates a proton gradient across the membrane. The protons cannot 
diffuse back into the matrix because the membrane is impermeable to ions. The 
imbalance of protons represents a source of free energy, also called a protonmotive force, 
that can drive the activity of an ATP synthase.

KEY CONCEPTS
• The formation of a transmembrane 

proton gradient during electron 
transport provides the free energy 
to synthesize ATP.

• Both concentration and charge 
contribute to the free energy of the 
proton gradient.

15-3 Chemiosmosis
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We now know that for each pair of electrons that fl ow through Complexes I, III, and 
IV, 10 protons are translocated from the matrix to the intermembrane space (which is 
ionically equivalent to the cytosol). In bacteria, electron transport complexes in the 
plasma membrane translocate protons from the cytosol to the cell exterior. Mitchell’s 
theory of chemiosmosis actually explains more than just aerobic respiration. It also ap-
plies to systems where the energy from sunlight is used to generate a transmembrane 
proton gradient (this aspect of photosynthesis is described in Section 16-2).

The proton gradient is an electrochemical gradient

When the mitochondrial complexes translocate protons across the inner mitochon-
drial membrane, the concentration of H1 outside increases and the concentration of 
H1 inside decreases (Fig. 15-20). This imbalance of protons, a nonequilibrium state, 
has an associated free energy (the force that would restore the system to equilibrium). The 
free energy of the proton gradient has two components, refl ecting the difference in 
the concentration of the chemical species and the difference in electrical charge 
of the positively charged protons (for this reason, the mitochondrial proton gradient 
is referred to as an electrochemical gradient rather than a simple concentration gra-
dient). The free energy change for generating the chemical imbalance of protons is

 DG 5 RT  In 
[H1

out]

[H1
in]

 [15-5]

The pH (2log [H1]) of the intermembrane space (out) is typically about 0.75 units 
less than the pH of the matrix (in).

The free energy change for generating the electrical imbalance of protons is

 DG 5 ZFDc [15–6]

where Z is the ion’s charge (11 in this case) and Dc is the membrane potential caused 
by the imbalance in positive charges (see Section 9-1). For mitochondria, Dc is posi-
tive, usually 150 to 200 mV. This value indicates that the intermembrane space or 
cytosol is more positive than the matrix (recall from Section 9-1 that for a whole cell, 
the cytosol is more negative than the extracellular space and Dc is negative).

Combining the chemical and electrical effects gives an overall free energy change 
for transporting protons from the matrix (in) to the intermembrane space (out):

 DG 5 RT  In 
[H1

out]

[H1
in]

1 ZFDc [15-7]

Typically, the free energy change for translocating one proton out of the matrix is 
about 120 kJ ? mol21 (see Sample Calculation 15-3 for a detailed application of 
Equation 15-7). This is a thermodynamically costly event. Passage of the proton 
back into the matrix, following its electrochemical gradient, would have a free  energy 
change of about 220 kJ ? mol21. This event is thermodynamically favorable, but it 
does not provide enough free energy to drive the synthesis of ATP. However, the 10 
protons translocated for each pair of electrons transferred from NADH to O2 have 
an associated proton motive force of over 200 kJ ? mol21, enough to drive the phos-
phorylation of several molecules of ADP.

Figure 15-20 Generation of a proton 
gradient. During the oxidation–reduction 
reactions catalyzed by mitochondrial 
Complexes I, III, and IV, protons 
(represented by positive charges) are 
translocated out of the matrix into the 
intermembrane space. This creates an 
imbalance in both proton concentration 
and electrical charge.
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SAMPLE CALCULATION 15-3

PROBLEMCalculate the free energy change for translocating a proton out of the mitochondrial 
matrix, where pHmatrix 5 7.8, pHcytosol 5 7.15, Dc 5 170 mV, and T 5 258C.

SOLUTIONSince pH 5 2log [H1] (Equation 2-4), the logarithmic term of Equation 15-7 
can be rewritten. Equation 15-7 then becomes

DG 5 2.303 RT (pHin 2 pHout) 1 ZFDc (continued on next page)
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Substituting known values gives

 DG 5 2.303 (8.3145 J ? K21 ? mol21)(298 K)(7.8 2 7.15)

 1(1)(96,485 J ? V21 ? mol21)(0.170 V)

 5 3700 J ? mol21 1 16,400 J ? mol21

 5 120.1 kJ ? mol21

PRACTICE PROBLEMS 6. Calculate the free energy change for transporting a proton out of the mitochondrial 
matrix, where pHmatrix 5 7.6, pHcytosol 5 7.35, Dc 5 170 mV, and T 5 37 8C.

7.  What size pH gradient (the difference between pHmatrix and pHcytosol ) would 
correspond to a free energy change of 30.5 kJ ? mol21? Assume that Dc 5 
170 mV and T 5 258C.

CONCEPT REVIEW
• What is the source of the protons that form the gradient across the inner 

mitochondrial membrane?
• Why does the free energy of the proton gradient have a chemical and 

an electrical component?

The protein that taps the electrochemical proton gradient to phosphorylate ADP is 
known as the F-ATP synthase (or Complex V). One part of the protein, called F0, 
functions as a transmembrane channel that permits H1 to fl ow back into the matrix, 
following its gradient. The F1 component catalyzes the reaction ADP 1 Pi S 
ATP 1 H2O (Fig. 15-21). This section describes the structures of the two compo-
nents of ATP synthase and shows how their activities are linked so that exergonic 
H1 transport can be coupled to endergonic ATP synthesis.

ATP synthase rotates as it translocates protons

Not surprisingly, the overall structure of ATP synthase is conserved among different 
species. The F1 component consists of three a and three b subunits surrounding 
a central shaft. The membrane-embedded portion of ATP synthase includes an a 
subunit, two b subunits that extend upward to interact with the F1 component, and 
a ring of c subunits (Fig. 15-22). The exact number of c subunits varies with the 
source; bovine mitochondrial ATP synthase, for example, has 8 c subunits, while 

some bacterial enzymes have 15 c subunits.
In all species, proton transport through ATP synthase involves the rota-

tion of the c ring past the stationary a subunit. The carboxylate side chain 
of a highly conserved Asp or Glu residue on each c subunit serves as a pro-
ton binding site (Fig. 15-23). When properly positioned at the a subunit, 
a c subunit can take up a proton from the intermembrane space. A slight 
rotation of the c ring brings another c subunit into position so that it can 
release its bound proton into the matrix. The favorable thermodynamics of 
proton translocation force the c ring to keep moving in one direction. Ex-
periments show that depending on the relative concentrations of protons 
on the two sides of the membrane, the c ring can actually spin in either 
direction. Related proteins, known as P- and V-ATPases, in fact function as 

KEY CONCEPTS
• Proton translocation drives the 

rotation of a portion of ATP 
synthase.

• Rotation-induced conformational 
changes allow ATP synthase to bind 
ADP and Pi, to phosphorylate ADP, 
and to release ATP.

• Because ATP synthesis is indirectly 
linked to electron transport, the 
P:O ratio is not a whole number.

• The supply of reduced cofactors 
determines the rate of oxidative 
phosphorylation.

15-4 ATP Synthase

Figure 15-21 ATP synthase function. As protons fl ow through the F0 
component from the intermembrane space to the matrix, the F1 component 
catalyzes the synthesis of ATP from ADP 1 Pi.

 See Guided Exploration. ATP 
synthase.

ADP + Pi

F1

F0

H+

ATP
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active transporters that use the free energy of the ATP hydrolysis reaction to drive 
ion movement across the membrane.

Attached to the c ring and rotating along with it are the g, d, and ´ subunits 
(Fig. 15-22). The d and ́  subunits are relatively small, but the g subunit consists of two 
long a helices arranged as a bent coiled coil that protrudes into the center of the globu-
lar F1 structure. The three a and three b subunits of F1 have similar tertiary structures 
and are arranged like the sections of an orange around the g subunit (Fig. 15-24). 
 Although all six subunits can bind adenine nucleotides, only the b subunits have cata-
lytic activity (nucleotide binding to the a subunits may play a regulatory role).

A close examination of the F1 assembly reveals that the g subunit interacts asym-
metrically with the three pairs of ab units. In fact, each ab unit has a slightly dif-
ferent conformation, and model-building indicates that for steric reasons, the three 
units cannot simultaneously adopt the same conformation. The three �� pairs 
change their conformations as the � subunit rotates (it is like a shaft driven by the c ring 

Figure 15-22 Structure of 
ATP synthase. (a) Model of the 
mammalian enzyme with individual 
subunits labeled. A spherical 
structure consisting of three a and 
three b subunits is connected via a 
central stalk (subunits g, d, and ´) 
to the membrane-embedded c ring. 
The a subunit is closely associated 
with the c ring, and a peripheral 
stalk containing several subunits 
(including b) links subunit a to 
the catalytic domain. (b) X-Ray 
structure of bovine ATP synthase at 
3.5-Å resolution. Some subunits are 
not visible in the crystal structure. 
[Structure (pdb 2XND) determined by I. N. 
Watt, M. G. Montgomery, M. J. Runswick, 
A. G. W. Leslie, and J. E. Walker.]
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Figure 15-23 Mechanism of proton transport by ATP synthase. When a c subunit 
(purple) binds a proton from one side of the membrane, it moves away from the a 
subunit (blue). Because the c subunits form a ring, rotation brings another c subunit 
toward the a subunit, where it releases its bound proton to the opposite side of the 
membrane. In mammalian ATP synthase (shown here), one complete rotation of the 
c ring corresponds to the translocation of eight protons.
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Figure 15-24 Structure of the F1 
component of ATP synthase. The 
alternating a (blue) and b (green) 
subunits form a hexamer around the 
end of the g shaft (purple). This view 
is looking from the matrix down onto 
the top of the ATP synthase structure 
shown in Figure 15-22b. [Structure (pdb 
1E79) determined by C. Gibbons, M. G. 
Montgomery, A. G. W. Leslie, and J. E. Walker.]
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“rotor”). The ab hexamer itself does not rotate, since it is held in place by the 
 peripheral arm that is anchored to the a subunit (see Fig. 15-22a).

For an ATP synthase containing 8 c subunits, the transmembrane movement 
of each proton could potentially turn the g shaft by 458 (3608 4 8). However, 
videomicroscopy experiments indicate that the g subunit rotates in steps of 1208, 
interacting successively with each of the three ab pairs in one full rotation of 
3608. Electrostatic interactions between the g and b subunits apparently act as a 
catch that holds the g subunit in place while translocation of two to three pro-
tons builds up strain. Translocation of the next proton causes the g subunit to 
suddenly snap into position at the next b subunit, a movement of 1208. This 
mechanism accounts for the variation in the number of c subunits in ATP syn-
thases from different sources. The c ring spins in small increments (248 to 458, 
depending on the number of c subunits), but the g subunit makes just three large 
shifts of 1208.

 HOW does ATP synthase carry out an unfavorable reaction?

The binding change mechanism explains 
how ATP is made

At the start of the chapter, we pointed out that ATP synthase catalyzes a highly end-
ergonic reaction (DG 89 5 130.5 kJ ? mol21) in order to produce the bulk of a cell’s 
ATP supply. This enzyme operates in an unusual fashion, using mechanical energy 
(rotation) to form a chemical bond (the attachment of a phosphoryl group to ADP). 
In other words, the enzyme converts mechanical energy to the chemical energy of 
ATP. The interaction between the g subunit and the ab hexamer explains this 
 energy transduction.

According to the binding change mechanism described by Paul Boyer, rotation-
driven conformational changes alter the affi nity of each catalytic � subunit for an ade-
nine nucleotide. At any moment, each catalytic site has a different conformation (and 
binding affi nity), referred to as the open, loose, or tight state. ATP synthesis occurs 
as follows (Fig. 15-25):

1. The substrates ADP and Pi bind to a b subunit in the loose state.
2. The substrates are converted to ATP as rotation of the g subunit causes the b 

subunit to shift to the tight conformation.
3. The product ATP is released after the next rotation, when the b subunit shifts to 

the open conformation.

Because the three b subunits of ATP synthase act cooperatively, they all change their 
conformations simultaneously as the g subunit turns. A full rotation of 3608 is re-
quired to restore the enzyme to its initial state, but each rotation of 1208 results in 
the release of ATP from one of the three active sites.

Experiments with the isolated F1 component of ATP synthase show that in the 
absence of F0, F1 functions as an ATPase, hydrolyzing ATP to ADP 1 Pi ( a thermo-
dynamically favorable reaction). In the intact ATP synthase, dissipation of the 
 proton gradient is tightly coupled to ATP synthesis with near 100% effi ciency. Con-
sequently, in the absence of a proton gradient, no ATP is synthesized because there is no 
free energy to drive the rotation of the � subunit. Agents that dissipate the proton gra-
dient can therefore “uncouple” ATP synthesis from electron transport, the source of 
the proton gradient (Box 15-B).

The P:O ratio describes the stoichiometry 
of oxidative phosphorylation

Since the g shaft of ATP synthase is attached to the c-subunit rotor, 3 ATP mol-
ecules are synthesized for every complete c-ring rotation. However, the number 

Figure 15-25 The binding change 
mechanism. The diagram shows 
the catalytic (b) subunits of the F1 
component of ATP synthase from 
the same perspective as in Fig. 15-24. 
Each of the three b subunits adopts 
a different conformation: open (O), 
loose (L), or tight (T). The substrates 
ADP and Pi bind to a loose site, ATP is 
synthesized when the site becomes tight, 
and ATP is released when the subunit 
becomes open. The conformational 
shifts are triggered by the 1208 rotation 
of the g subunit, arbitrarily represented 
by the purple shape. Because each of 
the three catalytic sites cycles through 
the three conformational states, ATP 
is released from one of the three b 
subunits with each 1208 rotation of 
the g subunit.  See Animated Figure. 
The binding change mechanism of ATP 
synthesis.
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of protons translocated per ATP depends on the number of c subunits. For 
 mammalian ATP synthase, which has 8 c subunits, the stoichiometry is 8 H1 per 
3 ATP, or 2.7 H1 per ATP. Such nonintegral values would be diffi cult to recon-
cile with most biochemical reactions, but they are consistent with the chemios-
motic theory: Chemical energy (from the respiratory oxidation–reduction reactions) 
is transduced to a proton motive force, then to the mechanical movement of a rotary 
engine (the c ring and its attached � shaft), and fi nally back to chemical energy in the 
form of ATP.

The relationship between respiration (the activity of the electron transport com-
plexes) and ATP synthesis is traditionally expressed as a P:O ratio, that is, the num-
ber of phosphorylations of ADP relative to the number of oxygen atoms reduced. 
For example, the oxidation of NADH by O2 (carried out by the sequential activities 
of Complexes I, III, and IV) translocates 10 protons into the intermembrane space. 
The movement of these 10 protons back into the matrix via the F0 component 

BIOCHEMISTRY NOTEBOX 15-B

Uncoupling Agents Prevent ATP Synthesis

When the metabolic need for ATP is low, the oxidation of reduced cofactors proceeds 
until the transmembrane proton gradient builds up enough to halt further electron 
transport. When the protons reenter the matrix via the F0 component of ATP synthase, 
electron transport resumes. However, if the protons leak back into the matrix by a route 
other than ATP synthase, then electron transport will continue without any ATP being 
synthesized. ATP synthesis is said to be “uncoupled” from electron transport, and the 
agent that allows the proton gradient to dissipate in this way is called an uncoupler.

One well-known uncoupler is the dinitrophenolate ion, which can take up a proton 
(its pK is near neutral):

H�

Dinitrophenol

OH

NO2

NO2

Dinitrophenolate

O�

NO2

NO2

In its neutral state, dinitrophenol can diffuse through a lipid bilayer and release the 
proton on the other side. Dinitrophenol can therefore dissipate a proton gradient by 
providing a way for protons to cross the membrane.

Dinitrophenol, of course, is not usually present in mitochondria; however, physiolog-
ical uncoupling does occur. Dissipating a proton gradient prevents ATP synthesis, but it 
allows oxidative metabolism to continue at a high rate. The by-product of this metabolic 
activity is heat.

Uncoupling for thermogenesis (heat production) occurs in specialized adipose tissue 
known as brown fat (its dark color is due to the relatively high concentration of cyto-
chrome-containing mitochondria; ordinary adipose tissue is lighter). The inner mem-
brane of the mitochondria in brown fat contains a transmembrane proton channel called 
a UCP (uncoupling protein). Protons translocated to the intermembrane space during 
respiration can reenter the mitochondrial matrix via the uncoupling protein, bypassing 
ATP synthase. The free energy of respiration is therefore given off as heat rather than 
used to synthesize ATP. Brown fat is abundant in hibernating mammals and newborn 
humans, and the activity of the UCP is under the control of hormones that also mobilize 
the stored fatty acids to be oxidized in the brown fat mitochondria.

Question: Why would increasing the activity of UCP promote weight loss?
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would theoretically drive the synthesis of about 3.7 ATP since 1 ATP can be made 
for every 2.7 protons translocated, at least in mammalian mitochondria:

1 ATP

2.7 H1 3 10 H1 5 3.7

Thus, the P:O ratio would be about 3.7 (3.7 ATP per  12 O2 reduced). For an elec-
tron pair originating as QH2, only 6 protons would be translocated (by the  activities 
of Complexes III and IV), and the P:O ratio would be approximately 2.2:

1 ATP

2.7 H1 3 6 H1 5 2.2

In vivo, the P:O ratios are actually a bit lower than the theoretical values, because 
some of the protons translocated during electron transport do leak across the 
 membrane or are consumed in other processes, such as the transport of Pi into the 
mitochondrial matrix (see Fig. 15-6). Consequently, experimentally determined 
P:O ratios are closer to 2.5 when NADH is the source of electrons and 1.5 for 
 ubiquinol. These values are the basis for our tally of the ATP yield for the complete 
oxidation of glucose by glycolysis and the citric acid cycle (see Section 14-2).

The rate of oxidative phosphorylation depends 
on the rate of fuel catabolism

In most metabolic pathways, control is exerted at highly exergonic (irreversible) 
steps. In oxidative phosphorylation, this step would be the reaction catalyzed by 
cytochrome c oxidase (Complex IV; see Fig. 15-2). However, there are no known 
effectors of cytochrome c oxidase activity. Apparently, the close coupling between gen-
eration of the proton gradient and ATP synthesis allows oxidative phosphorylation to be 
regulated primarily by the availability of reduced cofactors (NADH and QH2 ) produced 
by other metabolic processes.

Less important regulatory mechanisms may involve the availability of the sub-
strates ADP and Pi (which depend on the activity of their respective transport pro-
teins). Experiments with ATP synthase show that when ADP and Pi are absent, the 
b subunits cannot undergo the conformational changes required by the binding 
change mechanism. The g subunit therefore remains immobile, and no protons are 
translocated through the c ring. This tight coupling between ATP synthesis and 
proton translocation prevents the waste of the free energy of the proton gradient.

There is also evidence that mitochondria contain a regulatory protein that binds 
to ATP synthase to inhibit its rate of ATP hydrolysis. The inhibitor is sensitive to 
pH, so it does not bind to ATP synthase when the matrix pH is high (as it is when 
electron transport is occurring). However, if the matrix pH drops as a result of a 
momentary disruption of the proton gradient, the inhibitor binds to ATP synthase. 
This regulatory mechanism prevents ATP synthase from operating in reverse as an 
ATPase.

CONCEPT REVIEW
• How does ATP synthase dissipate the proton gradient? How is this activity 

related to the activity of the ATP-synthesizing catalytic sites?
• Describe how the three conformational states of the b subunits of ATP 

synthase are involved in ATP synthesis.
• How does the binding change mechanism account for ATP hydrolysis by 

ATP synthase?
• Why does the number of protons translocated per ATP synthesized vary 

among species?
• What is a P:O ratio and why is it nonintegral?
• Explain why the availability of reduced substrates is the primary 

mechanism for regulating oxidative phosphorylation.
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15-1  The Thermodynamics of Oxidation–Reduction 
Reactions

• The electron affi nity of a substance participating in an oxidation–
reduction reaction, which involves the transfer of electrons, is 
indicated by its reduction potential, E89.

• The difference in reduction potential between species undergoing 
oxidation and reduction is related to the free energy change for 
the reaction.

15-2 Mitochondrial Electron Transport

• Oxidation of reduced cofactors generated by metabolic reactions 
takes place in the mitochondrion. Shuttle systems and transport 
proteins allow the transmembrane movement of reducing equiva-
lents, ATP, ADP, and Pi.

• The electron transport chain consists of a series of integral mem-
brane protein complexes that contain multiple redox groups, 
including iron–sulfur clusters, fl avins, cytochromes, and copper 
ions, and that are linked by mobile electron carriers. Starting 
from NADH, electrons travel a path of increasing reduction 
potential through Complex I, ubiquinone, Complex III, cyto-
chrome c, and then to Complex IV, where O2 is reduced to H2O.

• As electrons are transferred, protons are translocated to the inter-
membrane space via proton wires in Complexes I and IV and by 
the action of the Q cycle associated with Complex III.

SUMMARY

15-3 Chemiosmosis

• The chemiosmotic theory describes how proton translocation 
during mitochondrial electron transport generates an electro-
chemical gradient whose free energy drives ATP synthesis.

15-4 ATP Synthase

• The energy of the proton gradient is tapped as protons spontane-
ously fl ow through ATP synthase. Proton transport allows rota-
tion of a ring of integral membrane c subunits. The linked g sub-
unit thereby rotates, triggering conformational changes in the F1 
portion of ATP synthase.

• According to the binding change mechanism, the three  functional 
units of the F1 portion cycle through three conformational states 
to sequentially bind ADP and Pi, convert the substrates to ATP, 
and release ATP.

• The P:O ratio quantifi es the link between electron transport and 
oxidative phosphorylation in terms of the ATP synthesized and 
the O2 reduced. Because these processes are coupled, the rate of 
oxidative phosphorylation is controlled primarily by the availabil-
ity of reduced cofactors.

oxidative phosphorylation
oxidizing agent (oxidant)
reducing agent (reductant)
half-reaction
E89
E

Nernst equation
F

respiration
mitochondrion

mitochondrial matrix
intermembrane space
cristae
electron tomography
redox center
proton wire
cytochrome
Q cycle
free radical
chemiosmotic theory

protonmotive force
Z
binding change mechanism
P:O ratio
uncoupler
thermogenesis

GLOSSARY TERMS

PROBLEMS

15-1  The Thermodynamics of Oxidation–Reduction 
Reactions

 1. Calculate the standard free energy change for the reduction 
of pyruvate by NADH. Consult Table 15-1 for the relevant half-
reactions. Is this reaction spontaneous under standard conditions?

 2. Calculate the standard free energy change for the reduction 
of oxygen by cytochrome a3. Consult Table 15-1 for the relevant 
half-reactions. Is this reaction spontaneous under standard 
 conditions?

 3. In one of the fi nal steps of the pyruvate dehydrogenase reac-
tion (see Section 14-1), E3 reoxidizes the lipoamide group of E2, 
then NAD1 reoxidizes E3. Calculate DG 89 for the electron transfer 
from dihydrolipoic acid to NAD1.

 4. Each electron from cytochrome c is donated to a CuA redox 
center in Complex IV. The E89 value for the CuA redox center is 
0.245 V. Calculate DG 89 for this electron transfer.

 5. Acetaldehyde may be oxidized to acetate. Would NAD1 be 
an effective oxidizing agent? Explain.

 6. Acetoacetate may be reduced to 3-hydroxybutyrate. What 
serves as a better reducing agent, NADH or FADH2? Explain.

 7. For every two QH2 that enter the Q cycle, one is regenerated 
and the other passes its two electrons to two cytochrome c1 centers. 
The overall equation is

QH2 1 2 cyt c1 (Fe31 ) 1 2 H1 S Q 1 2 cyt c1 (Fe21 ) 1 4 H1

 Calculate the free energy change associated with the Q cycle.

c15OxidativePhosphorylation.indd Page 415  01/09/12  1:07 PM user-F391c15OxidativePhosphorylation.indd Page 415  01/09/12  1:07 PM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



416

21. If cyanide poisoning (see Problem 15) is diagnosed immedi-
ately, it can be treated by administering nitrites that can oxidize the 
Fe21 in hemoglobin to Fe31. Why is this treatment effective?

22. The effect of the drug fl uoxetine (Prozac) on isolated rat 
brain mitochondria was examined by measuring the rate of electron 
transport (units not given) in the presence of various combinations 
of substrates and inhibitors (see Problems 15–17).

(a) How do pyruvate and malate serve as substrates for electron 
transport?
(b) What is the effect of fl uoxetine on electron transport? 
Explain.
(c) Fluoxetine can also inhibit ATP synthase. Why might 
long-term use of fl uoxetine be a concern?

Rate of Electron Transport

 [Fluoxetine], Pyruvate 1 Succinate 1 Ascorbate 1
 (mM) malate rotenone TMPD

 0 163 6  15.1 145 6  14.2 184 6  22.2
 0.15  77 6  7.3 131 6  13.5 116 6  13.9

23. Complex I, succinate dehydrogenase, acyl-CoA dehydroge-
nase, and glycerol-3-phosphate dehydrogenase (see Fig. 15-11) are 
all fl avoproteins; that is, they contain an FMN or FAD prosthetic 
group. Explain the function of the fl avin group in these enzymes.

24. What side chains would you expect to fi nd as part of a pro-
ton wire in a proton-translocating membrane protein?

25. Ubiquinone is not anchored in the mitochondrial mem-
brane but is free to diffuse laterally throughout the membrane 
among the electron transport chain components. What aspects of its 
structure account for this behavior?

26. Explain why the ubiquinone-binding site of Complex I 
(Fig. 15-7) is located at the end of the peripheral arm closest to the 
membrane.

27. Cytochrome c is easily dissociated from isolated mitochon-
drial membrane preparations, but the isolation of cytochrome c1 
requires the use of strong detergents. Explain why.

28. Release of cytochrome c from the mitochondrion to the 
cytosol is one of the signals that induces apoptosis, a form of pro-
grammed cell death. What structural features of cytochrome c allow 
it to play this role?

29. In coastal marine environments, high concentrations of 
nutrients from terrestrial runoff may lead to algal blooms. When the 
nutrients are depleted, the algae die and sink and are degraded by 
other microorganisms. The algal die-off may be followed by a sharp 
drop in oxygen in the depths, which can kill fi sh and bottom-dwell-
ing invertebrates. Why do these “dead zones” form?

30. Chromium is most toxic and highly soluble in its oxidized 
Cr(VI) state but is less toxic and less soluble in its more reduced 
Cr(III) state. Efforts to detoxify Cr-contaminated groundwater have 
involved injecting chemical reducing agents underground. Another 
approach is bioremediation, which involves injecting molasses or 
cooking oil into the contaminated groundwater. Explain how these 
substances would promote the reduction of Cr(VI) to Cr(III).

31. At one time, it was believed that myoglobin functioned 
simply as an oxygen-storage protein. New evidence suggests that 
myoglobin plays a much more active role in the muscle cell. The 
phrase myoglobin-facilitated oxygen diffusion describes myoglobin’s 
role in transporting oxygen from the muscle cell sarcolemma to 

 8. Why is succinate oxidized by FAD instead of by NAD1?
 9. (a) What is the DE value for the oxidation of ubiquinol by 
cytochrome c when the ratio of QH2/Q is 10 and the ratio of 
cyt c (Fe31)/cyt c (Fe21) is 5?
(b) Calculate the DG for the reaction in part (a).

10. An iron–sulfur protein in Complex III donates an electron 
to cytochrome c1. The reduction half-reactions and E89 values are 
shown below. Write the balanced equation for the reaction and cal-
culate the standard free energy change. How can you account for 
the fact that this reaction occurs spontaneously in the cell?

FeS (ox) 1 e2 S FeS (red ) E89 5 0.280 V

cyt c1 (Fe31) 1 e2 S cyt c1 (Fe21) E89 5 0.215 V

11. Calculate the overall effi ciency of oxidative phosphorylation, 
assuming standard conditions, by comparing the free energy poten-
tially available from the oxidation of NADH by O2 and the free 
energy required to synthesize 2.5 ATP from 2.5 ADP.

12. Using the percent effi ciency calculated in Problem 11, calcu-
late the number of ATP generated by (a) Complex I (where NADH 
is oxidized by ubiquinone), (b) Complex III (where ubiquinol is 
oxidized by cytochrome c), and (c) Complex IV (where cytochrome 
c is oxidized by molecular oxygen).

13. Calculate DE89 and DG 89 for the succinate dehydrogenase 
(Complex II) reaction.

14. Refer to the solution for Problem 13. Does this reaction pro-
vide suffi cient free energy to drive ATP synthesis under standard 
conditions? Explain.

15-2 Mitochondrial Electron Transport

15. The sequence of events in electron transport was eluci-
dated in part by the use of inhibitors that block electron transfer 
at specifi c points along the chain. For example, adding rotenone 
(a plant toxin) or amytal (a barbiturate) blocks electron trans-
port in Complex I; antimycin A (an antibiotic) blocks electron 
transport in Complex III; and cyanide (CN2) blocks electron 
transport in Complex IV by binding to the Fe21 in the Fe–Cu 
binuclear center.

(a) What happens to oxygen consumption when these inhibi-
tors are added to a suspension of respiring mitochondria?
(b) What is the redox state of the electron carriers in the 
electron transport chain when each of the inhibitors is added 
separately to the mitochondrial suspension?

16. What is the effect of added succinate to rotenone-blocked, 
amytal-blocked, or cyanide-blocked mitochondria (see Problem 15)? 
In other words, can succinate help “bypass” the block? Explain.

17. The compound tetramethyl-p -phenylenediamine (TMPD) 
donates a pair of electrons directly to Complex IV. What is the P:O 
ratio of this compound?

18. Ascorbate (vitamin C) can donate a pair of electrons to cyto-
chrome c. What is the P:O ratio for ascorbate?

19. Can tetramethyl-p -phenylenediamine (see Problem 17) act 
as a bypass for the rotenone-blocked, amytal-blocked, or cyanide-
blocked mitochondria described in Problem 15? Can ascorbate (see 
Problem 18) act as a bypass? Explain.

20. When the antifungal agent myxothiazol is added to a suspen-
sion of respiring mitochondria, the QH2/Q ratio increases. Where 
in the electron transport chain does myxothiazol inhibit electron 
transfer?
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(b) Oxidative phosphorylation does not occur in mitochondrial 
preparations to which detergents have been added.
(c) Lipid-soluble compounds such as DNP (see Box 15-B) 
inhibit oxidative phosphorylation while allowing electron 
transport to continue.

40. Mitchell’s original chemiosmotic hypothesis relies on the 
impermeability of the inner mitochondrial membrane to ions other 
than H1, such as Na1 and Cl2.

(a) Why was this thought to be important?
(b) Could ATP still be synthesized if the membrane were 
permeable to other ions?

41. Nigericin is an antibiotic that integrates into membranes and 
functions as a K1/H1 antiporter. Another antibiotic, valinomycin, 
is similar, but it allows the passage of K1 ions. When both antibiot-
ics are added simultaneously to suspensions of respiring mitochon-
dria, the electrochemical gradient completely collapses.

(a) Draw a diagram of a mitochondrion in which nigericin and 
valinomycin have integrated into the inner mitochondrial 
membrane, in a manner that is consistent with the experimental 
results.
(b) Explain why the electrochemical gradient dissipates. What 
happens to ATP synthesis?

42. How does transport of inorganic phosphate from the inter-
membrane space to the mitochondrial matrix affect the pH differ-
ence across the inner mitochondrial membrane?

15-4 ATP Synthase

43. How much ATP can be obtained by the cell from the com-
plete oxidation of one mole of glucose? Compare this value with the 
amount of ATP obtained when glucose is anaerobically converted to 
lactate or ethanol.

44. The glycerol-3-phosphate shuttle can transport NADH gen-
erated in the cytosol into the mitochondrial matrix (see Figure 
15-11c). In this shuttle, the protons and electrons are do nated to 
FAD, which is reduced to FADH2. These protons and electrons are 
subsequently donated to coenzyme Q in the electron transport 
chain. How much ATP is generated per mole of glucose when the 
glycerol-3-phosphate shuttle is used?

45. The complete oxidation of glucose yields 22850 kJ ? mol21 
of free energy. Incomplete oxidation by conversion to lactate yields 
2196 kJ ? mol21 and by alcoholic fermentation yields 2235 kJ ? 
mol21. Calculate the overall effi ciencies of glucose oxidation by 
these three processes.

46. Do organisms that can completely oxidize glucose have an 
advantage over organisms that cannot? (Hint: See Problem 45).

47. A culture of yeast grown under anaerobic conditions is 
exposed to oxygen, resulting in a dramatic decrease in glucose con-
sumption by the cells. This phenomenon is referred to as the Pasteur 
effect.

(a) Explain the Pasteur effect.
(b) The [NADH]/[NAD1] and [ATP]/[ADP] ratios also 
change when an anaerobic culture is exposed to oxygen. Explain 
how these ratios change and what effect this has on glycolysis 
and the citric acid cycle in the yeast.

48. Experiments in the late 1970s attributed the Pasteur effect 
(see Problem 47) to the stimulation of hexokinase and phosphofruc-
tokinase under anaerobic conditions. Upon exposure to oxygen, the 
stimulation of these enzymes ceases. Why are these enzymes more 
active in the absence of oxygen?

the  mitochondrial membrane surface. Mice in which the myoglo-
bin gene was knocked out had higher tissue capillary density, 
 elevated red blood cell counts, and increased coronary blood fl ow. 
Explain the reasons for these compensatory mechanisms in the 
knockout mice.

32. The myoglobin and cytochrome c oxidase content were 
determined in several animals, as shown in the table. What is the 
relationship between the two proteins? Explain.

 Myoglobin content, Cytochrome c oxidase
 mmol ? kg21 activity

Hare 0.1  900
Sheep  0.19  950
Ox 0.31 1200
Horse 0.38 1800

33. It has recently been found that myoglobin distribution is 
not confi ned to muscle cells. Tumor cells, which generally exist in 
hypoxic (low-oxygen) conditions because of limited blood fl ow, 
have been found to express myoglobin. How does this adaptation 
increase the chances of tumor cell survival?

34. Cancer cells, even when suffi cient oxygen is available, pro-
duce large amounts of lactate. It has been observed that the concen-
tration of fructose-2,6-bisphosphate is much higher in cancer cells 
than in normal cells. Why would this result in anaerobic metabo-
lism being favored, even when oxygen is available?

35. A group of elderly patients who did not exercise regularly 
were asked to participate in a 12-week exercise program. Data col-
lected from the patients are shown in the table. What was the result 
of the exercise intervention and why did this occur?

 Prior to exercise Post 12-week exercise
 intervention intervention

Total mitochondrial 1300 1900
DNA (copies per 
diploid genome)
Complex II activity 0.13 0.20
Complex I–IV activity 0.51 1.00

36. Amyotrophic lateral sclerosis (ALS) is a neurodegenerative 
disease that causes muscle paralysis and eventually death. Research-
ers measured the activity of the electron transport chain complexes 
in various regions of the nervous system in patients with ALS. In a 
certain region of the spinal cord, Complex I showed decreased activ-
ity but not decreased concentration. How does this contribute to 
progression of the disease?

15-3 Chemiosmosis

37. What is the free energy change for generating the electrical 
imbalance of protons in neuroblastoma cells, where Dc is 81 mV?

38. Calculate the free energy change for translocating a proton 
out of the mitochondrial matrix, where pHmatrix 5 7.6, pHcytosol 5 
7.2, Dc 5 200 mV, and T 5 378C.

39. Several key experimental observations were important in the 
development of the chemiosmotic theory. Explain how each obser-
vation listed below is consistent with the chemiosmotic theory as 
described by Peter Mitchell.

(a) The pH of the intermembrane space is lower than the pH 
of the mitochondrial matrix.
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59. A bacterial ATP synthase has 10 c subunits, and a chloroplast 
ATP synthase has 14 c subunits. Would you expect the bacterium or 
the chloroplast to have a higher P:O ratio?

60. Experiments indicate that the c ring of ATP synthase spins at a 
rate of 6000 rpm. How many ATP molecules are generated each second?

61. Mutations that impair ATP synthase function are rare. Labo-
ratory studies indicate that adding a-ketoglutarate boosts ATP 
 production in ATP synthase–defi cient cells, but only when aspartate 
is also added to the cells. Explain.

62. In yeast, pyruvate may be converted to ethanol in a two-step 
pathway catalyzed by pyruvate decarboxylase and alcohol dehydro-
genase (see Section 13-1). Pyruvate may also be converted to acetyl-
CoA by pyruvate dehydrogenase. Yeast mutants in which the 
 pyruvate decarboxylase gene is missing (pdc–) are useful for studying 
the regulation of the pyruvate dehydrogenase enzyme. When wild-
type yeast were pulsed with glucose, glycolytic fl ux increased 
 dramatically and the rate of respiration increased. But when the 
same experiments were performed with pdc– mutants, only a small 
increase in glycolysis was observed, and pyruvate was the main 
product excreted by the yeast cells. Explain these results.

63. During anaerobic fermentation in yeast, the majority of the 
available glucose is oxidized via the glycolytic pathway and the rest 
enters the pentose phosphate pathway to generate NADPH and ribose. 
This occurs during aerobic respiration as well, except that the percent-
age of glucose entering the pentose phosphate pathway is much greater 
in aerobic respiration than during anaerobic fermentation. Explain why.

64. UCP1 is an uncoupling protein in brown fat (see Box 15-B). 
Experiments using UCP1-knockout mice (animals missing the gene 
for UCP1) resulted in the discovery of a second uncoupling protein 
named UCP2.

(a) Oxygen consumption increased over twofold when a b3 
adrenergic agonist that stimulates UCP1 was injected into 
normal mice. This was not observed when the agonist was 
injected into the knockout mice. Explain these results.
(b) The UCP1-knockout mice were essentially normal except 
for increased lipid deposition in their adipose tissue. Explain why.
(c) In one experiment, normal mice and UCP1-knockout mice 
were placed in a cold (58C) room overnight. The normal mice 
were able to maintain their body temperature at 378C even after 
24 hours in the cold. But the body temperatures of the cold-
exposed knockout mice decreased 108C or more. Explain.
(d) UCP1-knockout mice did not become obese when fed a 
high-fat diet. Propose a hypothesis that explains this observation.

65. The Eastern skunk cabbage can maintain its temperature 
15–358C higher than ambient temperature during the months of 
February and March, when ambient temperatures range from 215 
to 1158C. Thermogenesis in the skunk cabbage is critical to the 
survival of the plant since the spadix (a fl ower component) is not 
frost-resistant. An uncoupling protein was found to be responsible 
for the observed thermogenesis.

(a) The spadix relies on the skunk cabbage’s massive root 
system, which stores appreciable quantities of starch. Why is a 
large quantity of starch required for the skunk cabbage to carry 
out sustained thermogenesis for weeks rather than hours?
(b) Oxygen consumption by the skunk cabbage increases as the 
temperature decreases, nearly doubling with every 108C drop in 
ambient temperature. Oxygen consumption was observed to 
decrease during the day, when temperatures were close to 308C, 
and increase at night. What is the biochemical explanation for 
these observations?

49. Consider the adenine nucleotide translocase and the Pi –H1 
symport protein that import ADP and Pi, the substrates for oxida-
tive phosphorylation, into the mitochondrion (see Fig. 15-6).

(a) How does the activity of the adenine nucleotide translocase 
affect the electrochemical gradient across the mitochondrial 
membrane?
(b) How does the activity of the Pi –H1 symport protein affect 
the gradient?
(c) What can you conclude about the thermodynamic force 
that drives the two transport systems?

50. The compounds atractyloside and bongkrekic acid both 
bind tightly to and inhibit the ATP/ADP translocase. What is the 
effect of these compounds on ATP synthesis? On electron transport?

51. Dicyclohexylcarbodiimide (DCCD) is a reagent that reacts 
with Asp or Glu residues. Explain why the reaction of DCCD with 
just one c subunit completely blocks both the ATP-synthesizing and 
ATP-hydrolyzing activity of ATP synthase.

52. Oligomycin is an antibiotic that blocks proton transfer 
through the F0 proton channel of ATP synthase. What is the effect 
on (a) ATP synthesis, (b) electron transport, and (c) oxygen con-
sumption when oligomycin is added to a suspension of respiring 
mitochondria? (d) What changes occur when dinitrophenol is then 
added to the suspension?

53. The compound DNP was introduced as a “diet pill” in the 
1920s. Its use was discontinued because the side effects were fatal in 
some cases. What was the rationale for believing that DNP would 
be an effective diet aid?

54. The compound carbonylcyanide-p-trifl uoromethoxy phen-
ylhydrazone (FCCP) is an uncoupler similar to DNP. Describe how 
FCCP acts as an uncoupler.

FCCP

OCF3N
N H

NC
C

C

N

55. In the 1950s, experiments with isolated mitochondria 
showed that organic compounds are oxidized and O2 is consumed 
only when ADP is included in the preparation. When the ADP sup-
ply runs out, oxygen consumption halts. Explain these results.

56. A patient seeks treatment because her metabolic rate is twice 
normal and her temperature is elevated. A biopsy reveals that her 
muscle mitochondria are structurally unusual and not subject to 
normal respiratory controls. Electron transport takes place regard-
less of the concentration of ADP.

(a) What is the P:O ratio (compared to normal) of NADH that 
enters the electron transport chain in the mitochondria of this 
patient?
(b) Why are the patient’s metabolic rate and temperature 
 elevated?
(c) Will this patient be able to carry out strenuous exercise?

57. In experimental systems, the F0 component of ATP synthase 
can be reconstituted into a membrane. F0 can then act as a proton 
channel that is blocked when the F1 component is added to the 
system. What molecule must be added to the system in order to 
restore the proton-translocating activity of F0? Explain.

58. Calculate the ratio of protons translocated to ATP synthe-
sized for yeast ATP synthase, which has 10 c subunits, and for spin-
ach chloroplast ATP synthase, which has 14 c subunits.
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(a) How does glutamate act as a substrate for mitochondrial 
respiration?
(b) Ceramide-induced inhibition of respiration could be due to 
several different factors. List several possibilities.
(c) Mitochondria treated with ceramide were exposed to an 
uncoupler, but the respiration rate did not increase. What site(s) 
of inhibition can be ruled out?
(d) In another experiment, mitochondria were subjected to a 
freeze–thaw cycle that rendered the inner mitochondrial 
membrane permeable to NADH. NADH could then be added 
to a mitochondrial suspension as a substrate for electron 
transport. When NADH was used as a substrate, ceramide 
decreased the respiration rate to the same extent as when 
glutamate was the substrate. What site(s) of inhibition can be 
ruled out?

68. When cells cannot carry out oxidative phosphorylation, they 
can synthesize ATP through substrate-level phosphorylation.

(a) Which enzymes of glycolysis and the citric acid cycle catalyze 
substrate-level phosphorylation?
(b) The O2 that we breathe in is not directly converted to the 
CO2 that we breathe out. Write a balanced equation for the 
complete combustion of glucose and oxygen.

66. The gene that codes for the uncoupling protein (see Problem 
65) in potatoes was recently isolated. The results of a Northern blot 
analysis (which detects mRNA) are shown below. What is your 
interpretation of these results? How does the mRNA level affect 
thermogenesis in the potato?

20°C

0Days: 1 2 3 0 1 2 3

4°C

67. Glutamate can be used as an artifi cial substrate for mitochon-
drial respiration, as shown in the diagram below. When ceramide is 
added to a mitochondrial suspension respiring in the presence of 
glutamate, respiration decreases, leading scientists to hypothesize 
that ceramide might regulate mitochondrial function in vivo.

Glutamate α-Ketoglutarate

Glutamate

MATRIX

INTERMEMBRANE SPACE

glutamate
transporter

glutamate
dehydrogenase

NAD+ NADH
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THIS CHAPTER IN CONTEXT

Do You Remember?
 Glucose polymers include the fuel-storage polysaccharides starch and glycogen 

and the structural polysaccharide cellulose (Section 11-2).

 Coenzymes such as NAD1 and ubiquinone collect electrons from compounds that 

become oxidized (Section 12-2).

 Electrons are transferred from a substance with a lower reduction potential to a 

substance with a higher reduction potential (Section 15-1).

 The formation of a transmembrane proton gradient during electron transport 

provides the free energy to synthesize ATP (Section 15-3).Part 3 Metabolism

  16 Photosynthesis

Part 4 Genetic Information

Part 1 Foundations

Part 2  Molecular Structure 
and Function

WHY do plants produce O2?

Plants take up water and carbon dioxide and produce sugar during 
photosynthesis. A by-product of this process is molecular oxygen—
O2 gas—visible as tiny bubbles emanating from a plant placed under 

water. In the context of cellular respiration, O2 is a vital reactant, 
providing the oxidizing power that is ultimately responsible for 

generating most of the cell’s ATP. In this chapter, we’ll explore the 
photosynthetic machinery and see why O2, rather than being a key player at the 

end of the electron transport chain, is produced early in the photosynthetic process.
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Every year, plants and bacteria convert an estimated 6 3 1016 grams of carbon 
to organic compounds by photosynthesis. About half of this activity occurs 
in forests and savannas, and the rest occurs in the ocean and under ice— 
wherever water,  carbon dioxide, and light are available. The organic materials 
produced by photosynthetic organisms sustain them as well as the organisms 
that feed on them.

The ability to use sunlight as an energy source evolved about 3.5 billion years 
ago. Before that, cellular metabolism probably centered around the inorganic 
reductive reactions associated with hydrothermal vents. The fi rst photosyn-
thetic organisms produced various pigments (light-absorbing molecules) to 
capture solar energy and thereby drive the reduction of metabolites. The de-
scendants of some of these organisms are known today as purple bacteria and 
green sulfur bacteria. By about 2.5 billion years ago, the cyanobacteria had 
evolved (Fig. 16-1; these organisms are sometimes misleadingly called blue-
green algae, although they are prokaryotes and true algae are eukaryotes). Cyano-
bacteria absorb enough solar energy to undertake the energetically costly 
oxidation of water to molecular  oxygen. In fact, the dramatic increase in the 
level of atmospheric oxygen (from an estimated 1% to the current level of about 
20%) around 2.4 billion years ago is attributed to the rise of cyanobacteria. 
Modern plants are the result of the symbiosis of early eukaryotic cells with 
 cyanobacteria.

Photosynthesis as a biochemical phenomenon is worth studying not just 
because of its importance in global carbon and oxygen cycles. It also affords 
an opportunity to compare the biochemistry of plants and mammals. To 
begin, we will  examine light-absorbing chloroplasts, which are the relics of 
bacterial symbionts, as are mitochondria. We will then look at the electron-
transporting complexes that convert solar energy to biologically useful forms 
of free energy such as ATP and the reduced cofactor NADPH. Finally, we 
will see how plants use these energy currencies to carry out biosynthetic 
 reactions—the fi xation of carbon dioxide into organic  compounds.

Although the apparatus and  reactions of photosynthesis are not found in 
all organisms, we can place them in the context of the metabolic scheme out-
lined in Chapter 12 (Fig. 16-2). As we  describe the  harvest of solar energy 
and its use in the incorporation of CO2 into three-carbon compounds, we 
will emphasize how these processes differ from and resemble the metabolic 
processes that occur in animal cells.

Figure 16-1 Cyanobacteria. The fi rst 
photosynthetic organisms were probably 
similar to these bacterial cells. [Biophoto 
Associates/Photo Researchers, Inc.]

citric
acid
cycle

photo-
synthesis

NAD+ NAD+
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Figure 16-2 Photosynthesis in context. Photosynthetic organisms incorporate 
atmospheric CO2 into three-carbon compounds that are the precursors of 
biological molecules such as carbohydrates and amino acids. Photosynthesis 
requires light energy to drive the production of the ATP and NADPH consumed 
in biosynthetic reactions.
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Photosynthesis in green plants takes place in chloroplasts, discrete organelles that are 
descended from cyanobacteria. Like mitochondria, chloroplasts contain their own DNA, 
in this case coding for 100 to 200 chloroplast proteins. DNA in the cell’s nucleus con-
tains close to a thousand more genes whose products are essential for photosynthesis.

The chloroplast is enclosed by a porous outer membrane and an ion- impermeable 
inner membrane (Fig. 16-3). The inner compartment, called the stroma, is analo-
gous to the mitochondrial matrix and is rich in enzymes, including those required 
for carbohydrate synthesis. Within the stroma is a membranous structure called the 
thylakoid. Unlike the planar or tubular mitochondrial cristae (see Fig. 15-4), the 
thylakoid membrane folds into stacks of fl attened vesicles and encloses a compart-
ment called the thylakoid lumen. The energy-transducing reactions of photosynthe-
sis take place in the thylakoid membrane. The analogous reactions in photosynthetic 
bacteria typically take place in folded regions of the plasma membrane.

Pigments absorb light of different wavelengths

Light can be considered as both a wave and a particle, the photon. The energy (E ) 
of a photon depends on its wavelength, as expressed by Planck’s law:

 E 5
hc
l

 [16-1]

where h is Planck’s constant (6.626 3 10234 J ? s), c is the speed of light (2.998 3 
108 m ? s21), and l is the wavelength (about 400 to 700 nm for visible light; see 
Sample Calculation 16-1). This energy is absorbed by the photosynthetic apparatus of 
the chloroplast and transduced to chemical energy.

KEY CONCEPTS
• Photosynthetic pigments absorb 

different wavelengths of light to 
become excited.

• Light-harvesting complexes direct 
light energy to the reaction center.

16-1 Chloroplasts and Solar Energy

Figure 16-3 The chloroplast. 
(a) Electron micrograph of a  chloroplast 
from tobacco. [Dr. Jeremy Burgess/Photo 
Researchers, Inc.] (b) Model. The stacked 
thylakoid membranes are known as grana 
(singular, granum).

? Compare these images to the images 
of a mitochondrion in Figure 15-4.

PROBLEM Calculate the energy of a photon with a wavelength of 550 nm.

SOLUTION
 E 5

hc
l

 E 5
(6.626 3 10234 J ? s) (2.998 3 108 m ? s21)

550 3 1029 m

 E 5 3.6 3 10219 J

SAMPLE CALCULATION 16-1

PRACTICE PROBLEMS 1. Calculate the energy of one mole of photons (6.022 3 1023 mol21) with a 
wavelength of 550 nm.

2. At what wavelength would a mole of photons have an energy of 250 kJ?

(a)

Outer
membrane

Inner
membrane Stroma

Thylakoid
membrane

(b)

Thylakoid
lumen
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Chloroplasts contain a variety of light-absorbing groups called pigments or pho-
toreceptors (Fig. 16-4). Chlorophyll is the principal photoreceptor. It appears green 
because it absorbs both blue and red light. The second most common pigments are 
the red carotenoids, which absorb blue light. Pigments such as phycocyanin, which 
absorb longer-wavelength red light, are common in aquatic systems because water 
absorbs blue light. Together, these types of pigments absorb all the wavelengths of 
visible light (Fig. 16-5).

Figure 16-5 Visible light absorption 
by some photosynthetic pigments. 
The wavelengths of absorbed light 
correspond to the peak of the solar 
energy that reaches the earth.

? Use this diagram to explain the color 
of each type of pigment molecule.
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Figure 16-4 Some common 
chloroplast photoreceptors. 
(a) Chlorophyll a. In chlorophyll b, 
a methyl group (blue) is replaced 
by an aldehyde group. Chlorophyll 
resembles the heme groups of 
hemoglobin and cytochromes (see 
Fig. 15-12), but it has a central 
Mg21 rather than an Fe21 ion; it 
includes a fused cyclopentane 
ring, and it has a long lipid 
side chain. (b) The carotenoid 
b-carotene, a precursor of vitamin 
A (see Box 8-B). (c) Phycocyanin, 
a linear tetrapyrrole. It resembles 
an unfolded chlorophyll molecule.
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A photosynthetic pigment is a highly conjugated mol-
ecule. When it absorbs a photon of the appropriate wave-
length, one of its delocalized electrons is promoted to a 
higher-energy orbital, and the molecule is said to be ex-
cited. The excited molecule can return to its low-energy, 
or ground, state by several mechanisms (Fig. 16-6):

1.   The absorbed energy can be lost as heat.
2.    The energy can be given off as light, or fl uorescence. 

For thermodynamic  reasons, the emitted photon has 
a lower energy (longer wavelength) than the absorbed 
photon.

3.    The energy can be transferred to another molecule. 
This process is called exciton transfer (an exciton is 
the packet of transferred energy) or resonance energy 
transfer, since the molecular orbitals of the donor and 
recipient groups must be oscillating in a coordinated 
manner in order to transfer energy.

4.   An electron from the excited molecule can be transferred to a recipient molecule. 
In this process, called photooxidation, the excited molecule becomes oxidized 
and the acceptor molecule becomes reduced. Another electron-transfer reaction 
is required to restore the photooxidized molecule to its original reduced state.

All of these energy-transferring processes occur in chloroplasts to some extent, but 
exciton transfer and photooxidation are the most important for photosynthesis.

Light-harvesting complexes transfer energy 
to the reaction center

The primary reactions of photosynthesis occur at specifi c chlorophyll molecules 
called reaction centers. However, chloroplasts contain many more chlorophyll mol-
ecules and other pigments than reaction centers. Many of these extra, or antenna, 
pigments are located in membrane proteins called light-harvesting complexes. Over 
30 different kinds of light-harvesting complexes have been characterized, and they 
are remarkable for their regular geometry. For example, one light-harvesting com-
plex in purple photosynthetic bacteria consists of 18 polypeptide chains holding two 
concentric rings of chlorophyll molecules, plus carotenoids (Fig. 16-7). This artful 

Figure 16-6 Dissipation of energy in a photoexcited molecule. 
A pigment molecule such as chlorophyll is excited by absorbing a 
photon. The excited molecule (chlorophyll*) can return to its ground 
state by one of several mechanisms.

Chlorophyll

Chlorophyll*

X
Xox

Xred

X*

Chlorophyll Chlorophyll Chlorophyll+Chlorophyll

light
(fluorescence)

heat

excitation

exciton
transfer

photooxidation

(a) (b) (c)

Figure 16-7 A light-harvesting complex from 
Rhodopseudomonas acidophila. The nine pairs of subunits 
(light and dark gray) are mostly buried in the membrane and 
form a scaffold for two rings of chlorophyll molecules (yellow 
and green) and carotenoids (red). The pigments are all within 
a few angstroms of each other. (a) Side view. The extracellular 
side is at the top. (b) Top view. (c) Top view showing only the 

chlorophyll molecules. The 18 chlorophyll molecules in the 
inner ring (green) overlap so that excitation energy may be 
delocalized over the entire ring. [Structure (pdb 1KZU) determined 
by R. J. Cogdell, A. A. Freer, N. W. Isaacs, A. M. Hawthornthwaite-Lawless, 
G. McDermott, M. Z. Papiz, and S. M. Prince.]  See Interactive 
Exercise. Light-harvesting complex LH-2.
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arrangement of light-absorbing groups is essential for the function of the light- 
harvesting complex.

The protein microenvironment of each photoreceptor infl uences the wavelength 
(and therefore the energy) of the photon it can absorb (just as cytochrome protein 
structure infl uences the reduction potential of its heme group; see Section 15-2). 
Consequently, the various light-harvesting complexes with their multiple pigments can 
absorb light of many different wavelengths. Within a light-harvesting complex, the pre-
cisely aligned pigment molecules can quickly transfer their energy to other  pigments. 
Exciton transfer eventually brings the energy to the chlorophyll at the reaction center 
(Fig. 16-8). Without light-harvesting complexes to collect and concentrate light, the 
reaction center chlorophyll could collect only a small fraction of the incoming solar 
radiation. Even so, a leaf captures only about 1% of the available solar energy.

During periods of high light intensity, some accessory pigments may function to 
dissipate excess solar energy as heat so that it does not damage the photosynthetic 
apparatus by inappropriate photooxidation. Various pigment molecules may also act 
as photosensors to regulate the plant’s growth rate and shape and to coordinate the 
plant’s activities—such as germination, fl owering, and dormancy—according to 
daily or seasonal light levels.

Figure 16-8 Function of light-
harvesting complexes. A typical 
photosynthetic system consists of a 
reaction center (dark green) surrounded 
by light-harvesting complexes (light 
green), whose multiple pigments absorb 
light of different wavelengths. Exciton 
transfer funnels this captured solar 
energy to the chlorophyll at the reaction 
center. Because the exciton must move 
from higher-energy to lower-energy 
states, the antenna pigments farthest 
from the reaction center have the 
highest-energy excited states.

In plants and cyanobacteria, the energy captured by the antenna pigments of the 
light-harvesting complexes is funneled to two photosynthetic reaction centers. 
 Excitation of the reaction centers drives a series of oxidation–reduction reactions whose 
net results are the oxidation of water, the reduction of NADP1, and the generation of a 
transmembrane proton gradient that powers ATP synthesis. These events are known as 
the light reactions of photosynthesis. (Most photosynthetic bacteria undertake 
 similar reactions but have a single reaction center and do not produce oxygen.) The 
two photosynthetic reaction centers that mediate light energy transduction are part 
of protein complexes called Photosystem I and Photosystem II. These, along with 
other integral and peripheral proteins of the thylakoid membrane, operate in a 
 series, much like the mitochondrial electron transport chain.

Photosystem II is a light-activated 
oxidation–reduction enzyme

In plants and cyanobacteria, the light reactions begin with Photosystem II (the 
number indicates that it was the second to be discovered). This integral membrane 
protein complex is dimeric, with more bulk on the lumenal side of the thylakoid 
membrane than on the stromal side. The cyanobacterial Photosystem II contains at 
least 19 subunits (14 of them integral membrane proteins). Its numerous prosthetic 
groups include light-absorbing pigments and redox-active cofactors (Fig. 16-9).

Several dozen chlorophyll molecules in Photosystem II function as internal an-
tennas, funneling energy to the two reaction centers, each of which includes a pair 
of chlorophyll molecules known as P680 (680 nm is the wavelength of one of their 
absorption peaks). The reaction center chlorophylls overlap so that they are elec-
tronically coupled and function as a single unit. When P680 is excited, as indicated 
by the notation P680*, it quickly gives up an electron, dropping to a lower-energy 

KEY CONCEPTS
• The P680 reaction center of 

Photosystem II undergoes 
photooxidation.

• Photosystem II splits water to 
replace the lost P680 electron and 
generate O2.

• Electrons from Photosystem II travel 
via plastoquinone, cytochrome b6f, 
and plastocyanin to Photosystem I.

• Photooxidation of P700 in 
Photosystem I drives cyclic and 
noncyclic electron fl ow.

• The proton gradient across the 
thylakoid membrane drives ATP 
synthesis.

16-2 The Light Reactions

CONCEPT REVIEW
• How is a photon’s energy related to its wavelength?
• Why is it advantageous for photosynthetic pigments to absorb different 

colors of light?
• Describe the four mechanisms by which a photoexcited molecule can return 

to its ground state.
• What is the function of a light-harvesting complex?

 See Guided Exploration. Two-center 
photosynthesis overview.
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state, P6801. In other words, light has oxidized P680. The photooxidized chloro-
phyll molecule must be reduced in order to return to its original state.

P680

P680*P680+

e −

e −

The two P680 groups are located near the lumenal side of Photosystem II. The 
 electron given up by each photooxidized P680 travels through several redox groups 
(Fig. 16-10). Although the prosthetic groups in Photosystem II are arranged more or 
less symmetrically, they do not all directly participate in electron transfer. The electron 
eventually reaches a plastoquinone molecule on the stromal side of Photosystem II. Plas-
toquinone (PQ) is similar to mammalian mitochondrial ubiquinone (see Section 12-2).

O

H

H3C [CH2 CH2]n

CH3

CH C

H3C

O
Plastoquinone

H

It functions in the same way as a two-electron carrier. The fully reduced plastoquinol 
(PQH2) joins a pool of plastoquinones that are soluble in the thylakoid membrane. Two 
electrons (two photooxidations of P680) are required to fully reduce plastoquinone to 
PQH2. This reaction also consumes two protons, which are taken from the stroma.

The oxygen-evolving complex of Photosystem II 
oxidizes water

At the start of the chapter, we pointed out that O2 is a waste product of the photo-
synthetic process. O2 is generated from H2O by a lumenal portion of Photosystem II 
called the oxygen-evolving center. This reaction can be written as

2 H2O S O2 1 4 H1 1 4 e2

Figure 16-9 Structure of 
cyanobacterial Photosystem II. The 
proteins are shown as gray ribbons, 
and the various prosthetic groups and 
cofactors are shown as stick models 
and color-coded: chlorophyll, green; 
pheophytin, orange; b-carotene, red; 
heme, purple; and quinone, blue. The 
stroma is at the top and the thylakoid 
lumen at the bottom. [Structure of 
Photosystem II from Synechococcus elongatus 
(1S5L) determined by K. N. Ferreira, T. M. 
Iverson, K. Maghlaoui, J. Barber, and S. Iwata.]

Figure 16-10 Arrangement of 
prosthetic groups in Photosystem II. 
The green chlorophyll groups constitute 
the photooxidizable P680. The two 
“accessory” chlorophyll groups (yellow) 
do not undergo oxidation or reduction. 
An electron from P680 travels to one of 
the pheophytin groups (orange), which 
are essentially chlorophyll molecules 
without the central Mg21 ion. Next, the 
electron is transferred to a tightly bound 
plastoquinone molecule (blue) and then 
to a loosely bound plastoquinone (not 
shown). An iron atom (red) may assist 
the fi nal electron transfer. The lipid tails 
of the prosthetic groups are not shown.

 WHY do plants produce O2?
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The electrons derived from H2O are used to restore photooxidized P680 to its 
 reduced state.

The catalyst for the water-splitting reaction is a cofactor with the composition 
Mn4CaO5 (Fig. 16-11). This unusual inorganic cofactor occurs in all Photosystem II 
complexes, which suggests a unique chemistry that has remained unaltered for about 
2.5 billion years. No synthetic catalyst can match the manganese cluster in its ability 
to extract electrons from water to form O2. The water-splitting reaction is rapid, 
with about 50 O2 produced per second per Photosystem II, and generates most of 
the earth’s atmospheric O2.

During water oxidation, the manganese cluster undergoes multiple changes in its 
oxidation state, somewhat reminiscent of the changes in the Fe–Cu binuclear center 
of cytochrome c oxidase (mitochondrial Complex IV; see Fig. 15-18), which carries 
out the reverse reaction. The four water-derived protons are released into the thyla-
koid lumen, contributing to a drop in pH relative to the stroma. A tyrosine radical 
(Y?) in Photosystem II transfers each of the four water-derived electrons to P6801 
(a tyrosine radical also plays a role in electron transfer in cytochrome c oxidase; see 
Section 15-2).

O

Tyrosine radical

The oxidation of water is a thermodynamically demanding reaction because O2 has 
an extremely high reduction potential (10.815 V) and electrons spontaneously fl ow 
from a group with a lower reduction potential to a group with a higher reduction 
potential (see Section 15-1). In fact, P680 is the most powerful biological oxidant, 
with a reduction potential of about 11.15 V. Upon photoexcitation, the reduction 
potential of P680 (now P680*) is dramatically diminished, to about 20.8 V. This 
low reduction potential allows P680* to surrender an electron to a series of groups with 
increasingly positive reduction potentials (Fig.16-12). The overall result is that the 
input of solar energy allows an electron to travel a thermodynamically favorable path 
from water to plastoquinone. Four photooxidation events in Photosystem II are  required 
to oxidize two H2O molecules and produce one O2 molecule. Figure 16-13 summarizes 
the functions of Photosystem II.

Figure 16-11 Structure of the 
Mn4CaO5 cluster. Atoms are color-
coded: Mn purple, Ca green, and O red. 
One or more of the four H2O molecules 
associated with the cluster (oxygen 
atoms in blue) may be substrates for 
the water-splitting reaction. The Asp, 
Glu, and His side chains that hold the 
cluster in place are not shown. [Structure 
of PSII (pdb 3ARC) determined by Y. Umena, 
K. Kawakami, J.-R. Shen, and N. Kamiya.]
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Figure 16-12 Reduction potential 
and electron fl ow in Photosystem II. 
Electrons fl ow spontaneously from a 
group with a low reduction potential to 
a group with a high reduction potential. 
The transfer of electrons from H2O 
to plastoquinone (dashed red lines) is 
made possible by the excitation of P680 
(wavy arrow), which dramatically lowers 
its reduction potential.

? Will pheophytin be in the oxidized or 
reduced state when it is dark?
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Cytochrome b6f links Photosystems I and II

After they leave Photosystem II as plastoquinol, electrons reach a second membrane-
bound protein complex known as cytochrome b6 f. This complex resembles mito-
chondrial Complex III (also called cytochrome bc1)—from the entry of electrons in 
the form of a reduced quinone, through the circular fl ow of electrons among its 
 redox groups, to the fi nal transfer of electrons to a mobile electron carrier.

The cytochrome b6 f complex contains eight subunits in each of its monomeric 
halves (Fig. 16-14). Three subunits bear electron-transporting prosthetic groups. One 
of these subunits is cytochrome b6, which is homologous to mitochondrial cytochrome 
b. The second is cytochrome f, whose heme group is actually of the c type. Although 
it shares no sequence homology with mitochondrial cytochrome c1, it functions simi-
larly. The chloroplast complex also contains a Rieske iron–sulfur protein with a 2Fe–
2S group that behaves like its mitochondrial counterpart. However, the cytochrome 
b6f complex also contains subunits with prosthetic groups that are absent in the mito-
chondrial complex: a chlorophyll molecule and a b-carotene. These light-absorbing 
molecules do not appear to participate in electron transfer and may instead help regu-
late the activity of cytochrome b6 f by registering the amount of available light.

Electron fl ow in the cytochrome b6 f complex follows a cyclic pattern that is probably 
identical to the Q cycle in mitochondrial Complex III (see Fig. 15-14). However, in 
chloroplasts, the fi nal electron acceptor is not cytochrome c but plastocyanin, a 
small protein with an active-site copper ion (Fig. 16-15). Plastocyanin functions as 
a one-electron carrier by cycling between the Cu1 and Cu21 oxidation states. Like 
cytochrome c, plastocyanin is a peripheral membrane protein; it picks up electrons 
at the lumenal surface of cytochrome b6 f and delivers them to another integral 
membrane protein complex, in this case Photosystem I.

The net result of the cytochrome b6 f Q cycle is that for every two electrons 
emanating from Photosystem II, four protons are released into the thylakoid 
lumen. Since the oxidation of 2 H2O is a four-electron reaction, the production 
of one molecule of O2 causes the cytochrome b6 f complex to produce eight lumenal 
H 1 (Fig. 16-16). The resulting pH gradient between the stroma and the 
 lumen is a source of free  energy that drives ATP synthesis, as  described below.

A second photooxidation occurs at Photosystem I

Photosystem I, like Photosystem II, is a large protein complex containing multi-
ple pigment molecules. The Photosystem I in the cyanobacterium Synechococcus 

Figure 16-14 Structure of cyanobacterial cytochrome b6 f. Each subunit of 
the dimeric complex is a different color. The prosthetic groups are not shown. 
[Structure (pdb 1VF5) determined by G. Kurisu, H. Zhang, J. L. Smith, and W. A. Cramer.] 

? Compare this structure to the functionally similar mitochondrial cytochrome 
bc1 (Complex III) in  Figure 15-13.

Figure 16-13 Photosystem II function. 
For every oxygen molecule evolved, two 
plastoquinone molecules are reduced.

STROMA

LUMEN Oxygen-
evolving
complex

Photosystem II

4 H+2 H2O O2

2 PQ

4 H+

2 PQH2

4e −

Figure 16-15 Plastocyanin. The redox 
active copper ion (green) is coordinated 
by a Cys, a Met, and two His residues 
(yellow). [Structure of plastocyanin from 
poplar leaves (pdb 1PLC) determined by 
J. M. Guss and H. C. Freeman.]

Figure 16-16 Cytochrome b6 f function. The stoichiometry shown for the 
cytochrome b6 f Q cycle refl ects the four electrons released by the oxygen-
evolving complex of Photosystem II.

STROMA

LUMEN

Cytochrome b6f
2 PQH2 + 2 PQ

4 PQH2

8 H+

4 H+

4e−

4 Plastocyanin
(Cu+)

4 Plastocyanin
(Cu2+)
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is a symmetric trimer with 12 proteins in each monomer (Fig. 16-17). Ninety-six chloro-
phyll molecules and 22 carotenoids operate as a built-in light-harvesting complex for 
Photosystem I.

In the core of each monomer, a pair of chlorophyll molecules constitute the photo-
active group known as P700 (it has a slightly longer-wavelength absorbance maximum 
than P680). Like P680, P700 undergoes exciton transfer from an antenna pigment. 
P700* gives up an electron to achieve a low-energy oxidized state, P7001. The group is 
then reduced by accepting an electron donated by plastocyanin.

P700

P700*P700+

e −

Plastocyanin (Cu+)

Plastocyanin (Cu2+)

P700 is not a particularly good reducing agent (its reduction potential is relatively 
high, about 10.45 V). However, excited P700 (P700*) has an extremely low E89 value 
(about 21.3 V), so electrons can spontaneously fl ow from P700* to the other redox 
groups of Photosystem I. These groups include four additional chlorophyll molecules, 
quinones, and iron–sulfur clusters of the 4Fe–4S type (Fig. 16-18). As in Photosystem II, 
these prosthetic groups are arranged with approximate symmetry. However, in 
 Photosystem I, all the redox groups appear to undergo oxidation and reduction.

Each electron given up by photooxidized P700 eventually reaches ferredoxin, a 
small peripheral protein on the stromal side of the thylakoid membrane. Ferredoxin 
undergoes a one-electron reduction at a 2Fe–2S cluster (Fig. 16-19). Reduced fer-
redoxin participates in two different electron transport pathways in the chloroplast, 
which are known as noncyclic and cyclic electron fl ow.

In noncyclic electron fl ow, ferredoxin serves as a substrate for ferredoxin–NADP1 
reductase. This stromal enzyme uses two electrons (from two separate ferredoxin 
molecules) to reduce NADP1 to NADPH (Fig. 16-20). The net result of noncyclic 
electron fl ow is therefore the transfer of electrons from water, through Photosystem II, 
 cytochrome b6 f, Photosystem I, and then on to NADP 1. Photosystem I does not con-
tribute to the transmembrane proton gradient except by consuming stromal protons 
in the reduction of NADP1 to NADPH.

Figure 16-17 Structure of 
cyanobacterial Photosystem I. The 
protein is shown as a gray ribbon, and 
the various prosthetic groups are color-
coded: chlorophyll, green; b-carotene, red; 
phylloquinone, blue; and Fe–S clusters, 
orange. Only one monomer of the 
trimeric complex is shown. The stroma 
is at the top. [Structure of the Synechococcus 
Photosystem I (pdb IJB0) determined by P. Jordan, 
P. Fromme, H. T. Witt, O. Klukas, W. Saenger, and 
N. Krauss.]

Figure 16-18 Prosthetic groups in 
Photosystem I. The groups include 
P700 (the green chlorophyll molecules), 
“accessory” chlorophylls (yellow), 
quinones (marked by blue spheres), and 
4Fe–4S clusters (orange).
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When plotted according to reduction potential, the electron-carrying groups of 
the pathway from water to NADP1 form a diagram called the Z-scheme of photo-
synthesis (Fig. 16-21). The zigzag pattern is due to the two photooxidation events, 
which markedly decrease the reduction potentials of P680 and P700. Note that the 
four-electron process of producing one O2 and two NADPH is accompanied by the 
absorption of eight photons (four each at Photosystem II and Photosystem I).

In cyclic electron fl ow, electrons from Photosystem I do not reduce NADP1 but 
instead return to the cytochrome b6 f complex. There, the electrons are transferred to 
plastocyanin and fl ow back to Photosystem I to reduce photooxidized P7001. Mean-
while, plastoquinol molecules circulate between the two quinone-binding sites of 
 cytochrome b6 f so that protons are translocated from the stroma to the lumen, as in 
the Q cycle (Fig. 16-22). Cyclic electron fl ow requires the input of light energy at 
Photosystem I but not Photosystem II. During cyclic fl ow, no free energy is recovered 
in the form of the reduced cofactor NADPH, but free energy is conserved in the for-
mation of a transmembrane proton gradient by the activity of the cytochrome b6 f 

Figure 16-20 Noncyclic electron fl ow through Photosystem I. Electrons donated 
by plastocyanin are transferred to ferredoxin and used to reduce NADP1. The 
stoichiometry refl ects the four electrons released by the oxidation of 2 H2O in 
Photosystem II. Therefore, 2 NADPH are produced for every molecule of O2.

Figure 16-21 The Z-scheme 
of photosynthesis. The major 
components are positioned according 
to their reduction potentials (the 
individual redox groups within 
Photosystem II, cytochrome b6 f, 
and Photosystem I are not shown). 
Excitation of P680 and P700 
ensures that electrons follow a 
thermodynamically favorable pathway 
to groups with increasing reduction 
potential.

? Compare the redox changes depicted 
here with those of the mitochondrial 
electron transport chain in Figure 15-2.

Figure 16-19 Ferredoxin. The 2Fe–2S 
cluster is shown in orange. [Structure of 
ferredoxin from the cyanobacterium Anabaena 
(pdb 1CZP) determined by R. Morales, M. H. 
Charon, and M. Frey.]
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complex. Consequently, cyclic electron fl ow augments ATP generation by chemiosmosis (in 
some bacteria with just a single reaction center, electrons fl ow through a similar path-
way that does not produce O2 or NADPH). By varying the proportion of electrons that 
follow the noncyclic and cyclic pathways through Photosystem I, a photosynthetic cell 
can vary the proportions of ATP and NADPH produced by the light reactions.

Chemiosmosis provides the free energy 
for ATP synthesis

Chloroplasts and mitochondria use the same mechanism to synthesize ATP: They 
couple the dissipation of a transmembrane proton gradient to the phosphorylation of 
ADP. In photosynthetic organisms, this process is called photophosphorylation. 
Chloroplast ATP synthase is highly homologous to mitochondrial and bacterial 
ATP synthases. The CF1CF0 complex (“C” indicates chloroplast) consists of a 
 proton-translocating integral membrane component (CF0) mechanically linked to a 
soluble CF1 component where ATP synthesis occurs by a binding change mecha-
nism (as described in Fig. 15-25). The movement of protons from the thylakoid 
lumen to the stroma provides the free energy to drive ATP synthesis (Fig. 16-23).

As in mitochondria, the proton gradient has both chemical and electrical compo-
nents. In chloroplasts, the pH gradient (about 3.5 pH unit) is much larger than in 
mitochondria (about 0.75 units). However, in chloroplasts, the electrical compo-
nent is less than in mitochondria because of the permeability of the thylakoid 
 membrane to ions such as Mg21 and Cl2. Diffusion of these ions tends to minimize 
the difference in charge due to protons.

Assuming noncyclic electron fl ow, 8 photons are absorbed (4 by Photosystem II 
and 4 by Photosystem I) to generate 4 lumenal protons from the oxygen-evolving 
complex and 8 protons from the cytochrome b6 f complex. Theoretically, these 12 
protons can drive the synthesis of about 3 ATP, which is consistent with experimen-
tal results showing approximately 3 ATP generated for each molecule of O2.

Figure 16-22 Cyclic electron 
fl ow. Electrons circulate between 
Photosystem I and the cytochrome 
b6 f complex. No NADPH or O2 
is produced, but the activity of 
cytochrome b6 f builds up a proton 
gradient that drives ATP synthesis.
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Figure 16-23 Photophosphorylation. 
As protons traverse the CF0 component 
of chloroplast ATP synthase (following 
their concentration gradient from 
the lumen to the stroma), the CF1 
component carries out ATP synthesis.

CONCEPT REVIEW
• Summarize the functions of Photosystem II, the oxygen-evolving complex, 

plastoquinone, the cytochrome b6f complex, plastocyanin, Photosystem I, 
and ferredoxin.

• How does absorption of a photon drive electron transfer from water to 
plastoquinone?

• Describe the Z-scheme of photosynthesis and explain its zigzag shape.
• Discuss the yields of O2, NADPH, and ATP in cyclic and noncyclic electron fl ow.
• Compare and contrast the chloroplast light reactions and mitochondrial 

electron transport.
• How does photophosphorylation resemble oxidative phosphorylation?
• Which reactions contribute to the pH gradient that drives the activity 

of chloroplast ATP synthase?
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KEY CONCEPTS
• Rubisco catalyzes carbon fi xation 

by adding CO2 to a fi ve-carbon 
acceptor molecule.

• The Calvin cycle shuffl es sugars for 
the net conversion of three CO2 to 
one glyceraldehyde-3-phosphate.

• Light-dependent mechanisms 
regulate the activity of the Calvin 
cycle.

• Newly synthesized sugars are 
incorporated into sucrose and 
polysaccharides.

16-3 Carbon Fixation
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4. The 6-carbon product splits to yield two
molecules of 3-phosphoglycerate. This step
provides much of the free energy for the
reaction, since it yields two resonance-
stabilized carboxylate products.

Figure 16-24 The rubisco carboxylation reaction.  See Animated Figure. 
Mechanism of RUBP carboxylase.

? Before this reaction was understood, scientists believed that carbon  fi xation 
 involved the reaction of CO2 with a two-carbon molecule. Explain.

The production of ATP and NADPH by the photoactive complexes of the  thylakoid 
membrane (or bacterial plasma membrane) is only part of the story of  photosynthesis. 
The rest of this chapter focuses on the use of the products of the light reactions in 
the so-called dark reactions. These reactions, which occur in the chloroplast stroma, 
fi x atmospheric carbon dioxide in biologically useful organic molecules.

Rubisco catalyzes CO2 fi xation

Carbon dioxide is fi xed by the action of ribulose bisphosphate carboxylase/ oxygenase, 
or rubisco. This enzyme adds CO2 to a fi ve-carbon sugar and then cleaves the product to 
two three-carbon units (Fig. 16-24). This reaction itself does not require ATP or 
NADPH, but the reactions that transform the rubisco reaction product, 
3- phosphoglycerate, to the three-carbon sugar glyceraldehyde-3-phosphate require 
both ATP and NADPH, as we will see below.

Three-carbon compounds are the biosynthetic precursors of monosaccharides, 
amino acids, and—indirectly—nucleotides. They also give rise to the two-carbon acetyl 
units used to build fatty acids. The metabolic importance of these small molecular 
building blocks is one reason why the scheme shown in Figure 16-2 presents photosyn-
thesis as a process in which CO2 is converted to two- and three-carbon intermediates.

Rubisco is a notable enzyme, in part because its activity directly or indirectly 
sustains most of the earth’s biomass. Plant chloroplasts are packed with the enzyme, 
which accounts for about half of the chloroplast’s protein content. Rubisco is easily 
the most abundant biological catalyst. One reason for its high concentration is that 
it is not a particularly effi cient enzyme. Its catalytic output is only about three CO2 

fi xed per second.
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Bacterial rubisco is usually a small dimeric enzyme, whereas the plant enzyme is a large 
multimer of eight large and eight small subunits (Fig. 16-25). In some archaebacteria, 
rubisco has ten identical subunits. Enzymes with multiple catalytic sites typically exhibit 
cooperative behavior and are regulated allosterically, but this does not seem to be true for 
plant rubisco, whose eight active sites operate independently. Multimerization may sim-
ply be an effi cient way to pack more active sites into the limited space of the chloroplast.

Despite its metabolic importance, rubisco is not a highly specifi c enzyme. It also 
acts as an oxygenase (as refl ected in its name) by reacting with O2, which chemically 
resembles CO2. The products of the oxygenase reaction are a three-carbon and a 
two-carbon compound:

CH2OPO3
2�

CH2OPO3
2�

O2

H2O
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O C
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CH2OPO3
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The 2-phosphoglycolate product of the rubisco oxygenation reaction is subsequently 
metabolized by a pathway that consumes ATP and NADPH and produces CO2. 
This process, called photorespiration, uses the products of the light reactions and 
therefore wastes some of the free energy of captured photons.

Oxygenase activity is a feature of all known rubisco enzymes and must play an 
essential role that has been conserved throughout plant evolution. Photorespiration 
apparently provides a mechanism for plants to dissipate excess free energy under condi-
tions where the CO2 supply is insuffi cient for carbon fi xation. Photorespiration may 
consume signifi cant amounts of ATP and NADPH at high temperatures, which 
favor oxygenase activity. Some plants have evolved a mechanism, called the C4 pathway, 
to minimize photorespiration (Box 16-A).

Figure 16-25 Spinach rubisco. The 
complex has a mass of approximately 
550 kD. The eight catalytic sites are 
located in the large subunits (dark 
colors). Only four of eight small 
subunits (light colors) are visible in this 
image. [Structure (pdb 1RCX) determined by 
T. C. Taylor and I. Anderson.]

BIOCHEMISTRY NOTEBOX 16-A

The C4 Pathway

On hot, bright days, high temperatures favor photorespiration, and CO2 supplies are low as 
plants close their stomata (pores in the leaf surface) to avoid evaporative water loss. This 
combination of events can bring photosynthesis to a halt. Some plants avoid this possibility 
by stockpiling CO2 in four-carbon molecules so that photosynthesis can proceed even while 
stomata are closed (the closed stomata also limit the availability of O2 for photorespiration).

The mechanism for storing carbon begins with the condensation of bicarbonate 
(HCO3

2) with phosphoenolpyruvate to yield oxaloacetate, which is then reduced to 
malate. These four-carbon acids give the C4 pathway its name. The subsequent oxidative 
decarboxylation of malate regenerates CO2 and NADPH to be used in the Calvin cycle. 
The three-carbon remnant, pyruvate, is recycled back to phosphoenolpyruvate.

Because the C4 pathway and the rubisco reaction compete for CO2, they take place 
in different types of cells or at different times of day. For example, in some plants, carbon 
accumulates in mesophyll cells, which are near the leaf surface and lack rubisco. The C4 
compounds then enter bundle sheath cells in the leaf interior, which contain abundant 
rubisco. In other plants, the C4 pathway occurs at night, when the stomata are open and 
water loss is minimal, and carbon is fi xed by rubisco during the day.

The C4 pathway is energetically expensive, so it requires lots of sunlight. Consequently, 
C4 plants grow more slowly than conventional, or C3, plants when light is limited, but 
they have the advantage in hot, dry climates. About 5% of the earth’s plants, including 
the economically important maize (corn), sugarcane, and sorghum, use the C4 pathway.

(continued on next page)
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The recognition of global warming has led to predictions that C4 “weeds” may over-
take economically important C3 plants as temperatures increase. In fact, the increase in 
atmospheric CO2 that is driving the warming trend appears to promote the growth of 
C3 plants, which can obtain CO2 more easily without losing too much water via their 
stomata. However, if water is limited, C4 plants may still have a competitive edge, as they 
are adapted not just for hot environments but for arid ones.
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Question: Operation of the C4 pathway consumes ATP. Using the pathway shown 
here, indicate where this occurs.

The Calvin cycle rearranges sugar molecules

If rubisco is responsible for fi xing CO2, what is the origin of its other substrate, 
 ribulose bisphosphate? The answer—elucidated over many years by Melvin Calvin, 
James Bassham, and Andrew Benson—is a metabolic pathway known as the Calvin 
cycle. Early experiments to study the fate of 14C-labeled CO2 in algae showed that 
within a few minutes, the cells had synthesized a complex mixture of sugars, all 
containing the radioactive label. Rearrangements among these sugar molecules 
 generate the fi ve-carbon substrate for rubisco.
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The Calvin cycle actually begins with a sugar monophosphate, ribulose-5- 
phosphate, which is phosphorylated in an ATP-dependent reaction (Fig. 16-26). 
The resulting bisphosphate is a substrate for rubisco, as we have already seen. Each 
3-phosphoglycerate product of the rubisco reaction is then phosphorylated, again 
at the expense of ATP. This phosphorylation reaction (step 3 of Fig. 16-26) is iden-
tical to the phosphoglycerate kinase reaction of glycolysis (see Section 13-1). 
Next, bisphosphoglycerate is reduced by the chloroplast enzyme glyceraldehyde-3-
phosphate dehydrogenase, which resembles the glycolytic enzyme but uses 
NADPH rather than NADH. The NADPH is the product of the light reactions of 
photosynthesis.

Some glyceraldehyde-3-phosphate is siphoned from the Calvin cycle for meta-
bolic fates such as glucose or amino acid synthesis. Recall from Section 13-2 that the 
pathway from glyceraldehyde-3-phosphate to glucose consists of reactions that 
 require no further input of ATP. Glyceraldehyde-3-phosphate can also be converted 
to pyruvate and then to oxaloacetate, both of which can undergo transamination to 
generate amino acids. Additional reactions lead to other metabolites.

The glyceraldehyde-3-phosphate that is not used for biosynthetic pathways  remains 
part of the Calvin cycle and enters a series of isomerization and  group-transfer reactions 
that regenerate ribulose-5-phosphate. These interconversion reactions are similar to 
those of the pentose phosphate pathway (Section 13-4). We can represent them simply 
by showing how carbon atoms are shuffl ed among three- to seven-carbon sugars:

 C3 1 C3 S C6

 C3 1 C6 S C4 1 C5

 C3 1 C4 S C7

 C3 1 C7 S C5 1 C5

 net reaction: 5 C3 S 3 C5
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Figure 16-26 Initial reactions of the Calvin cycle. Note that ATP and NADPH, 
products of the light-dependent reactions, are consumed in the process of converting 
CO2 to glyceraldehyde-3-phosphate.
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Consequently, if the Calvin cycle starts with three fi ve-carbon ribulose molecules, so 
that three CO2 molecules are fi xed, the products are six three-carbon glyceralde-
hyde-3-phosphate molecules, fi ve of which are recycled to form three ribulose 
 molecules, leaving the sixth (representing the three fi xed CO2) as its net product.

3 C5

3 CO2

6 C3 3 C5

The net equation for the Calvin cycle, including the ATP and NADPH cofactors, is

3 CO2 1 9 ATP 1 6 NADPH S
glyceraldehyde-3-phosphate 1 9 ADP 1 8 Pi 1 6 NADP1

Fixing a single CO2 therefore requires 3 ATP and 2 NADPH—approximately the same 
quantity of ATP and NADPH produced by the absorption of eight photons. The 
relationship between the number of photons absorbed and the amount of carbon 
fi xed or oxygen released is known as the quantum yield of photosynthesis. Keep in 
mind that the exact number of carbons fi xed per photon absorbed depends on factors 
such as the number of protons translocated per ATP synthesized by the chloroplast 
ATP synthase and the ratio of cyclic to noncyclic electron fl ow in Photosystem I.

The availability of light regulates carbon fi xation

Plants must coordinate light availability with carbon fi xation. During the day, both 
processes occur. At night, when the photosystems are inactive, the plant turns off the 
“dark” reactions to conserve ATP and NADPH while it turns on pathways to regenerate 
these cofactors by metabolic pathways such as glycolysis and the pentose phosphate 
pathway. It would be wasteful for these catabolic processes to proceed simultaneously 
with the Calvin cycle. Thus, the “dark” reactions do not actually occur in the dark!

All the mechanisms for regulating the Calvin cycle are directly or indirectly linked to 
the availability of light energy. Some of the regulatory mechanisms are highlighted 
here. For example, a catalytically essential Mg21 ion in the rubisco active site is 
 coordinated in part by a carboxylated Lys side chain that is produced by the reaction 
of CO2 with the ´-amino group:

O(CH2)4ONH2 1 CO2 Δ O(CH2)4ONHOCOO2 1 H1

 Lys

By forming the Mg21-binding site, this “activating” CO2 molecule promotes the 
ability of rubisco to fi x additional substrate CO2 molecules. The carboxylation reac-
tion is favored at high pH, a signal that the light reactions are working  (depleting the 
stroma of protons) and that ATP and NADPH are available for the Calvin cycle.

Magnesium ions also directly activate rubisco and several of the Calvin cycle 
 enzymes. During the light reactions, the rise in stromal pH triggers the fl ux of Mg21 
ions from the lumen to the stroma (this ion movement helps balance the charge of 
the protons that are translocated in the opposite direction). Some of the Calvin cycle 
enzymes are also activated when the ratio of reduced ferredoxin to oxidized ferre-
doxin is high, another signal that the photosystems are active.

Calvin cycle products are used to synthesize 
sucrose and starch

Many of the three-carbon sugars produced by the Calvin cycle are converted to 
 sucrose or starch. The polysaccharide starch is synthesized in the chloroplast stroma 
as a temporary storage depot for glucose. It is also synthesized as a long-term storage 
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molecule elsewhere in the plant, including leaves, seeds, and roots. In the fi rst stage 
of starch synthesis, two molecules of glyceraldehyde-3-phosphate are converted to 
glucose-6-phosphate by reactions analogous to those of mammalian gluconeogene-
sis (see Fig. 13-10). Phosphoglucomutase then carries out an isomerization reaction 
to produce glucose-1-phosphate. Next, this sugar is “activated” by its reaction with 
ATP to form ADP–glucose:

AdenosineP� P AdenosinePPP
Glucose-1-phosphate ATP

� PP
PPi

P
ADP–glucose

(Recall from Section 13-3 that glycogen synthesis uses the chemically related nucle-
otide sugar UDP–glucose.) Starch synthase then transfers the glucose residue to the 
end of a starch polymer, forming a new glycosidic linkage (right ). The overall reac-
tion is driven by the exergonic hydrolysis of the PPi released in the formation of 
ADP–glucose. Thus, one phosphoanhydride bond is consumed in lengthening a 
starch molecule by one glucose residue.

Sucrose, a disaccharide of glucose and fructose, is synthesized in the cytosol. 
Glyceraldehyde-3-phosphate or its isomer dihydroxyacetone phosphate is trans-
ported out of the chloroplast by an antiport protein that exchanges phosphate for a 
phosphorylated three-carbon sugar. Two of these sugars combine to form fructose 
6-phosphate, and two others combine to form glucose-1-phosphate, which is subse-
quently activated by UTP. Next, fructose-6-phosphate reacts with UDP–glucose to 
produce sucrose-6-phosphate. Finally, a phosphatase converts the phosphorylated 
sugar to sucrose:
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Sucrose can then be exported to other plant tissues. This disaccharide probably 
 became the preferred transport form of carbon in plants because its glycosidic link-
age is insensitive to amylases (starch-digesting enzymes) and other common hydro-
lases. Also, its two anomeric carbons are tied up in the glycosidic bond and therefore 
cannot react nonenzymatically with other substances.

Cellulose, the other major polysaccharide of plants, is also synthesized from 
UDP–glucose (cellulose is described in Section 11-2). Plant cell walls consist of 
 almost-crystalline cables containing approximately 36 cellulose polymers, all 
 embedded in an amorphous matrix of other polysaccharides (see Box 11-A; syn-
thetic materials such as fi berglass are built on the same principle). Unlike starch in 
plants or glycogen in mammals, cellulose is synthesized by enzyme complexes in the 
plant plasma membrane and is extruded into the extracellular space.

CONCEPT REVIEW
• What are the products of the two reactions catalyzed by rubisco?
• Compare the physiological implications of carbon fi xation and 

photorespiration.
• How does the carbon from a molecule of fi xed CO2 become incorporated 

into other compounds such as monosaccharides?
• What is the source of the ribulose-1,5-bisphosphate used for carbon fi xation 

by rubisco?
• Describe some of the mechanisms for regulating the activity of the “dark” 

reactions.
• What is the role of nucleotides in the synthesis of starch and sucrose?

16-1 Chloroplasts and Solar Energy

• Plant chloroplasts contain pigments that absorb photons and 
release the energy, primarily by transferring it to another mole-
cule (exciton transfer) or giving up an electron (photooxidation). 
Light-harvesting complexes act to capture and funnel light energy 
to the photosynthetic reaction centers.

16-2 The Light Reactions

• In the so-called light reactions of photosynthesis, electrons from the 
photooxidized P680 reaction center of Photosystem II pass through 
several prosthetic groups and then to plastoquinone. The P680 elec-
trons are replaced when the oxygen-evolving complex of Photo-
system II converts water to O2, a four-electron oxidation reaction.

• Electrons fl ow next to a cytochrome b6 f complex that carries out a 
proton-translocating Q cycle, and then to the protein plastocyanin.

• A second photooxidation at P700 of Photosystem I allows elec-
trons to fl ow to the protein ferredoxin and fi nally to NADP1 to 
produce NADPH.

SUMMARY

• The free energy of light-driven electron fl ow, particularly cyclic 
fl ow, is also conserved in the formation of a transmembrane 
 proton gradient that drives ATP synthesis in the process called 
photophosphorylation.

16-3 Carbon Fixation

• The enzyme rubisco “fi xes” CO2 by catalyzing the carboxylation 
of a fi ve-carbon sugar. Rubisco also acts as an oxygenase in the 
process of photorespiration.

• The reactions of the Calvin cycle use the products of the light 
reactions (ATP and NADPH) to convert the product of the 
rubisco reaction to glyceraldehyde-3-phosphate and to regenerate 
the fi ve-carbon carboxylate receptor. These “dark” reactions are 
regulated according to the availability of light energy.

• Chloroplasts convert the glyceraldehyde-3-phosphate product of 
photosynthesis into glucose residues for incorporation into 
starch, sucrose, and cellulose.

photosynthesis
carbon fi xation
chloroplast
stroma
thylakoid
photon
Planck’s law
photoreceptor

fl uorescence
exciton transfer
photooxidation
reaction center
antenna pigment
light-harvesting complex
light reactions
noncyclic electron fl ow

Z-scheme
cyclic electron fl ow
photophosphorylation
dark reactions
photorespiration
C4 pathway
Calvin cycle
quantum yield

GLOSSARY TERMS
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PROBLEMS

16-1 Chloroplasts and Solar Energy

 1. Indicate with a C or an M whether the following occur in 
chloroplasts, mitochondria, or both:

 ________ proton translocation
 ________ photophosphorylation
 ________ photooxidation
 ________ quinones
 ________ oxygen reduction
 ________ water oxidation
 ________ electron transport
 ________ oxidative phosphorylation
 ________ carbon fi xation
 ________ NADH oxidation
 ________ Mn cofactor
 ________ heme groups
 ________ binding change mechanism
 ________ iron–sulfur clusters
 ________ NADP1 reduction

 2. Compare and contrast the structures of chloroplasts and 
mitochondria.

 3. The thylakoid membrane contains some unusual lipids. One 
of these is galactosyl diacylglycerol, which consists of a glycerol with 
fatty acids esterifi ed at the second and third positions. C1 of a 
b-D-galactose residue is attached to the fi rst glycerol carbon. Draw 
the structure of galactosyl diacylglycerol.

 4. Thylakoid membranes contain lipids with a high degree of 
unsaturation. What does this tell you about the character of the 
thylakoid membrane?

 5. Calculate the energy per mole of photons with wavelengths 
of (a) 400 nm and (b) 700 nm.

 6. Assuming 100% effi ciency, calculate the number of moles of 
ATP that could be generated per mole of photons with the energies 
calculated in Problem 5.

 7. Use Equation 15-4 to calculate the free energy change for 
transforming one mole of P680 to P680*.

 8. Determine the wavelength of the photons whose absorption 
would supply the free energy to transform one mole of P680 to 
P680* (see Problem 7).

 9. Red tides are caused by algal blooms that cause seawater to 
become visibly red. In the photosynthetic process, red algae take 
advantage of wavelengths not absorbed by other organisms. Describe 
the photosynthetic pigments of the red algae.

10. Some photosynthetic bacteria live in murky ponds where 
 visible light does not penetrate easily. What wavelengths might the 
photosynthetic pigments in these organisms absorb?

11. Compare the structures of chlorophyll a (see Fig. 16-4) and 
the reduced form of heme b (see Fig. 15-12).

12. You are investigating the functional similarities of chloro-
plast cytochrome f and mitochondrial cytochrome c1.

(a) Which would provide more useful information: the amino 
acid sequences of the proteins or models of their three- dimensional 
shapes? Explain.
(b) Would it be better to examine high-resolution models of the 
two apoproteins (the polypeptides without their heme groups) 
or low-resolution models of the holoproteins (polypeptides plus 
heme groups)?

13. Under conditions of very high light intensity, excess absorbed 
solar energy is dissipated by the action of “photoprotective” proteins 
in the thylakoid membrane. Explain why it is advantageous for 
these proteins to be activated by a buildup of a proton gradient 
across the membrane.

14. Of the four mechanisms for dissipating light energy shown 
in Figure 16-6, which would be best for “protecting” the photosys-
tems from excess light energy?

16-2 The Light Reactions

15. The three electron-transporting complexes of the thylakoid 
membrane can be called plastocyanin–ferredoxin oxidoreductase, plas-
toquinone–plastocyanin oxidoreductase, and water–plastoquinone 
oxidoreductase. What are the common names of these enzymes and in 
what order do they act?

16. Photosystem II is located mostly in the tightly stacked 
regions of the thylakoid membrane, whereas Photosystem I is 
 located mostly in the unstacked regions (see Fig. 16-3). Why might 
it be important for the two photosystems to be separated?

17. The herbicide 3-(3,4-dichlorophenyl)-1,1-dimethylurea 
(DCMU) blocks electron fl ow from Photosystem II to Photosystem I. 
What is the effect on oxygen production and photophosphorylation 
when DCMU is added to plants?

18. When the antifungal agent myxothiazol is added to a suspen-
sion of chloroplasts, the PQH2/PQ ratio increases. Where does 
myxothiazol inhibit electron transfer?

19. Plastoquinone is not fi rmly anchored to any thylakoid 
 membrane component but is free to diffuse laterally throughout the 
membrane among the photosynthetic components. What aspects of 
its structure account for this behavior?

20. The Photosystem II reaction center contains a protein called 
D1 that contains the PQB binding site. The D1 protein in the 
 single-celled alga Chlamydomonas reinhardtii is predicted to have 
fi ve hydrophobic membrane-spanning helical regions. A loop 
between the fourth and fi fth segments is located in the stroma. This 
loop is believed to lie along the membrane surface, and it contains 
several highly conserved amino acid residues. D1 proteins with 
mutations at the Ala 251 position were evaluated for photosynthetic 
activity and herbicide susceptibility. The results are shown in the 
table. What are the essential properties of the amino acid at position 
251 in the D1 protein?

Amino acid at position 251 Characteristics

Ala Wild-type
Cys Similar to wild-type
Gly, Pro, Ser Impaired in photosynthesis
Ile, Leu, Val Impaired in photoautotrophic 

growth
 Impaired in photosynthesis 

Resistant to herbicides
Arg, Gln, Glu, His, and Asp Not photosynthetically 

competent

21. Calculate the free energy of translocating a proton out of 
the stroma when the lumenal pH is 3.5 units lower than the stromal 
pH and Dc is 250 mV.
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36. The DG 89 value for the rubisco reaction is 235.1 kJ ? mol21, 
and the DG is 241.0 kJ ? mol21. What is the ratio of products to 
reactants under normal cellular conditions?

37. Efforts to engineer a more effi cient rubisco, one that could 
fi x CO2 more quickly than three per second, could improve farming 
by allowing plants to grow larger and/or faster. Explain why the 
engineered rubisco might also decrease the need for nitrogen- 
containing fertilizers.

38. Some plants synthesize the sugar 2-carboxyarabinitol-1-
phosphate. This compound inhibits the activity of rubisco.

CH2OPO3
2�

CH2OH

C

2-Carboxyarabinitol-
1-phosphate

C

OHH C

OHH

CO2
�HO

(a) What is the probable mechanism of action of the inhibitor?
(b) Why do plants synthesize the inhibitor at night and break it 
down during the day?

39. An “activating” CO2 reacts with a Lys side chain on rubisco 
to carboxylate it. The carboxylation reaction is favored at high pH. 
Explain why.

40. Chloroplast phosphofructokinase (PFK) is inhibited by ATP 
and NADPH. How does this observation link the light reactions to 
the regulation of glycolysis?

41. Crab grass, a C4 plant, remains green during a long spell of hot, 
dry weather when C3 grasses turn brown. Explain this observation.

42. Chloroplasts contain thioredoxin, a small protein with 
two Cys residues that can form an intramolecular disulfi de bond. 
The sulfhydryl/disulfi de interconversion in thioredoxin is cata-
lyzed by an enzyme known as ferredoxin–thioredoxin reductase. 
This enzyme, along with some of the Calvin cycle enzymes, also 
includes two Cys residues that undergo sulfhydryl/disulfi de tran-
sitions. Show how disulfi de interchange reactions involving thio-
redoxin could coordinate the activity of Photosystem I with the 
activity of the Calvin cycle.

43. The inner chloroplast membrane is impermeable to large 
polar and ionic compounds such as NADH and ATP. However, the 
membrane has an antiport protein that facilitates the passage of 
dihydroxyacetone phosphate or 3-phosphoglycerate in exchange for 
Pi . This system permits the entry of Pi for photophosphorylation 
and the exit of the products of carbon fi xation. Show how the same 
antiport could “transport” ATP and reduced cofactors from the 
chloroplast to the cytosol.

44. The sedoheptulose bisphosphatase (SBPase) enzyme in the 
Calvin cycle catalyzes the removal of a phosphate group from C1 of 
sedoheptulose-1,7-bisphosphate (SBP) to produce sedoheptulose-7-
phosphate (S7P). The DG 89 for this reaction is 214.2 kJ ? mol21 
and the DG is 229.7 kJ ? mol21. What is the ratio of products to 
reactants under normal cellular conditions? Is this enzyme likely to 
be regulated in the Calvin cycle?

45. Phosphoenolpyruvate carboxylase (PEPC) catalyzes the car-
boxylation of phosphoenolpyruvate (PEP) to oxaloacetate (OAA). 

22. Compare the free energy of proton translocation you calcu-
lated in Problem 21 to the free energy of translocating a proton out 
of a mitochondrion where the pH difference is 0.75 units and Dc is 
200 mV. Compare both types of translocation. Are the processes 
exergonic or endergonic? Which contributes a larger component of 
the free energy for each process, the pH difference or the membrane 
potential?

23. Calculate the standard free energy change for the oxidation 
of one molecule of water by NADP1.

24. Calculate the energy available in two photons of wavelength 
600 nm. Compare this value with the standard free energy changes 
you calculated in Problem 23. Do two photons supply enough 
 energy to drive the oxidation of one molecule of water by NADP1?

25. Photophosphorylation in chloroplasts is similar to oxidative 
phosphorylation in mitochondria. What is the fi nal electron accep-
tor in photosynthesis? What is the fi nal electron acceptor in mito-
chondrial electron transport?

26. If radioactively labeled water (H2
18O) is provided to a plant, 

where does the label appear?

27. Predict the effect of an uncoupler such as dinitrophenol 
(see Box 15-B) on production of (a) ATP and (b) NADPH by a 
chloroplast.

28. Antimycin A (an antibiotic) blocks electron transport in 
Complex III of the electron transport chain in mitochondria. How 
would the addition of antimycin A to chloroplasts affect chloroplast 
ATP synthesis and NADPH production?

29. Does the quantum yield of photosynthesis increase or 
decrease for systems where (a) the CF0 component of ATP synthase 
contains more c subunits and (b) the proportion of cyclic electron 
fl ow through Photosystem I increases?

30. Oligomycin inhibits the proton channel (F0) of the ATP 
 synthase enzyme in mitochondria but does not inhibit CF0. When 
oligomycin is added to plant cells undergoing photosynthesis, the 
cytosolic ATP/ADP ratio decreases, whereas the chloroplastic ATP/ 
ADP ratio is unchanged or even increases. Explain these results.

16-3 Carbon Fixation

31. Defend or refute this statement: The “dark” reactions are so 
named because these reactions occur only at night.

32. Examine the net equation for the light and “dark” reactions 
of photosynthesis—that is, the incorporation of one molecule of 
CO2 into carbohydrate, which has the chemical formula (CH2O)n.

CO2 1 2 H2O S (CH2O) 1 O2 1 H2O

 How would this equation differ for a bacterial photosynthetic sys-
tem in which H2S rather than H2O serves as a source of electrons?

33. Melvin Calvin and his colleagues noted that when 14CO2 
was added to algal cells, a single compound was radiolabeled within 
5 seconds of exposure. What is the compound, and where does the 
radioactive label appear?

34. As described in the text, rubisco is not a particularly specifi c 
enzyme. Scientists have wondered why millions of years of evolu-
tion failed to produce a more specifi c enzyme. What advantage 
would be conferred upon a plant that evolved a rubisco enzyme that 
was able to react with CO2 but not oxygen?

35. A tiny acorn grows into a massive oak tree. Using what you 
know about photosynthesis, what accounts for the increase in mass?
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includes the European corn borer but also unfortunately includes 
the Monarch butterfl y) eat the corn, the ingested endotoxin enters 
the high-pH environment of the insect’s midgut. Under these con-
ditions, the endotoxin forms a pore in the membrane of the cells 
lining the midgut, causing ions to fl ow into the cell and ultimately 
resulting in the death of the organism. Is the Bt endotoxin toxic to 
humans? Explain why or why not.

49. The Monsanto Company has constructed a transgenic 
“Roundup Ready” soybean cultivar in which the bacterial gene for 
the enzyme EPSPS has been inserted into the plant genome. EPSPS 
catalyzes an important step in the synthesis of aromatic amino acids, 
as shown in the diagram below. The herbicide Roundup® contains 
glyphosate, a compound that competitively inhibits plant EPSPS 
but not the bacterial form of the enzyme. Explain the strategy for 
using glyphosate-containing herbicide on a soybean crop to kill 
weeds.

Shikimate-3-P

5-Enolshikimate-3-P

Chorismate

Phenylalanine Tyrosine

EPSPSPEP

Shikimate

ATP

50. Is Roundup® (see Problem 49) toxic to humans? Explain 
why or why not.

The enzyme is commonly found in plants but is absent in animals. 
The reaction is shown below:

(a) Why is PEPC referred to as an anaplerotic enzyme?
(b) Acetyl-CoA is an allosteric regulator of PEPC. Does 
acetyl-CoA activate or inhibit PEPC? Explain.

COO�

CH2

C OPO3
2� HCO3

2�� HPO4
2��

PEPC

PEP

COO�

COO�

CH2

C O

OAA

46. In germinating oil seeds, triacylglycerols are rapidly  converted 
to sucrose and protein. What is the role of PEPC (see Problem 45) 
in this process?

47. The use of transgenic plants has been increasing over the past 
decade. These plants are constructed by inserting a new gene into 
the plant genome to give the plant a desirable characteristic, such as 
resistance to pesticides or frost, or to confer a nutritional benefi t. 
Transformed plants contain the gene of interest, a promoter (to 
induce expression of the gene), and a terminator. The caulifl ower 
mosaic virus (CaMV) is often used as a promoter in transgenic 
plants. A partial sequence of DNA is shown below. Design a set of 
18-bp PCR primers that you could use to detect the presence of this 
promoter in a transgenic plant.

GTAGTGGGATTGTGCGTCATCCCTTACGTCAGT . . . 
(112 bases) . . . TCAACGATGGCCTTTCCTTTATCGCAATGA-
TGGCATTTGTAGGAGC

48. Novartis has constructed a corn cultivar that contains a gene 
from the bacterium Bacillus thuringiensis (Bt) that codes for an 
endotoxin protein. When insects of the order Lepidoptera (which 
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THIS CHAPTER IN CONTEXT

Do You Remember?
 Lipids are predominantly hydrophobic molecules that can be esterifi ed but 

cannot form polymers (Section 8-1).

 Metabolic fuels can be mobilized by breaking down glycogen, triacylglycerols, 

and proteins (Section 12-1).

 A few metabolites appear in several metabolic pathways (Section 12-2).

 Cells also use the free energy of other phosphorylated compounds, thioesters, 

reduced cofactors, and electrochemical gradients (Section 12-3).

Part 3 Metabolism

  17 Lipid Metabolism

Part 4 Genetic Information

Part 1 Foundations

Part 2  Molecular Structure 
and Function

WHY are unsaturated fatty acids less fattening?

Cells can oxidize a variety of metabolic fuels, producing CO2 as a waste product 
and conserving free energy in the form of ATP. On a per-mass basis, lipids provide 
more energy than carbohydrates, which helps account for the weight loss of dieters 
consuming low-fat diets. However, the type of lipid also matters. Triacylglycerols 

containing unsaturated fatty acids (as in the oil shown here) yield less free energy 
(fewer calories) than triacylglycerols containing saturated fatty acids (solid fats). We’ll 
see why this is the case when we explore the energy-producing reactions of fatty acid 
metabolism.
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Approximately half of all deaths in the United States are linked to the vascular 
 disease atherosclerosis (a term derived from the Greek athero, “paste,” and sclerosis, 
“hardness”). Atherosclerosis is a slow progressive disease that begins with the accu-
mulation of lipids in the walls of large blood vessels. The trapped lipids initiate in-
fl ammation by triggering the production of chemical signals that attract white blood 
cells, particularly macrophages. These cells engorge themselves by taking up the ac-
cumulated lipids and continue to recruit more macrophages, thereby perpetuating 
the infl ammation.

The damaged vessel wall forms a plaque with a core of cholesterol, cholesteryl 
esters, and remnants of dead macrophages, surrounded by proliferating smooth 
muscle cells that may undergo calcifi cation, as occurs in bone formation. This ac-
counts for the “hardening” of the arteries. Although a very large plaque can occlude 
the lumen of the artery (Fig. 17-1), blood fl ow is usually not completely blocked 
unless the plaque ruptures, triggering formation of a blood clot that can prevent 
circulation to the heart (a heart attack) or brain (a stroke).

What is the source of the lipids that accumulate in vessel walls? They are 
 deposited by lipoproteins known as LDL (for low-density lipoproteins). 
 Lipoproteins (particles consisting of lipids and specialized proteins) are the pri-
mary form of circulating lipid (Fig. 17-2). Recall from Section 12-1 that dietary 
lipids travel from the intestine to other tissues as chylomicrons. These lipopro-
teins are relatively large (1000 to 5000 Å in diameter) with a protein content of 
only 1% to 2%. Their primary function is to transport dietary triacylglycerols to 
adipose tissue and cholesterol to the liver. The liver repackages the cholesterol 
and other lipids—including triacylglycerols, phospholipids, and cholesteryl 
 esters—into other lipoproteins known as VLDL (very-low-density lipoproteins). 
VLDL have a triacylglycerol content of about 50% and a diameter of about 
500 Å. As they circulate in the bloodstream, VLDL give up triacylglycerols to the 
tissues, becoming smaller, denser, and richer in cholesterol and cholesteryl esters. 
After passing through an intermediate state (IDL, or intermediate-density lipo-
proteins), they become LDL, about 200 Å in diameter and about 45% choles-
teryl ester (Table 17-1).

High concentrations of circulating LDL, measured as serum cholesterol (popu-
larly called “bad cholesterol”), are a major factor in atherosclerosis. Some high-fat 
diets (especially those rich in saturated fats) may contribute to atherosclerosis by 
boosting LDL levels, but genetic factors, smoking, and infection also increase the 
risk of atherosclerosis. The disease is less likely to occur in individuals who con-
sume low-cholesterol diets and who have high levels of HDL (high-density lipo-
proteins, sometimes called “good” cholesterol). HDL particles are even smaller 
and denser than LDL (see Table 17-1), and their primary function is to transport 
the body’s excess cholesterol back to the liver. HDL therefore counter the athero-
genic tendencies of LDL. The roles of the various lipoproteins are summarized in 
Figure 17-3.

The opposing actions of LDL and HDL are just one part of the body’s efforts to 
regulate lipid metabolism, which consists of multiple pathways. For example, lipids 
are obtained by digesting food; they are synthesized from smaller precursors; they 

Figure 17-1 An atherosclerotic plaque 
in an artery. Note the thickening of the 
vessel wall. [James Cavallini/BSIP/Phototake.]

Figure 17-2 Structure of a lipoprotein. 
This image is based on small angle 
neutron scattering of HDL particles. 
Three copies of apolipoprotein A1 
(orange) wrap around a core containing 
phospholipids, cholesterol, and cholesteryl 
esters. The particle has dimensions 
of about 110 Å 3 96 Å. The proteins 
help target the particle to cell surfaces 
and modulate the activities of enzymes 
that act on the component lipids. The 
various types of lipoproteins differ in size, 
lipid composition, protein composition, 
and density (a function of the relative 
proportions of lipid and protein). [From 
Wu et al., J. Biol. Chem. 286, 12495–12508 
(2011). Reproduced with permission.]

? In what part of the lipoprotein would 
you expect to fi nd cholesteryl esters? 
Phospholipids?

TABLE 17-1  Characteristics of Lipoproteins

       % Cholesterol
  Diameter Density % % and Cholesteryl
Lipoprotein (Å) (g ? cm23) Protein Triacylglycerol Ester

 Chylomicrons 1000–5000 ,0.95 1–2 85–90  4–8
VLDL 300–800 0.95–1.006 5–10 50–65 15–25
IDL 250–350 1.006 –1.019 10–20 20–30 40–45
LDL 180–250 1.019–1.063 20–25  7–15 45–50
HDL  50–120 1.063–1.210 40–55  3–10 15–20
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Figure 17-3 Lipoprotein function. 
Large chylomicrons, which are mostly 
lipid, transport dietary lipids to the 
liver and other tissues. The liver 
produces triacylglycerol-rich very-
low-density lipoproteins (VLDL). 
As they circulate in the tissues, 
VLDL give up their triacylglycerols, 
becoming cholesterol-rich low-
density lipoproteins (LDL), which 
are taken up by tissues. High-density 
lipoproteins (HDL), the smallest and 
densest of the lipoproteins, transport 
cholesterol from the tissues back to 
the liver.

Figure 17-4 Lipid metabolism 
in context. Triacylglycerols, the 
“polymeric” form of fatty acids, are 
hydrolyzed to release fatty acids (1) that 
are oxidatively degraded to the two-
carbon intermediate acetyl-CoA (2). 
Acetyl-CoA is also the starting material 
for the reductive biosynthesis of fatty 
acids (3), which can then be stored 
as triacylglycerols (4) or used in the 
synthesis of other lipids. Acetyl-CoA is 
also the precursor of lipids that are not 
built from fatty acids (these pathways 
are not shown here).
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are used by cells as a source of free energy, as building materials, and as signaling 
molecules; they are stored in adipose tissue; and they are transported between tissues 
via lipoproteins. Much of this chapter focuses on the opposing pathways of lipid 
synthesis and degradation. For the most part, these reactions fall within the shaded 
portions of the metabolic map shown in Figure 17-4.
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The degradation (oxidation) of fatty acids is a source of metabolic free energy. In this 
section we describe how cells obtain, activate, and oxidize fatty acids. In humans, 
dietary triacylglycerols are the primary source of fatty acids used as metabolic fuel. The 
triacylglycerols are carried by lipoproteins to tissues, where hydrolysis releases their 
fatty acids from the glycerol backbone.

Triacylglycerol Glycerol Fatty acyl groups

3 H2O

�
CH2 CH

OH OH OH

CH2

CH2

R

CH

O

C O

R

O

C O

CH2

R

O

C O
C O�

O

3 R
lipoprotein

lipase

Hydrolysis occurs extracellularly, catalyzed by lipoprotein lipase, an enzyme associ-
ated with the outer surface of cells.

Triacylglycerols that are stored in adipose tissue are mobilized (their fatty acids are 
released to be used as fuel) by an intracellular hormone-sensitive lipase. The mobi-
lized fatty acids travel through the bloodstream, not as part of lipoproteins, but 
bound to albumin, a 66-kD protein that accounts for about half of the serum protein 
(it also binds metal ions and hormones, serving as an all-purpose transport protein).

The concentration of free fatty acids in the body is very low because these molecules are 
detergents (which form micelles; see Section 2-2) and can disrupt cell membranes. 
After they enter cells, probably with the assistance of proteins, the fatty acids are 
either broken down for energy or re-esterifi ed to form triacylglycerols or other com-
plex lipids (as described in Section 17-3). Many free fatty acids are deployed to the 
liver and muscle cells, especially heart muscle, which prefers to burn fatty acids even 
when carbohydrate fuels are available.

Fatty acids are activated before they are degraded

To be oxidatively degraded, a fatty acid must fi rst be activated. Activation is a two-step reac-
tion catalyzed by acyl-CoA synthetase. First, the fatty acid displaces the diphosphate group 
of ATP, then coenzyme A (HSCoA) displaces the AMP group to form an acyl-CoA:
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KEY CONCEPTS
• Fatty acids to be degraded are 

linked to coenzyme A and then 
transported into mitochondria.

• The four reactions of each cycle of b 
oxidation produce acetyl-CoA, QH2, 
and NADH.

• Additional enzymes are required to 
break down unsaturated fatty acids.

• Fatty acids with an odd number of 
carbons yield propionyl-CoA that is 
ultimately converted to acetyl-CoA.

• Peroxisomes oxidize long-chain and 
branched fatty acids, producing H2O2.

17-1 Fatty Acid Oxidation 445
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The acyladenylate product of the fi rst step has a large free energy of hydrolysis (in 
other words, its cleavage would release a large amount of free energy), so it conserves 
the free energy of the cleaved phosphoanhydride bond in ATP. The second step, 
transfer of the acyl group to CoA (the same molecule that carries acetyl groups as 
acetyl-CoA), likewise conserves free energy in the formation of a thioester bond (see 
Section 12-3). Consequently, the overall reaction

fatty acid 1 CoA 1 ATP Δ acyl-CoA 1 AMP 1 PPi

has a free energy change near zero. However, subsequent hydrolysis of the prod-
uct PPi (by the ubiquitous enzyme inorganic pyrophosphatase) is highly exer-
gonic, and this reaction makes the formation of acyl-CoA spontaneous and 
 irreversible. Most cells contain a set of acyl-CoA synthetases specifi c for fatty 
acids that are short (C22C3), medium (C42C12), long ($C12), or very long ($C22). 
The enzymes that are specifi c for the longest acyl chains may function in coop-
eration with a membrane transport protein so that the fatty acid is activated as it 
enters the cell. Once the large and polar coenzyme A is attached, the fatty acid is 
unable to diffuse back across the membrane and remains inside the cell to be 
metabolized.

Fatty acids are activated in the cytosol, but the rest of the oxidation pathway 
 occurs in the mitochondria. Because there is no transport protein for CoA adducts, 
acyl groups must enter the mitochondria via a shuttle system involving the small 
molecule carnitine (Fig. 17-5). The acyl group is now ready to be oxidized.

Each round of b oxidation has four reactions

The pathway known as b oxidation degrades an acyl-CoA in a way that produces 
acetyl-CoA molecules for further oxidation and energy production by the citric acid 
cycle. In fact, in some tissues or under certain conditions, b oxidation supplies 
far more acetyl groups to the citric acid cycle than does glycolysis. b Oxidation also 
feeds electrons directly into the mitochondrial electron transport chain, which gen-
erates ATP by oxidative phosphorylation.

Figure 17-5 The carnitine shuttle 
system. (1) A cytosolic carnitine 
acyltransferase transfers an acyl group 
from CoA to carnitine. (2) The 
carnitine transporter allows the acyl-
carnitine to enter the mitochondrial 
matrix. (3) A mitochondrial carnitine 
acyltransferase transfers the acyl group 
to a mitochondrial CoA molecule. 
(4) Free carnitine returns to the cytosol 
via the transport protein.

? Why do acyl groups move into the 
mitochondrion, not out of it?
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b Oxidation is a spiral pathway. Each round consists of four enzyme-catalyzed steps 
that yield one molecule of acetyl-CoA and an acyl-CoA shortened by two carbons, which 
becomes the starting substrate for the next round. Seven rounds of b oxidation degrade 
a C16 fatty acid to eight molecules of acetyl-CoA:
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Figure 17-6 shows the reactions of b oxidation. The b indicates that oxidation 
occurs at the b position, which is the carbon atom that is two away from the car-
bonyl carbon (C3 is the b carbon). Note that acetyl units are not lost from the 
methyl end of the fatty acid but from the activated, CoA end.

The oxidation of fatty acids by the successive removal of two-carbon units was 
discovered over 100 years ago, and the enzymatic steps were elucidated about 
40 years ago. But b oxidation still offers surprises in the details. For example, many 
enzymes are required to fully degrade an acyl-CoA to acetyl-CoA. Each of the four 
steps shown in Figure 17-6 appears to be catalyzed by two to fi ve different enzymes 
with different chain-length specifi cities, as in the acyl-CoA synthetase reaction. The 
existence of some of these isozymes was inferred from studies of patients with dis-
orders of fatty acid oxidation. One of these often-fatal diseases is due to a defi ciency 
of medium-chain acyl-CoA dehydrogenase; affected individuals cannot degrade 
acyl-CoAs having 4 to 12 carbons, and derivatives of these molecules accumulate in 
the liver and are excreted in the urine.

b Oxidation is a major source of cellular free energy, especially during a fast, 
when carbohydrates are not available. Each round of b oxidation produces one 
QH2, one NADH, and one acetyl-CoA. The citric acid cycle oxidizes the 
 acetyl-CoA to produce an additional three NADH, one QH2, and one GTP. 
Oxidation of all the reduced cofactors yields approximately 13 ATP: 3 from 
the two QH2 and 10 from the four NADH (recall from the discussion of P:O 
ratios that oxidative phosphorylation is an indirect process, so the amount of 
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ATP produced per pair of electrons entering the electron transport chain is not 
a whole number; see Section 15-4). A total of 14 ATP are generated from each 
round of b oxidation:

1 QH2 1.5 ATP

One round of
b oxidation�

Citric acid
cycle

Oxidative
phosphorylation

1 NADH 2.5 ATP

1 Acetyl-CoA
7.5 ATP
1.5 ATP
1 ATP

14 ATPTotal

3 NADH
1 QH2
1 GTP
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1. Oxidation of acyl-CoA at the 2,3 position
is catalyzed by an acyl-CoA
dehydrogenase to yield a 2,3-enoyl-CoA.
The two electrons removed from the acyl
group are transferred to an FAD
prosthetic group. A series of electron-
transfer reactions eventually transfers the
electrons to ubiquinone (Q).

2. The second step is catalyzed by a
hydratase, which adds the elements of
water across the double bond produced in
the first step.

3. The hydroxyacyl-CoA is oxidized by
another dehydrogenase. In this case,
NAD� is the cofactor.�

4. The final step, thiolysis, is catalyzed by a
thiolase and releases acetyl-CoA. The
remaining acyl-CoA, two carbons shorter
than the starting substrate, undergoes
another round of the four reactions
(dotted line).
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Figure 17-6 The reactions of 
b oxidation.  See Animated Figure. 
b Oxidation pathway.

? Which steps of the pathway are 
redox reactions?
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b Oxidation is regulated primarily by the availability of free CoA (to make acyl-
CoA) and by the ratios of NAD1/NADH and Q/QH2 (these refl ect the state of the 
oxidative phosphorylation system). Some individual enzymes are also regulated by 
product inhibition.

Degradation of unsaturated fatty acids requires 
isomerization and reduction

Common fatty acids such as oleate and linoleate (right) contain cis double bonds 
that present obstacles to the enzymes that catalyze b oxidation. For linoleate, the 
fi rst three rounds of b oxidation proceed as usual. But the acyl-CoA that begins the 
fourth round has a 3,4 double bond (originally the 9,10 double bond). Further-
more, this molecule is a cis enoyl-CoA, but enoyl-CoA hydratase (the enzyme that 
catalyzes step 2 of b oxidation) recognizes only the trans confi guration. This meta-
bolic obstacle is removed by the enzyme enoyl-CoA isomerase, which converts the 
cis 3,4 double bond to a trans 2,3 double bond so that b oxidation can continue.

34
C

O

enoyl-CoA isomerase

SCoA

3

2

C

O

SCoA

A second obstacle arises after the fi rst reaction of the fi fth round of b oxidation. 
Acyl-CoA dehydrogenase introduces a 2,3 double bond as usual, but the original 
12,13 double bond of linoleate is now at the 4,5 position. The resulting dienoyl-
CoA is not a good substrate for the next enzyme, enoyl-CoA hydratase. The dienoyl-
CoA must undergo an NADPH-dependent reduction to convert its two double 
bonds to a single trans 3,4 double bond. This product must then be isomerized to 
produce the trans 2,3 double bond that is recognized by enoyl-CoA hydratase.
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Carbon compounds with double bonds are slightly more oxidized than saturated 
compounds (see Table 1-3), so less energy is released in converting them to CO2. 
Accordingly, a diet rich in unsaturated fatty acids contains fewer calories than a diet 
rich in saturated fatty acids. The bypass reactions described above provide the 
 molecular explanation why unsaturated fatty acids yield less free energy than saturated 
fatty acids. First, the enoyl-CoA isomerase reaction bypasses the QH2-producing 
acyl-CoA dehydrogenase step, so 1.5 fewer ATP are produced. Second, the NADPH-
dependent reductase consumes 2.5 ATP equivalents because NADPH is  energetically 
equivalent to NADH.
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 WHY are unsaturated fatty 

acids less fattening?
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Oxidation of odd-chain fatty acids yields propionyl-CoA

Most fatty acids have an even number of carbon atoms (this is because they are 
 synthesized by the addition of two-carbon acetyl units, as we will see later in this chap-
ter). However, some plant and bacterial fatty acids that make their way into the human 
system have an odd number of carbon atoms. The fi nal round of � oxidation of these 
molecules leaves a three-carbon fragment, propionyl-CoA, rather than the usual acetyl-CoA.

Propionyl-CoA

CH3 CH2

O

C SCoA

This intermediate can be further metabolized by the sequence of steps outlined in 
Figure 17-7. At fi rst, this pathway seems longer than necessary. For example, adding 
a carbon to C3 of the propionyl group would immediately generate succinyl-CoA. 
However, such a reaction is not chemically favored, because C3 is too far from the 
electron-delocalizing effects of the CoA thioester. Consequently, propionyl-CoA car-
boxylase must add a carbon to C2, and then methylmalonyl-CoA mutase must rear-
range the carbon skeleton to produce succinyl-CoA. Note that succinyl-CoA is not the 
end point of the pathway. Because it is a citric acid cycle intermediate, it acts catalyti-
cally and is not consumed by the cycle (see Section 14-2). The complete  catabolism of 
the carbons derived from propionyl-CoA requires that the succinyl-CoA be converted to 
pyruvate and then to acetyl-CoA, which enters the citric acid cycle as a  substrate.

Methylmalonyl-CoA mutase, which catalyzes step 3 of Figure 17-7, is an unusual 
enzyme because it mediates a rearrangement of carbon atoms and requires a pros-
thetic group derived from the vitamin cobalamin (vitamin B12; Fig. 17-8). Only 
about a dozen enzymes are known to use cobalamin cofactors. The small amounts 
of cobalamin required for human health are usually easily obtained from a diet that 
contains animal products. Vegans, however, are advised to consume B12 supple-
ments. A disorder of vitamin B12 absorption causes the disease pernicious anemia.

Some fatty acid oxidation occurs in peroxisomes

The majority of a mammalian cell’s fatty acid oxidation occurs in mitochondria, but a 
small percentage is carried out in organelles known as peroxisomes (Fig. 17-9). In 
plants, all fatty acid oxidation occurs in peroxisomes and glyoxysomes. Peroxisomes 
are enclosed by a single membrane and contain a variety of degradative and biosyn-
thetic enzymes. The peroxisomal b oxidation pathway differs from the mitochondrial 
pathway in the fi rst step. An acyl-CoA oxidase catalyzes the reaction
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The enoyl-CoA product of the reaction is identical to the product of the 
 mitochondrial acyl-CoA dehydrogenase reaction (see Fig. 17-6), but the electrons 
removed from the acyl-CoA are transferred not to ubiquinone but directly to 
 molecular oxygen to produce hydrogen peroxide, H2O2. This reaction product, 
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2. A racemase interconverts the two different
methylmalonyl-CoA stereoisomers (the two
configurations are indicated by the R and S
symbols).

3. Methylmalonyl-CoA mutase rearranges the
carbon skeleton to generate succinyl-CoA.

7. After being exported from the mitochondria,
malate is decarboxylated by malic enzyme to
produce pyruvate in the cytosol.

8. Pyruvate, imported back into the
mitochondria, can then be converted to acetyl-
CoA by the pyruvate dehydrogenase complex.

4–6. Succinyl-CoA, a citric acid cycle intermediate,
is converted to malate by reactions 5–7 of the
citric acid cycle (see Fig. 14-6).
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Propionyl-CoA carboxylase adds a carboxyl
group at C2 of the propionyl group to form a
four-carbon methylmalonyl group.

Figure 17-7 Catabolism of propionyl-CoA. 

? How many ATP equivalents can be produced from propionyl-CoA?
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which gives the peroxisome its name, is subsequently broken down by the peroxi-
somal enzyme catalase:

2 H2O2 S 2 H2O 1 O2

The second, third, and fourth reactions of fatty acid oxidation are the same as in 
mitochondria.

Because the peroxisomal oxidation enzymes are specifi c for very-long-chain fatty 
acids (such as those containing over 20 carbons) and bind short-chain fatty acids 
with low affi nity, the peroxisome serves as a chain-shortening system. The partially 
 degraded fatty acyl-CoAs then make their way to the mitochondria for complete 
oxidation.

The peroxisome is also responsible for degrading some branched-chain fatty 
 acids, which are not recognized by the mitochondrial enzymes. One such nonstan-
dard fatty acid is phytanate, 

Phytanate

COO�
3

which is derived from the side chain of chlorophyll molecules (see Fig. 16-4) and is 
present in all plant-containing diets. Phytanate must be degraded by peroxisomal 

Figure 17-8 The cobalamin-derived 
cofactor. The prosthetic group of 
methylmalonyl-CoA mutase is a 
derivative of the vitamin cobalamin. 
The structure includes a hemelike ring 
structure with a central cobalt ion. Note 
that one of the Co ligands is a carbon 
atom, an extremely rare instance of 
a carbon–metal bond in a biological 
system.
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Figure 17-9 Peroxisomes. Nearly all 
eukaryotic cells contain these single-
membrane-bound organelles (dark 
structures), which are similar to plant 
glyoxysomes (see Box 14-B). [Don 
W. Fawcett/Photo Researchers, Inc.]
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enzymes because the methyl group at C3 prevents dehydrogenation by 
3- hydroxyacyl-CoA dehydrogenase (step 3 of the standard b oxidation pathway). A 
defi ciency of any of the phytanate-degrading enzymes results in Refsum’s disease, a 
degenerative neuronal disorder characterized by an accumulation of phytanate in the 
tissues. The importance of peroxisomal enzymes in lipid metabolism (both catabolic 
and anabolic) is confi rmed by the fatal outcome of most diseases stemming from 
defi cient peroxisomal enzymes or improper synthesis of the peroxisomes themselves.

CONCEPT REVIEW
• Summarize the role of lipoproteins in making fatty acids available 

for oxidation.
• How is a fatty acid activated? What is the cost in free energy?
• Summarize the chemical reactions that occur in b oxidation.
• How do these reactions lead to ATP production in the cell?
• Summarize the enzyme activities that are required to fully metabolize 

unsaturated and odd-chain fatty acids.
• What is the role of peroxisomes in fatty acid catabolism?

At fi rst glance, fatty acid synthesis appears to be the exact reverse of fatty acid oxida-
tion. For example, fatty acyl groups are built and degraded two carbons at a time, 
and several of the reaction intermediates in the two pathways are similar or identical. 
However, the pathways for fatty acid synthesis and degradation must differ for thermo-
dynamic reasons, as we saw for glycolysis and gluconeogenesis. Since fatty acid oxida-
tion is a thermodynamically favorable process, simply reversing the steps of this 
pathway would be energetically unfavorable.

In mammalian cells, the opposing metabolic pathways of fatty acid synthesis and 
degradation are entirely separate. b Oxidation takes place in the mitochondrial 
 matrix, and synthesis occurs in the cytosol. Furthermore, the two pathways use dif-
ferent cofactors. In b oxidation, the acyl group is attached to coenzyme A, but a 
growing fatty acyl chain is bound by an acyl-carrier protein (ACP; Fig. 17-10). 
b Oxidation funnels electrons to ubiquinone and NAD1, but in fatty acid synthesis, 
NADPH is the source of reducing power. Finally, b oxidation requires two ATP 
equivalents (two phosphoanhydride bonds) to “activate” the acyl group, but the 
biosynthetic pathway consumes one ATP for every two carbons incorporated into a 
fatty acid. In this section, we focus on the reactions of fatty acid synthesis, compar-
ing and contrasting them to b oxidation.

KEY CONCEPTS
• Fatty acid synthesis begins with the 

carboxylation of acetyl-CoA in the 
cytosol.

• Fatty acid synthase catalyzes seven 
separate reactions to extend a fatty 
acid by two carbons.

• Elongases and desaturases modify 
newly synthesized fatty acids.

• Various metabolites contribute 
to the regulation of fatty acid 
synthesis.

• Ketogenesis converts acetyl-CoA to 
small soluble ketone bodies.

17-2 Fatty Acid Synthesis
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H
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O
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Figure 17-10 Acyl-carrier protein and coenzyme A. Both 
acyl-carrier protein (ACP) and coenzyme A (CoA) include a 
pantothenate (vitamin B5) derivative ending with a sulfhydryl 
group that forms a thioester with an acyl or acetyl group. In 

CoA, the pantothenate derivative is esterifi ed to an adenine 
nucleotide; in ACP, the group is esterifi ed to a Ser OH 
group of a polypeptide (in mammals, ACP is part of a larger 
multifunctional protein, fatty acid synthase).
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Acetyl-CoA carboxylase catalyzes the fi rst step 
of fatty acid synthesis

The starting material for fatty acid synthesis is acetyl-CoA, which may be generated 
in the mitochondria by the action of the pyruvate dehydrogenases complex (Sec-
tion 14-1). But just as cytosolic acyl-CoA cannot directly enter the mitochondria to 
be oxidized, mitochondrial acetyl-CoA cannot exit to the cytosol for biosynthetic 
reactions. The transport of acetyl groups to the cytosol involves citrate, which has a trans-
port protein. Citrate synthase (the enzyme that catalyzes the fi rst step of the citric 
acid cycle; see Fig. 14-6) combines acetyl-CoA with oxaloacetate to produce citrate, 
which then leaves the mitochondria. ATP-citrate lyase “undoes” the citrate synthase 
reaction to produce acetyl-CoA and oxaloacetate in the cytosol (Fig. 17-11). Note 
that ATP is consumed in the ATP-citrate lyase reaction to drive the formation of a 
thioester bond.

The fi rst step of fatty acid synthesis is the carboxylation of acetyl-CoA, an ATP- 
dependent reaction carried out by acetyl-CoA carboxylase. This enzyme catalyzes the 
rate-controlling step for the fatty acid synthesis pathway. The acetyl-CoA carboxyl-
ase mechanism is similar to that of propionyl-CoA carboxylase (step 1 in Fig. 17-7) 
and pyruvate carboxylase (see Fig. 13-9). First, CO2 (as bicarbonate, HCO3

2) is 
“activated” by its attachment to a biotin prosthetic group in a reaction that converts 
ATP to ADP 1 Pi :

biotin 1 HCO2
3 1 ATP S biotinOCOO2 1 ADP 1 Pi

Next, the carboxybiotin prosthetic group transfers the carboxylate group to acetyl-
CoA to form the three-carbon malonyl-CoA and regenerate the enzyme:

Acetyl-CoA Malonyl-CoA

� �biotin biotinCOO� �OOCCH3 C SCoA

O

CH2 C SCoA

O

Malonyl-CoA is the donor of the two-carbon acetyl units that are used to build a fatty 
acid. The carboxylate group added by the carboxylation reaction is lost in a 

Figure 17-11 The citrate transport 
system. The citrate transport protein, 
along with mitochondrial citrate 
synthase and cytoplasmic ATP-citrate 
lyase, provides a route for transporting 
acetyl units from the mitochondrial 
matrix to the cytosol.

? Add to the diagram the steps by which 
oxaloacetate carbons are  returned 
to the matrix via the pyruvate 
 transporter (see Fig. 14-17).
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 subsequent decarboxylation reaction. This sequence of carboxylation followed by 
decarboxylation also occurs in the conversion of pyruvate to phosphoenolpyruvate 
in gluconeogenesis (see Section 13-2). Note that fatty acid synthesis requires a 
C3 intermediate, whereas b oxidation involves only two-carbon acetyl units.

Fatty acid synthase catalyzes seven reactions

The protein that carries out the main reactions of fatty acid synthesis in animals is a 
540-kD multifunctional enzyme made of two identical polypeptides (Fig. 17-12). 
Each polypeptide of this fatty acid synthase has six active sites to carry out seven 
discrete reactions, which are summarized in Figure 17-13. In plants and bacte-
ria, the reactions are catalyzed by separate polypeptides, but the  chemistry is the 
same.

Reactions 1 and 2 are transacylation reactions that serve to prime or load the 
enzyme with the reactants for the condensation reaction (step 3). In the condensa-
tion reaction, decarboxylation of the malonyl group allows C2 to attack the acetyl 
thioester group to form acetoacetyl-ACP:

Malonyl-ACP

C

S

C

ACP

O O�

CH2

O

Acetyl-Cys

C

S

Cys

CH3

O

Acetoacetyl-ACP

C

S

C

ACP

CH2

CH3

O

O

SH

Cys

CO2

This chemistry explains the necessity for carboxylating an acetyl group to a malonyl 
group: C2 of an acetyl group would not be suffi ciently reactive.

Figure 17-12 Mammalian fatty acid 
synthase. (a) Domain organization of 
the fatty acid synthase polypeptide. The 
domains labeled KS, MAT, DH1/DH2, 
ER, KR, and TE are the six enzymes. 
ACP is the acyl-carrier protein, whose 
pantothenate arm swings between the 
active sites. The domains labeled cME 
and cKR have no enzymatic activity. 
(b) Three-dimensional structure of 
the fatty acid synthase dimer, with the 
domains of each monomer colored as in 
part (a). The ACP and TE (thioesterase) 
modules are missing in this model. The 
NADP1 molecules are shown in blue, 
and black spheres represent the anchor 
points for the acyl-carrier protein 
domains. [From T. Maier, M. Leibundgut, 
N. Ban, Science 321: 5894, 2008. Reprinted 
with permission from AAAS.]

? Provide an example of another 
 multifunctional enzyme.

(a)

(b)
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1. The two-carbon acetyl group that will be
lengthened is transferred from CoA to a Cys
side chain of fatty acid synthase.

2. The malonyl group that will donate an acetyl 
group to the growing fatty acyl chain is
transferred from CoA to the ACP domain of
the enzyme.

3. In this condensation reaction, the malonyl
group is decarboxylated and the resulting
two-carbon fragment attacks the acetyl group
to form a four-carbon product.

5. A dehydration introduces a 2,3 double bond.

6. A second NADPH-dependent reduction
completes the conversion of the condensation
product to an acyl group.

7. The acyl group is transferred from ACP to
the enzyme Cys group, and another malonyl
group is loaded onto the free ACP, ready for
another condensation reaction.

8. Steps 3 – 6 are repeated six times to build a
C16 fatty acid.

9. A thioesterase hydrolyzes the thioester bond
to release palmitate.

4. The 3-ketoacyl product of step 3 is reduced.

Acetyl-CoA

transacylase 
(MAT)

transacylase
(MAT)

Malonyl-CoA

CH3 C �OOCSCoA

O

Acetoacetyl-ACP

CH3 CH2C

O
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O
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CH3 CH2CH2 C SACP

O

Palmitoyl-ACP

CH3CH2 (CH2)13 C SACP

O
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CH3CH2 (CH2)13 C O�

O
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CH3 CH2C

H

OH

C SACP

O

Butenoyl-ACP
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H
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O

CH2 C SCoA

O
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8

enoyl-ACP reductase (ER)

5
H2O 3-hydroxyacyl-ACP dehydrase (DH)

Figure 17-13 Fatty acid synthesis. The steps show how fatty acid 
synthase carries out the synthesis of the C16 fatty acid palmitate, 

starting from acetyl-CoA. The abbreviation next to each enzyme 
corresponds to a structural domain as shown in Figure 17-12.
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The hydroxyacyl product of Reaction 4 is chemically similar to the hydroxyacyl 
product of step 2 of b oxidation, but the intermediates of the two pathways have 
opposite confi gurations (see Section 4-1):

3-Hydroxyacyl-ACP intermediate of
fatty acid synthesis
(D configuration)

CH3 (CH2)n

H

C

OH

CH2 C SACP

O

3-Hydroxyacyl-ACP intermediate of
� oxidation

(L configuration)

CH3 (CH2)n

H

C

OH

CH2 C SCoA

O

Note also that growth of the acyl chain—like chain shortening in b oxidation— 
occurs at the thioester end of the molecule.

The NADPH required for the two reduction steps of fatty acid synthesis (steps 4 
and 6) is supplied mostly by the pentose phosphate pathway (see Section 13-4). The 
synthesis of one molecule of palmitate (the usual product of fatty acid synthase) 
 requires the production of 7 malonyl-CoA, at a cost of 7 ATP. The seven rounds of 
fatty acid synthesis consume 14 NADPH, which is equivalent to 14 3 2.5, or 35, 
ATP, bringing the total cost to 42 ATP. Still, this energy investment is much less 
than the free energy yield of oxidizing palmitate.

During fatty acid synthesis, the long fl exible arm of the pantothenate derivative 
in ACP (see Fig. 17-10) shuttles intermediates between the active sites of fatty acid 
synthase (the lipoamide group in the pyruvate dehydrogenase complex functions 
similarly; see Section 14-1). In the fatty acid synthase dimer, two fatty acids can be 
built simultaneously.

Packaging several enzyme activities into one multifunctional protein like mam-
malian fatty acid synthase allows the enzymes to be synthesized and controlled in 
a coordinated fashion. Also, the product of one reaction can quickly diffuse to the 
next active site. Bacterial and plant fatty acid synthase systems may lack the effi -
ciency of a multifunctional protein, but because the enzymes are not locked to-
gether, a wider variety of fatty acid products can be more easily made. In mam-
mals, fatty acid synthase produces mostly the 16-carbon saturated fatty acid 
palmitate.

Other enzymes elongate and desaturate newly 
synthesized fatty acids

Some sphingolipids contain C22 and C24 fatty acyl groups. These and other long-
chain fatty acids are generated by enzymes known as elongases, which extend the C16 
fatty acid produced by fatty acid synthase. Elongation can occur in either the endo-
plasmic reticulum or mitochondria. The endoplasmic reticulum reactions use 
 malonyl-CoA as the acetyl-group donor and are chemically similar to those of fatty 
acid synthase. In the mitochondria, fatty acids are elongated by reactions that more 
closely resemble the reversal of b oxidation but use NADPH.

Desaturases introduce double bonds into saturated fatty acids. These reactions take 
place in the endoplasmic reticulum, catalyzed by membrane-bound enzymes. The 
electrons removed in the dehydrogenation of the fatty acid are eventually transferred 
to molecular oxygen to produce H2O. The most common unsaturated fatty acids in 
animals are palmitoleate (a C16 molecule) and oleate (a C18 fatty acid; see Section 8-1), 
both with one cis double bond at the 9,10 position. Trans fatty acids are relatively 
rare in plants and animals, but they are abundant in some prepared foods, which has 
produced confusion among individuals concerned with eating the “right” kinds of 
fats (Box 17-A).

Elongation can follow desaturation (and vice versa), so animals can synthesize a 
variety of fatty acids with different chain lengths and degrees of unsaturation. 
However, mammals cannot introduce double bonds at positions beyond C9 and 
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therefore cannot synthesize fatty acids such as linoleate and linolenate. These 
 molecules are precursors of the C20 fatty acid arachidonate and other lipids with 
specialized biological activities (Fig. 17-14). Mammals must therefore obtain linole-
ate and linolenate from their diet. These essential fatty acids are abundant in fi sh 
and plant oils. Unsaturated fatty acids with a double bond three carbons from the 

Figure 17-14 Synthesis of 
arachidonate. Linoleate (or linolenate) 
is elongated and desaturated to produce 
arachidonate, a C20 fatty acid with four 
double bonds.

desaturation

18

COO�

Linoleate

20

COO�

Arachidonate

elongation

18
COO�

Linolenate

desaturation

20
COO�

BIOCHEMISTRY NOTEBOX 17-A

Fats, Diet, and Heart Disease

Years of study have established a link between elevated LDL levels and atherosclerosis 
and indicate that certain diets contribute to the formation of fatty deposits that clog 
arteries and cause cardiovascular disease. Considerable research has been devoted to 
showing how dietary lipids infl uence serum lipid levels. For example, early studies 
showed that diets rich in saturated fats increased blood cholesterol (that is, LDL), 
whereas diets in which unsaturated vegetable oils replaced the saturated fats had the 
opposite effect. These and other fi ndings led to recommendations that individuals at risk 
for atherosclerosis avoid butter, which is rich in saturated fat as well as cholesterol, and 
instead use margarine, which is prepared from cholesterol-free vegetable oils.

The production of semisolid margarine from liquid plant oils (triacylglycerols con-
taining unsaturated fatty acids) often includes a hydrogenation step to chemically satu-
rate the carbons of the fatty acyl chains. In this process, some of the original cis double 
bonds are converted to trans double bonds. In clinical studies, trans fatty acids are com-
parable to saturated fatty acids in their tendency to increase LDL levels and decrease 
HDL levels. Dietary guidelines now warn against the excessive intake of trans fatty acids 
in the form of hydrogenated vegetable oils (small amounts of trans fatty acids also occur 
naturally in some animal fats). This would mean avoiding processed foods whose list of 
ingredients includes “partially hydrogenated vegetable oil.”

So should you consume butter or margarine? Linking specifi c types of dietary fats to 
human health and disease has always been a risky venture because quantitative informa-
tion comes mainly from epidemiological and clinical studies, which are typically time-
consuming and often inconclusive or downright contradictory. Scientists still do not fully 
understand how the consumption of specifi c fatty acids—saturated or unsaturated, cis 
or trans—infl uences lipoprotein metabolism. Other dietary factors also play a role. For 
example, one consequence of low-fat diets is that individuals consume relatively more 
carbohydrates. And when they reduce their meat intake (an obvious source of fat), people 
eat more fruits and vegetables, which may have health-enhancing effects of their own.

Question: Rank the “healthiness” of the following sources of fatty acids: animal 
fat, olive oil, and hydrogenated soybean oil.

c17LipidMetabolism.indd Page 458  20/09/12  9:31 AM user-F408c17LipidMetabolism.indd Page 458  20/09/12  9:31 AM user-F408 /Users/user-F408/Desktop/Users/user-F408/Desktop



459
Fatty Acid Synthesis

end, omega-3 fatty acids, may have health benefi ts (Box 8-A). A defi ciency of es-
sential fatty acids resulting from a very-low-fat diet may elicit symptoms such as 
slow growth and poor wound healing.

Fatty acid synthesis can be activated and inhibited

Under conditions of abundant metabolic fuel, the products of carbohydrate and 
amino acid catabolism are directed toward fatty acid synthesis, and the resulting 
fatty acids are stored as triacylglycerols. The rate of fatty acid synthesis is con-
trolled by acetyl-CoA carboxylase, which catalyzes the fi rst step of the pathway. 
This enzyme is inhibited by a pathway product (palmitoyl-CoA) and is allosteri-
cally activated by citrate (which signals abundant acetyl-CoA). The enzyme is also 
subject to allosteric regulation by hormone-stimulated phosphorylation and 
 dephosphorylation.

The concentration of malonyl-CoA is also critical for preventing the wasteful 
 simultaneous activity of fatty acid synthesis and fatty acid oxidation. Malonyl-CoA 
is the source of acetyl groups that are incorporated into fatty acids, and it also blocks 
b oxidation by inhibiting carnitine acyltransferase, the enzyme involved in shuttling 
acyl groups into the mitochondria (see Fig. 17-5). Consequently, when fatty acid 
synthesis is under way, no acyl groups are transported into the mitochondria for oxida-
tion. Some of the mechanisms that regulate fatty acid metabolism are summarized 
in Figure 17-15.

There are both natural and synthetic inhibitors of fatty acid synthase, such as 
the widely used antibacterial agent triclosan and drugs that target pathogens more 
specifi cally (Box 17-B). Fatty acid synthase inhibitors are of great scientifi c and 
popular interest, given that excess body weight (due to fat) is a major health prob-
lem, affecting about two-thirds of the population of the United States. And because 
many tumors sustain high levels of fatty acid synthesis, fatty acid synthase inhibi-
tors may also be useful for treating cancer.

Figure 17-15 Some control 
mechanisms in fatty acid metabolism. 
Red symbols indicate inhibition, and 
the green symbol indicates activation.
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BOX 17-B

Because fatty acid synthesis is an essential metabolic activity, 
inhibiting the process in pathogenic organisms—but not in their 
mammalian hosts—is a useful strategy for preventing or curing 
certain infectious diseases. For example, many cosmetics, tooth-
pastes, antiseptic soaps, and even plastic toys and kitchenware 
contain the compound 5-chloro-2-(2,4-dichlorophenoxy)-
phenol, better known as triclosan:

Cl OH

O

Triclosan

Cl Cl

This compound has been used since the 1970s as an antibacte-
rial agent, although its mechanism of action was not understood 
until 1998.

Triclosan was long believed to act as a general microbicide, 
an agent that kills nonspecifi cally, much like household bleach 
or ultraviolet light. Such microbicides are effective because it 
is diffi cult for bacteria to evolve specifi c resistance mechanisms. 
However, triclosan actually operates more like an  antibiotic 
with a specifi c biochemical target, in this case, enoyl-ACP 
reductase, which catalyzes step 6 of fatty acid synthesis (see 
Fig. 17-13).

The enzyme’s natural substrate has a K M of about 22 mM, 
but the dissociation constant for the inhibitor is 20 to 40 pM, 
indicating extremely tight binding. In the active site, one of the 
phenyl rings of triclosan, whose structure mimics the structure of 
the reaction intermediate, stacks on top of the nicotinamide ring 
of the NADH cofactor. Triclosan also binds through van der 
Waals interactions and hydrogen bonds with amino acid residues 
in the active site.

The antibiotic isoniazid has been used for the past 60 years to 
treat Mycobacterium tuberculosis infections.

H
NO

Isoniazid

N

NH2

Inside the bacterial cell, isoniazid is oxidized, and the reaction 
product combines with NAD1 to generate a compound that 
inhibits one of the cell’s enoyl-ACP reductases. The target 

Inhibitors of Fatty Acid Synthesis

enzyme is specifi c for extremely long-chain fatty acids, which are 
incorporated into mycolic acids, the waxlike components of the 
mycobacterial cell wall.

Isoniazid is typically administered along with other antibiot-
ics that target different metabolic activities. The combination 
therapy reduces the likelihood of the bacteria becoming drug-
resistant. Even so, the drugs must be taken for many months, 
since mycobacteria replicate very slowly and can remain dor-
mant inside host cells, protected from drugs as well as the host’s 
immune system.

Some fungal species are susceptible to cerulenin, which inhib-
its 3-ketoacyl-ACP synthase (step 3 of fatty acid synthesis;
 see Fig. 17-13) by blocking the reaction of malonyl-ACP, that is, 
the condensation step.

O
Cerulenin

O

O

H2N

Cerulenin is also effective against M. tuberculosis, inhibiting 
the production of long-chain fatty acids required for cell-wall 
synthesis. The drug, which contains a reactive epoxide group, 
reacts irreversibly with the enzyme’s active-site Cys residue, 
forming a C2OS covalent bond. Cerulenin’s hydrocarbon 
tail occupies the site that would normally accommodate the 
growing fatty acyl chain.

 Questions:

1. What types of mutations might allow bacteria to become re-
sistant to triclosan?

2. Many bacteria can convert saturated fatty acids to unsaturated 
fatty acids by a dehydration reaction that does not require 
O2. Explain why this reaction might be a potential target for 
antibiotics.

3. One mycolic acid produced by M. tuberculosis consists of a 
50-carbon b-hydroxy fatty acid with a 26-carbon a-alkyl 
group. Draw the abbreviated structure of this molecule.

4. A tuberculosis patient typically harbors 1012 M. tuberculosis 
cells. (a) If mutations that confer resistance to isoniazid occur 
with a frequency of 1 in 108, approximately how many bacte-
rial cells will be resistant to isoniazid? (b) Assuming a similar 
rate for mutations that confer resistance to other antibiotics, 
approximately how many bacterial cells will be resistant to a 
combination of three drugs?

5. Cerulenin has been reported to stimulate fatty acid oxidation. 
Does this activity contribute to its antifungal effects?

CLINICAL CONNECTION
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Fatty Acid Synthesis

Acetyl-CoA can be converted to ketone bodies

During a prolonged fast, when glucose is unavailable from the diet and liver glyco-
gen has been depleted, many tissues depend on fatty acids released from stored tri-
acylglycerols to meet their energy needs. However, the brain does not burn fatty acids 
because they pass poorly through the blood–brain barrier. Gluconeogenesis helps 
supply the brain’s energy needs, but the liver also produces ketone bodies to supple-
ment gluconeogenesis. The ketone bodies—acetoacetate and 3-hydroxybutyrate 
(also called b-hydroxybutyrate)—are synthesized from acetyl-CoA in liver mito-
chondria by a process called ketogenesis. Because ketogenesis uses fatty acid–derived 
acetyl groups, it helps spare amino acids that would otherwise be diverted to gluco-
neogenesis.

The assembly of ketone bodies is somewhat reminiscent of the synthesis of fatty acids or 
the oxidation of fatty acids in two-carbon steps (Fig. 17-16). In fact, the hydroxymeth-
ylglutaryl-CoA intermediate is chemically similar to the 3-hydroxyacyl intermedi-
ates of b oxidation and fatty acid synthesis.

Because they are small and water-soluble, ketone bodies are transported in the 
bloodstream without specialized lipoproteins, and they can easily pass into the 

1. Two molecules of acetyl-CoA condense to
form acetoacetyl-CoA. The reaction is
catalyzed by a thiolase, which breaks a
thioester bond.

2. The four-carbon acetoacetyl group
condenses with a third molecule of acetyl-
CoA to form the six-carbon 3-
hydroxymethylglutaryl-CoA (HMG-CoA).

3. HMG-CoA is then degraded to the ketone
body acetoacetate and acetyl-CoA.

5. Some acetoacetate may also undergo
nonenzymatic decarboxylation to acetone
and CO2.

4. Acetoacetate undergoes reduction to
produce another ketone body, 3-
hydroxybutyrate.

Acetyl-CoA

�CH3 C SCoA

O

Acetyl-CoA

CH3 C SCoA

O

Acetoacetyl-CoA

CH3

CO2

O

CH3 CH2C

O

C SCoA

O

�OOC

3-Hydroxy-3-methylglutaryl-CoA (HMG-CoA)

CH2

CH3

CH2C

OH

C SCoA

O

�OOC
Acetoacetate

CH2 CH3C

O

2

1

5

H SCoA

3

H SCoA

C SCoA

CH3

O

C SCoA

CH3 CH3

O

C�OOC
3-Hydroxybutyrate Acetone

CH2 CH3CH

OH

H��NADH

NAD� 4

HMG-CoA synthase

thiolase

HMG-CoA lyase

3-hydroxybutyrate
dehydrogenase

Figure 17-16 Ketogenesis. The ketone bodies are boxed.
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1. 3-Hydroxybutyrate is oxidized back to
acetoacetate (this is the reverse of
Reaction 4 in Fig. 17-16).

2. Succinyl-CoA donates its CoA group to
produce acetoacetyl-CoA.

3. Thiolase then uses a free CoA group to
cleave the four-carbon unit to two
molecules of acetyl-CoA.

Acetoacetate

CH3 C

O

CH2

Acetoacetyl-CoA

CH3

NAD�

H�

CH2C

O

C SCoA

O

Acetyl-CoA

2 CH3 C

O

SCoA

3-hydroxybutyrate dehydrogenase

thiolase
H SCoA

NADH�

3-Hydroxybutyrate

C COO�

COO�

Succinate

CH2 CH2 COO��OOC

Succinyl-CoA

O

CH2 CH2 C SCoA�OOC

CH2CH3

H

OH

3-ketoacyl-CoA transferase

Figure 17-17 Catabolism of ketone bodies.

? Compare this pathway to ketogenesis. Which steps are similar?

CONCEPT REVIEW
• Why must the pathways of fatty acid synthesis and degradation differ?
• Compare these two pathways with respect to location, cofactors, ATP 

requirement, and reaction intermediates.
• What is the role of malonyl-CoA in fatty acid synthesis?
• What is the function of elongases and desaturases?
• What are ketone bodies and when are they synthesized?

 central nervous system. During periods of high ketogenic activity, such as in diabe-
tes, ketone bodies may be produced faster than they are consumed. Some of the 
excess acetoacetate breaks down to acetone, which gives the breath a characteristic 
sweet smell. Ketone bodies are also acids, with a pK of about 3.5. Their overproduc-
tion can lead to a drop in the pH of the blood, a condition called ketoacidosis. Mild 
symptoms may also develop in some individuals following a high-protein, low- 
carbohydrate diet, when ketogenesis increases to offset the shortage of dietary carbo-
hydrates.

Ketone bodies produced by the liver are used by other tissues as metabolic fuels 
after being converted back to acetyl-CoA (Fig. 17-17). The liver itself cannot ca-
tabolize ketone bodies because it lacks one of the required enzymes, 3-ketoacyl-CoA 
transferase.
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Figure 17-18 Triacylglycerol synthesis. An acyltransferase 
appends a fatty acyl group to C1 of glycerol-3-phosphate. 
A second acyltransferase reaction adds an acyl group to C2, 

yielding phosphatidate. A phosphatase removes Pi to produce 
diacylglycerol. The addition of a third acyl group yields a 
triacylglycerol.

Lipid metabolism encompasses many chemical reactions involving fatty acids, which 
are structural components of other lipids such as triacylglycerols, glycerophospho-
lipids, and sphingolipids. Fatty acids such as arachidonate are also the precursors of 
eicosanoids that function as signaling molecules (Section 10-4). This section covers 
the biosynthesis of some of the major types of lipids, including the synthesis of cho-
lesterol from acetyl-CoA.

Triacylglycerols and phospholipids are built 
from acyl-CoA groups

Cells have a virtually unlimited capacity for storing fatty acids in the form of tri-
acylglycerols, which aggregate in the cytoplasm to form droplets surrounded by a 
layer of amphipathic phospholipids. Triacylglycerols are synthesized by attaching fatty 
acyl groups to a glycerol backbone derived from phosphorylated glycerol or from glycolytic 
intermediates, for example, dihydroxyacetone phosphate:

Dihydroxyacetone
phosphate

OH

PO3
2�

CH2

CH2 O

C

Glycerol-3-
phosphate

OH

PO3
2�

CH2

CH2

OH

O

CH

NAD�H�

glycerol-3-phosphate
dehydrogenase

NADH�

O

The fatty acyl groups are fi rst activated to CoA thioesters in an ATP-dependent manner:

fatty acid 1 CoA 1 ATP Δ acyl-CoA 1 AMP 1 PPi

This reaction is catalyzed by acyl-CoA synthetase, the same enzyme that activates 
fatty acids for oxidation. Triacylglycerols are assembled as shown in Figure 17-18. 
The acyl transferases that add fatty acids to the glycerol backbone are not highly spe-
cifi c with respect to chain length or degree of unsaturation of the fatty acyl group, but 
human triacylglycerols usually contain palmitate at C1 and unsaturated oleate at C2.

KEY CONCEPTS
• Acyl groups are transferred from 

CoA to a glycerol backbone to 
generate triacylglycerols and 
phospholipids.

• Cholesterol is synthesized from 
acetyl-CoA.

• Cholesterol can be used both inside 
and outside the cell.

17-3 Synthesis of Other Lipids 463

c17LipidMetabolism.indd Page 463  20/09/12  9:32 AM user-F408c17LipidMetabolism.indd Page 463  20/09/12  9:32 AM user-F408 /Users/user-F408/Desktop/Users/user-F408/Desktop



464
Ch 17 Lipid Metabolism

The triacylglycerol biosynthetic pathway also provides the precursors for glycero-
phospholipids. These amphipathic phospholipids are synthesized from phosphatidate or 
diacylglycerol by pathways that include an activating step in which the nucleotide cyti-
dine triphosphate (CTP) is cleaved. In some cases, the phospholipid head group is 
activated; in other cases, the lipid tail portion is activated.

Figure 17-19 shows how the head groups ethanolamine and choline are activated 
before being added to diacylglycerol to produce phosphatidylethanolamine and 
phosphatidylcholine. Similar chemistry involving nucleotide sugars is used in the 
synthesis of glycogen from UDP–glucose (see Section 13-3) and starch from ADP–
glucose (see Section 16-3).

Phosphatidylserine is synthesized from phosphatidylethanolamine by a head-
group exchange reaction in which serine displaces the ethanolamine head group:

HO CH2 CH2
Ethanolamine/Choline

1. ATP phosphorylates the OH group of
ethanolamine or choline (X is H in
ethanolamine, and CH3 in choline).

ATP

ADP

NX3
�

OP

O

CH2
�O

O�

CH2

Phosphoethanolamine/Phosphocholine

OP

O

CH2

CH2

R2

CH

O

�O

O

CH2

C O

CH2

Phosphatidylethanolamine/Phosphatidylcholine

R1

O

C O

OP

O

CH2O

O�

CH2

CDP–ethanolamine/CDP–choline

P

O

Cytidine

O�

2. The phosphoryl group then attacks CTP to
form CDP–ethanolamine or CDP–choline.
The PPi product is subsequently hydrolyzed.

3. The C3 OH group of diacylglycerol
displaces CMP to generate the
glycerophospholipid.

CTP
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NX3
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NX3
�

NX3
�

CH2
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CH
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Figure 17-19 Synthesis of 
phosphatidylethanolamine and 
phosphatidylcholine.
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In the synthesis of phosphatidylinositol, the diacylglycerol component is acti-
vated, rather than the head group, so that the inositol head group adds to CDP–
diacylglycerol (Fig. 17-20).

Glycerophospholipids (and sphingolipids) are components of cellular mem-
branes. New membranes are formed by inserting proteins and lipids into preexisting 
membranes, mainly in the endoplasmic reticulum. The newly synthesized mem-
brane components reach their fi nal cellular destinations primarily via vesicles that 
bud off the endoplasmic reticulum and, in some cases, by diffusing at points where 
two membranes make physical contact. Glycerophospholipids may undergo remod-
eling through the action of phospholipases and acyltransferases that remove and 
 reattach different fatty acyl groups.
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Figure 17-20 Phosphatidylinositol 
synthesis.
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Cholesterol synthesis begins with acetyl-CoA

Cholesterol molecules, like fatty acids, are built from two-carbon acetyl units. 
In fact, the fi rst steps of cholesterol synthesis resemble those of ketogenesis. However, 
ketone bodies are synthesized in the mitochondria (and only in the liver), and 
cholesterol is synthesized in the cytosol. The reactions of cholesterol biosyn-
thesis and ketogenesis diverge after the production of HMG-CoA. In ketogen-
esis, this compound is cleaved to produce acetoacetate (see Fig. 17-16). In 
cholesterol synthesis, the thioester group of HMG-CoA is reduced to an 
 alcohol, releasing the six-carbon compound mevalonate (Fig. 17-21).

In the next four steps of cholesterol synthesis, mevalonate acquires two 
phosphoryl groups and is decarboxylated to produce the fi ve-carbon com-
pound isopentenyl pyrophosphate:

O�O�

OP

O

O O�

CH3

CH2CH2CH2 C

Isopentenyl pyrophosphate

P

O

This isoprene derivative is the precursor of cholesterol as well as other isoprenoids, 
such as ubiquinone, the C15 farnesyl group that is attached to some lipid-
linked membrane proteins, and pigments such as b-carotene. Isoprenoids 
are an extremely diverse group of compounds, particularly in plants, with 
about 25,000 characterized to date.

In cholesterol synthesis, six isoprene units condense to form the C30 com-
pound squalene. Cyclization of this linear molecule leads to a structure with four 
rings, resembling cholesterol (Fig. 17-22). A total of 21 reactions are required to 
convert squalene to cholesterol. NADH or NADPH is required for several steps.

The rate-determining step of cholesterol synthesis (a pathway with over 30 steps) 
and the major control point is the conversion of HMG-CoA to mevalonate by HMG-
CoA reductase. This enzyme is one of the most highly regulated enzymes known. 
For example, the rates of its synthesis and degradation are tightly controlled, and 
the enzyme is subject to inhibition by phosphorylation of a Ser residue.

Synthetic inhibitors known as statins bind extremely tightly to  HMG-CoA 
reductase, with K I values in the nanomolar range. The substrate HMG-CoA 
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Figure 17-21 The fi rst steps of cholesterol 
biosynthesis. Note the resemblance of this 
pathway to ketogenesis (Fig. 17-16) through 
the production of HMG-CoA. HMG-CoA 
reductase then catalyzes a four-electron reductive 
deacylation to yield mevalonate.

Squalene

Folded squalene Cholesterol

HO

Figure 17-22 Conversion of squalene 
to cholesterol. The six isoprene units of 
squalene are shown in different colors. 
The molecule folds and undergoes 
cyclization. Additional reactions convert 
the C30 squalene to cholesterol, a C27 
molecule.
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has a K M of about 4 mM. All the statins have an HMG-like group that acts as a 
competitive inhibitor of HMG-CoA binding to the enzyme (Fig. 17-23). Their 
rigid hydrophobic groups also prevent the enzyme from forming a structure that 
would accommodate the pantothenate moiety of CoA. The physiological effect of 
the statins is to lower serum cholesterol levels by blocking mevalonate synthesis. 
Cells must then obtain cholesterol from circulating lipoproteins. But since mevalon-
ate is also the precursor of other isoprenoids such as ubiquinone, the long-term use 
of statins can have negative side effects.

Cholesterol can be used in several ways

Newly synthesized cholesterol has several fates:

1. It can be incorporated into a cell membrane.
2. It may be acylated to form a cholesteryl ester for storage or, in liver, for packaging 

in VLDL.

Cholesterol Cholesteryl ester

OC

O

RHO
acyl-CoA:cholesterol

acyltransferase

SCoAC

O

R HSCoA

3. It is a precursor of steroid hormones such as testosterone and estrogen in the 
appropriate tissues.

4. It is a precursor of bile acids such as cholate:
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Figure 17-23 Some statins. These 
inhibitors of HMG-CoA reductase 
have a bulky hydrophobic group plus 
an HMG-like group (colored red). A 
space-fi lling model of atorvastatin is 
shown at the start of Chapter 7.
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 Bile acids are synthesized in the liver, stored in the gallbladder, and secreted into 
the small intestine. There, they aid digestion by acting as detergents to solubilize 
dietary fats and make them more susceptible to lipases. Although bile acids are 
mostly reabsorbed and recycled through the liver for reuse, some are excreted 
from the body. This is virtually the only route for cholesterol disposal.

Cells can synthesize cholesterol as well as obtain it from circulating LDL. When LDL 
proteins dock with the LDL receptor on the cell surface, the lipoprotein–receptor 
complex undergoes endocytosis. Inside the cell, the lipoprotein is degraded and 
cholesterol enters the cytosol.

cholesterolLDL

CELL

LDL
receptor

The role of LDL in delivering cholesterol to cells is dramatically illustrated by the 
disease familial hypercholesterolemia, which is due to a genetic defect in the LDL 
receptor. The cells of homozygotes are unable to take up LDL, so the concentration 
of serum cholesterol is about three times higher than normal. This contributes to 
atherosclerosis, and many individuals die of the disease before age 30.

High-density lipoproteins (HDL) are essential for removing excess cholesterol from cells. 
The effl ux of cholesterol requires the close juxtaposition of the cell membrane and an 
HDL particle as well as specifi c cell-surface proteins. One of these is an ABC trans-
porter (Section 9-3) that acts as a fl ippase to move cholesterol from the cytosolic 
leafl et to the extracellular leafl et, from which it can diffuse into the HDL particle.

transporter/
flippase

CELL

HDL

Defects in the gene for the transporter cause Tangier disease, which is  characterized 
by accumulations of cholesterol in tissues and a high risk of heart attack.

Because cells do not break down cholesterol and because the accumulation of 
 cholesterol is potentially toxic (it could disrupt membrane structure), the body must 
 coordinate cholesterol synthesis and transport among tissues. For example, cholesterol 
shuts down its own synthesis by inhibiting the synthesis of enzymes such as HMG-
CoA reductase. Cellular cholesterol also represses transcription of the gene for the 
LDL receptor. In contrast to fatty acid metabolism, where the two opposing pathways 
of synthesis and degradation operate in balance to meet the cell’s needs, cholesterol 
metabolism in many cells is characterized by a balance between infl ux and effl ux.

CONCEPT REVIEW
• What is the role of coenzyme A in triacylglycerol biosynthesis?
• What are the roles of CTP in glycerophospholipid biosynthesis?
• How does cholesterol synthesis resemble ketogenesis?
• List the metabolic fates of newly synthesized cholesterol.
• Summarize the roles of LDL and HDL in cholesterol metabolism.
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A summary of lipid metabolism

The processes of breaking down and synthesizing lipids illustrate some general prin-
ciples related to how the cell carries out opposing metabolic pathways. The diagram 
in Figure 17-24 includes the major lipid metabolic pathways covered in this  chapter. 
Several features are worth noting:

1. The pathways for fatty acid catabolism and synthesis as well as the synthesis 
of some other compounds all converge at the common intermediate 
 acetyl-CoA, which is also a product of carbohydrate metabolism (see Sec-
tion 14-1) and a key player in amino acid metabolism (which will be covered 
in Chapter 18).

2. The pathways for fatty acid degradation and fatty acid synthesis have a certain 
degree of symmetry, with similar intermediates and a role for thioesters, but the 

b oxidation

ketogenesis

fatty acid synthesis

citric
acid

cycle,
oxidative

phosphorylation

Acetyl-CoA

HMG-CoA

Mevalonate

Isoprenoids

Cholesterol

Malonyl-CoA

HMG-CoA

3-Ketoacyl-CoA

Ketone bodies

3-Ketoacyl-ACP

3-Hydroxyacyl-ACP

Enoyl-ACP

Acyl-ACP

Fatty acid Eicosanoids

3-Hydroxyacyl-CoA

Enoyl-CoA

Acyl-CoA

ATP

ATP

ATP

ATP

CTP

NADH

NADPH

NADPH

NADPH

NADPH
QH2

Diacylglycerol, Phosphatidate Glycerophospholipid

Triacylglycerol

Figure 17-24 Summary of lipid metabolism. Only the major pathways covered 
in this chapter are included. Open gold symbols indicate ATP consumption; fi lled 
gold symbols indicate ATP production. Open and fi lled red symbols represent the 
consumption and production of reduced cofactors (NADH, NADPH, and QH2). The 
shaded portions of the diagram indicate reactions that occur in mitochondria.
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17-1 Fatty Acid Oxidation

• Lipoproteins transport lipids, including cholesterol, in the blood-
stream. High levels of LDL are associated with the development 
of atherosclerosis.

• Fatty acids released from triacylglycerols by the action of lipases 
are activated by their attachment to CoA in an ATP-dependent 
reaction.

• In the process of b oxidation, a series of four enzymatic reactions 
degrades a fatty acyl-CoA two carbons at a time, producing one 
QH2, one NADH, and one acetyl-CoA, which can be further 
oxidized by the citric acid cycle. Reoxidation of the reduced 
cofactors generates considerable ATP.

• Oxidation of unsaturated and odd-chain fatty acids requires addi-
tional enzymes. Very-long-chain and branched fatty acids are 
 oxidized in peroxisomes.

17-2 Fatty Acid Synthesis

• Fatty acids are synthesized by a pathway that resembles the reverse 
of b oxidation. In the fi rst step of fatty acid synthesis, acetyl-CoA 

SUMMARY

carboxylase catalyzes an ATP-dependent reaction that converts 
acetyl-CoA to malonyl-CoA, which becomes the donor of two-
carbon groups.

• Mammalian fatty acid synthase is a multifunctional enzyme in 
which the growing fatty acyl chain is attached to acyl-carrier 
 protein rather than CoA. Elongases and desaturases may modify 
newly synthesized fatty acids.

• The liver can convert acetyl-CoA to ketone bodies to be used as 
metabolic fuels in other tissues.

17-3 Synthesis of Other Lipids

• Triacylglycerols are synthesized by attaching three fatty acyl 
groups to a glycerol backbone. Intermediates of the triacylglyc-
erol pathway are the starting materials for the synthesis of phos-
pholipids.

• Cholesterol is synthesized from acetyl-CoA. The rate- determining 
step of this pathway is the target of drugs known as statins. Excess 
cholesterol circulates via HDL.

atherosclerosis
lipoprotein
b oxidation

peroxisome
multifunctional enzyme
essential fatty acid

ketone bodies
ketogenesis
bile acids

GLOSSARY TERMS

pathways have very different free energy considerations. b Oxidation produces 
reduced cofactors and requires only two ATP equivalents; fatty acid synthesis 
consumes NADPH and requires the input of ATP in each round. Other 
 metabolic pathways, including cholesterol synthesis, consume reduced cofactors 
generated by catabolic reactions.

3. The catabolic pathway of b oxidation, the conversion of acetyl-CoA to ketone 
bodies, the oxidation of acetyl-CoA via the citric acid cycle, and the reoxidation 
of reduced cofactors occur in mitochondria (although some lipid metabolic reac-
tions also occur in peroxisomes). In contrast, many lipid biosynthetic reactions 
take place in the cytosol or in association with the endoplasmic reticulum. Vari-
ous pathways therefore require transmembrane transport systems and/or separate 
pools of substrates and cofactors.

4. Although the central pathways of lipid metabolism, as outlined in 
Figure 17-24, comprise just a few different reactions, complexity is intro-
duced in the form of isozymes with different acyl-chain-length specifi cities; in 
additional enzymes to deal with odd-chain, branched, and unsaturated fatty 
acids; and in tissue-specifi c reactions leading to particular products such as 
eicosanoids or isoprenoids.

Understanding lipid metabolism is essential for diagnosing and treating certain 
human diseases, including those that refl ect defi ciencies of lipid-metabolizing 
 enzymes or abnormalities among the proteins involved in transporting lipids via 
 lipoproteins.
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PROBLEMS

17-1 Fatty Acid Oxidation

 1. Use the information in Table 17-1 to explain the density 
rankings of the lipoproteins.

 2. What amino acid side chains of apolipoprotien A1 would 
be expected to be in contact with the lipid core of the lipoprotein 
shown in Figure 17-2?

 3. Biodiesel, a fuel typically derived from plant oils, can be 
manufactured by treating the oil with a methanol/KOH mixture to 
produce fatty acid methyl esters. Indicate the structures of the 
 products generated by treating the triacylglycerol 1-palmitoyl-2,3- 
dioleoyl-glycerol with methanol/KOH.

 4. The methanol/KOH reaction described in Problem 3 must 
be carried out in “dry” methanol. If any H2O were present, what 
would happen?

 5. The overall reaction for the activation of a fatty acid to fatty 
acyl-CoA, with concomitant hydrolysis of ATP to AMP, has a free 
energy change of about zero. The reaction is favorable because of 
subsequent hydrolysis of pyrophosphate to orthophosphate (the 
reaction has a DG 89 value of 219.2 kJ ? mol21). Write the equation 
for the coupled reaction and calculate (a) DG 89 and (b) the equilib-
rium constant for the reaction.

 6. Fatty acid activation catalyzed by acyl-CoA synthetase begins 
with nucleophilic attack by the negatively charged carboxylate 
 oxygen of the fatty acid on the a-phosphate (the innermost phos-
phate) of ATP. An acyladenylate mixed anhydride is formed. Write 
the mechanism of the reaction.

 7. A defi ciency of carnitine results in muscle cramps, which are 
exacerbated by fasting or exercise. Give a biochemical explanation 
for the muscle cramping, and explain why cramping increases dur-
ing fasting and exercise.

 8. Muscle biopsy and enzyme assays of a carnitine-defi cient 
individual show that medium-chain (C8–C10) fatty acids can be 
metabolized normally, despite the carnitine defi ciency. What does 
this tell you about the role of carnitine in fatty acid transport across 
the inner mitochondrial membrane?

 9. Some individuals suffer from medium-chain acyl-CoA dehy-
drogenase (MCAD) defi ciency. Which intermediates accumulate in 
individuals with MCAD defi ciency?

10. How should a patient with a medium-chain acyl-CoA dehy-
drogenase defi ciency be treated?

11. The fi rst three reactions of the b oxidation pathway are 
 similar to three reactions of the citric acid cycle. Which reactions are 
these, and why are they similar?

12. During b oxidation, methylene (OCH2 O) groups in a fatty 
acid are oxidized to carbonyl (CPO) groups, yet no oxygen is con-
sumed by the reactions of b oxidation. How is this possible?

13. The b oxidation pathway was elucidated in part by Franz 
Knoop in 1904. He fed dogs fatty acid phenyl derivatives and then 
analyzed their urine for the resulting metabolites. What metabolite 
was produced when the dogs were fed (a) phenylpropionate and 
(b) phenylbutyrate?

Phenylpropionate

CH2 CH2 COO�

Phenylbutyrate

CH2 CH2 CH2 COO�

14. A defi ciency of phytanate-degrading enzymes in peroxisomes 
results in Refsum’s disease, a neuronal disorder caused by phytanate 
accumulation. Patients with Refsum’s disease cannot convert phy-
tanate to pristanate because they lack the enzymes involved in this 
a oxidation reaction. Pristanate normally enters the peroxisomal 
b oxidation pathway.

 The a oxidation of phytanate to pristanate is shown below. Show 
how pristanate is oxidized via b oxidation, and list the products of 
pristanate oxidation.

Phytanate

COO�

�
�

Pristanate

� oxidation

COO�

CO2

�
�

15. How many molecules of ATP are generated when (a) palmi-
tate and (b) stearate are completely oxidized via the b oxidation 
pathway in mitochondria?

16. How many molecules of ATP are generated when (a) oleate 
and (b) linoleate are completely oxidized via the b oxidation pathway?

17. How many molecules of ATP are generated when a fully satu-
rated 17-carbon fatty acid is oxidized via the b oxidation pathway?

18. How many molecules of ATP are generated when oxidation 
of a fully saturated C24 fatty acid begins in the peroxisome and is 
completed by the mitochondrion when 12 carbons remain?

19. A vitamin B12 defi ciency causes the disease pernicious  anemia. 
Often the disease is caused not by the lack of the vitamin itself but by 
the lack of a protein called intrinsic factor, which is secreted by gas-
tric parietal cells. Intrinsic factor binds to vitamin B12 and facilitates 
its absorption into the small intestine. Use this information to devise 
a treatment for a patient diagnosed with pernicious anemia.

20. If you were a physician and you wanted to test a patient for 
pernicious anemia (see Problem 19), what metabolite would you 
measure in the patient’s blood or urine, and why?

21. Both fatty acid oxidation and glucose oxidation by gly-
colysis lead to the formation of large amounts of ATP. Explain 
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34. Cancer cells have a greater-than-normal level of fatty acid 
synthesis, which has been attributed to enhanced expression of fatty 
acid synthase. Rapid fatty acid synthesis is required for tumor 
growth. This observation has led cancer researchers to investigate 
the use of fatty acid synthesis inhibitors as antitumor agents.

(a) A series of potential inhibitors of fatty acid synthase were 
synthesized. All the inhibitors had the structure shown in the 
fi gure; only the alkyl chain (R) varied in length. Why were these 
compounds effective as inhibitors of fatty acid synthase?

O

O

O
R

HOOC

(b) Each compound was tested for its ability to inhibit fatty 
acid synthase activity in both normal cells and breast cancer 
cells. ID50 values were determined (this is the concentration of 
inhibitor required to inhibit cell growth by 50%). The results 
are shown in the table. Which inhibitors are most effective? 
What are the characteristics of the effective inhibitors? (Hint : 
Calculate the ratio of the ID50 values for normal and breast 
cancer cells.) An effective inhibitor must also be soluble in 
aqueous solution, so consider solubility as an additional factor in 
your answer.

 Alkyl side Breast cancer cells Normal cells
Compound chain (R) ID50 (mg/mL) ID50 (mg/mL)

 A OC13H27 3.9 10.6
 B OC11H23 4.8 29.0
 C OC9H19 5.2 12.8
 D OC8H17 5.0 21.3
 E OC7H15 4.8 21.7
 F OC6H13 8.4 12.4

(c) Inhibitor D was tested for its ability to inhibit triacyl-
glycerol synthesis in leukemia cells. The cells were incubated 
with 14C-labeled acetate, and the amount of radioactivity in 
various types of cellular lipids was measured. What is your 
 interpretation of the results shown in the graph?

100 2 5

Total acylglyceride

0

10,000,000

7,500,000

5,000,000

2,500,000

Inhibitor D (µg/mL)

P
ho

sp
ho

rc
ou

nt
s

Phospholipid

Triglyceride

Fatty acid

35. Draw the structures of the fatty acids listed below. Which are 
essential fatty acids for humans?

(a) Oleic acid (18:1n-9)
(b) Linoleic acid (18:2n-6)
(c) a-linolenic acid (18:3n-3)
(d) Palmitoleic acid (16:1n-6)

why a cell preparation containing all the enzymes required for 
either pathway cannot generate ATP when a fatty acid or glucose 
is added, unless a small amount of ATP is also added to the 
 preparation.

22. The complete oxidation to CO2 of glucose and palmitate 
releases considerable free energy: DG 89 5 22850 kJ ? mol21 for 
glucose oxidation and DG 89 5 29781 kJ ? mol21 for palmitate. 
For each fuel molecule, compare the ATP yield per carbon atom 
(a) in theory and (b) in vivo. (c) What do these results tell you 
about the relative effi ciency of oxidizing carbohydrates and fatty 
acids?

17-2 Fatty Acid Synthesis

23. Compare fatty acid degradation and fatty acid synthesis by 
fi lling in the table below.

 Fatty acid Fatty acid
 degradation synthesis

Cellular location
Acyl-group carrier
Electron carrier(s)
ATP requirement
Unit product/unit donor
Confi guration of
 hydroxyacyl intermediate
Shortening/growth occurs
 at which end of the fatty
 acyl chain?

24. Mice that are defi cient in acetyl-CoA carboxylase are thinner 
than normal and exhibit continuous fatty acid oxidation. Explain 
these observations.

25. Write the mechanism for the carboxylation of acetyl-CoA to 
malonyl-CoA catalyzed by acetyl-CoA carboxylase.

26. During fatty acid synthesis, why is the condensation of an 
acetyl group and a malonyl group energetically favorable, whereas 
the condensation of two acetyl groups would be unfavorable?

27. What do acetyl-CoA carboxylase, pyruvate carboxylase, and 
propionyl-CoA carboxylase have in common?

28. The activity of acetyl-CoA carboxylase is regulated by hor-
mone-controlled phosphorylation and dephosphorylation. Based 
on what you know about signaling via epinephrine (Section 10-2), 
describe the effect of epinephrine on acetyl-CoA carboxylase and 
fatty acid metabolism. Is this consistent with epinephrine’s effect on 
glycogen metabolism?

29. Is the K I (see Equation 7-30) for inhibition of acetyl-CoA 
carboxylase by palmitoyl-CoA higher or lower when the enzyme is 
phosphorylated (see Problem 28)?

30. Would higher or lower concentrations of citrate be required 
to activate acetyl-CoA carboxylase when the enzyme is phosphory-
lated (see Problem 28)?

31. What is the cost of synthesizing palmitate from acetyl-CoA?

32. On what carbon atoms does the 14CO2 used to synthesize 
malonyl-CoA from acetyl-CoA appear in palmitate?

33. Why does triclosan inhibit bacterial fatty acid synthase but 
not mammalian fatty acid synthase?
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OHOHOR

CH3 OR CH3 OH
Fumonisin B1

CH3

COO�

CR�

O
COO�

NH3
�

 Fumonisins inhibit one of the enzymes in the ceramide synthetic 
pathway, which is outlined below. Ceramide is an important cell-
signaling molecule, and its regulation is critical to cell survival.

Palmitoyl-CoA � Serine

3-Ketosphinganine

serine palmitoyl transferase

Sphinganine

3-ketosphinganine reductase

Dihydroceramide

ceramide synthase

Ceramide

desaturase

(a) Deduce which enzyme in the signaling pathway is 
inhibited by fumonisin given the following clues: (1) The 
addition of fumonisin B1 to rat hepatocytes almost completely 
inhibited ceramide synthesis. The synthesis of other phospho-
lipids was not affected. (2) Addition of fumonisin B1 to the 
cultured cells did not signifi cantly change the rate of formation 
of 3-ketosphinganine. (3) There was no accumulation of 
3-ketosphinganine. (4) When radioactively labeled serine was 
added to culture medium containing fumonisin B1, there was 
an increase in the amount of label in sphinganine as compared 
to controls.
(b) How does fumonisin inhibit the target enzyme identifi ed 
in part (a)?

48. How many phosphoanhydride bonds must be cleaved to 
synthesize phosphatidylcholine from choline and diacylglycerol?

49. Manufacturers of cooking oil can chemically convert triglyc-
erides to diglycerides. What kind of chemical reaction occurs and 
what is its purpose?

50. Cancer cells appear to increase the expression of choline 
kinase. Why is this enzyme necessary for phospholipid synthesis?

51. The malaria parasite can synthesize large amounts of 
phosphatidylcholine even in the absence of choline. To do this, 
it relies on an enzyme called phosphoethanolamine methyltrans-
ferase.

(a) Describe the reaction catalyzed by this enzyme.
(b) What information would you need in order to assess 
whether this methyltransferase would be a suitable antimalarial 
drug target?

36. Why is docosahexaenoic acid (DHA, 22:6n-3), a fatty acid 
commonly found in fi sh, added to baby formula?

37. Compare the carboxylation/decarboxylation sequence of 
reactions in gluconeogenesis (Fig. 13-10) and fatty acid synthe-
sis. Discuss the source of free energy for these steps in each 
 pathway.

38. Does fatty acid synthase activity increase or decrease under 
the following conditions? Explain.

(a) High-carbohydrate diet (liver fatty acid synthase)
(b) High-fat diet (liver fatty acid synthase)
(c) Mid to late pregnancy (mammary gland fatty acid 
synthase)

39. Isolated heart cells undergo contraction even in the 
absence of glucose and fatty acids if they are supplied with aceto-
acetate.

(a) How does this compound act as a metabolic fuel?
(b) Even with plentiful acetoacetate, the rate of fl ux through 
the citric acid cycle gradually drops off unless pyruvate is added 
to the cells. Explain.

40. When glucose is unavailable, the liver begins to break down 
fatty acids to supply the rest of the body with metabolic fuel. Explain 
why fatty acid–derived acetyl-CoA is not catabolized by the citric 
acid cycle but is instead diverted to ketogenesis when no glucose is 
available.

41. Discuss the energetic costs of converting two acetyl-CoA 
to the ketone body 3-hydroxybutyrate in the liver and then con-
verting the 3-hydroxybutyrate back to two acetyl-CoA in the 
muscle.

42. It has been said that “fats burn in the fl ame of carbohy-
drates.” Give a biochemical explanation for this statement.

43. Two siblings born two years apart were separately diag-
nosed with a pyruvate carboxylase defi ciency. Both neonates died 
less than a month after they were born. Blood samples taken 
before the death of the infants showed a high concentration of 
ketone bodies in the blood. Explain why the ketone body concen-
tration was elevated.

44. A symptom of a pyruvate carboxylase defi ciency (see 
Problem 43) is a decreased b-hydroxybutryate:acetoacetate ratio. 
Explain.

17-3 Synthesis of Other Lipids

45. The glycerol-3-phosphate required for the fi rst step of tri-
acylglycerol synthesis can be obtained from either glucose or pyru-
vate. Explain how this occurs. Can all cells obtain glycerol-3-phos-
phate from either precursor?

46. In a site-directed mutagenesis experiment, an essential serine 
of HMG-CoA reductase was replaced with an alanine residue. In 
normal cells, HMG-CoA reductase levels decreased when the cells 
were incubated with media containing LDL particles, but in cells 
expressing the mutant enzyme, no change was observed in enzyme 
activity. What do these results indicate regarding the regulation of 
HMG-CoA reductase?

47. Fumonisins are mycotoxins isolated from fungi commonly 
found on corn and other grains. They are both toxic and carcino-
genic and can cause disease in animals grazing on fungus- 
contaminated grain. The structure of fumonisin B1 is shown. Note 
the structural similarity to sphingosine.
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(a) Why is it important that the SREBP be an integral membrane 
protein?
(b) Why is proteolysis of the SREBP required?
(c) How might the SREBP regulate the transcription of enzymes 
related to cholesterol metabolism?

54. Premenopausal women typically have higher HDL levels 
than men.

(a) Why would this tend to decrease the risk of heart disease in 
these women?
(b) Why is HDL level alone not a good indicator of the risk of 
developing heart disease?

55. Individuals with a mutation in the gene for apolipoprotein 
B-100 produce very low levels of this protein, which is a component 
of LDL.

(a) Explain why these individuals exhibit accumulation of fat 
in the liver.
(b) Would such individuals exhibit hypercholesterolemia or 
hypocholesterolemia?

56. Individuals who are unable to produce chylomicrons display 
symptoms consistent with vitamin A defi ciency. Explain.

52. Fungi produce ergosterol rather than cholesterol. List the 
ways that ergosterol differs from cholesterol.

CH3

CH3
CH3

CH3

CH3

HO
Ergosterol

H3C

53. Cholesterol is poorly soluble in aqueous solution, yet cells 
must be able to sense the cholesterol level in order to regulate uptake 
and biosynthesis, in part by altering the expression of genes for 
HMG-CoA reductase and the LDL receptor. The cellular choles-
terol sensors are proteins called SREBPs (sterol regulatory element 
binding proteins). In the absence of cholesterol, an SREBP residing 
in the endoplasmic reticulum is proteolytically cleaved to release a 
large soluble N-terminal domain that includes a structural motif 
found in many DNA-binding proteins.

Houten, S. M., and Wanders, R. J. A., A general introduction to 
the biochemistry of mitochondrial fatty acid b-oxidation, J. Inherit. 
Metab. Dis. 33, 469–477 (2010). [Includes a review of the relevant 
chemical reaction and diseases resulting from enzyme defi ciencies.]

Maier, T., Leibundgut, M., and Ban, N., The crystal structure of 
a mammalian fatty acid synthase, Science 321, 1315–1322 (2008). 
[Presents the structure of all but two domains of the multifunc-
tional protein.]
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the Development of Atherosclerosis Effects of Lipid-Lowering 
Therapy, J. Atheroscler. Thromb. 18, 351–358 (2011). [Describes 
the pathology of atherosclerosis, the role of lipoproteins, and drug 
treatments.]

Zhang, Y.-M., White, S. W., and Rock, C. O., Inhibiting bacte-
rial fatty acid synthesis, J. Biol. Chem. 281, 17541–17544 (2006). 
[Describes each enzyme of bacterial pathway along with inhibitors.]
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THIS CHAPTER IN CONTEXT

Do You Remember?
 DNA and RNA are polymers of nucleotides, each of which consists of a purine 

or pyrimidine base, deoxyribose or ribose, and phosphate (Section 3-1).

 The 20 amino acids differ in the chemical characteristics of their R groups 

(Section 4-1).

 A few metabolites appear in several metabolic pathways (Section 12-2).

 Many vitamins, substances that humans cannot synthesize, are components 

of coenzymes (Section 12-2).

 The citric acid cycle supplies precursors for the synthesis of other compounds 

(Section 14-3).

Part 3 Metabolism

  18 Nitrogen Metabolism

Part 4 Genetic Information

Part 1 Foundations

Part 2  Molecular Structure 
and Function

WHY don’t humans excrete ammonia?

The acquisition and allocation of nitrogen accounts for a large portion of every 
organism’s metabolic activities. Humans can incorporate the ammonium ion 
(shown at left) into biological molecules as well as transfer it—in the form 
of an amino group—to other molecules to make amino acids, nucleotides, 
and other nitrogen-containing substances. But the reverse process is not 
tolerated because the catabolism of nitrogenous compounds would release 

free ammonia, which is toxic. Consequently, humans and many other 
organisms rely on elaborate pathways to convert waste nitrogen into safer 
forms for disposal.
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Approximately 80% of the air we breathe is nitrogen (N2), but we cannot use this 
form of nitrogen for the synthesis of amino acids, nucleotides, and other nitrogen-
containing biomolecules. Instead, we—along with most macroscopic and many mi-
croscopic life-forms—depend on the activity of a few types of microorganisms that 
can “fi x” gaseous N2 by transforming it into biologically useful forms. The availabil-
ity of fi xed nitrogen—as nitrite, nitrate, and ammonia—is believed to limit the 
 biological productivity in much of the world’s oceans. It also limits the growth of 
terrestrial organisms, which is why farmers use fertilizer (a source of fi xed nitrogen, 
among other things) to promote crop growth.

Nitrogenase converts N2 to NH3

The known nitrogen-fi xing organisms, or diazotrophs, include certain marine 
cyanobacteria and bacteria that colonize the root nodules of leguminous plants 
(Fig. 18-1). These bacteria make the enzyme nitrogenase, which carries out the 
energetically expensive reduction of N2 to NH3. Nitrogenase is a metalloprotein 
containing iron–sulfur centers and a cofactor with both iron and molybdenum, 
which resembles an elaborate Fe–S cluster (Fig. 18-2). The industrial fi xation of 
nitrogen also involves metal catalysts, but this nonbiological process requires 
 temperatures of 300 to 5008C and pressures of over 300 atm in order to break the 
triple bond between the two nitrogen atoms.

Biological N2 reduction consumes large amounts of ATP and requires a strong 
reducing agent such as ferredoxin (see Section 16-2) to donate electrons. The net 
reaction is

N2 1 8 H1 1 8 e2 1 16 ATP 1 16 H2O S 2 NH3 1 H2 1 16 ADP 1 16 Pi

Note that eight electrons are required for the nitrogenase reaction, although N2 reduction 
formally requires only six electrons; the two extra electrons are used to produce H2. 
In vivo, the ineffi ciency of the reaction boosts the ATP toll to about 20 or 30 per 
N2 reduced. Oxygen inactivates nitrogenase, so many nitrogen-fi xing bacteria are 
confi ned to anaerobic habitats or carry out nitrogen fi xation when O2 is scarce.

Biologically useful nitrogen also originates from nitrate (NO3
2), which is natu-

rally present in water and soils. Nitrate is reduced to NH3 by plants, fungi, and many 
bacteria. First, nitrate reductase catalyzes the two-electron reduction of nitrate to 
nitrite (NO2

2):

NO2
3 1 2 H1 1 2 e2 S NO2

2 1 H2O

Next, nitrite reductase converts nitrite to ammonia:

NO2
2 1 8 H1 1 6 e2 S NH1

4 1 2 H2O

Under physiological conditions, ammonia exists primarily in the protonated form,  
NH4

1 (the ammonium ion), which has a pK of 9.25.
Nitrate is also produced by certain bacteria that oxidize NH4

1 to NO2
2 and then 

NO3
2, a process called nitrifi cation. Still other organisms convert nitrate back to N2, 

which is called denitrifi cation. All the reactions we have discussed so far constitute 
the earth’s nitrogen cycle (Fig. 18-3).

KEY CONCEPTS
• Nitrogen fi xation by the activity of 

nitrogenase is part of the nitrogen 
cycle.

• Other enzymes incorporate 
amino groups into glutamine and 
glutamate.

• Transaminases transfer amino 
groups to interconvert amino acids 
and a-keto acids.

18-1 Nitrogen Fixation and Assimilation

Figure 18-1 Root nodules from clover. 
Legumes (such as beans, clover, and 
alfalfa) and some other plants harbor 
nitrogen-fi xing bacteria in root nodules. 
The symbiotic relationship revolves 
around the ability of the bacteria to fi x 
nitrogen and the ability of the plant to 
make other nutrients available to the 
bacteria. [Dr. Jeremy Burgess/Science Photo 
Library/Photo Researchers, Inc.]

Figure 18-2 Model of the FeMo cofactor of nitrogenase. This prosthetic group in 
the enzyme nitrogenase consists of iron atoms (orange), sulfur atoms (yellow), and a 
molybdenum atom (green). The central cavity includes a carbon atom coordinated 
with the six iron atoms. The manner in which N2 interacts with the FeMo cofactor 
is not understood. [Structure of the FeMo cofactor in nitrogenase (pdb 1QGU) determined by 
S. M. Mayer, M. Lawson, C. A. Gormal, S. M. Roe, and B. E. Smith.]

c18NitrogenMetabolism.indd Page 476  20/09/12  1:00 PM user-F408c18NitrogenMetabolism.indd Page 476  20/09/12  1:00 PM user-F408 /Users/user-F408/Desktop/Users/user-F408/Desktop



Ammonia is assimilated by glutamine synthetase 
and glutamate synthase

The enzyme glutamine synthetase is found in all organisms. In microorganisms, it 
is a metabolic entry point for fi xed nitrogen. In animals, it helps mop up excess 
 ammonia, which is toxic. In the fi rst step of the reaction, ATP donates a phosphoryl 
group to glutamate. Then ammonia reacts with the reaction intermediate, displac-
ing Pi to produce glutamine:

H C

NH3
Glutamate

COO�

CH2 C

O

O�

CH2

�

H C

NH3
NH2

Glutamine

COO�

CH2 C

O

CH2

�

H C

NH3

COO�

CH2 C

O

OPO3
2�

CH2

�

ATP ADP NH4
� Pi

The name synthetase indicates that ATP is consumed in the reaction.
Glutamine, along with glutamate, is usually present in organisms at much higher 

concentrations than the other amino acids, which is consistent with its role as a 
 carrier of amino groups. Not surprisingly, the activity of glutamine synthetase is tightly 
regulated to maintain a supply of accessible amino groups. For example, the dodecam-
eric glutamine synthetase from E. coli is regulated allosterically and by covalent 
modifi cation (Fig. 18-4).

The glutamine synthetase reaction that introduces fi xed nitrogen (ammonia) into 
biological compounds requires a nitrogen-containing compound (glutamate) as a 
substrate. So what is the source of the nitrogen in glutamate? In bacteria and plants, 
the enzyme glutamate synthase catalyzes the reaction

O C

CH2

�-Ketoglutarate

COO�

COO�

CH2

H�
�

NADPH

glutamate
synthase

NADP�H3N

NH2

C H

CH2

Glutamine

COO�

C
O

CH2

� �

�
H3N C H

CH2

2 Glutamate

COO�

COO�

CH2

�
H3N C H

CH2

COO�

COO�

CH2

�

Figure 18-3 The nitrogen cycle. 
Nitrogen fi xation converts N2 to the 
biologically useful NH4

1. Nitrate can 
also be converted to NH4

1. Ammonia is 
transformed back to N2 by nitrifi cation 
followed by denitrifi cation.

? Indicate which processes are 
 oxidations and which are reductions.

N2

NH4
�

NO2
�

Nitrite

NO3
�

Nitrate

nitrogenase

nitrite
   reductase

 nitrate

denitrification

nitrification nitrification

nitrogen
fixation

reductase

477
Nitrogen Fixation and Assimilation
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Ch 18 Nitrogen Metabolism

(a reaction catalyzed by a synthase does not require ATP). The net result of the 
 glutamine synthetase and glutamate synthase reactions is

a-ketoglutarate 1 NH1
4 1 NADPH 1 ATP S glutamate 1NADP1 1ADP 1 Pi

In other words, the combined action of these two enzymes assimilates fi xed nitrogen 
(NH 4

1) into an organic compound (�-ketoglutarate, a citric acid cycle intermediate) to 
produce an amino acid (glutamate). Mammals lack glutamate synthase, but gluta-
mate concentrations are relatively high because glutamate is produced by other 
 reactions.

Transamination moves amino groups 
between compounds

Because reduced nitrogen is so precious but free ammonia is toxic, amino groups are 
transferred from molecule to molecule, with glutamate often serving as an amino-
group donor. We saw some of these transamination reactions in Section 14-3 when 
we examined how citric acid cycle intermediates participate in other metabolic 
pathways.

A transaminase (also called an aminotransferase) catalyzes the transfer of an amino 
group to an �-keto acid. For example,

Glutamate
(amino acid)

Pyruvate
(�-keto acid)

�-Ketoglutarate
(�-keto acid)

Alanine
(amino acid)

O C

CH3

COO� O

� �

H3N C H

CH2

COO�

COO�

CH2

�

H3N C H

CH3

COO�

�

C

CH2

COO�

COO�

CH2

transaminase

During such an amino-group transfer reaction, the amino group is transiently at-
tached to a prosthetic group of the enzyme. This group is pyridoxal-59-phosphate 
(PLP), a derivative of pyridoxine (an essential nutrient also known as vitamin B6):

O

N
H

Pyridoxal-5�-
phosphate (PLP)

CH3

H2CO�2O3P
5�

16
5

4
3
2

4�

�
N
H

Pyridoxine
(vitamin B6)

CH3

H2CHO

�

OH

C
H OH

OH

H2C

PLP is covalently attached to the enzyme via a Schiff base (imine) linkage to the 
´-amino group of a Lys residue (left ). The amino acid substrate of the transaminase 
displaces this Lys amino group, which then acts as an acid–base catalyst. The steps 
of the reaction are diagrammed in Figure 18-5.

The transamination reaction is freely reversible, so transaminases participate in 
pathways for amino acid synthesis as well as degradation. Note that if the a-keto 
acid produced in step 4 reenters the active site, then the amino group that was re-
moved from the starting amino acid is restored. However, most transaminases ac-
cept only a-ketoglutarate or oxaloacetate as the a-keto acid substrate for the second 

Figure 18-4 E. coli glutamine 
synthetase. The 12 identical subunits 
of this enzyme are arranged in two 
stacked rings of 6 subunits (only 
the upper ring is visible here). The 
symmetrical arrangement of subunits 
is a general feature of enzymes that 
are regulated by allosteric effectors: 
Changes in activity at one of the active 
sites can be effi ciently communicated to 
the other active sites. [Structure (pdb 2GLS) 
determined by D. Eisenberg, R. J. Almassy, and 
M. M. Yamashita.]
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1. The -amino group of an amino acid
 attacks the enzyme –PLP Schiff base. This
 transamination reaction forms an amino
 acid –PLP Schiff base and releases the
 enzyme’s Lys -amino group.

2. The Lys amino group, acting as a base,
 removes the hydrogen from the substrate
 amino acid’s carbon. The negative
 charge of the resulting carbanion is
 stabilized by the PLP group, which acts
 as an electron sink.

3. The protonated Lys residue, now acting
 as an acid, donates the proton to the
 PLP group, generating a ketimine. The
 molecular rearrangement resulting from
 the movement of an H atom is known as
 tautomerization.

4. Hydrolysis frees the -keto acid and
 leaves the amino group bound to the
 PLP group.

5. Another -keto acid enters the active
 site to reform a ketimine (this is the
 reverse of step 4).

6. Lysine-catalyzed tautomerization yields
 an amino acid –Schiff base (the reverse
 of steps 2 and 3).

7. In a transamination reaction, the
   -amino group of the Lys residue dis-
 places the amino acid and regenerates
 the enzyme –PLP Schiff base (the reverse
 of step 1).
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Figure 18-5 PLP-catalyzed transamination.  See Animated Figure. Mechanism 
of PLP-dependent transamination.
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BIOCHEMISTRY NOTEBOX 18-A

Transaminases in the Clinic

Assays of transaminase activity in the blood are the basis of the widely used clinical mea-
surements known as AST (aspartate aminotransferase; also known as serum glutamate–
oxaloacetate transaminase, or SGOT) and ALT (alanine transaminase; also known as 
serum glutamate–pyruvate transaminase, or SGPT). In clinical lab tests, blood samples 
are added to a mixture of the enzymes’ substrates. The reaction products, whose concen-
trations are proportional to the amount of enzyme present, are then detected by second-
ary reactions that generate colored products easily quantifi ed by spectrophotometry. 
Prepackaged kits give reliable results in a matter of minutes.

The concentration of AST in the blood increases after a heart attack, when damaged 
heart muscle leaks its intracellular contents. Typically, AST concentrations rise in the 
fi rst hours after a heart attack, peak in 24 to 36 hours, and return to normal within a few 
days. However, since many tissues contain AST, monitoring cardiac muscle damage 
more commonly relies on measurements of cardiac troponins (proteins specifi c to heart 
muscle). ALT is primarily a liver enzyme, so it is useful as a marker of liver damage re-
sulting from infection, trauma, or chronic alcohol abuse. Certain drugs, including the 
cholesterol-lowering statins (Section 17-3), sometimes increase AST and ALT levels to 
such an extent that the drugs must be discontinued.

Question: Identify the substrates and products for the AST and ALT reactions.

CONCEPT REVIEW
• What does the nitrogenase reaction accomplish?
• What other compounds give rise to ammonia?
• Describe the reactions catalyzed by glutamine synthetase and glutamate 

synthase.
• What is the function of the PLP cofactor?
• Explain why transaminases catalyze reversible reactions.

Amino acids are synthesized from intermediates of glycolysis, the citric acid cycle, and 
the pentose phosphate pathway. Their amino groups are derived from the nitrogen 
carrier molecules glutamate and glutamine. Using the metabolic scheme introduced in 
Chapter 12, we can show how amino acid biosynthesis and other reactions of nitrogen 
metabolism are related to the other pathways we have examined (Fig. 18-6).

Humans can synthesize only some of the 20 amino acids that are commonly 
found in proteins. These are known as nonessential amino acids. The other amino 
acids are said to be essential because humans cannot synthesize them and must ob-
tain them from their food. The ultimate sources of the essential amino acids are 
plants and microorganisms, which produce all the enzymes necessary to undertake 
the synthesis of these compounds. The essential and nonessential amino acids for 
humans are listed in Table 18-1. This classifi cation scheme can be somewhat confus-
ing. For example, some nonessential amino acids, such as arginine, may be essential 
for young children; that is,  dietary sources must supplement what the body can 

KEY CONCEPTS
• Alanine, arginine, asparagine, 

aspartate, glutamate, glutamine, 
glycine, proline, and serine are 
synthesized from intermediates of 
glycolysis and the citric acid cycle.

• Bacteria and plants synthesize 
amino acids with sulfur (cysteine 
and methionine), branched chains 
(isoleucine, leucine, and valine), and 
aromatic groups (phenylalanine, 
tryptophan, and tyrosine) as well as 
histidine, lysine, and threonine.

• Glutamate and tyrosine are modifi ed 
to generate neurotransmitters and 
hormones.

18-2 Amino Acid Biosynthesis

part of the reaction (steps 5 to 7). This means that most transaminases generate 
glutamate or aspartate. Lysine is the only amino acid that cannot be transaminated. 
The presence of transaminases in muscle and liver cells makes them useful markers 
of tissue damage (Box 18-A).
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produce on its own.  Human cells cannot synthesize histidine, so it is classi-
fi ed as an essential amino acid, even though a dietary requirement has never 
been  defi ned  (probably because suffi cient quantities are naturally supplied by 
 intestinal microorganisms). Tyrosine can be considered essential in that it is 
synthesized directly from the essential amino acid phenylalanine. Likewise, 
cysteine synthesis depends on the availability of sulfur provided by the 
 essential amino acid methionine.

Several amino acids are easily synthesized 
from common metabolites

We have already seen that some amino acids can be produced by transamination 
reactions. In this way, alanine is produced from pyruvate, aspartate from oxa-
loacetate, and glutamate from a-ketoglutarate. We have already seen that 
glutamine synthetase catalyzes the amidation of  glutamate to produce gluta-
mine. Asparagine synthetase, which uses  glutamine as an amino-group donor 
rather than ammonia, converts  aspartate to asparagine:

ATP
�

Glutamine

AMP � PPi

�
Glutamate

asparagine synthetase

H3N C H

CH2

Aspartate

COO�

C
O O�

�
C H

CH2

COO�

H3N
�

Asparagine

C
O NH2

So far, we have seen that three common metabolic intermediates (pyruvate, oxalo-
acetate, and a-ketoglutarate) give rise to fi ve nonessential amino acids by simple 
transamination and amidation reactions.

Slightly longer pathways convert glutamate to proline and arginine, which each 
have the same fi ve-carbon core:

Arginine
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Figure 18-6 Nitrogen metabolism in context. Amino acids are synthesized mostly 
from three-carbon intermediates of glycolysis and from intermediates of the citric 
acid cycle. Amino acid catabolism yields some of the same intermediates, as well 
as the two-carbon acetyl-CoA. Amino acids are also the precursors of nucleotides. 
Both types of molecules contain nitrogen, so a discussion of amino acid metabolism 
includes pathways for obtaining, using, and disposing of amino groups.
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TABLE 18-1  

Essential and Nonessential 
Amino Acids

Essential Nonessential

Histidine Alanine
Isoleucine Arginine
Leucine Asparagine
Lysine Aspartate
Methionine Cysteine
Phenylalanine Glutamate
Threonine Glutamine
Tryptophan Glycine
Valine Proline
  Serine
  Tyrosine
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Serine is derived from the glycolytic intermediate 3-phosphoglycerate in three steps:

H C
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OH H3N C
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2�

3-Phosphoserine Serine

COO�
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Serine, a three-carbon amino acid, gives rise to the two-carbon glycine in a reaction 
catalyzed by serine hydroxymethyltransferase (the reverse reaction converts glycine 
to serine). This enzyme uses a PLP-dependent mechanism to remove the hydroxy-
methyl (OCH2OH) group attached to the a carbon of serine; this one-carbon frag-
ment is then transferred to the cofactor tetrahydrofolate:

Tetrahydrofolate
Methylene-tetrahydrofolate

serine hydroxymethyltransferase

H3N C H

CH2OH
Serine Glycine

COO�

�
H3N C H

H

COO�

�

Tetrahydrofolate functions as a carrier of one-carbon units in several reactions of amino 
acid and nucleotide metabolism (Fig. 18-7). Mammals cannot synthesize folate (the 
oxidized form of tetrahydrofolate) and must therefore obtain it as a vitamin from their 
diet. Folate is abundant in foods such as fortifi ed cereal, fruits, and vegetables. The 
requirement for folate increases during the fi rst few weeks of pregnancy, when the fetal 
nervous system begins to develop. Supplemental folate appears to prevent certain 
 neural tube defects such as spina bifi da, in which the spinal cord remains exposed.

Amino acids with sulfur, branched chains, or aromatic 
groups are more diffi cult to synthesize

We have just described how a few metabolites—pyruvate, 3-phosphoglycerate, 
 oxaloacetate, and a-ketoglutarate—are converted in a few enzyme-catalyzed steps to 
nine different amino acids. Synthesis of the other amino acids (the essential amino 
acids and those derived directly from them) also begins with common metabolites. 
However, these biosynthetic pathways tend to be more complicated. At some point 
in their evolution, animals lost the ability to synthesize these amino acids, probably 
because the pathways were energetically expensive and the compounds were already 
available in food. In general, humans cannot synthesize branched-chain amino acids 
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Figure 18-7 Tetrahydrofolate. (a) This cofactor consists of 
a pterin derivative, a p-aminobenzoate residue, and up to six 
glutamate residues. It is a reduced form of the vitamin folate. 
The four H atoms of the tetrahydro form are colored red. 
(b) In the conversion of serine to glycine, a methylene 

group (blue) becomes attached to both N5 and N10 of 
tetrahydrofolate. Tetrahydrofolate can carry carbon units of 
different oxidation states. For example, a methyl group can 
attach to N5, and a formyl group (OHCO) can attach at N5 
or N10.
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or aromatic amino acids and cannot incorporate sulfur into compounds such as 
methionine. In this section, we will focus on a few interesting points related to the 
synthesis of essential amino acids.

The bacterial pathway for producing sulfur-containing amino acids begins with 
serine and uses sulfur that comes from inorganic sulfi de:
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COO�

�
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CH2 CH3O
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C
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COO�

�

CH3COO�S2� � H�

Cysteine can then donate its sulfur atom to a four-carbon compound derived from 
aspartate, forming the nonstandard amino acid homocysteine. The fi nal step of 
 methionine synthesis is catalyzed by methionine synthase, which adds to homocys-
teine a methyl group carried by tetrahydrofolate:
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In humans, serine reacts with homocysteine to yield cysteine:
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This pathway is the reason why cysteine is considered a nonessential amino acid, 
although its sulfur atom must come from another amino acid.

High levels of homocysteine in the blood are associated with cardiovascular 
 disease. The link was fi rst discovered in individuals with homocystinuria, a disorder 
in which excess homocysteine is excreted in the urine. These individuals develop 
atherosclerosis as children, probably because the homocysteine directly damages the 
walls of blood vessels even in the absence of elevated LDL levels (see Chapter 17). 
Increasing the intake of folate, the vitamin precursor of tetrahydrofolate, helps 
 decrease the level of homocysteine by promoting its conversion to methionine.

Aspartate, the precursor of methionine, is also the precursor of the essential 
amino acids threonine and lysine. Since these amino acids are derived from another 
amino acid, they already have an amino group. The branched-chain amino acids 
(valine, leucine, and isoleucine) are synthesized by pathways that use pyruvate as the 
starting substrate. These amino acids require a step catalyzed by a transaminase 
(with glutamate as a substrate) to introduce an amino group.

In plants and bacteria, the pathway for synthesizing the aromatic amino acids (phe-
nylalanine, tyrosine, and tryptophan) begins with the condensation of the C3 com-
pound phosphoenolpyruvate (a glycolytic intermediate) and erythrose-4-phosphate 
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(a four-carbon intermediate of the pentose phosphate pathway). The seven-carbon 
reaction product then cyclizes and undergoes additional modifi cations, including the 
addition of three more carbons from phosphoenolpyruvate, before becoming choris-
mate, the last common intermediate in the synthesis of the three aromatic amino 
acids. Because animals do not synthesize chorismate, this pathway is an obvious target for 
agents that can inhibit plant metabolism without affecting animals (Box 18-B).
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BIOCHEMISTRY NOTEBOX 18-B

Glyphosate, the most popular herbicide

Glycine phosphonate, also known as glyphosate or Roundup (its trade name), competes 
with the second phosphoenolpyruvate in the pathway leading to chorismate:

HN CH2OPO3
2�

CH2

CH2
Phosphoenolpyruvate Glyphosate

C OPO3
2�

C
O O�

C
O O�

Because plants cannot manufacture aromatic amino acids without chorismate, glyphosate 
acts as an herbicide. Used widely in agriculture as well as home gardens, it has become the 
most popular herbicide in the United States, replacing other, more toxic compounds. 
Glyphosate that is not directly absorbed by the plant appears to bind tightly to soil particles 
and then is rapidly broken down by bacteria. Consequently, glyphosate has less potential 
to contaminate water supplies than do more stable compounds. In order to be an effective 
herbicide, glyphosate must enter plant tissues, so it is often packaged along with a surfac-
tant (an amphiphilic compound) that helps it penetrate the waxy coatings on leaves.

Farmers can take advantage of glyphosate’s weed-killing properties by planting glypho-
sate-resistant crops and then spraying the fi eld with glyphosate when weeds emerge and 
begin to compete with the crop plants. Such “Roundup-Ready” species include soybeans, 
corn (maize), and cotton. These plants have been genetically engineered to express a bac-
terial version of the enzyme that uses phosphoenolpyruvate but is not inhibited by 
glyphosate. Predictably, the use of glyphosate creates selective pressure for herbicide resis-
tance, so many types of weeds have already evolved resistance to glyphosate.

Questions: In addition to plants, what other types of organisms synthesize 
chorismate as a precursor of aromatic amino acids? How would glyphosate affect them?
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Phenylalanine and tyrosine are derived from chorismate by diverging pathways. 
In humans, tyrosine is generated by hydroxylating phenylalanine, which is why 
 tyrosine is not considered an essential amino acid.
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The fi nal two reactions of the tryptophan biosynthetic pathway (which has 13 
steps altogether) are catalyzed by tryptophan synthase, a bifunctional enzyme with 
an a2b2 quaternary structure. The a subunit cleaves indole-3-glycerol phosphate to 
indole and glyceraldehyde-3-phosphate, then the b subunit adds serine to indole to 
produce tryptophan:
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Indole, the product of the a-subunit reaction and the substrate for the b-subunit 
reaction, never leaves the enzyme. Instead, it diffuses directly from one active site to 
the other without entering the surrounding solvent. The X-ray structure of the 
 enzyme reveals that the active sites in adjacent a and b subunits are 25 Å apart but 
are connected by a tunnel through the protein that is large enough to accommodate 
indole (Fig. 18-8). The movement of a reactant between two active sites is called chan-
neling, and it increases the rate of a metabolic process by preventing the loss of intermedi-
ates. Channeling is known to occur in a few other multifunctional enzymes.

All but one of the 20 standard amino acids are synthesized entirely from precur-
sors produced by the main carbohydrate-metabolizing pathways. The exception is 
histidine, to which ATP provides one nitrogen and one carbon atom. Glutamate 
and glutamine donate the other two nitrogen atoms, and the remaining fi ve  carbons 
are derived from a phosphorylated monosaccharide, 5- phosphoribosyl pyrophos-
phate (PRPP):
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5-Phosphoribosyl-pyrophosphate is also the source of the  ribose 
group of nucleotides. This suggests that histidine might have been 
one of the fi rst amino acids synthesized by an early life-form making 
the transition from an all-RNA metabolism to an RNA-and- 
protein-based metabolism.

Amino acids are the precursors of some 
signaling molecules

Many amino acids that are ingested or built from scratch fi nd their 
way into a cell’s proteins, but some also have essential functions as 
precursors of other compounds, including neurotransmitters. 
Communication in the complex neuronal circuitry of the nervous 
system relies on small chemical signals that are released by one neu-
ron and taken up by another (see Section 9-4). Common 
 neurotransmitters include the amino acids glycine and glutamate 
and a glutamate derivative (its carboxylate group has been removed) 
known as g-aminobutyric acid (GABA) or g-aminobutyrate.

�-Aminobutyrate
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CH2

CH2

COO�

CH2

�

Several other amino acid derivatives also function as neurotrans-
mitters. For example, tyrosine gives rise to dopamine, norepineph-
rine, and epinephrine. These compounds are called catecholamines, 
refl ecting their resemblance to catechol.
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A defi ciency of dopamine produces the symptoms of Parkinson’s disease: tremor, 
rigidity, and slow movements. As we saw in Section 10-2, catecholamines are also 
produced by other tissues and function as hormones.

Tryptophan is the precursor of the neurotransmitter serotonin:
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Low levels of serotonin in the brain have been linked to conditions such as depression, 
aggression, and hyperactivity. The antidepressive effect of drugs such as  Prozac® results 

Figure 18-8 Tryptophan synthase. Only one a subunit 
(blue and tan) and one b subunit (yellow, orange, and tan) 
are shown. Indolepropanol phosphate (IPP; red) marks the 
active site of the a subunit. The b active site is marked by its 
PLP cofactor (yellow). The surface of the tunnel between the 
two active sites is outlined with yellow dots. Several indole 
molecules (green) are included in the model to show how 
this intermediate can pass between the active sites. [Courtesy 
of Craig Hyde, National Institutes of Health.]   See Interactive 
Exercise. The bifunctional enzyme tryptophan synthase.
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from their ability to increase serotonin levels by blocking the reabsorption of the re-
leased neurotransmitter (see Box 9-C). Serotonin is the precursor of melatonin (right). 
This tryptophan derivative is synthesized in the pineal gland and retina. Its concentra-
tion is low during the day, rising during darkness. Because melatonin appears to  govern 
the synthesis of some other neurotransmitters that control circadian (daily) rhythms, 
it has been touted as a cure for sleep disorders and jet lag.

Arginine is also the precursor of a signaling molecule that was discovered only a 
few years ago to be the free radical gas nitric oxide (NO; Box 18-C).

Melatonin

CH2
CH3O

CH2

CH3

CO

N
H

HN

BIOCHEMISTRY NOTEBOX 18-C

Nitric Oxide

In the 1980s, vascular biologists were investigating the nature of an endothelial cell–
derived “relaxation factor” that caused blood vessels to dilate. This substance diffused 
quickly, acted locally, and disappeared within seconds. To the surprise of many, the mys-
terious factor turned out to be the free radical nitric oxide (?NO). Although NO was 
known to elicit vasodilation, it had not been considered a good candidate for a biological 
signaling molecule because its unpaired electron makes it extremely reactive and it breaks 
down to yield the corrosive nitric acid.

NO is a signaling molecule in a wide array of tissues. At low concentrations it induces 
blood vessel dilation; at high concentrations (along with oxygen radicals) it kills patho-
gens. NO is synthesized from arginine by nitric oxide synthase, an enzyme whose cofac-
tors include FMN, FAD, tetrahydrobiopterin (discussed in Section 18-4), and a heme 
group. The fi rst step of NO production is a hydroxylation reaction. In the second step, 
one electron oxidizes N-hydroxyarginine.
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H3N H
�

COO�
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N OH
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�
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O

H3N H
�

NADPH
O2
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H2O

1
2 NADPH

O2

1
2 NADP�

H2O

NO�

NO is unusual among signaling molecules for several reasons: It cannot be stockpiled 
for later release; it diffuses into cells, so it does not need a cell-surface receptor; and it 
needs no degradative enzyme because it breaks down on its own. NO is produced only 
when and where it is needed. A free radical gas such as NO cannot be directly introduced 
into the body, but an indirect source of NO has been clinically used for over a century. 
Individuals who suffer from angina pectoris, a painful condition caused by obstruction of 
the coronary blood vessels, can relieve their symptoms by taking nitroglycerin:

CH2

NO2

O

NO2
Nitroglycerin

O

CH2

NO2

O

CH

In vivo, nitroglycerin yields NO, which rapidly stimulates vasodilation, temporarily 
relieving the symptoms of angina.

Question: Explain why blood vessels express constant amounts of nitric oxide 
synthase whereas white blood cells must be induced to produce the enzyme.
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CONCEPT REVIEW
• List the metabolites used as precursors for the nonessential amino acids.
• Which amino acids are synthesized by simple transamination reactions?
• Describe the role of tetrahydrofolate in amino acid biosynthesis.
• Why do herbicides target the pathway for synthesizing aromatic 

amino acids?
• How does His differ from other amino acids in its synthesis?
• Which amino acids are neurotransmitters?
• List some amino acid derivatives that act as signaling molecules.

Nucleotides are synthesized from precursors that include several amino acids. The  human 
body can also recycle nucleotides from nucleic acids and nucleotide cofactors that 
are broken down. Although food supplies nucleotides, the biosynthetic and recy-
cling pathways are so effi cient that there is no true dietary requirement for purines 
and pyrimidines. In this section we will take a brief look at the biosynthetic  pathways 
for purine and pyrimidine nucleotides in mammals.

Purine nucleotide synthesis yields IMP and then 
AMP and GMP

Purine nucleotides (AMP and GMP) are synthesized by building the purine 
base onto a ribose-5-phosphate molecule. In fact, the fi rst step of the pathway is 
the production of 5-phosphoribosyl pyrophosphate (which is also a precursor of 
histidine):

ribose phosphate
pyrophosphokinase

O

H H

OH

H

Ribose-5-phosphate

H

OH

OH

�2O3P CH2O
ATP AMP

�2O3P CH2O O

H H

OH

H

5-Phosphoribosyl pyrophosphate

H

OH

O P O P O�

O�

O

O�

O

The subsequent ten steps of the pathway require as substrates glutamine, glycine, 
aspartate, bicarbonate, plus one-carbon formyl (OHCPO) groups donated by 
 tetrahydrofolate. The product is inosine monophosphate (IMP), a nucleotide whose 
base is the purine hypoxanthine:

Inosine monophosphate (IMP)

O

O

C
C

N N

H H

OH

H H

OH

�2O3P CH2O

C
CH Formyl-tetrahydrofolate

Formyl-tetrahydrofolate

Aspartate

Glutamine

Glycine

HC

HN
N

HCO3
�

KEY CONCEPTS
• AMP and GMP are derived from the 

purine nucleotide IMP.
• Pyrimidine nucleotide synthesis 

produces UTP and then CTP.
• Ribonucleotide reductase converts 

NDPs to dNDPs using a free radical 
mechanism.

• dUMP is methylated to produce dTMP.
• Nucleotides are degraded for 

excretion and to supply materials 
for salvage or other pathways.

18-3 Nucleotide Biosynthesis
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IMP is the substrate for two short pathways that yield AMP and GMP. In AMP 
synthesis, an amino group from aspartate is transferred to the purine; in GMP syn-
thesis, glutamate is the source of the amino group (Fig. 18-9). Kinases then catalyze 
phosphoryl-group transfer reactions to convert the nucleoside monophosphates to 
diphosphates and then triphosphates (ATP and GTP).

Figure 18-9 indicates that GTP participates in AMP synthesis and ATP partici-
pates in GMP synthesis. High concentrations of ATP therefore promote GMP pro-
duction, and high concentrations of GTP promote AMP production. This reciprocal 
relationship is one mechanism for balancing the production of adenine and guanine 
nucleotides. (Because most nucleotides are destined for DNA or RNA synthesis, they 
are required in roughly equal amounts.) The pathway leading to AMP and GMP is 
also regulated by feedback inhibition at several points, including the fi rst step, the 
production of 5-phosphoribosyl pyrophosphate from ribose-5-phosphate, which is 
inhibited by both ADP and GDP.

Pyrimidine nucleotide synthesis yields 
UTP and CTP

In contrast to purine nucleotides, pyrimidine nucleotides are synthesized as a base 
that is subsequently attached to 5-phosphoribosyl pyrophosphate to form a nucleo-
tide. The six-step pathway that yields uridine monophosphate (UMP) requires 
 glutamine, aspartate, and bicarbonate.

IMP

Xanthosine monophosphate (XMP)Adenylosuccinate

N N

NN

Ribose-5-phosphate

CH

NH

COO��OOC CH2

O

H
N N

O

NN

Ribose-5-phosphate

H
N

H

N

NN

Ribose-5-phosphate

O

GMPAMP

N N

NN

Ribose-5-phosphate

NH2

N

O

NN

Ribose-5-phosphate

H2N

Fumarate
H2OATP �Glutamine �

PPiAMP �Glutamate �

GTPAspartate �

PiGDP � H2ONAD� �

H�NADH �

H
N

Figure 18-9 AMP and GMP synthesis from IMP.
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Uridine monophosphate (UMP)
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O

C
CH

CH
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H H

OH

H H
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�2O3P CH2O
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HN
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UMP is phosphorylated to yield UDP and then UTP. CTP synthase catalyzes the 
amination of UTP to CTP, using glutamine as the donor:

CTP synthetase

UTP

Glutamine

CTP

H2OATP �
Glutamate

PiADP �
O

H H

OH

H H

OH

H2C

O

H
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O

N

P PP O

H H

OH

H H

OH

H2C

NH2

O

N

N

P PP

The UMP synthetic pathway in mammals is regulated primarily through feedback 
inhibition by UMP, UDP, and UTP. ATP activates the enzyme that catalyzes the fi rst 
step; this helps balance the production of purine and pyrimidine nucleotides.

Ribonucleotide reductase converts ribonucleotides 
to deoxyribonucleotides

So far, we have accounted for the synthesis of ATP, GTP, CTP, and UTP, which are 
substrates for the synthesis of RNA. DNA, of course, is built from deoxynucleo-
tides. In deoxynucleotide synthesis, each of the four nucleoside triphosphates 
(NTPs) is converted to its diphosphate (NDP) form, ribonucleotide reductase 
 replaces the 29 OH group with H, then the resulting deoxynucleoside diphosphate 
(dNDP) is phosphorylated to produce the corresponding triphosphate (dNTP).

Ribonucleotide reductase is an essential enzyme that carries out a chemically dif-
fi cult reaction using a mechanism that involves free radicals. Three types of ribo-
nucleotide reductases, which differ in their catalytic groups, have been described. 
Class I enzymes (the type that occurs in mammals and most bacteria) have two Fe31 
ions and an unusually stable tyrosine radical (most free radicals, which have one 
unpaired electron, are highly reactive and short-lived).

O

Tyrosine radicals are also features of the active sites of cytochrome c oxidase (mitochon-
drial Complex IV) and Photosystem II in plants. Class II ribonucleotide reductases use 
adenosylcobalamin (the cofactor used in the isomerization of methylmalonyl-CoA; see 
Section 17-1), and class III enzymes use a glycyl radical. The job of all these groups is 
to interact with a Cys side chain to generate a thiyl radical that attacks the ribonucleo-
tide substrate. A possible reaction mechanism is shown in Figure 18-10.
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The fi nal step of the reaction, which regenerates the enzyme, requires the small 
protein thioredoxin. The oxidized thioredoxin must then undergo reduction to 
 return to its original state. This reaction uses NADPH, which is therefore the ultimate 
source of reducing power for the synthesis of deoxyribonucleotides. Recall that the pen-
tose phosphate pathway, which provides the ribose-5-phosphate for nucleotide 
 synthesis, also generates NADPH (Section 13-4).

Not surprisingly, the activity of ribonucleotide reductase is tightly regulated so that 
the cell can balance the levels of ribo- and deoxyribonucleotides as well as the propor-
tions of each of the four deoxyribonucleotides. Control of the enzyme involves two 
regulatory sites that are distinct from the substrate-binding site. For example, ATP 
binding to the so-called activity site activates the enzyme. Binding of the deoxyribo-
nucleotide dATP decreases enzyme activity. Several nucleotides bind to the so-called 
substrate specifi city site. Here, ATP binding induces the enzyme to act on pyrimidine 
nucleotides, and dTTP binding causes the enzyme to prefer GDP as a substrate. These 
mechanisms, in concert with other mechanisms for balancing the amounts of the 
various nucleotides, help make all four deoxynucleotides available for DNA synthesis.

Thymidine nucleotides are produced by methylation

The ribonucleotide reductase reaction, followed by kinase-catalyzed phosphorylation, 
generates dATP, dCTP, dGTP, and dUTP. However, dUTP is not used for DNA 
 synthesis. Instead, it is rapidly converted to thymine nucleotides (which helps prevent the 
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Enzyme NDP

2.  An enzyme Cys SH group
     donates a proton to the
     oxygen at C2�.

3.  The radical helps stabilize the carbocation
     at C2 � formed by the loss of H2O.

4.  Transfer of a proton and electron reduces
     the cation and produces a disulfide bond
     between two enzyme Cys residues.

5.  A second proton and electron
     transfer (the reverse of step 1)
     generates the deoxyribose
     group and regenerates the 
     thiyl radical.6.  The oxidized Cys groups of the

     enzyme are reduced in a di-
     sulfide exchange reaction with
     thioredoxin.

1.  The Cys free radical (    S�)
     reacts with the ribose of the
     NDP substrate to create
     a radical at C3 �.

�

Figure 18-10 Proposed mechanism for ribonucleotide reductase. Only part of the 
nucleotide’s ribose ring is shown.  See Interactive Exercise. E. coli ribonucleotide 
reductase.
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accidental incorporation of uracil into DNA). First, dUTP is hydrolyzed to dUMP. 
Next, thymidylate synthase adds a methyl group to dUMP to produce dTMP, using 
methylene-tetrahydrofolate as a one-carbon donor.
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�

N 5,N 10-Methylene-tetrahydrofolate
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�
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N H

N

N
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5
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O
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H
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The serine hydroxymethyltransferase reaction, which converts serine to glycine 
 (Section 18-2), is the main source of methylene-tetrahydrofolate.

In converting the methylene group (OCH2O) of the cofactor to the methyl 
group (OCH3) attached to thymine, thymidylate synthase oxidizes the tetrahydro-
folate cofactor to dihydrofolate. An NADPH-dependent enzyme called  dihydrofolate 
reductase must then regenerate the reduced tetrahydrofolate  cofactor. Finally, dTMP 
is phosphorylated to produce dTTP, the substrate for DNA  polymerase.

Because cancer cells undergo rapid cell division, the enzymes of nucleotide 
 synthesis, including thymidylate synthase and dihydrofolate reductase, are highly 
active. Compounds that inhibit either of these reactions can therefore act as anti-
cancer agents. For example, the dUMP analog 5-fl uorodeoxyuridylate, introduced 
in Section 7-3, inactivates thymidylate synthase. “Antifolates” such as methotrexate 
(left ) are competitive inhibitors of dihydrofolate reductase because they compete 
with dihydrofolate for binding to the enzyme. In the presence of methotrexate, a 
cancer cell cannot regenerate the tetrahydrofolate required for dTMP production, 
and the cell dies. Most noncancerous cells, which grow much more slowly, are not 
as sensitive to the effect of the drug.

Nucleotide degradation produces uric acid 
or amino acids

Nucleotides that are obtained from food or synthesized by cells can be broken down, 
releasing ribose groups and a purine or pyrimidine that can be further catabolized 
and excreted (purines) or used as a metabolic fuel (pyrimidines). At several points in 
the degradation pathways, intermediates may be redirected toward the synthesis of 
new nucleotides by so-called salvage pathways. For example, a free adenine base can 
be reattached to ribose by the reaction

adenine 1 5-phosphoribosyl pyrophosphate Δ AMP 1 PPi

Degradation of a nucleoside monophosphate begins with dephosphorylation to 
produce a nucleoside. In a subsequent step, a phosphorylase breaks the glycosidic 
bond between the base and the ribose by adding phosphate (a similar phosphoroly-
sis reaction occurs during glycogenolysis; Section 13-3).
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The phosphorylated ribose can be catabolized or salvaged and converted to 5-phos-
phoribosyl pyrophosphate for synthesis of another nucleotide. The fate of the base 
depends on whether it is a purine or a pyrimidine.

The purine bases are eventually converted to uric acid in a process that may  require 
deamination and oxidation, depending on whether the original base was adenine, 
guanine, or hypoxanthine. Uric acid has a pK of 5.4, so it exists mainly as urate.
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In humans, urate, a poorly soluble compound, is excreted in the urine. Excess urate 
may precipitate as crystals of sodium urate in the kidneys (kidney “stones”). Depos-
its of urate in the joints, primarily the knees and toes, cause a painful condition 
called gout. Other organisms may further catabolize urate to generate more soluble 
waste products such as urea and ammonia.

The pyrimidines cytosine, thymine, and uracil undergo deamination and reduc-
tion, after which the pyrimidine ring is opened. Further catabolism produces the 
nonstandard amino acid b-alanine (from cytosine and uracil) or b-aminoisobutyr-
ate (from thymine), both of which feed into other metabolic pathways.
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Consequently, pyrimidine catabolism contributes to the pool of cellular metabolites 
for both anabolic and catabolic processes. In contrast, purine catabolism generates a 
waste product that is excreted from the body.
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CONCEPT REVIEW
• Why don’t humans require purines and pyrimidines in their diet?
• What are the metabolic fates of IMP and UTP?
• What does ribonucleotide reductase do?
• Explain the importance of the thymidylate synthase and dihydrofolate 

reductase reactions.
• What happens to the ribose and bases of nucleotides?

Like monosaccharides and fatty acids, amino acids are metabolic fuels that can be 
broken down to release free energy. In fact, amino acids, not glucose, are the major fuel 
for the cells lining the small intestine. These cells absorb dietary amino acids and 
break down almost all of the available glutamate and aspartate and a good portion 
of the glutamine supply (note that these are all nonessential amino acids).

Other tissues, mainly the liver, also catabolize amino acids originating from the 
diet and from the normal turnover of intracellular proteins. During periods when 
dietary amino acids are not available, such as during a prolonged fast, amino acids 
are mobilized through the breakdown of muscle tissue, which accounts for about 
40% of the total protein in the body. The amino acids undergo transamination reac-
tions to remove their a-amino groups, and their carbon skeletons then enter the 
central pathways of energy metabolism (principally the citric acid cycle). However, 
the catabolism of amino acids in the liver is not complete. There is simply not enough 
oxygen available for the liver to completely oxidize all the carbon to CO2. And even 
if there were, the liver would not need all the ATP that would be produced as a result. 
Instead, the amino acids are partially oxidized to substrates for gluconeogenesis (or 
ketogenesis). Glucose can then be exported to other tissues or stored as glycogen.

The reactions of amino acid catabolism, like those of amino acid synthesis, are 
too numerous to describe in full here, and the catabolic pathways do not necessarily 
mirror the anabolic pathways, as they do in carbohydrate and fatty acid metabolism. 
In this section, we will focus on some general principles and a few interesting chem-
ical aspects of amino acid catabolism. In the following section we will see how or-
ganisms dispose of the nitrogen component of catabolized amino acids.

Amino acids are glucogenic, ketogenic, or both

It is useful to classify amino acids in humans as glucogenic (giving rise to gluconeo-
genic precursors such as citric acid cycle intermediates) or ketogenic (giving rise to 
acetyl-CoA, which can be used for ketogenesis or fatty acid synthesis, but not gluco-
neogenesis). As shown in Table 18-2, all but leucine and lysine are at least partly 

KEY CONCEPT
• Degradation of the carbon skeletons 

of amino acids produces acetyl-CoA 
and precursors for gluconeogenesis.

18-4 Amino Acid Catabolism

TABLE 18-2  Catabolic Fates of Amino Acids

Glucogenic Both Glucogenic and Ketogenic Ketogenic

Alanine Isoleucine Leucine
Arginine Phenylalanine Lysine
Asparagine Threonine
Aspartate Tryptophan
Cysteine Tyrosine
Glutamate
Glutamine
Glycine
Histidine
Methionine
Proline
Serine
Valine
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 glucogenic, most of the nonessential amino acids are glucogenic, and the large skeletons of 
the aromatic amino acids are both glucogenic and ketogenic.

Three amino acids are converted to gluconeogenic substrates by simple transami-
nation (the reverse of their biosynthetic reactions): alanine to pyruvate, aspartate to 
oxaloacetate, and glutamate to a-ketoglutarate. Glutamate can also be deaminated 
in an oxidation reaction that we will examine in the following section. Asparagine 
undergoes a simple hydrolytic deamidation to aspartate, which is then transaminated 
to oxaloacetate:

Asparagine

C H
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COO�

O

CH2
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�
H3N

�
H3N CO
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�
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�-Ketoglutarate 
Glutamate

Similarly, glutamine is deamidated by a glutaminase to glutamate, and the gluta-
mate dehydrogenase reaction yields a-ketoglutarate. Serine is converted to pyruvate:

Serine

C H

COO�

OHCH2

�
H3N

Pyruvate

C O

COO�

CH3

NH4
�

Note that in this reaction and in the conversion of asparagine and glutamine to their 
acid counterparts, the amino group is released as NH4

1 rather than being transferred 
to another compound.

Arginine and proline (which are synthesized from glutamate) as well as histidine 
are catabolized to glutamate, which is then converted to a-ketoglutarate. Amino 
acids of the glutamate “family,” namely arginine, glutamine, histidine, and proline, 
constitute about 25% of dietary amino acids, so their potential contribution to 
 energy metabolism is signifi cant.

Cysteine is converted to pyruvate by a process that releases ammonia as well as sulfur:

Cysteine
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�
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Pyruvate

C O
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CH3

H2O H2S

The products of the reactions listed so far—pyruvate, oxaloacetate, and a-ketoglu-
tarate—are all gluconeogenic precursors. Threonine is both glucogenic and keto-
genic because it is broken down to acetyl-CoA and glycine:
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NAD� NADH� H�
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The acetyl-CoA is a precursor of ketone bodies (see Section 17-2), and the glycine 
is potentially glucogenic—if it is fi rst converted to serine by the action of serine 
hydroxymethyltransferase. The major route for glycine disposal, however, is cata-
lyzed by a multiprotein complex known as the glycine cleavage system:

tetrahydrofolate� �

COO�

CH2 methylene-tetrahydrofolate
�

H3N CO2NH4
�

glycine
cleavage
system

NAD� NADH

�

The degradation pathways for the remaining amino acids are more complicated. 
For example, the branched-chain amino acids—valine, leucine, and isoleucine— 
undergo transamination to their a-keto-acid forms and are then linked to coenzyme 
A in an oxidative decarboxylation reaction. This step is catalyzed by the branched-
chain a-keto-acid dehydrogenase complex, a multienzyme complex that resembles 
the pyruvate dehydrogenase complex (see Section 14-1) and even shares some of the 
same subunits.

The initial reactions of valine catabolism are shown in Fig. 18-11. Subsequent 
steps yield the citric acid cycle intermediate succinyl-CoA. Isoleucine is degraded 
by a similar pathway that yields succinyl-CoA and acetyl-CoA. Leucine degrada-
tion yields acetyl-CoA and the ketone body acetoacetate. Lysine degradation, 
which follows a different pathway from the branched-chain amino acids, also 
yields acetyl-CoA and acetoacetate. The degradation of methionine produces 
succinyl-CoA.

Finally, the cleavage of the aromatic amino acids—phenylalanine, tyrosine, and 
tryptophan—yields the ketone body acetoacetate as well as a glucogenic compound 
(alanine or fumarate). The fi rst step of phenylalanine degradation is a hydroxylation 
reaction that produces tyrosine, as we have already seen. This reaction is worth not-
ing because it uses the cofactor tetrahydrobiopterin (which, like folate, contains a 
pterin moiety).
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The tetrahydrobiopterin is oxidized to dihydrobiopterin in the phenylalanine hy-
droxylase reaction. This cofactor must be subsequently reduced to the tetrahydro 

c18NitrogenMetabolism.indd Page 496  20/09/12  1:00 PM user-F408c18NitrogenMetabolism.indd Page 496  20/09/12  1:00 PM user-F408 /Users/user-F408/Desktop/Users/user-F408/Desktop



1. The �-amino group is removed
via transamination.

�-Ketoglutarate Glutamate
Valine

H3C

CH3

CH CH COO�

NH3
�

2. The branched-chain �-keto-acid
dehydrogenase complex catalyzes an
oxidative decarboxylation reaction in
which the carbon skeleton of valine
becomes attached to coenzyme A.

NAD�

�

�

NADH

H3C

CH3

CH COO�

O

C

CoASH

CO2

H3C

CH3

CH SCoA

O

C
3. The third step is catalyzed by acyl-CoA

dehydrogenase, the same enzyme that
participates in fatty acid oxidation.

QQH2

H2C

CH3

C SCoA

O

C

Figure 18-11 The initial steps of valine degradation.

? List all the cofactors involved in this process. (Hint: Step 2 is carried out by a 
 multienzyme complex.)

form by a separate NADH-dependent enzyme. Another step of the phenylalanine 
(and tyrosine) degradation pathway is also notable because a defi ciency of 
the enzyme was one of the fi rst-characterized “inborn errors of metabolism” 
(Box 18-D).

BIOCHEMISTRY NOTEBOX 18-D

Inborn Errors of Metabolism

Today we understand that inherited diseases result from defective genes. We are also 
beginning to understand that malfunctioning genes underlie many noninherited dis-
eases as well. The link between genes and disease was fi rst recognized by the physician 
Archibald Garrod, who coined the term inborn error of metabolism in 1902. Garrod’s 
insights came from his studies of individuals with alcaptonuria. Their urine turned black 
upon exposure to air because it contained homogentisate, a product of tyrosine catabo-
lism. Garrod concluded that this inherited condition resulted from the lack of a specifi c 
enzyme. We now know that homogentisate is excreted because the enzyme that breaks it 
down, homogentisate dioxygenase, is missing or defective.

Garrod’s fi ndings built on Mendel’s discovery of the laws of inheritance but went 
largely unappreciated for about half a century. In the 1950s, George Beadle and Edward 
Tatum popularized the “one gene, one enzyme” theory based on their work with mu-
tants of the mold Neurospora. Around the same time, Vernon Ingram discovered the 
molecular defect responsible for sickle cell hemoglobin. At this point, Garrod’s work 
 fi nally seemed relevant.

Garrod also described a number of other inborn errors of metabolism, including 
 albinism, cystinuria (excretion of cysteine in the urine), and several other disorders that 
were not life-threatening and left easily detected clues in the patient’s urine. Of course, 
many “inborn errors” are catastrophic. For example, phenylketonuria (PKU) results 
from a defi ciency of phenylalanine hydroxylase, the fi rst enzyme in the pathway shown 
on the next page. Phenylalanine cannot be broken down, although it can undergo trans-
amination. The resulting a-keto-acid derivative phenylpyruvate accumulates and is 
 excreted in the urine, giving it a mousy odor. If not treated, PKU causes mental retarda-
tion. Fortunately, the disease can be detected in newborns. Affl icted individuals develop 
normally if they consume a diet that is low in phenylalanine. Sadly, the biochemical 
defects behind many other diseases are not as well understood, making them diffi cult to 
identify and treat.

497
Amino Acid Catabolism

(continued on next page)
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Question: Individuals with PKU must consume a certain amount of phenylalanine. 
Describe the three metabolic fates of this amino acid.

CONCEPT REVIEW
• What is the role of the liver in catabolizing amino acids?
• Distinguish the glucogenic and ketogenic amino acids.
• How does coenzyme A participate in amino acid catabolism?

When the supply of amino acids exceeds the cell’s immediate needs for protein syn-
thesis or other amino acid–consuming pathways, the carbon skeletons are broken 
down and the nitrogen disposed of. All amino acids except lysine can be deaminated 
by the action of transaminases, but this merely transfers the amino group to another 
molecule; it does not eliminate it from the body.

Some catabolic reactions do release free ammonia, which can be excreted as a 
waste product in the urine. In fact, the kidney is a major site of glutamine catabo-
lism, and the resulting NH4

1 facilitates the excretion of metabolic acids such as 
H2SO4 that arise from the catabolism of methionine and cysteine. However, am-
monia production is not feasible for disposing of large amounts of excess nitrogen. 
First, high concentrations of NH4

1 in the blood cause alkalosis. Second, ammonia is 
highly toxic. It easily enters the brain, where it activates the NMDA receptor, whose 
normal agonist is the neurotransmitter glutamate. The activated receptor is an ion 
channel that normally opens to allow Ca21 and Na1 ions to enter the cell and K1 
ions to exit the cell. However, the large Ca21 infl ux triggered by ammonia binding 
to the receptor results in neuronal cell death, a phenomenon called excitotoxicity. 
Humans and many other organisms have therefore evolved safer ways to deal with 
excess amino groups.

Approximately 80% of the body’s excess nitrogen is excreted in the form of urea,

Urea

H2N NH2

O

C

which is produced in the liver by the reactions of the urea cycle. This catabolic cycle 
was elucidated in 1932 by Hans Krebs and Kurt Henseleit; Krebs went on to outline 
another circular pathway—the citric acid cycle—in 1937.

KEY CONCEPTS
• Ammonia released by the 

glutamate dehydrogenase reaction 
is incorporated into carbamoyl 
phosphate.

• The four reactions of the urea cycle 
incorporate two amino groups into 
urea, a highly water-soluble waste 
product.

18-5 Nitrogen Disposal: The Urea Cycle

 WHY don’t humans excrete 

ammonia?
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Nitrogen Disposal: The Urea Cycle

Glutamate supplies nitrogen to the urea cycle

Because many transaminases use a-ketoglutarate as the amino-group acceptor, 
 glutamate is one of the most abundant amino acids inside cells. Glutamate can be 
deaminated to regenerate a-ketoglutarate and release NH4

1 in an oxidation– 
reduction reaction catalyzed by glutamate dehydrogenase:

CH2 CH2 COO��OOC

H
Glutamate

C

NH3
�

�-Ketoglutarate

CH2 CH2 COO��OOC C

O

NAD(P)�

NAD(P)H � H�

CH2 CH2 COO��OOC C

NH2
� H2O NH4

�

This mitochondrial enzyme is unusual: It is the only known enzyme that can use 
either NAD1 or NADP1 as a cofactor. The glutamate dehydrogenase reaction is a 
major route for feeding amino acid–derived amino groups into the urea cycle and, 
not surprisingly, is subject to allosteric activation and inhibition.

The starting substrate for the urea cycle is an “activated” molecule produced by 
the condensation of bicarbonate and ammonia, as catalyzed by carbamoyl phos-
phate synthetase (Fig. 18-12). The NH4

1 may be contributed by the glutamate de-
hydrogenase reaction or another process that releases ammonia. The bicarbonate is the 
source of the urea carbon. Note that the phosphoanhydride bonds of two ATP mole-
cules are consumed in the energetically costly production of carbamoyl phosphate.

The urea cycle consists of four reactions

The four enzyme-catalyzed reactions of the urea cycle proper are shown in  Figure 18-13. 
The cycle also provides a means for synthesizing arginine: The fi ve-carbon ornithine 
is derived from glutamate, and the urea cycle converts it to arginine. However, the 
arginine needs of children exceed the biosynthetic capacity of the urea  cycle, so 
 arginine is classifi ed as an essential amino acid.

Figure 18-12 The carbamoyl phosphate synthetase reaction.

? Bicarbonate (as CO2) and ammonia can easily diffuse into mitochondria. Why doesn’t 
the reaction product diffuse out?

1. ATP activates bicarbonate by
transferring a phosphoryl group.

Carbamoyl phosphate

�2O3P O NH2

O

C

ADP

3. A second ATP phosphorylates
carbamate to generate
carbamoyl phosphate.

ATPADP

HO O�

O

C � O O�

O�

O

ADP

P

2. Ammonia attacks the resulting
carboxyphosphate intermediate,
displacing the phosphate.

Carboxyphosphate

�O OPO3
2� NH3

O

C �

Carbamate

�O NH2

O

C

Pi
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The fumarate generated in step 3 of the urea cycle is converted to malate and 
then oxaloacetate, which is used for gluconeogenesis. The aspartate substrate for 
Reaction 2 may represent oxaloacetate that has undergone transamination. Com-
bining these ancillary reactions with those of the urea cycle, the carbamoyl phos-
phate synthetase reaction, and the glutamate dehydrogenase reaction yields the 
pathway outlined in Figure 18-14. The overall effect is that transaminated amino 
acids donate amino groups, via glutamate and aspartate, to urea synthesis. Because the 
liver is the only tissue that can carry out urea synthesis, amino groups to be elimi-
nated travel through the blood to the liver mainly as glutamine, which accounts for 
up to one-quarter of circulating amino acids.

Like many other metabolic loops, the urea cycle involves enzymes located in both 
the mitochondria and cytosol. Glutamate dehydrogenase, carbamoyl phosphate 
synthetase, and ornithine transcarbamoylase are mitochondrial, whereas arginino-
succinate synthetase, argininosuccinase, and arginase are cytosolic. Consequently, 
citrulline is produced in the mitochondria but must be transported to the cytosol for 
the next step, and ornithine produced in the cytosol must be imported into the 
mitochondria to begin a new round of the cycle.

Pi

�2O3PO C

O

NH2

Carbamoyl
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H2O

H2N C

O

NH2
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CH

COO�
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H3N
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�

C H

CH2

COO�

CH2

CH2

�
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C H

CH2
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C NH2O
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H
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COO�
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C NH2
�H2N
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H3N

NH

C H

CH2

COO�

COO�
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CH2
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�NH

�
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C HH3N

COO�
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�

AMP � PPi
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1

3

24  arginase

1.  Ornithine transcarbamoylase
     produces citrulline by transferring
    a carbamoyl group to ornithine.

2.  Argininosuccinate synthetase
     adds aspartate to citrulline in an
     ATP-dependent condensation
     reaction. The products of the
     reaction include AMP and PPi,
     which is subsequently hydrolyzed 
     to 2 Pi. Consequently, this step
     consumes 2 ATP equivalents.

4.  Arginase hydrolyzes arginine 
     to generate urea and regen-
     erate ornithine for another
     round of the urea cycle.

3.  Argininosuccinase releases
     fumarate (which represents
     the carbon skeleton of aspartate)
     from argininosuccinate.

ornithine 
transcarbamoylase

argininosuccinase

argininosuccinate 
synthetase

Figure 18-13 The four reactions of the urea cycle.

? Which steps are likely to be irreversible in vivo?
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Nitrogen Disposal: The Urea Cycle

The carbamoyl phosphate synthetase reaction and the argininosuccinate synthe-
tase reactions each consume 2 ATP equivalents, so the cost of the urea cycle is 4 ATP 
per urea. However, when considered in context, operation of the urea cycle is often 
accompanied by ATP synthesis. The glutamate dehydrogenase reaction produces 
NADH (or NADPH), whose free energy is conserved in the synthesis of 2.5 ATP by 
oxidative phosphorylation. Catabolism of the carbon skeletons of the amino acids 
that donated their amino groups via transamination also yields ATP.

The rate of urea production is controlled largely by the activity of carbamoyl 
phosphate synthetase. This enzyme is allosterically activated by N-acetylglutamate, 
which is synthesized from glutamate and acetyl-CoA:

HSCoA

� H3C C SCoA

OH3N C H

CH2

Glutamate Acetyl-CoA N-Acetylglutamate

COO�

COO�

CH2

C H

CH2

COO�

COO�

CH2

�
H3C C NH

O

When amino acids are undergoing transamination and being catabolized, the result-
ing increases in the cellular glutamate and acetyl-CoA concentrations boost produc-
tion of N-acetylglutamate. This stimulates carbamoyl phosphate synthetase activity, 
and fl ux through the urea cycle increases. Such a regulatory system allows the cell to 
effi ciently dispose of the nitrogen released from amino acid degradation.

Urea is relatively nontoxic and easily transported through the bloodstream to 
the kidneys for excretion in the urine. However, the polar urea molecule requires 
large amounts of water for its effi cient excretion. This presents a problem for fl ying 

Figure 18-14 The urea cycle and related reactions. Two routes for the disposal of 
amino groups are highlighted. The blue pathway shows how an amino group from 
an amino acid enters the urea cycle via glutamate and carbamoyl phosphate. The red 
pathway shows how an amino group from an amino acid enters via aspartate.

? Identify all the products of this metabolic scheme. Which ones are recycled?
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Ch 18 Nitrogen Metabolism

vertebrates such as birds and for reptiles that are adapted to arid habitats. These 
organisms deal with waste nitrogen by converting it to uric acid via purine synthesis. 
The relatively insoluble uric acid is excreted as a semisolid paste, which conserves 
water.

Bacteria, fungi, and some other organisms use an enzyme called urease to break 
down urea, a reaction that completes our story of nitrogen disposal.

� �H2N H2OC NH2 2 NH3 CO2

O

urease

Urease has the distinction of being the fi rst enzyme to be crystallized (in 1926). It 
helped promote the theory that catalytic activity was a property of proteins. This 
premise is only partly true, as we have seen, since many enzymes contain metal ions 
or inorganic cofactors (urease itself contains two catalytic nickel atoms).

CONCEPT REVIEW
• Why do mammals eliminate waste nitrogen as urea rather as ammonia? 

Why do some organisms excrete uric acid?
• What does the carbamoyl phosphate synthetase reaction accomplish?
• Describe the four reactions of the urea cycle.
• How are amino groups from amino acids incorporated into urea?

18-1 Nitrogen Fixation and Assimilation

• Nitrogen-fi xing organisms convert N2 to NH3 in the ATP- 
consuming nitrogenase reaction. Nitrate and nitrite can also be 
reduced to NH3.

• Ammonia is incorporated into glutamine by the action of gluta-
mine synthetase.

• Transaminases use a PLP prosthetic group to catalyze the revers-
ible interconversion of a-amino acids and a-keto acids.

18-2 Amino Acid Biosynthesis

• In general, the nonessential amino acids are synthesized from 
common metabolic intermediates such as pyruvate, oxaloacetate, 
and a-ketoglutarate.

• The essential amino acids, which include the sulfur-containing, 
branched-chain, and aromatic amino acids, are synthesized by 
more elaborate pathways in bacteria and plants.

• Amino acids are the precursors of some neurotransmitters and 
hormones.

18-3 Nucleotide Biosynthesis

• The synthesis of nucleotides requires glutamate, glycine, and 
aspartate as well as ribose-5-phosphate. The pathways for purine 

SUMMARY

and pyrimidine biosynthesis are regulated to balance the produc-
tion of the various nucleotides.

• A ribonucleotide reductase uses a free radical mechanism to con-
vert nucleotides to deoxynucleotides.

• Thymidine production requires a methyl group donated by the 
cofactor tetrahydrofolate.

• In humans, purines are degraded to uric acid for excretion, and 
pyrimidines are converted to b-amino acids.

18-4 Amino Acid Catabolism

• Following removal of their amino groups by transamination, 
amino acids are broken down to intermediates that can be con-
verted to glucose or acetyl-CoA for use in the citric acid cycle, 
fatty acid synthesis, or ketogenesis.

18-5 Nitrogen Disposal: The Urea Cycle

• In mammals, excess amino groups are converted to urea for 
 disposal. The urea cycle is regulated at the carbamoyl phosphate 
synthetase step, an entry point for ammonia. Other organisms 
convert excess nitrogen to compounds such as uric acid.

nitrogen fi xation
diazotroph
nitrifi cation
denitrifi cation
nitrogen cycle

transamination
nonessential amino acid
essential amino acid
channeling
neurotransmitter

salvage pathway
glucogenic amino acid
ketogenic amino acid
urea cycle

GLOSSARY TERMS
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PROBLEMS

18-1 Nitrogen Fixation and Assimilation

 1. The E89 for the half-reaction

N2 1 6 H1 1 6 e2 Δ 2 NH3

 is 20.34 V. The reduction potential of the nitrogenase component 
that donates electrons for nitrogen reduction is about 20.29 V. 
ATP hydrolysis apparently induces a conformational change in the 
protein that alters its reduction potential (a change with a magni-
tude of about 0.11 V). Does this change increase or decrease the E89 
of the electron donor and why is this change necessary?

 2. Why is it a good agricultural practice to plant a fi eld with 
alfalfa every few years?

 3. Plants whose root nodules contain nitrogen-fi xing bacterial 
symbionts synthesize a heme-containing protein, called leghemo-
globin, which resembles myoglobin in its structure. What is the 
function of this protein in the root nodules?

 4. Photosynthetic cyanobacteria carry out nitrogen fi xation in 
specialized cells that have Photosystem I but lack Photosystem II. 
Explain the reason for this strategy.

 5. The highly versatile prokaryotic cell can incorporate ammo-
nia into amino acids using two different mechanisms, depending on 
the concentration of available ammonia.

(a) One method involves coupling glutamine synthetase, 
glutamate synthase, and transamination reactions. Write the 
overall balanced equation for this process.
(b) A second method involves coupling the freely reversible 
glutamate dehydrogenate reaction and a transamination 
reaction. Write the overall balanced equation for this process.

 6. Refer to your answer to Problem 5.
(a) Which process is used when the concentration of available 
ammonia is low? When the concentration of ammonia is high? 
(Hint: The K M of glutamine synthetase for ammonia is lower than 
the K M of glutamate dehydrogenase for the ammonium ion.)
(b) Why is the prokaryotic cell at a disadvantage when the 
concentration of ammonia is low? Explain.

 7. Cancer cells show a much higher rate of glutamine utilization 
than normal cells. What are two strategies that cancer cells could 
employ to increase the cellular glutamine content? How could you 
use this information to devise a therapeutic agent for treating cancer?

 8. E. coli glutamine synthetase is regulated by adenylylation; that 
is, an AMP group is covalently attached to a tyrosine side chain. 
The enzyme is less active in the adenylylated form. The reaction is 
catalyzed by an adenylyltransferase (ATase) enzyme.

(a) Write a balanced equation for this reaction and show the 
structure of the adenylylated tyrosine side chain.
(b) Would you expect a-ketoglutarate to stimulate or inhibit 
the adenylylation of the enzyme?

 9. Draw the products of the following transamination reactions:
(a) glycine 1 a-ketoglutarate S glutamate 1  ________
(b) arginine 1 a-ketoglutarate S glutamate 1  ________
(c) serine 1 a-ketoglutarate S glutamate 1  ________
(d) phenylalanine 1 a-ketoglutarate S glutamate 1  ________

10. Draw the products of the following transamination reac-
tions. What do all of the products have in common?

(a) aspartate 1 a-ketoglutarate S glutamate 1  ________
(b) alanine 1 a-ketoglutarate S glutamate 1  ________
(c) glutamate 1 oxaloacetate S aspartate 1  ________

11. Which amino acid generates each of the following products 
in a transamination reaction with a-ketoglutarate?

COO�

CH

CH3

OC

CH2

CH3

(a) COO�

CH

CH3

OC

CH3

(d)COO�

OH

OC

CH2

(c)COO�

S

CH3

OC

(CH2)2

(b)

12. Serine hydroxymethyltransferase catalyzes the conversion of 
threonine to glycine in a PLP-dependent reaction. The mechanism 
is slightly different from that shown in the transamination reac-
tion in Figure 18-5. The degradation of threonine to glycine begins 
with a threonine CaOCb bond cleavage. Draw the structure of the 
threonine–Schiff base intermediate that forms in this reaction and 
show how CaOCb bond cleavage occurs.

18-2 Amino Acid Biosynthesis

13. Glutamine synthetase and asparagine synthetase catalyze 
reactions to produce glutamine and asparagine, respectively. It 
might be reasonable to expect that these enzymes are similar, but 
they catalyze the formation of their amino acid products very differ-
ently. Compare and contrast the two enzymes.

14. Asparagine synthetase can use a similar mechanism to 
catalyze the synthesis of asparagine from aspartate using ammo-
nium ions rather than glutamate as the nitrogen donor (see 
Problem 13).

(a) Write a balanced equation for this reaction.
(b) Compare this reaction to the glutamine synthetase reaction.

15. The expression of phosphoglycerate dehydrogenase, which 
catalyzes the fi rst step of serine biosynthesis, is dramatically elevated 
in some cancers, which are highly metabolically active. Experiments 
suggest that in addition to supplying extra serine, the elevated 
de hydrogenase activity increases fl ux through the citric acid cycle. 
Explain.

16. Researchers have identifi ed several metabolites whose con-
centrations in urine may be elevated in prostate cancer. One of these 
metabolites is sarcosine (N-methylglycine).

(a) Draw its structure.
(b) Folate defi ciency causes sarcosine levels in the blood to 
increase. Propose an explanation for this observation.

17. All of the nonessential amino acids, with the exception of tyro-
sine, can be synthesized from four metabolites: pyruvate, oxaloacetate, 
a-ketoglutarate, and 3-phosphoglycerate. Draw a diagram that shows 
how the 10 amino acids are obtained from these metabolites.

18. In many bacteria, the pathway for synthesizing cysteine and 
methionine consists of enzymes that contain relatively few Cys and 
Met residues. Explain why this is an advantage.

19. Taurine, a naturally occurring compound that is added to some 
energy drinks, is used in the synthesis of bile salts (Section 17-3); it may 
also help regulate cardiovascular function and lipoprotein  metabolism. 
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 Threonine deaminase is a tetramer and has a low affi nity, or T, form 
and a high affi nity, or R, form. The enzyme is allosterically regu-
l ated. The activity of threonine deaminase was measured at increasing 
concentrations of its substrate, threonine (curve A). Measurements 
were also made in the presence of isoleucine (curve B) and valine 
(curve C). The kinetic constants obtained from the graphs are 
shown in the table.

 No modulators
 present  Isoleucine  Valine
 (Thr only) added added

V max (mmol ? mg21 ? min21) 214 180 225
K M (mM) 8.0 74 5.7

(a) What can you determine about threonine deaminase from 
these data?
(b) What is the effect of isoleucine on threonine deaminase 
activity? To which form of the enzyme does isoleucine bind?
(c) What is the effect of valine (a product of a parallel pathway) 
on threonine deaminase activity? To which form of the enzyme 
does valine bind?
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24. Bacteria synthesize the essential amino acids lysine, methio-
nine, and threonine using aspartate as a substrate. The pathway is 
summarized on the next page. Certain enzymes in this pathway 
serve as regulatory points so that the cell can maintain appropriate 

From what amino acid is taurine derived, and what types of reactions 
are required to convert this amino acid to taurine?

O�

O

O
Taurine

CH2 CH2
�H3N S

20. Sulfonamides (sulfa drugs) act as antibiotics by inhibiting 
the synthesis of folate in bacteria.

A sulfonamide

H2N S

O

O

NH R

(a) Which portion of the folate molecule does the sulfonamide 
resemble?
(b) Why do sulfonamides kill bacteria without harming their 
mammalian host?

21. A person whose diet is poor in just one of the essential amino 
acids may enter a state of negative nitrogen balance, in which nitro-
gen excretion is greater than nitrogen intake. Explain why this 
occurs, even when the supply of other amino acids is high.

22. A dilute solution of gelatin, which is derived from the pro-
tein collagen, is sometimes given to ill children who have not been 
able to consume solid food for several days.

(a) Explain why gelatin is not a good source of essential amino 
acids.
(b) What is the advantage of giving gelatin, rather than a sugar 
solution, to someone who has not eaten for several days?

23. Threonine deaminase catalyzes the committed step of the 
biosynthetic pathway leading to the branched-chain amino acid iso-
leucine. The enzyme catalyzes the dehydration and deamination of 
threonine to a-ketobutyrate.

COO�CH

CH

�H3N

CH3

H2O, NH3
threonine
deaminase

OH

Threonine

COO�CH

CH

�H3N

CH3

COO�

C

CH2

CH3

O

�-Ketobutyrate

4 reactions

CH2

CH3

Isoleucine
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(a) How do ADP and GDP regulate ribose phosphate pyro-
phosphokinase?
(b) Amidophosphoribosyltransferase catalyzes the committed 
step of the IMP synthetic pathway. How might 5-phosphoribo-
syl pyrophosphate (PRPP), AMP, ADP, ATP, GMP, GDP, and 
GTP affect the activity of this enzyme? Explain your reasoning.

28. The purine nucleotide synthesis pathway shown in  
Problem 27 is the de novo synthetic pathway and is virtually iden-
tical in all organisms. Most organisms have additional salvage 
pathways in which purines released from degradative processes are 
recycled to form their respective nucleotides. (Some organisms 
that do not have the de novo pathway rely exclusively on a salvage 
pathway to synthesize purine nucleotides.) One salvage pathway 
involves the conversion of adenine to AMP, catalyzed by the 
enzyme adenine phosphoribosyltransferase (APRT). If adenine is 
present in large amounts, it is converted to dihydroxyadenine, 
which can form kidney stones.

dihydroxyadenine

adenine � 5-phosphoribosyl pyrophosphate
APRT

AMP � PPi

xanthine
dehydrogenase

(a) A mutation in the APRT gene results in a 10-fold increase 
in the K M value for one of the APRT substrates. What is the 
consequence of this mutation?
(b) How would you treat the condition resulting from this 
mutation?

29. A second purine salvage pathway (see Problem 28) is catalyzed 
by hypoxanthine-guanine phosphoribosyl transferase (HGPRT), 
which catalyzes the following reactions:

hypoxanthine � 5-phosphoribosyl pyrophosphate
HGPRT

IMP � PPi

guanine � 5-phosphoribosyl pyrophosphate
HGPRT

GMP � PPi

 Some intracellular protozoan parasites have high levels of HGPRT. 
Inhibitors of this enzyme are being studied for their effectiveness in 
blocking parasite growth. What is the metabolic effect of inhibiting 
the parasite’s HGPRT, and what does this tell you about the para-
site’s metabolic capabilities?

30. Lesch–Nyhan syndrome is a disease caused by a severe 
defi ciency in HGPRT activity (see Problem 29). The disease is 
characterized by the accumulation of excessive amounts of uric 
acid, a product of nucleotide degradation, which causes neuro-
logical abnormalities and destructive behavior, including self-
mutilation. Explain why the absence of HGPRT causes uric acid 
to accumulate.

31. Antibody-producing B-lymphocytes use both the de novo 
(see Problem 27) and salvage pathways (see Problem 28) to 
 synthesize nucleotides, but their survival rate in culture is only 7 to 
10 days. Myeloma cells lack the HGPRT enzyme (see Problem 29) 
and survive indefi nitely in culture. The preparation of  long-lived 

concentrations of each type of amino acid. The amino acids them-
selves serve as allosteric regulators of enzyme activity. Which enzyme(s) 
is(are) good candidates for regulation of the synthesis of each of these 
 amino acids: (a) lysine, (b) methionine, and (c) threonine?

Aspartate

�-Asp semialdehyde
dehydrogenase

homoserine
dehydrogenase

dihydropicolinate
synthase

homoserine
kinase

acyltransferase
Lysine

Homoserine

Threonine

Methionine

7 steps

3 steps

aspartokinase

Aspartyl 	-phosphate

	-Aspartyl semialdehyde

threonine
synthase

18-3 Nucleotide Biosynthesis

25. Although methotrexate is still used for cancer chemotherapy, 
it is also prescribed to treat some autoimmune diseases such as rheu-
matoid arthritis. Explain.

26. Multifunctional enzymes are common in eukaryotic metab-
olism. Explain why it would be an advantage for dihydrofolate 
reductase (DHFR) and thymidylate synthase (TS) activities to be 
part of the same protein.

27. Purine nucleotide synthesis is a highly regulated process. The 
main objective is to provide the cell with approximately equal con-
centrations of ATP and GTP for DNA synthesis. The purine nucle-
otide synthesis pathway is outlined in the fi gure below.

Ribose-5-phosphate

5-Phosphoribosylamine

PRPP

IMP

AMP GMP

ribose phosphate
pyrophosphokinase

amidophosphoribosyl
transferase

9 reactions

2 reactions 2 reactions

ADP GDP

ATP GTP
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40. Leucine is degraded to acetyl-CoA and acetoacetate by a 
pathway whose fi rst two steps are identical to those of valine degra-
dation (see Fig. 18-11). The third step is the same as the fi rst step in 
fatty acid oxidation. The fourth step involves an ATP-dependent 
carboxylation, the fi fth step is a hydration reaction, and the last step 
is a cleavage reaction catalyzed by a lyase enzyme that releases the 
products. Draw the intermediates of leucine degradation and indi-
cate the enzyme that catalyzes each step.

41. (a) What is the metabolic fate of the products of leucine deg-
radation (see Solution 40) and how does this differ from the meta-
bolic fate of the products of isoleucine degradation? (see Solution 
39)? (b) The last reaction in the leucine degradation pathway is 
catalyzed by HMG-CoA lyase (see Solution 40). Why do patients 
who are missing this enzyme need to restrict not only leucine but 
also fat from their diets? (Hint: See Fig. 17-16.)

42. Maple syrup urine disease (MSUD) is an inborn error of 
metabolism that results in the excretion of branched-chain a-keto 
acids into the urine, imparting a maple syrup–like smell to the 
urine. What enzyme is nonfunctional in these patients? Severe neu-
rological symptoms develop if the disease is not treated, but if 
 treated, patients can live a fairly normal life. How would you treat 
the disease?

43. The effect of the hormones glucagon and insulin on the 
activity of the enzyme phenylalanine hydroxylase (see Box 18-D) 
was investigated, with and without preincubation with phenylala-
nine (Phe has been shown to convert the enzyme from the dimeric 
to the tetrameric form.) The results are shown below.

(a) What hormone stimulates the enzyme?
(b) What is the role of Phe in the regulation of enzyme activity?
(c) In a separate experiment, the amount of radioactively 
labeled phosphate incorporated into the enzyme with glucagon 
treatment was found to be nearly sevenfold greater than in 
controls. How do you explain this observation?
(d) Is phenylalanine hydroxylase more active in the fed or 
fasting state?
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44. Phenylketonuria (PKU) is an inherited disease that results 
from the lack of the enzyme phenylalanine hydroxylase (see Prob-
lem 43). Phenylalanine hydroxylase catalyzes the fi rst step in the 
degradation of phenylalanine (see Box 18-D). Individuals with phe-
nylketonuria cannot break down phenylalanine, which accumulates 
in the blood and is eventually transaminated to phenylpyruvate, 
a phenylketone compound. The accumulation of phenylpyruvate 
causes irreversible brain damage if the disease is not treated.

antibody-producing hybridoma cells involves fusion of a lympho-
cyte and a myeloma cell to produce a hybridoma, then selecting for 
hybridomas that can grow in HAT medium. The medium contains 
hypoxanthine, aminopterin (an antibiotic that inhibits enzymes of 
the de novo nucleotide synthetic pathway), and thymidine. How 
does the HAT medium select for hybridoma cells?

32. The compound 5-fl uorouracil (shown below) is often used 
topically to treat minor skin cancers. When 5-fl uorouracil is added 
to cells in culture, the concentration of dUTP increases, while 
dTTP is depleted. How do you account for these observations, and 
how does 5-fl uorouracil kill cancer cells?

N
H

HN

O

O

F

5-Fluorouracil

18-4 Amino Acid Catabolism

33. Peptides containing citrulline residues are often detected in 
infl ammation, such as occurs in rheumatoid arthritis.

(a) From which amino acid are citrulline residues derived, and 
what kind of reaction generates them?
(b) Why are citrullinated peptides likely to trigger an 
 autoimmune response?

34. Urinary 3-methylhistidine (a modifi ed amino acid found 
primarily in actin) is used as an indicator of the rate of muscle deg-
radation. When actin is degraded, 3-methylhistidine is excreted 
because it cannot be reused for protein synthesis. Why? Explain why 
monitoring 3-methylhistidine offers only an approximation of the 
rate of muscle degradation.

35. The catabolic pathways for the 20 amino acids vary consid-
erably, but all amino acids are degraded to one of seven metabolites: 
pyruvate, a-ketoglutarate, succinyl-CoA, fumarate, oxaloacetate, 
acetyl-CoA, or acetoacetate. What is the fate of each of these 
 metabolites?

36. Although amino acids are classifi ed as glucogenic, ketogenic, 
or both, it is possible for all their carbon skeletons to be broken 
down to acetyl-CoA. Explain.

37. Mouse embryonic stem cells are small but divide extremely 
rapidly. To maintain high metabolic fl ux, these cells require a high 
concentration of threonine and express high levels of threonine 
dehydrogenase, which catalyzes the fi rst step of threonine break-
down. Explain how threonine catabolism contributes to citric acid 
cycle activity and nucleotide biosynthesis.

38. Isoleucine is degraded to acetyl-CoA and propionyl-CoA by 
a pathway in which the fi rst steps are identical to those of valine 
degradation (see Fig. 18-11) and the last steps are identical to those 
of fatty acid oxidation.

(a) Draw the intermediates of isoleucine degradation and 
indicate the enzyme that catalyzes each step.
(b) Which reaction in the degradation scheme is analogous to 
the reaction catalyzed by pyruvate dehydrogenase?
(c) What reaction is analogous to the reaction catalyzed by 
acyl-CoA dehydrogenase in fatty acid oxidation?

39. What is the fate of the propionyl-CoA that is produced upon 
degradation of isoleucine?
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55. An inborn error of metabolism results in the defi ciency of 
argininosuccinase. What could be added to the diet to boost urea 
production?

56. Production of the enzymes that catalyze the reactions of the 
urea cycle can increase or decrease according to the metabolic needs 
of the organism. High levels of these enzymes are associated with 
high-protein diets as well as starvation. Explain this paradox.

57. Describe how the reversible glutamate dehydrogenase reac-
tion (a) contributes to amino acid biosynthesis and (b) functions as 
an anaplerotic reaction for the citric acid cycle.

58. The kidneys play a role in regulating acid–base balance in 
humans by releasing amino groups from glutamine so that the result-
ing ammonium ions can neutralize metabolic acids (see Box 2-D). 
Which two kidney enzymes are responsible for removing gluta-
mine’s amino groups? Write the reaction catalyzed by each enzyme, 
and write the net reaction.

59. Vigorous exercise is known to break down muscle proteins. 
What is the probable metabolic fate of the resulting free amino 
acids?

60. The brain NMDA receptor is named for one of its agonists, 
N-methyl-D-aspartate. Draw the structure of this compound.

61. Bacterial glutamine synthetase has an elaborate control sys-
tem, which includes both allosteric and covalent control. The bacte-
rial enzyme consists of 12 identical subunits arranged at corners of 
a hexagonal prism (see Fig. 18-4). Its activity is inhibited by adenyl-
ylation (covalent attachment of an AMP group, see Problem 8). The 
enzyme has 12 adenylylation sites, one on each subunit. The level of 
adenylylation is controlled by the activity of a uridylyltransferase 
(UTase), an enzyme that attaches a UMP group on a regulatory 
protein termed PII. [A uridylyl-removing enzyme (UR) removes the 
UMP group from PII.] The PII protein is associated with the adeny-
lyltransferase (ATase), which catalyzes both adenylylation and dead-
enylylation of glutamine synthetase. When PII is uridylylated, the 
ATase enzyme catalyzes deadenylylation of glutamine synthetase; 
when the UMP group is removed from PII, adenylylation of gluta-
mine synthetase takes place. This complex metabolic strategy is 
illustrated in the following fi gure.

n PPi

PPi

n ATP

n 
 1–12

n Pi

n ADP

UMP
H2OUMP

UR

UTP

Gln synthetase

less active
AMP(1-12)

UTase

Gln synthetase

ATase

PII

more active
OH

OH

ATase

PII

(a) Draw the structure of phenylpyruvate, the product of 
phenylalanine transamination.
(b) Why do children with a defi ciency of tetrahydrobiopterin 
excrete large quantities of the phenylketone?
(c) Individuals diagnosed with PKU are placed on a low 
phenylalanine diet. Why would a phenylalanine-free diet be 
undesirable?
(d) Why should patients with PKU avoid the artifi cial sweet-
ener aspartame (see Problem 4-15)?
(e) Explain why individuals on a low-phenylalanine diet may 
need to increase their tyrosine intake.

45. Nonketotic hyperglycinemia (NKH) is an inborn error of 
metabolism characterized by high levels of glycine in the blood, 
urine, and cerebrospinal fl uid. Babies with this disease suffer from 
hypotonia, seizures, and intellectual disability. What enzyme is most 
likely to be nonfunctional in patients with NKH?

46. In mammals, metabolic fuels can be stored: glucose as glyco-
gen and fatty acids as triacylglycerols. What type of molecule could 
be considered as a sort of storage depot for amino acids? How does 
it differ from other fuel-storage molecules?

18-5 Nitrogen Disposal: The Urea Cycle

47. At one time, ammonia’s toxicity was believed to result from 
its participation in the glutamate dehydrogenase reaction, which is 
reversible. Explain how this reaction could affect the brain’s energy 
metabolism.

48. Glutamate dehydrogenase is allosterically regulated by a 
 variety of metabolites. Predict the effect of each of the following on 
glutamate dehydrogenase activity.

(a) GTP
(b) ADP
(c) NADH

49. Recall that ketone bodies are produced during starvation 
(see Section 17-2). Under these conditions, the kidneys increase 
their uptake of glutamine. Explain how this helps counteract the 
effects of ketosis.

50. Identify the source of the two nitrogen atoms in urea.

51. List all the reactions shown in this chapter that generate free 
ammonia.

52. Which three mammalian enzymes can potentially “mop up” 
excess NH4

1?

53. A complete defi ciency of a urea cycle enzyme usually causes 
death soon after birth, but a partial defi ciency may be tolerated.

(a) Explain why hyperammonemia (high levels of ammonia in 
the blood) accompanies a urea cycle enzyme defi ciency.
(b) What dietary adjustments might minimize ammonia toxicity?

54. The drug Ucephan, a mixture of sodium salts of phenylace-
tate and benzoate, is used to treat the hyperammonemia associated 
with a urea cycle enzyme defi ciency (see Problem 53). Phenylacetate 
reacts with glutamine, and benzoate reacts with glycine; the reaction 
products are excreted in the urine. Draw the structures of the prod-
ucts. What is the biochemical rationale for this treatment?

Benzoate

C O�

O

Phenylacetate

CH2 COO�
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nitrogen source. The enzyme prepared from these cells was 
sensitive to the allosteric inhibitors listed above. A second batch 
of enzyme was prepared from E. coli cells grown in medium 
containing glucose and ammonium chloride. The enzyme 
purifi ed from these cells was insensitive to the inhibitors listed 
above. Provide an explanation for these observations.

62. Gastric ulcers result from infection by Helicobacter pylori. To 
survive in the extreme acidity of the stomach, the bacteria express 
high levels of the enzyme urease.

(a) Why is urease activity essential for H. pylori survival?
(b) Why is it important for at least some urease to be associated 
with the bacterial cell surface?

(a) The activity of the UTase is affected by cellular  concentrations 
of a-ketoglutarate, ATP, glutamine, and inorganic phosphate. The 
activity of UR is affected by cellular concentrations of glutamine. 
Classify each of these substances as inhibitors or activators of 
UTase and UR.
(b) Increased levels of adenylylation of glutamine synthetase 
render the enzyme more susceptible to allosteric inhibition by 
the following metabolites: histidine, tryptophan, carbamoyl 
phosphate, glucosamine-6-phosphate, AMP, CTP, NAD1, 
alanine, serine, and glycine. Why do these substances inhibit 
glutamine synthetase?
(c) When glutamine synthetase was fi rst purifi ed from E. coli, 
the enzyme was isolated from cells grown in medium containing 
glycerol as the only carbon source and glutamate as the only 

Brosnan, J. T., Glutamate, at the interface between amino acid 
and carbohydrate metabolism, J. Nutr. 130, 988S–990S (2000). 
[Summarizes the metabolic roles of glutamate as a fuel and as a 
participant in deamination and transamination reactions.]

Reichard, P., Ribonucleotide reductases: Substrate specifi city 
by allostery, Biochem. Biophys. Res. Commun. 396, 19–23 (2010). 
[Includes a discussion of how these enzymes are regulated.]

Toney, M. D., Controlling reaction specifi city in pyridoxal phos-
phate enzymes, Biochim. Biophys Acta. 1814, 1407–1418 (2011). 
[Discusses how these enzymes use the same cofactor for a variety 
of reactions.]
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THIS CHAPTER IN CONTEXT

Do You Remember?
 Allosteric regulators can inhibit or activate enzymes (Section 7-3).

 G protein–coupled receptors and receptor tyrosine kinases are the two major types 

of receptors that transduce extracellular signals to the cell interior (Section 10-1).

 Metabolic fuels can be mobilized by breaking down glycogen, triacylglycerols, 

and proteins (Section 12-1).

 Metabolic pathways in cells are connected and are regulated (Section 12-2).

Part 3 Metabolism

  19 Regulation of 
Mammalian Fuel 
Metabolism

Part 4 Genetic Information

Part 1 Foundations

Part 2  Molecular Structure 
and Function

WHAT goes wrong in diabetes?

Humans are adapted for long-term stability: Over many 
decades, the adult body does not usually undergo much change 

in size or shape. Even the dramatic variations in food consumption and 
activity levels that occur on a daily basis do not appear to perturb the system. Yet 

when the regulatory mechanisms are disrupted or overwhelmed, the results can be deadly. 
Type 2 diabetes, a disorder that is increasing worldwide at an alarming rate, represents a failure 

of the body to control fuel consumption, expenditure, and storage. And even injections of insulin, a 
key hormone involved in regulating fuel metabolism, may not be effective.
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Ch 19 Regulation of Mammalian 
Fuel Metabolism

In examining the various pathways for the catabolism and anabolism of the major 
metabolic fuels and building blocks in mammals—carbohydrates, fatty acids, amino 
acids, and nucleotides—we have seen that biosynthetic and degradative pathways 
differ for thermodynamic reasons. These pathways are also regulated so that their 
simultaneous operation does not waste resources. One form of regulation is the 
compartmentation of opposing processes. For example, fatty acid oxidation takes 
place in mitochondria, whereas fatty acid synthesis takes place in the cytosol. The 
locations of the major metabolic pathways are shown in Figure 19-1. The move-
ment of materials between cellular compartments requires an extensive set of mem-
brane transporters, some of which are included in Figure 19-1.

Organs are specialized for different functions

Compartmentation also takes the form of organ specialization: Different tissues have 
different roles in energy storage and use. For example, the liver carries out most meta-
bolic processes as well as liver-specifi c functions such as gluconeogenesis, ketogene-
sis, and urea production. Adipose tissue is specialized to store about 95% of the 
body’s triacylglycerols. Some tissues, such as red blood cells, do not store glycogen or 
fat and rely primarily on glucose supplied by the liver.

The functions of some organs as fuel depositories or fuel sources depend on 
whether the body is experiencing abundance (for example, immediately following a 
meal) or deprivation (after many hours of fasting). The major metabolic functions 
of some organs, including their reciprocating roles in storing and mobilizing fuels, 
are diagrammed in Figure 19-2.

KEY CONCEPTS
• Various organs are specialized for 

fuel storage, mobilization, and other 
functions.

• Metabolites travel between tissues 
in interorgan metabolic pathways.

19-1 Integration of Fuel Metabolism

As a machine obeying the laws of thermodynamics, the human body is remarkably 
fl exible in managing its resources. Humans and other mammals rely on different 
organs that are specialized for using, storing, and interconverting metabolic fuels. 
The exchange of materials between organs and communication between organs 
 allows the body to operate as a unifi ed whole. But for the same reasons, disorders in 
one aspect of fuel metabolism can have body-wide consequences. We begin this 
chapter by reviewing the roles of different organs. Then we can explore how meta-
bolic processes are coordinated and how their disruption leads to disease.

Figure 19-1 Cellular locations 
of major metabolic pathways. In 
mammalian cells, most metabolic 
reactions occur in either the cytosol or 
the mitochondrial matrix. The urea cycle 
requires enzymes located in the matrix 
and cytosol. Amino acid degradation 
also occurs in both compartments. 
Other reactions, not pictured here, 
occur in the peroxisome, endoplasmic 
reticulum, Golgi apparatus, and 
lysosome. The diagram includes some 
transport proteins that transfer substrates 
and products between the mitochondria 
and cytosol.

? For each transporter, indicate 
the  primary direction of solute 
 movement and identify its metabolic 
purpose.
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Following a meal, the liver takes up glucose and converts it to glycogen for stor-
age. Excess glucose and amino acids are catabolized to acetyl-CoA, which is used to 
synthesize fatty acids. The fatty acids are esterifi ed to glycerol, and the resulting tri-
acylglycerols, along with dietary triacylglycerols, are exported to other tissues. Dur-
ing a fast, the liver mobilizes glucose from glycogen stores and releases it into the 
circulation for other tissues to use. Triacylglycerols are broken down to acetyl-CoA, 
which can be converted to ketone bodies to power the brain and heart when glucose 
is in short supply. Amino acids derived from proteins can be converted to glucose by 
gluconeogenesis (the nonglucogenic amino acids can be converted to ketone  bodies). 
The liver also deals with lactate and alanine produced by muscle activity, converting 
these molecules to glucose and disposing of amino groups through urea synthesis.

Muscle cells take up glucose when it is available and store it as glycogen, although 
there is a limit to how much glycogen can be stockpiled. During exercise, the glyco-
gen is quickly broken down for glycolysis, a pathway for the rapid—if ineffi cient—
production of ATP. Muscle cells can also burn fatty acids and ketone bodies. Heart 
muscle, which maintains a near-constant level of activity, is specialized to burn fatty 
acids as its primary fuel and is rich in mitochondria to carry out this aerobic activity. 
During intense prolonged activity, muscle cells export lactate and alanine (see 
 below). Muscle protein can be tapped as a source of metabolic fuel during starva-
tion, when amino acids are needed to generate glucose.

Adipocytes take up glucose and convert it to glycerol; this plus fatty acids taken 
up from the circulation are the raw materials for triacylglycerols that are stored as a 
fat globule inside the cell. Fatty acids are mobilized in times of need and released 
from adipose tissue into the circulation.
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Integration of Fuel Metabolism

Figure 19-2 The major metabolic roles of the liver, kidney, muscle, and adipose 
tissue.

? Identify the processes that are  mainly catabolic and mainly anabolic.
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Ch 19 Regulation of Mammalian 
Fuel Metabolism

In addition to eliminating wastes and maintaining acid–base balance (see 
Box 2-D), the kidneys play a minor role in fuel metabolism. The removal of amino 
groups from glutamine leaves a-ketoglutarate, which can be converted to glucose 
(the liver and kidney are the only organs that carry out gluconeogenesis).

The typical patterns of fuel use described above are altered in cancerous cells, 
whose metabolism must support rapid growth and cell division (Box 19-A).

BOX 19-A

Normal differentiated cells grow slowly, if at all, and rely on oxi-
dative phosphorylation to meet their energy needs. In contrast, 
most cancer cells are characterized by rapid, uncontrolled prolif-
eration and carry out glycolysis at a high rate, even when oxygen 
is plentiful. This anaerobic glycolysis, known as the Warburg 
effect, has puzzled biochemists since Otto Warburg described 
it in the 1920s. One would expect that cancer cells would burn 
fuel and generate ATP using more effi cient pathways, yet the 
cells instead consume large amounts of glucose and eliminate 
waste carbons in the form of lactate rather than CO2. In fact, 
heightened glucose uptake by cancer cells is the basis for the PET 
(positron emission tomography) scan used to locate tumors and 
monitor their growth. About an hour before entering the scan-
ner, a patient is given an injection of 2-deoxy-2-[18F]fl uoroglu-
cose (fl uorodeoxyglucose, or FDG), which is taken up by all 
glucose-metabolizing cells. Decay of the 18F isotope emits a pos-
itron (which is like an electron with a positive charge) that is 
ultimately detected as a fl ash of light. The PET scanner generates 
a two- or three-dimensional map showing the location of the 
tracer, that is, tissues with a high rate of glucose uptake.

Cancer Metabolism

that by generating ATP mainly by glycolysis (which also occurs 
in active muscle cells), the cancer cells can avoid generating reac-
tive oxygen species such as superoxide, ?O2

2, an unavoidable by-
product of the electron transport pathway (see Box 15-A). It is 
possible that the high rate of superoxide production that would 
accompany accelerated aerobic activity in cancer cells would lead 
to catastrophic DNA damage. However, one hallmark of cancer-
ous cells is damaged DNA (Section 20-4), which is considered to 
be a factor contributing to, not necessarily resulting from, the 
development of cancer.

Another possibility is that glucose catabolism to lactate can 
supply enough ATP to take pressure off the citric acid cycle as a 
mechanism for converting metabolic fuels to ATP. A greater 
 proportion of the citric acid cycle fl ux can therefore be directed 
toward producing the precursors for anabolic reactions such as 
the synthesis of fatty acids, amino acids, and nucleotides, all of 
which are needed in large amounts as cells divide.

The need for biosynthetic precursors also seems to explain 
why—despite the high rate of glucose catabolism—many can-
cer cells express a variant pyruvate kinase that has lower enzy-
matic activity. The resulting bottleneck in glycolytic fl ux may 
help divert some glucose carbons through amino acid biosyn-
thetic pathways or through the pentose phosphate pathway 
(Section 13-4) in order to generate NADPH and ribose groups 
for nucleotide synthesis.

 Questions:

1. Draw the structure of 2-deoxy-2-fl uoroglucose (FDG).
2. FDG is taken up by cancer cells and phosphorylated by 

 hexokinase. (a) What prevents the reaction product from 
 leaving the cells? (b) The reaction product accumulates in the 
cancer cells. Explain why it cannot be further metabolized.

3. Whole-body PET scans show high levels of FDG in the brain 
and bladder. Explain.

4. Which glycolytic intermediates are used for amino acid 
 biosynthesis in humans?

5. In addition to glucose, cancer cells consume relatively large 
amounts of glutamine. Explain.

6. Which citric acid cycle intermediates can be used for nucleo-
tide biosynthesis?

7. In cancer cells with low pyruvate kinase activity, phospho-
enolpyruvate accumulates and can donate its phosphoryl 
group to the active-site His in phosphoglycerate mutase. The 
phospho-His then spontaneously hydrolyzes. What is accom-
plished by this alternative pathway for phosphoenolpyruvate?

CLINICAL CONNECTION

The dark areas of the PET scan indicate tissues that rely 
heavily on glucose metabolism. The arrow points to a tumor. 
[Living Art Enterprises/Photo Researchers.]

So why do cancer cells use glucose in an apparently ineffi cient 
manner? One possible advantage of this metabolic strategy is 
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Integration of Fuel Metabolism

Metabolites travel between organs

The body’s organs are connected to each other by the circulatory system so that 
metabolites synthesized by one organ, such as glucose produced by the liver, can 
easily reach other tissues. Amino acids released from various tissues travel to the liver 
or kidney for disposal of their amino groups. Materials are also exchanged between 
the body’s organs and the microorganisms that inhabit the intestines (Box 19-B).

Some metabolic pathways are circuits that include interorgan transport. For 
 example, the Cori cycle (named after Carl and Gerty Cori, who fi rst described it) is a 
metabolic pathway involving the muscles and liver. During periods of high activity, 
muscle glycogen is broken down to glucose, which undergoes glycolysis to produce 

BIOCHEMISTRY NOTEBOX 19-B

The Intestinal Microbiome Contributes to Metabolism

The human body is estimated to contain about 10 trillion (1013) cells, and there are 
probably 10 times that number of microorganisms, primarily living in the intestine. 
These organisms, mostly bacteria, form an integrated community called the  microbiome. 
At one time, the existence of microbes inside the human host was believed to be a form 
of commensalism, a relationship in which neither party has much to gain or lose in the 
partnership. It is now clear, however, that the microbiome plays an active role in provid-
ing nutrients (including some vitamins), regulating fuel use and storage, and preventing 
disease.

DNA sequencing studies have revealed that an individual may host up to 10,000 dif-
ferent species. Establishing this community of microbes begins at birth and is mostly 
complete after about a year. The mix of species remains fairly constant throughout the 
person’s lifetime but can vary markedly among individuals, even in the same household. 
However, the overall metabolic capabilities of the microbial community seem to matter 
more than which species are actually present. Contrary to expectations, there is no com-
mon, or core, microbiome. The Human Microbiome Project (http://commonfund.nih.
gov/hmp/index.aspx) aims to better characterize the species that inhabit the human 
body and assess their contribution to human health and disease.

Bacteria and fungi in the small intestine ferment undigested carbohydrates, mainly 
polysaccharides that cannot be broken down by human digestive enzymes, and produce 
acetate, propionate, and butyrate. These short-chain fatty acids are absorbed by the host 
and are transformed into triacylglycerols for long-term storage. Intestinal bacteria also 
produce vitamin K, biotin, and folate, some of which can be taken up and used by the 
host. The importance of microbial digestion is illustrated by mice grown in a germ-free 
environment. Without the normal bacterial partners, the mice need to consume about 
30% more food than normal animals whose digestive systems have been colonized by 
microorganisms.

There is evidence that thin and obese individuals harbor different proportions of 
two major types of bacteria, the Bacteroidetes and the Firmicutes. It is not the case that 
microbes from obese individuals are more effi cient at extracting nutrients from food so 
that the host absorbs and stores the excess as fat. Rather, different classes of microbes 
appear to play a role in promoting or inhibiting immune responses in the gut, and the 
resulting degree of infl ammation infl uences fuel-use patterns throughout the host.

A growing body of evidence suggests that the microbiome plays a role in the develop-
ment of disorders such as diabetes and autoimmunity. For that reason, so-called probi-
otic microbes have been proposed as a treatment or cure for such ailments, and a variety 
of capsules and foods containing live organisms are commercially available. Clinical 
 trials have shown that probiotic yogurt can alter the metabolic properties of the  intestinal 
microbiome in humans. But whether such changes are large enough or last long enough 
to truly impact human health has not yet been proved.

Question: Formulate a hypothesis to explain the link between increased antibiotic 
use over the past 60 years and the increasing incidence of obesity in humans.
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the ATP required for muscle contraction. The rapid 
 catabolism of muscle glucose exceeds the capacity of the 
mitochondria to reoxidize the resulting NADH and so 
generates lactate as an end product. This three-carbon 
molecule is excreted from the muscle cells and travels 
via the bloodstream to the liver, where it serves as a sub-
strate for gluconeogenesis. The newly synthesized glu-
cose can then return to the muscle cells to sustain ATP 
production even after the muscle glycogen has been de-
pleted (Fig. 19-3). The free energy to drive gluconeo-
genesis in the liver is derived from ATP produced by the 
oxidation of fatty acids. In effect, the Cori cycle transfers 
free energy from the liver to the muscles.

A second interorgan pathway, the glucose–alanine 
cycle, also links the muscles and liver. During vigorous 
exercise, muscle proteins break down, and the resulting 
amino acids undergo transamination to generate inter-
mediates to boost the activity of the citric acid cycle 
(Section 14-3). Transamination reactions convert pyru-
vate, a product of glycolysis, to alanine, which travels by 
the blood to the liver. There, the amino group is used 
for urea synthesis (Section 18-5) and the resulting pyru-
vate is converted back to glucose by the reactions of 
gluconeogenesis. As in the Cori cycle, the glucose re-
turns to the muscle cells to complete the metabolic loop 
(Fig. 19-4). The net effect of the glucose–alanine cycle is 
to transport nitrogen from muscles to the liver.

Figure 19-4 The glucose–alanine 
cycle. The pyruvate produced by muscle 
glycolysis undergoes transamination to 
alanine, which delivers amino groups to 
the liver. The carbon skeleton of alanine 
is converted back to glucose to be used 
by the muscles, and the nitrogen is 
converted to urea for disposal.  See 
Animated Figure. The glucose–alanine 
cycle.

? What is the fate of the a-keto acids 
in muscle?

Figure 19-3 The Cori cycle. The product of muscle glycolysis is 
lactate, which travels to the liver. Lactate dehydrogenase converts the 
lactate back to pyruvate, which can then be used to synthesize glucose 
by gluconeogenesis. The input of free energy in the liver (in the 
form of ATP) is recovered when glucose returns to the muscles to be 
catabolized.  See Animated Figure. The Cori cycle.
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CONCEPT REVIEW
• Why is it effi cient for metabolic pathways to take place in different cellular 

compartments or different organs?
• Summarize the role of the liver, muscle, adipose tissue, and kidney in 

storing and mobilizing metabolic fuel.
• Which metabolic pathways are unique to the liver?
• Describe the individual steps and the net effect of the Cori cycle and the 

glucose–alanine cycle.
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Individual cells or organs must regulate the activities of their respective pathways 
according to their metabolic needs and the availability of fuel and building materi-
als, which are supplied intermittently. The body buffers itself against fl uctuations in 
the fuel supply by storing metabolic fuels, mobilizing them as needed, and replen-
ishing them after the next meal. Maintaining a steady supply of glucose is especially 
critical for the brain, which exerts a large and relatively constant demand for glu-
cose, regardless of how the dietary intake of carbohydrates varies or how much car-
bohydrate is oxidized to support other activities.

How does the body control the level of glucose and other fuels from hour to hour 
or day to day? The activities of organs that store and release fuels are coordinated by 
hormones, which are substances produced by one tissue that affect the functions of 
other tissues throughout the body. The most important hormones involved in fuel 
metabolism are insulin, glucagon, and the catecholamines epinephrine and norepi-
nephrine, but a host of substances produced by other organs participate in a net-
work that regulates appetite, fuel allocation, and body weight.

The ability of a cell to respond to an extracellular signal depends on cell-surface 
receptors that recognize the hormone and transmit a signal to the cell interior. Intra-
cellular responses to the hormone include changes in enzyme activity and gene ex-
pression. The major signal transduction pathways are described in Chapter 10.

Insulin is released in response to glucose

Insulin plays a large role in regulating fuel metabolism by stimulating activities such 
as glucose uptake and inhibiting processes such as glycogen breakdown. A lack of 
insulin or an inability to respond to it results in the disease diabetes mellitus (Sec-
tion 19-3). Immediately following a meal, blood glucose concentrations may rise to 
about 8 mM, from a normal concentration of about 3.6 to 5.8 mM. The increase in 
circulating glucose triggers the release of the hormone insulin, a 51–amino acid 
polypeptide (Fig. 19-5). Insulin is synthesized in the b cells of pancreatic islets, 
which are small clumps of cells that produce hormones rather than digestive en-
zymes (Fig. 19-6). The hormone is named after the Latin insula, “island.”

The mechanism that triggers the release of insulin from the b cells is not well under-
stood. The pancreatic cells do not express a glucose receptor on their surface, as might be 
expected. Instead; the cellular metabolism of glucose itself seems to generate the signal to re-
lease insulin. In liver and pancreatic b cells, the glycolytic degradation of glucose begins 
with a reaction catalyzed by glucokinase (an isozyme of hexokinase; see Section 13-1):

glucose 1 ATP S glucose-6-phosphate 1 ADP

The hexokinases in other cell types have a relatively low K M for glucose (less than 
0.1 mM), which means that the enzymes are saturated with substrate at physiologi-
cal glucose concentrations. Glucokinase, in contrast, has a high K M of 5–10 mM, 
so it is never saturated and its activity is maximally sensitive to the concentration of avail-
able glucose (Fig. 19-7).

Interestingly, the velocity versus substrate curve for glucokinase is not hyperbolic, as 
might be expected for a monomeric enzyme such as glucokinase. Instead, the curve is 
sigmoidal, which is typical of allosteric enzymes with multiple active sites operating 
cooperatively (see Section 7-2). The sigmoidal kinetics of glucokinase, which has only 
one active site, may be due to a substrate-induced conformational change such that at 
the end of the catalytic cycle, the enzyme briefl y maintains a high affi nity for the next 
glucose molecule. At high glucose concentrations, this would mean a high reaction 
 velocity; at low glucose concentrations, the enzyme would operate more slowly because 
it reverts to a low-affi nity conformation before binding another glucose substrate.

The role of glucokinase as a pancreatic glucose sensor is supported by the fact that 
mutations in the glucokinase gene cause a rare form of diabetes. However, other cellular 
factors may be involved, particularly in the mitochondria of the b cells. The glucose 
sensor responsible for triggering insulin release may also depend on the  mitochondrial 

KEY CONCEPTS
• Pancreatic cells release  insulin 

when circulating glucose increases.
• Insulin stimulates the uptake 

of glucose and the storage of 
metabolic fuel.

• Glucagon and epinephrine promote 
glycogenolysis and lipolysis.

• Hormones produced by adipose 
tissue and digestive organs regulate 
appetite and fuel metabolism.

• AMP-dependent protein kinase 
activates ATP-producing pathways 
and inhibits ATP-consuming pathways.

19-2 Hormonal Control of Fuel Metabolism

Figure 19-5 Structure of human 
insulin. This two-chain hormone is 
colored by atom type: C gray, O red, 
N blue, H white, and S yellow. [Structure 
(pdb 1AI0) determined by X. Chang, A. M. M. 
Jorgensen, P. Bardrum, and J. J. Led.]

Figure 19-6 Pancreatic islet cells. 
The pancreatic islets of Langerhans 
(named for their discoverer) consist of 
two types of cells. The b cells produce 
insulin, and the a cells produce 
glucagon. Most other pancreatic cells 
produce digestive enzymes. [Carolina 
Biological Supply Co./Phototake.]
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NAD1/NADH or ADP/ATP ratios. For this reason, age-related de-
clines in mitochondrial function may be a factor in the development of 
diabetes in the elderly.

Once released into the bloodstream, insulin can bind to receptors 
on cells in muscle and other tissues. Insulin binding to its receptor 
stimulates the tyrosine  kinase activity of the receptor’s intracellular do-
mains (Section 10-3). These kinases phosphorylate each other as well 
as tyrosine residues in other proteins, including IRS-1 and IRS-2 (in-
sulin receptor substrates 1 and 2). The IRS proteins then trigger addi-
tional events in the cell, not all of which have been fully characterized.

Insulin promotes fuel use and storage

Only cells that bear insulin receptors can respond to the hormone, and 
the cells’ response is tissue specifi c. In general, insulin signals fuel abun-
dance: It decreases the metabolism of stored fuel while promoting fuel storage. 
The effects of insulin on various tissues are summarized in Table 19-1.

In tissues such as muscle and adipose tissue, insulin stimulates glucose transport into 
cells by several fold. The V max for glucose transport increases, not because  insulin alters 
the intrinsic catalytic activity of the transporter but because insulin increases the num-
ber of transporters at the cell  surface. These transporters, named GLUT4 to distinguish 
them from other glucose-transport proteins, are situated in the membranes of intracel-
lular vesicles. When insulin binds to the cell, the vesicles fuse with the plasma mem-
brane. This translocation of transporters to the cell surface increases the rate at which glucose 
enters the cell (Fig. 19-8). GLUT4 is a passive transporter, operating similarly to the 
erythrocyte glucose transporter (see Fig. 9-12). When the insulin stimulus is removed, 
endocytosis returns the transporters to intracellular vesicles.

Insulin stimulates fatty acid uptake as well as glucose uptake. When the hor-
mone binds to its receptors in adipose tissue, it activates the extracellular protein 
lipoprotein lipase, which helps remove fatty acids from circulating lipoproteins so 
that they can be taken up for storage by adipocytes.

The insulin signaling pathway also alters the activity of glycogen-metabolizing en-
zymes. Glycogen metabolism is characterized by a balance between glycogen synthesis 
and glycogen degradation. Synthesis is carried out by the enzyme glycogen synthase, 
which adds glucose units donated by UDP–glucose to the ends of the branches of a 
glycogen polymer (see Section 13-3):

UDP–glucose 1 glycogen(n residues) S UDP 1 glycogen(n11 residues)

Glycogen phosphorylase mobilizes glucose residues from glycogen by phospho-
rolysis (cleavage through addition of a phosphoryl group rather than water):

glycogen(n residues) 1 Pi S glycogen(n21 residues) 1 glucose-1-phosphate

This reaction, followed by an isomerization reaction, yields 
glucose-6-phosphate, the fi rst intermediate of glycolysis.

Glycogen synthase is a homodimer, and glycogen phosphor-
ylase is a heterodimer. Both enzymes are regulated by allosteric 
effectors. For example, glycogen synthase is activated by 
 glucose-6-phosphate. AMP activates glycogen phosphorylase 
and ATP inhibits it. These effects are consistent with the role of 
glycogen phosphorylase in making glucose available to boost 
cellular ATP production. However, the primary mechanism for 
regulating glycogen synthase and glycogen phosphorylase is through 
covalent modifi cation (phosphorylation and dephosphorylation) 
that is under hormonal  control. Both enzymes undergo reversible 
phosphorylation at specifi c Ser residues. Phosphorylation deac-
tivates glycogen synthase and activates glycogen phosphorylase. 
Removal of the phosphoryl groups has the opposite effect: 

Figure 19-7 Activities of glucokinase 
and hexokinase. Both enzymes catalyze 
the ATP-dependent phosphorylation 
of glucose as the fi rst step of glycolysis. 
Glucokinase has a high K M, so its 
reaction velocity changes in response to 
changes in glucose concentrations. In 
contrast, hexokinase is saturated with 
glucose at physiological concentrations 
(shaded region).
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TABLE 19-1  Summary of Insulin Action

Target Tissue Metabolic Effect

Muscle and other tissues Promotes glucose transport into cells
 Stimulates glycogen synthesis
 Suppresses glycogen breakdown

Adipose tissue Activates extracellular lipoprotein lipase
 Increases level of acetyl-CoA carboxylase
 Stimulates triacylglycerol synthesis
 Suppresses lipolysis

Liver Promotes glycogen synthesis
 Promotes triacylglycerol synthesis
 Suppresses gluconeogenesis
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 Dephosphorylation activates glycogen synthase and 
 deactivates glycogen phosphorylase (Fig. 19-9).

Covalent modifi cation is a type of allosteric regula-
tion (Section 7-3). The attachment or removal of the 
highly anionic phosphoryl group triggers a conforma-
tional shift between a more active (a or R) state and a 
less active (b or T) state. The reciprocal regulation of 
glycogen synthase and glycogen phosphorylase promotes 
metabolic effi ciency, since the two enzymes catalyze key 
reactions in opposing metabolic pathways. The advantage of this regulatory system is 
that a single kinase can tip the balance between glycogen synthesis and degradation. 
Similarly, a single phosphatase can tip the balance in the opposite direction. Covalent 
modifi cations, such as phosphorylation and dephosphorylation, permit a much 
wider range of enzyme activities than could be accomplished solely through the al-
losteric effects of metabolites whose cellular concentrations do not vary much. Insu-
lin signaling activates phosphatases that dephosphorylate (activate) glycogen  synthase 
and dephosphorylate (deactivate) glycogen phosphorylase. As a result, glycogen syn-
thesis accelerates and the rate of glycogenolysis decreases when  glucose is abundant.

Glucagon and epinephrine trigger fuel mobilization

Within hours of a meal, dietary glucose has mostly been taken up by cells and  consumed 
as fuel, stored as glycogen, or converted to fatty acids for long-term storage. At this point, 
the liver must begin mobilizing glucose in order to keep the blood glucose concentration 
constant. This phase of fuel metabolism is governed not by insulin but by other hor-
mones, mainly glucagon and the catecholamines  epinephrine and norepinephrine.

Glucagon, a 29-residue peptide hormone, is synthesized and released by the a cells 
of pancreatic islets when the blood glucose concentration begins to drop below about 
5 mM (Fig. 19-10). Catecholamines are tyrosine derivatives (see Section 18-2) that are 
synthesized by the central nervous system as neurotransmitters and by the adrenal 
glands as hormones. Glucagon, epinephrine, and norepinephrine bind to receptors 
with seven membrane-spanning segments. Hormone binding triggers a conformational 
change that activates an associated G protein, which goes on to activate other cellular 

Figure 19-8 Effect of insulin 
on GLUT4. Insulin triggers vesicle 
fusion so that the glucose transport 
protein GLUT4 is translocated from 
intracellular vesicles to the plasma 
membrane. This increases the rate at 
which the cells take up glucose.  See 
Animated Figure. GLUT4 activity.

insulin GLUT4

Figure 19-9 The reciprocal regulation of glycogen synthase and glycogen 
phosphorylase. Phosphorylation (transfer of a phosphoryl group from ATP to the enzyme) 
deactivates glycogen synthase and activates glycogen phosphorylase. Dephosphorylation has 
the opposite effect. The more active form of each enzyme is known as the a form (indicated 
in green), and the less active form is known as the b form (in red).

? Would insulin signaling lead to activation of the kinases or of the phosphatases 
in this diagram?
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Figure 19-10 Structure of glucagon. 
The atoms of the 29-residue peptide are 
colored by type: C gray, O red, N blue, 
H white, and S yellow. [Structure (pdb 
1GCN) determined by T. L. Blundell, K. Sasaki, 
S. Dockerill, and I. J. Tickle.]
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Figure 19-11 Effect of glucagon and 
epinephrine on fuel metabolism. Green 
arrows represent activation events, 
and red symbols represent inhibition. 
Both glucagon and epinephrine inhibit 
glycogen synthesis and promote the 
mobilization of glucose and fatty acids. 

? Explain how these events account 
for the fi ght-or-fl ight response 
 triggered by epinephrine (adrenaline).
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cAMP

X
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TABLE 19-2   Some Hormones that Regulate 
Fuel Metabolism

Hormone Source Action

Adiponectin Adipose tissue Activates AMPK
   (promotes fuel catabolism)

Leptin Adipose tissue Signals satiety

Resistin Adipose tissue Blocks insulin activity

Neuropeptide Y Hypothalamus Stimulates appetite

Cholecystokinin Intestine Suppresses appetite

Incretin Intestine Promotes insulin release;
   inhibits glucagon release

PYY3–36 Intestine Suppresses appetite

Amylin Pancreas Signals satiety
Ghrelin Stomach Stimulates appetite

components such as an adenylate cyclase, which produces the second messenger 
cAMP (Section 10-2). cAMP activates protein kinase A.

In contrast to insulin, glucagon stimulates the liver to generate glucose by glycogenoly-
sis and gluconeogenesis, and it stimulates lipolysis in adipose tissue. Muscle cells do not 
express a glucagon receptor but do respond to catecholamines, which elicit the same 
overall effects as glucagon. Thus, epinephrine stimulation of muscle cells activates 
glycogenolysis, which makes more glucose available to power muscle contraction.

One of the intracellular targets of protein kinase A is phosphorylase kinase, 
the enzyme that phosphorylates (deactivates) glycogen synthase and phosphory-
lates (activates) glycogen phosphorylase. Consequently, hormones such as gluca-
gon and epinephrine, which lead to cAMP production, promote glycogenolysis 

and inhibit glycogen synthesis. Although phosphorylase kinase 
is activated by protein kinase A, it is maximally active when 
Ca21 ions are also present. Ca21 concentrations increase during 
signaling via the phosphoinosi tide pathway, which responds to 
the catecholamine hormones (Section 10-2).

In adipocytes, protein kinase A phosphorylates an enzyme 
known as hormone-sensitive lipase, thereby activating it. This 
lipase catalyzes the rate-limiting step of lipolysis, the conversion 
of stored triacylglycerols to diacylglycerols and then to mono-
acylglycerols, which releases fatty acids. Hormone stimulation not 
only increases the lipase catalytic activity, it also relocates the lipase 
from the cytosol to the fat droplet of the adipocyte. Co-localization 
with its substrate, possibly through binding to a lipid-binding 
protein, boosts the rate at which fatty acids are mobilized. Thus, 
glucagon and epinephrine promote the breakdown of both gly-
cogen and fat. These responses are summarized in Figure 19-11.

Additional hormones infl uence fuel metabolism

In addition to well-known endocrine organs such as the pancreas (the source of insulin 
and glucagon) and adrenal glands (the source of epinephrine and norepinephrine), 
many other tissues produce hormones that help regulate all aspects of food acquisition 
and use (Table 19-2). In fact, adipose tissue, once thought to be a relatively inert fat-
storage site, actively communicates with the rest of the body.

Adipose tissue produces the hormone leptin, a 146-residue polypeptide that func-
tions as a satiety signal. It acts on the hypothalamus, a part of the brain, to suppress 
appetite. The level of leptin is proportional to the amount of adipose tissue: The more 
fat that accumulates in the body, the stronger the appetite-suppressing signal.
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Like leptin, adiponectin is released by adipose tissue, but this 247-residue polypep-
tide exists as an assortment of multimers with different receptor-binding properties. 
Adiponectin exerts its effects on a variety of tissues by activating an AMP-dependent 
protein kinase (see below). The effects of adiponectin include increased combustion of 
glucose and fatty acids. It also increases the sensitivity of tissues to insulin.

Adipocytes also release a 108-residue hormone called resistin, which blocks the activity 
of insulin. Levels of resistin increase during obesity, which would help explain the link 
between weight gain and decreased responsiveness to insulin (Section 19-3).

The digestive system produces at least 20 different peptide hormones with varying 
functions. Several of these signal that a meal has been consumed. For example, incretins 
are released by the intestine and enhance insulin secretion by the pancreas. The oligopep-
tide known as PYY3–36, whose release is triggered especially by a high-protein meal, acts 
on the hypothalamus to suppress appetite. The level of ghrelin, a 28-residue peptide 
produced by the stomach, increases during fasting and decreases immediately  following 
a meal; this is the only gastrointestinal hormone that stimulates appetite.

AMP-dependent protein kinase acts as a fuel sensor

So far we have looked at a variety of signals that regulate fuel intake, storage, and 
mobilization to help the body maintain homeostasis. Individual cells also have a fuel 
gauge to adjust their activity on a fi ner scale. The AMP-dependent protein kinase 
(AMPK) responds to the cell’s balance of ATP, ADP, and AMP to activate and in-
hibit a number of enzymes involved in different metabolic pathways. AMP and 
ADP, representing the cell’s need for energy, activate AMPK, and ATP, representing a 
state of energy suffi ciency, inhibits the kinase.

AMPK is a highly conserved Ser/Thr kinase consisting of a catalytic subunit and 
a regulatory subunit linked by a “scaffolding” subunit (Fig. 19-12). Like many other 
kinases, AMPK is activated by phosphorylation of a specifi c Thr residue. ADP bind-
ing to the regulatory subunit of AMPK prevents dephosphorylation of this residue, 
thereby maintaining the kinase in an active state (about 200 times more active than 
its dephospho form). AMP also acts as an allosteric activator of the kinase so that 
overall its activity increases about 2000-fold. ATP, which competes with AMP and 
ADP for binding to the regulatory subunit, inhibits AMPK. This multipart regula-
tory scheme allows AMPK to respond to a wide range of cellular energy states.

In addition to responding to intracellular energy defi cits, AMPK responds to hor-
mones such as leptin and adiponectin. As a result of AMPK activity, the cell switches off 
ATP-consuming anabolic pathways and switches on ATP-generating catabolic pathways. 
For example, in exercising muscle, AMPK phosphorylates and activates the enzyme 
that produces fructose-2,6-bisphosphate, an allosteric activator of phosphofructo-
kinase, so that glycolytic fl ux increases (Section 13-1). In adipose tissue, AMPK 
 phosphorylates and inactivates acetyl-CoA carboxylase, the enzyme that generates 
malonyl-CoA, to suppress fatty acid synthesis. Since malonyl-CoA inhibits fatty acid 
transport into mitochondria, AMPK increases the rate of mitochondrial b oxidation 
in tissues such as muscle. AMPK activation also promotes the production of new 
mitochondria. Some metabolic effects of AMPK are listed in Table 19-3.

Figure 19-12 Structure of AMPK. A 
portion of the catalytic subunit (green) 
wraps around the scaffolding subunit 
(blue) and interacts with the regulatory 
subunit (yellow). An AMP bound to 
the regulatory subunit is shown in red. 
[Structure (pdb 2Y94) determined by B. Xiao, 
M. J. Sanders, E. Underwood, et al.]

CONCEPT REVIEW
• Summarize the metabolic effects of insulin signaling on muscle cells 

and adipocytes.
• How does glucokinase differ from hexokinase?
• How does insulin increase the rate of glucose entry into cells?
• Explain how phosphorylation and dephosphorylation reciprocally regulate 

glycogen synthase and glycogen phosphorylase.
• Summarize the metabolic effects of glucagon and epinephrine on liver cells 

and adipocytes.
• Summarize the metabolic effects of leptin, adiponectin, resistin, incretins, 

PYY, and ghrelin.
• How does AMPK function as a cell’s energy sensor?
• Which metabolic pathways are stimulated by AMPK? Which are suppressed?

TABLE 19-3  

Effects of AMP-Dependent Protein 
Kinase

Tissue Response

Hypothalamus Increases food intake

Liver Increases glycolysis
  Increases fatty acid 

 oxidation
  Decreases glycogen 

 synthesis
 Decreases gluconeogenesis

Muscle Increases fatty acid
  oxidation
  Increases mitochondrial 

 biogenesis

Adipose tissue  Decreases fatty acid 
 synthesis

 Increases lipolysis
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The multifaceted regulation of mammalian fuel metabolism offers many opportuni-
ties for things to go wrong. Excessive intake and storage of fuel can cause obesity. 
Starvation results from insuffi cient food. The faulty regulation of carbohydrate and 
lipid metabolism can lead to diabetes. In this section we examine some of the bio-
chemistry behind these conditions.

The body generates glucose and ketone bodies 
during starvation

Most tissues in the body use glucose as their preferred fuel and turn to fatty acids 
only when the glucose supply diminishes. Except in the intestine, amino acids are 
not a primary fuel. But when no food is available for an extended period, the body 
must make adjustments to mobilize different types of fuels. An average adult can 
survive a famine lasting up to a few months, an adaptation likely shaped by seasonal 
food shortages during human evolution. Starvation in children, of course, may se-
verely impact development (Box 19-C).

The liver and muscles store less than a day’s supply of glucose in the form of 
glycogen. As glycogen stores are depleted, muscle switches from burning glucose to 
burning fatty acids. Insulin secretion ceases with the drop in circulating glucose, so 
insulin-responsive tissues are not stimulated to take up glucose. This means that 
more glucose will be available for tissues such as the brain, which stores very little 
glycogen and cannot use fatty acids as fuel.

The liver and kidneys respond to the continued demand for glucose by increasing 
the rate of gluconeogenesis, using noncarbohydrate precursors such as amino acids 
(derived from protein degradation) and glycerol (from fatty acid breakdown). After 
several days, the liver begins to convert mobilized fatty acids to acetyl-CoA and then 
to ketone bodies. These small water-soluble fuels are used by a variety of tissues, 

KEY CONCEPTS
• The body breaks down glycogen, 

fats, and proteins to generate 
glucose, fatty acids, and ketone 
bodies during starvation.

• Obesity appears to result from 
metabolic, environmental, and 
genetic factors.

• In diabetes, either a lack of insulin 
or the inability to respond to it leads 
to hyperglycemia.

• The metabolic syndrome is 
characterized by obesity and insulin 
resistance.

19-3 Disorders of Fuel Metabolism

BIOCHEMISTRY NOTEBOX 19-C

Marasmus and Kwashiorkor

Chronic malnutrition takes a toll on human life in many ways. For example, it exacer-
bates infectious diseases that would not necessarily be fatal in well-nourished individu-
als. Severely malnourished children also fail to reach their full potential in terms of body 
size and cognitive development, even if their food intake later increases to normal levels. 
There are two major forms of severe malnutrition, marasmus and kwashiorkor, which 
may also occur in combination.

In marasmus, inadequate intake of metabolic fuels of all types causes wasting. Indi-
viduals with this condition are emaciated, with very little muscle mass and essentially 
no subcutaneous fat. Similar symptoms also develop in some chronic diseases such as 
cancer, tuberculosis, and AIDS.

Kwashiorkor results from inadequate protein intake, which may or may not be ac-
companied by inadequate energy intake. A child with kwashiorkor typically has thin 
limbs, reddish hair, and a swollen belly. Without an adequate supply of amino acids, the 
liver makes too little albumin, a protein that helps retain fl uid inside blood vessels. 
When the concentration of albumin drops, fl uid enters tissues by osmosis. This swelling 
(edema) also occurs in other diseases that impair liver function. The liver is enlarged in 
kwashiorkor due to the deposition of fat. Depigmentation of the hair and skin occurs 
because tyrosine, which is derived from the essential amino acid phenylalanine, is also 
the precursor of melanin, a brown pigment molecule.

Question: Explain why kwashiorkor sometimes develops in infants who are fed 
rice milk rather than breast milk.
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including the heart and brain. The gradual switch from glucose to ketone bodies 
prevents the body from using up its proteins to supply gluconeogenic precursors. 
During a 40-day fast, the concentration of circulating fatty acids varies about 15-
fold, and the concentration of ketone bodies increases about 100-fold. In contrast, 
the concentration of glucose in the blood varies by no more than threefold. These 
patterns of fuel use are summed up in Table 19-4.

Obesity has multiple causes

Obesity has become an enormous public health problem. In addition to its impact 
on the quality of life, it is physiologically costly: Masses of fat prevent the lungs from 
fully expanding; the heart must work harder to circulate blood through a larger 
body; and the additional weight stresses hip, knee, and ankle joints. Obesity also 
increases the risk of cardiovascular disease, diabetes, and cancer. And it is not an 
exaggeration to describe obesity as an epidemic, since it affects an estimated one-
third of the adult population of the United States.

Like many conditions, obesity has no single cause. It is a complex disorder in-
volving appetite and metabolism and refl ecting environmental as well as genetic 
factors. Despite a high degree of heritability for obesity, the relevant genes have not 
been clearly identifi ed. There is an obvious link between overeating and the deposi-
tion of fat in adipose tissue, but metabolic regulation is so complex that—as dieters 
can attest—a simple adjustment such as eating less food may not be suffi cient to 
correct a tendency to gain weight.

The human body appears to have a set-point for body weight that remains con-
stant and relatively independent of energy intake and expenditure even over many 
decades. The hormone leptin may help establish the set-point, since the absence of 
leptin causes severe obesity in rodents and humans (Fig. 19-13). However, the 
 majority of obese humans do not appear to lack leptin, so they may instead be suf-
fering from leptin resistance due to a defect somewhere in the leptin signaling path-
way. When leptin is less effective at suppressing the appetite, the individual gains 
weight. Eventually, the increase in leptin concentration resulting from the increase 
in adipose tissue mass succeeds in signaling satiety, but the result is a high set-point 
(a higher body weight that must be maintained). This may be one 
reason why overweight people who manage to shed a few pounds often 
regain the lost weight and return to the original set-point.

It turns out that humans have several types of fat, including subcu-
taneous fat (beneath the skin), visceral fat (surrounding the abdominal 
organs), and brown fat. Brown adipose tissue, named for its high mi-
tochondrial content, is specialized for generating heat to maintain 
body temperature. Brown adipose tissue is prominent in newborns 
and hibernating mammals (see Box 15-B), but it also occurs at least in 
small amounts in adult humans, mainly in the neck and upper chest.

Developmentally and metabolically, brown adipose tissue more closely 
resembles muscle than ordinary white adipose tissue (Fig. 19-14).  Instead 
of one large fat globule, brown adipose tissue contains many small fat 
droplets, which are a source of fatty acids that are oxidized to generate 
heat. The hormone norepinephrine binds to receptors on brown adipo-
cytes, and signal transduction via protein kinase A activates a lipase that 
liberates fatty acids from triacylglycerols. The uncoupling protein 
(UCP) is expressed in the mitochondria of brown adipose tissue, so fuel 

TABLE 19-4   Source of Metabolic Fuels Under Different Conditions

 Carbohydrates (%) Fatty Acids (%) Amino Acids (%)

Immediately after a meal 50 33 17
After an overnight fast 12 70 18
After a 40-day fast 0 95a 5
a This value refl ects a high concentration of fatty acid – derived ketone bodies.

Figure 19-13 Normal and obese mice. The mouse on 
the left lacks a functional gene for leptin and is several 
times the size of a normal mouse (right). [The Rockefeller 
University/AP/© Wide World Photos.]
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oxidation occurs without ATP synthesis. A compelling hypothesis is that lean indi-
viduals have a higher capacity to burn off excess fuel in this manner instead of storing 
it in white adipose tissue.

Diabetes is characterized by hyperglycemia

Another well-characterized disorder of fuel metabolism is diabetes mellitus, which 
affects about 10% of the population of the United States. Worldwide, the disease 
affects about 350 million people, killing about 3.5 million each year. The highest 
rates of diabetes are observed in middle-income countries, where around 20% of 
the population is affected.

The words diabetes (meaning “to run through”) and mellitus (“honey”) describe an 
obvious symptom of the disease. Diabetics excrete large amounts of urine containing 
high concentrations of glucose (the kidneys work to eliminate excess circulating 
 glucose by excreting it in urine, a process that requires large amounts of water).

Type 1 diabetes (juvenile-onset or insulin-dependent diabetes) is an autoimmune 
disease in which the immune system destroys pancreatic b cells. Symptoms fi rst  appear 
in childhood as insulin production begins to drop off. At one time, the disease was 
invariably fatal. This changed dramatically in 1922, when Frederick Banting and 
Charles Best administered a pancreatic extract to save the life of a severely ill diabetic 
boy (Fig. 19-15). Since then, the treatment of type 1 diabetes with purifi ed insulin has 
been refi ned, with delivery options including preloaded syringes and small pumps.

An ongoing challenge lies in tailoring the delivery of insulin to the body’s needs 
over the course of a typical 24-hour cycle of eating and fasting. Diabetics typically 
measure the glucose concentration in a tiny sample of blood—often less than a 
 microliter—several times a day. Freeing patients from frequent needle sticks, whether 
for monitoring blood glucose or injecting insulin, is the goal of pancreatic islet 
cell transplants, which have seen some success. Gene therapy to treat diabetes is an 
elusive goal because the insulin gene must be introduced into the body in such a way 
that the gene’s expression is glucose-sensitive.

By far the most common form of diabetes, accounting for up to 95% of all cases, 
is type 2 diabetes (also known as adult-onset or non-insulin-dependent diabetes). 
These cases are characterized by insulin resistance, which is the failure of the body 
to respond to normal or even elevated concentrations of the hormone. Only a small 
fraction of patients with type 2 diabetes bear genetic defects in the insulin receptor, 
as might be expected; in the majority of cases, the underlying cause is not known.

The primary feature of untreated diabetes is chronic hyperglycemia (high levels 
of glucose in the blood). The loss of responsiveness of tissues to insulin means that cells 
fail to take up glucose. The body’s metabolism responds as if no glucose were avail-
able, so liver gluconeogenesis increases, further promoting hyperglycemia. Glucose 
circulating at high concentrations can participate in nonenzymatic glycosylation of 
proteins. This process is slow, but the modifi ed proteins may gradually accumulate 
and damage tissues with low turnover rates, such as neurons.

Tissue damage also results from the metabolic effects of hyperglycemia. Since 
muscle and adipose tissue are unable to increase their uptake of glucose in response 
to insulin, glucose tends to enter other tissues. Inside these cells, aldose reductase 
catalyzes the conversion of glucose to sorbitol:

Figure 19-14 Brown and white adipose 
tissue. (a) In brown adipose tissue, cells 
contain relatively more mitochondria, and 
triacylglycerols are present as numerous 
small globules in the cytoplasm. (b) In 
white adipose tissue, each cell is occupied 
mostly by a single large fat globule, and 
there is little cytoplasm. [Biophoto Associates/
Photo Researchers, Inc.]

 WHAT goes wrong in diabetes?

Figure 19-15 Banting and Best. 
Frederick Banting (right) and Charles 
Best (left) surgically removed the 
pancreas of dogs to induce diabetes. 
When preparations of the pancreatic 
tissue were administered to the animals, 
their symptoms improved. This work 
laid the foundation for treating human 
diabetes with pancreatic extracts, which 
contain insulin. [Hulton Archive/Getty 
Images, Inc.]

(a) (b)
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Because aldose reductase has a relatively high K M for glucose (about 100 mM), fl ux 
through this reaction is normally very low. But under hyperglycemic conditions, sorbi-
tol accumulates and may alter the cell’s osmotic balance. This may alter kidney function 
and may trigger protein precipitation in other tissues. Aggregation of lens proteins leads 
to cataracts (Fig. 19-16). Neurons and cells lining blood vessels may be similarly dam-
aged, increasing the likelihood of neuropathies and circulatory problems that in severe 
cases result in kidney failure, heart attack, stroke, or the amputation of extremities.

Although commonly considered a disorder of glucose metabolism, diabetes is also a 
disorder of fat metabolism, since insulin normally stimulates triacylglycerol synthesis and 
suppresses lipolysis in adipocytes. Uncontrolled diabetics tend to metabolize fatty acids 
rather than carbohydrates, and the resulting production of ketone bodies may give the 
breath a sweet odor. Overproduction of ketone bodies leads to diabetic ketoacidosis.

A variety of drugs have been developed to help compensate for the physiological 
effects of insulin resistance; within each class of drugs there are multiple options with 
slightly different pharmacokinetics (Table 19-5). For example, metformin  improves 
diabetic symptoms by activating AMPK in liver and other tissues. Liver glucose pro-
duction is suppressed by the decreased expression of the gluconeogenic enzymes 
phosphoenolpyruvate carboxykinase and glucose-6-phosphatase (Section 13-2). 
Metformin also increases glucose uptake and fatty acid oxidation in muscle.

Drugs of the thiazolidinedione class, such as rosiglitazone (Avandia; see Box 7-A), 
act via intracellular receptors known as peroxisome proliferator–activated receptors. 
These receptors, which normally respond to lipid signals, are transcription factors 
that alter gene expression (Section 10-4). Thiazolidinediones increase adiponectin 
levels and decrease resistin levels (in fact, research on the pharmacology of these drugs 
led to the discovery of resistin). The net result is an increase in insulin sensitivity.

Many diabetic patients use a combination of drugs to help lower blood glucose 
levels. The most widely prescribed drugs can be taken orally, although they all have 
side effects. For example, the increased risk of heart attacks has severely restricted the 
use of rosiglitazone.

The metabolic syndrome links obesity and diabetes

In diabetes, the body behaves as if it were starving. Paradoxically, about 80% of 
 patients with type 2 diabetes are obese, and obesity—particularly when abdominal 

Figure 19-16 Photo of a diabetic 
cataract. The accumulation of 
sorbitol in the lens leads to swelling 
and precipitation of lens proteins. 
The resulting opacifi cation can cause 
blurred vision or complete loss of sight. 
[Courtesy Dr. Manuel Datiles III, Cataract and 
Cornea Section, OGCSB, National Eye Institute, 
National Institutes of Health.]
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TABLE 19-5   Some Antidiabetic Drugs

Class Example Mechanism of Action

Biguanides Metformin Stimulates AMPK; reduces glucose release
  (Glucophage)    from liver; increases glucose uptake by muscle

Sulfonylureas Glipizide Blocks a K1 channel in b cells, leading to 
  (Glucotrol)   increased production and secretion of insulin

Thiazolidinediones Rosiglitazone Binds to peroxisome proliferator–activated
  (Avandia)    receptors to activate gene transcription; increases 

insulin sensitivity
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fat deposits are large—is strongly correlated with the development of the disease. 
Some researchers use the term metabolic syndrome to refer to a set of symptoms, 
including obesity and insulin resistance, that appear to be related. As many as 40% 
of Americans over age 60 meet the criteria for a diagnosis of metabolic syndrome. 
Individuals with this disorder often develop type 2 diabetes, they may have athero-
sclerosis and hypertension (high blood pressure) that put them at risk for a heart 
attack, and they have a higher incidence of cancer. Several factors appear to underlie 
metabolic syndrome and to link obesity with diabetes.

Individuals with metabolic syndrome tend to have a relatively high proportion of 
visceral fat (assessed as a high waist-to-hip ratio). This type of fat exhibits a different 
hormone profi le than subcutaneous fat. For example, visceral fat produces less leptin 
and adiponectin (hormones that increase insulin sensitivity) and more resistin 
(which promotes insulin resistance). Visceral fat also produces a hormone called 
tumor necrosis factor a (TNFa), which is a powerful mediator of infl ammation, a 
normal part of the body’s immune defenses. Chronic infl ammation triggered by the 
visceral fat–derived TNFa may be responsible for some of the symptoms, such as 
atherosclerosis, that characterize metabolic syndrome. The TNFa signaling pathway 
in cells may lead to phosphorylation of IRS-1, a modifi cation that prevents its acti-
vation by the insulin receptor kinase. This would explain the insulin resistance of 
metabolic syndrome and may also explain why disturbances in the intestinal micro-
biome that lead to infl ammation (see Box 19-B) may trigger insulin resistance.

Another possible cause of metabolic syndrome, which may operate in concert 
with infl ammation, is fat toxicity. High levels of dietary fatty acids promote fat 
 accumulation in muscle tissue in addition to adipose tissue, impairing GLUT4 
translocation and impeding glucose uptake. Circulating fatty acids also trigger 
 gluconeogenesis in the liver, contributing to hyperglycemia. Pancreatic b cells 
 respond to the hyperglycemia by increasing insulin secretion, which may stress the 
cells to the point of death, resulting in “b cell exhaustion.”

Whatever its biochemical basis, the link between obesity and metabolic syn-
drome is underscored by the improvement of symptoms when the individual loses 
weight. If lifestyle changes related to diet and exercise are not effective, metabolic 
syndrome can be treated by the same drugs used to treat type 2 diabetes, since these 
increase insulin sensitivity.

CONCEPT REVIEW
• Summarize the metabolic changes that occur during starvation.
• Explain how a signaling molecule such as leptin could help determine the 

set-point for body weight.
• What are the differences between type 1 and type 2 diabetes?
• Explain why hyperglycemia is a symptom of diabetes.
• Describe the action of some antidiabetic drugs.
• How is obesity related to type 2 diabetes?

19-1 Integration of Fuel Metabolism

• The liver is specialized to store glucose as glycogen, to synthesize 
triacylglycerols, to carry out gluconeogenesis, and to synthesize 
ketone bodies and urea. The muscles synthesize glycogen and can 
use glucose, fatty acids, and ketone bodies as fuel. Adipose tissue 
stores fatty acids as triacylglycerols.

• Pathways such as the Cori cycle and the glucose–alanine cycle 
link different organs.

19-2 Hormonal Control of Fuel Metabolism

• Insulin, which is synthesized by the pancreas in response to glu-
cose, binds to a receptor tyrosine kinase. Cellular responses to 
insulin include increased uptake of glucose and fatty acids.

SUMMARY

• The balance between glycogen synthesis and degradation depends 
on the relative activities of glycogen synthase and glycogen phos-
phorylase, which are controlled by hormone-triggered phosphor-
ylation and dephosphorylation.

• Glucagon and catecholamines lead to the activation of cAMP-
dependent protein kinase, which promotes glycogenolysis in liver 
and muscle, and lipolysis in adipose tissue.

• Adipose tissue is the source of the hormones leptin, adiponectin, 
and resistin, which help regulate appetite, fuel combustion, and 
insulin resistance. The stomach, intestines, and other organs also 
produce hormones that regulate appetite.

• AMP is an allosteric activator of AMPK, whose activity switches 
on pathways such as glycolysis and fatty acid oxidation.
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Warburg effect
Cori cycle
microbiome
glucose–alanine cycle
hormone

diabetes mellitus
lipolysis
marasmus
kwashiorkor
set-point

brown adipose tissue
insulin resistance
hyperglycemia
metabolic syndrome

GLOSSARY TERMS

PROBLEMS

19-1 Integration of Fuel Metabolism

 1. Name the two small metabolites at the “crossroads” of 
metabolism. How are these metabolites connected to the metabolic 
pathways we have studied?

 2. Glucose-6-phosphate (G6P) is a metabolite that is linked to 
several metabolic pathways in carbohydrate metabolism. Describe 
how glucose-6-phosphate is linked to these pathways.

 3. Incubating brain slices in a medium containing ouabain (an 
Na,K-ATPase inhibitor) decreases respiration by 50%. What does 
this tell you about ATP use in the brain? What pathways are involved 
in producing ATP in the brain?

 4. Red blood cells lack mitochondria. Describe the metabolic 
pathways involved in ATP production in the red blood cell. What is 
the ATP yield per glucose molecule?

 5. Glycogen phosphorylase cleaves glucose residues from glyco-
gen via a phosphorolytic rather than a hydrolytic cleavage.

(a) Write an equation for each process.
(b) What is the metabolic advantage of phosphorolytic 
cleavage?

 6. Adenylate kinase catalyzes the reaction

AMP 1 ATP Δ 2 ADP

(a) How can you tell whether this reaction is likely to be a 
near-equilibrium reaction?
(b) Explain why muscle adenylate kinase would be very active 
during vigorous exercise.

 7. During exercise, the concentration of AMP in muscle cells 
increases (see Solution 6). AMP is a substrate for the adenosine 
deaminase reaction:

AMP 1 H2O S IMP 1 NH1
4

 AMP is subsequently regenerated by a process in which the amino 
group of aspartate becomes attached to the purine ring of IMP and 
fumarate is released (this set of reactions is known as the purine 
nucleotide cycle).

(a) What is the likely fate of the fumarate product?
(b) Why doesn’t the muscle cell increase the concentration of 
citric acid cycle intermediates by converting aspartate to 
oxaloacetate by a simple transamination reaction?

 8. Ammonium ion stimulates the activity of phosphofructoki-
nase and pyruvate kinase. Use this information and your responses 
to Problems 6 and 7 to explain how adenosine deaminase activity 
could promote ATP production in active muscle.

 9. What is the “energy cost” in ATP of running the Cori cycle? 
How is the ATP obtained?

10. In the Cori cycle, the muscle converts pyruvate into lactate, 
which then diffuses out of the muscle and travels via the blood-
stream to the liver, where the reaction is reversed and lactate is 
 converted back to pyruvate. Why is this extra step necessary? Why 
doesn’t the muscle simply release pyruvate for uptake by the liver?

11. Explain how the reactions of the glucose–alanine cycle would 
operate during starvation.

12. What happens to plasma alanine levels in patients with 
inherited diseases of pyruvate or lactate metabolism that result in 
elevated plasma pyruvate levels? Explain.

13. An infant seemed normal at birth but was diagnosed at the 
age of three months with a pyruvate carboxylase defi ciency. She suf-
fered from lactic acidosis and ketosis. She had poor muscle tone and 
was experiencing seizures.

(a) Which metabolites would be elevated in this patient? Which 
metabolites would be defi cient?
(b) Why does the patient suffer from lactic acidosis and ketosis?
(c) The poor muscle tone results from a lack of the neurotrans-
mitter amino acids glutamate, aspartate, and g-aminobutyric 
acid (GABA). Why would a pyruvate carboxylase defi ciency 
decrease synthesis of these neurotransmitters?
(d) Acetyl-CoA was added to the patient’s cultured fi broblasts 
to see whether pyruvate carboxylase activity could be detected. 
What was the rationale behind this experiment?

14. Physicians treating a second infant with a pyruvate carboxyl-
ase defi ciency (see Problem 13) noted that the patient suffered from 
hyperammonemia and that plasma levels of citrulline were elevated. 
Provide an explanation for this observation.

15. Treating farm animals such as cows and chickens with low 
doses of antibiotics promotes weight gain. (a) Propose an explana-
tion for this observation. (b) The widespread use of antibiotics in 
animals has been implicated in the rise of antibiotic resistance in 
human pathogenic bacteria. How might this happen?

19-3 Disorders of Fuel Metabolism

• In starvation, glycogen stores are depleted, but the liver makes 
glucose from amino acids and converts fatty acids into ketone 
bodies.

• The cause of obesity is not clear but may involve a failure in leptin 
signaling that raises the body weight set-point.

• The most common form of diabetes is characterized by insulin 
resistance, the inability to respond to insulin. The resulting 
hyperglycemia can lead to tissue damage.

• Metabolic disturbances resulting from obesity may lead to insulin 
resistance, a condition termed metabolic syndrome.
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(b) Inhibition of glucose-6-phosphate hydrolysis resulted in 
both activation of gluconeogenesis and inhibition of glycolysis. 
Explain.

28. A 15-year-old male patient sees a physician because his 
 parents are concerned about his inability to perform any kind of stren-
uous exercise without suffering painful muscle cramps. His liver is 
 normal in size, but his muscles are fl abby and poorly developed. 
Liver and muscle biopsies reveal that glycogen content in the liver is 
normal, but muscle glycogen content is elevated. The biochemical 
structure of glycogen in both tissues appears to be normal. A fasting 
glucose test shows that he is neither hypo- nor hyperglycemic. The 
patient’s response to glucagon is tested by injecting a high dose of 
glucagon intravenously and then drawing samples of blood periodi-
cally and measuring the glucose content.

(a) After the glucagon injection, the patient’s blood sugar rises 
dramatically. Is this the response you would expect in a normal 
person? Explain.
(b) Suggest an explanation for the results obtained from the 
liver and muscle biopsies. What type of glycogen storage disease 
does this patient have?
(c) The patient performs 30 minutes of ischemic (anaerobic) 
exercise and blood is withdrawn every few minutes and analyzed 
for alanine. In a normal person, the concentration of alanine in 
blood increases during ischemic exercise. But in the patient, 
alanine decreases during exercise, leading you to believe that his 
muscle cells are taking up alanine rather than releasing it. Why 
would blood alanine concentrations increase in a normal person? 
Why do blood alanine concentrations decrease in the patient?
(d) Explain why the patient does not suffer from either hypo- 
or hyperglycemia.
(e) The patient is advised to avoid strenuous exercise. If he does 
wish to perform light or moderate exercise, he is advised to 
consume sports drinks containing glucose or fructose frequently 
while exercising. Why would this help alleviate the muscle 
cramps suffered during exercise?

29. Phosphorylase kinase is the one of the most complex enzymes 
known. It consists of four copies each of four different subunits, 
denoted as a4b4g4d4. The g subunit contains the catalytic site. The 
a and b subunits can be phosphorylated. The d subunit is calmodu-
lin (see Section 10-2). What does this information tell you about 
the regulation of this enzyme’s activity?

30. Hyperthyroidism is a condition that occurs when the thyroid 
secretes an excess of hormones, leading to an increase in the meta-
bolic rate of all the cells in the body. Hyperthyroidism increases the 
demand for glucose and for substrates for oxidative phosphoryla-
tion. Which metabolic pathways are active in the fasting state in the 
liver, muscle, and adipose tissue in order to meet this demand?

31. AMPK affects gene transcription. Predict the effect of 
AMPK activation on the expression of (a) muscle GLUT4 and 
(b) liver glucose-6-phosphatase.

32. How would phosphorylation by AMPK affect the activity of 
the following enzymes?

(a) glycogen synthase
(b) HMG-CoA reductase
(c) hormone-sensitive lipase
(d) phosphorylase kinase

33. The compound 5-aminoimidazole-4-carboxamide ribonu-
cleoside (AICAR) activates AMPK. Adding AICAR to cancer cells 
in culture increases the concentration of reactive oxygen species (see 
Box 19-A). Explain why.

16. The caterpillar (larva) of the blue Morpho butterfl y contains 
about 20 mg of fatty acids, compared to about 7 mg in the adult 
butterfl y. What does this tell you about the energy source for meta-
morphosis (when the insect does not eat)?

17. During early lactation, cows cannot eat enough to supply the 
nutrients required for milk production. A recent study showed that 
enzymes involved in glycogen synthesis and the citric acid cycle were 
decreased during the early lactation period, whereas glycolytic 
enzyme activity, lactate production, and fatty acid degradation activ-
ity increased. What metabolic strategies are used by the cows in order 
to obtain the nutrients required for milk production in the absence 
of suffi cient food intake? Be sure to specify which tissues are involved.

18. The compound 2-deoxy-D-glucose is structurally similar to 
glucose and can be taken up by cells via glucose transporters. 

(a) Once inside the cells, the compound is acted upon by 
hexokinase to produce 2-deoxy-D-glucose-6-phosphate. Write 
the balanced equation for this reaction.
(b) If 2-deoxy-D-glucose is added to cultured cancer cells, the 
intracellular concentration of ATP rapidly decreases. In a 
separate experiment, antimycin A (which prevents the transfer 
of electrons to cytochrome c in the electron transport chain) is 
added to the cells, but in this case there is no effect on ATP 
production. Explain these results.

19-2 Hormonal Control of Fuel Metabolism

19. Why does the sigmoidal behavior of glucokinase, the liver 
isozyme of hexokinase, help the liver adjust its metabolic activities 
to the amount of available glucose?

20. Why might small molecule allosteric activators of glucoki-
nase be effective in treating diabetes?

21. Explain why a tyrosine phosphatase might be involved in 
limiting the signaling effect of insulin.

22. Why is insulin required for triacylglycerol synthesis in 
 adipocytes?

23. Glycogen synthase kinase 3 (GSK3) can phosphorylate gly-
cogen synthase in muscle cells. Activation of the insulin receptor 
leads to the activation of protein kinase B (Akt; see Section 10-2), 
which phosphorylates GSK3. How does insulin affect glycogen 
metabolism through GSK3?

24. Insulin resistance is characterized by the failure of insulin- 
sensitive tissues to respond to the hormone, which normally results in 
the uptake of glucose and its subsequent conversion to a storage form, 
such as glycogen or triacylglycerols. Why might glycogen synthase 
kinase 3 (GSK3, see Problem 23) be useful for treating diabetes?

25. In addition to its role in activating AMPK, adiponectin 
blocks the phosphorylation of glycogen synthase kinase 3 (GSK3, see 
Problem 23). How does the lack of adiponectin in an obese  person 
predispose the individual to insulin resistance (see Problem 24)?

26. Inexperienced athletes might consume a meal high in glu-
cose just before a race, but veteran marathon runners know that 
doing so would impair their performance. Explain.

27. The results of one study showed that glucagon leads to an 
increase in the rate of glucose-6-phosphate hydrolysis.

(a) How could this explain the following results: Phosphoenol-
pyruvate concentration increased twofold, glucose-6-phosphate 
concentration decreased by 60%, and hepatic glucose concentra-
tion was increased twofold in the presence of glucagon and 
exogenously administered dihydroxyacetone phosphate.
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47. The properties of acetyl-CoA carboxylase (ACC) were stud-
ied to see whether the enzyme might be a possible drug target to 
treat obesity. Mammals have two forms of acetyl-CoA carboxylase, 
termed ACC1 and ACC2, whose properties are summarized in the 
table.

 ACC1 ACC2

Molecular mass (D) 265,000 280,000

Tissue expression Liver and adipose Heart and muscle
  tissue

Cellular location Cytosol Mitochondrial 
   matrix

Sensitive to regulation Yes Yes
 by malonyl-CoA

(a) How does malonyl-CoA regulate the activity of acetyl-CoA 
carboxylase?
(b) In ACC2 knockout mice, the ACC2 gene is missing, but 
the ACC1 gene is still expressed normally. The ACC2-knockout 
mice showed a 20% reduction in liver glycogen compared to 
control mice. Explain why.
(c) In the knockout mice, the concentration of fatty acids in the 
blood was lower but the concentration of triacylglycerols was 
higher than in the wild-type mice. Explain.
(d) Fatty acid oxidation was measured in muscle tissue samples 
collected from both knockout and control mice. Administration 
of insulin caused a 45% decrease in palmitate oxidation in 
muscle tissue from normal mice, but there was no change in the 
rate of palmitate oxidation in the knockout mice. Explain.
(e) Both knockout and normal mice were allowed access to as 
much food as they cared to eat. At the end of a 27-week period, 
the knockout mice had consumed 20–30% more food than the 
wild-type mice. Interestingly, despite the increased food intake, 
the knockout mice weighed about 10% less and accumulated 
less fat in the adipose tissue than normal mice. Explain.
(f ) How might you design the next new “diet pill,” based on 
these results?

48. Fatty acid synthase inhibitors have been investigated as 
 possible candidates for weight-loss drugs. A fatty acid synthase 
(FAS) inhibitor called C75 was synthesized (this is “Inhibitor D” in 
Problem 17-34).

(a) Mice were injected intraperitoneally with C75 and radioac-
tively labeled acetate. What is the fate of the label?
(b) Mice receiving intraperitoneal injections of C75 reduced 
their food intake by more than 90% and lost nearly one-third of 
their body weight, although they gained back the weight when 
the drug was withdrawn. The investigators measured brain 
concentrations of neuropeptide Y (NPY), a compound known 
to act on the hypothalamus to increase appetite during starva-
tion. Based on the results presented here, predict the effect of 
C75 on brain levels of NPY.
(c) Because hepatic malonyl-CoA levels were high in the 
C75-treated mice but not in control mice, the investigators 
hypothesized that malonyl-CoA inhibits feeding. If their 
hypothesis is correct, predict what would happen if mice were 
pretreated with an acetyl-CoA carboxylase inhibitor prior to 
injection with C75.
(d) What other cellular metabolites accumulate when concen-
trations of malonyl-CoA rise? (These molecules are candidates 
for signaling molecules, which might stimulate a biochemical 
pathway that decreases appetite.)

34. Insulin activates cAMP phosphodiesterase. Explain why this 
augments insulin’s metabolic effect.

35. What would happen if IRS-1 were overexpressed in rat muscle 
cells in culture?

36. Why is the liver sometimes referred to as the body’s “glucose 
buffer”?

19-3 Disorders of Fuel Metabolism

37. Explain why fasting results in an increase in the liver concen-
trations of phosphoenolpyruvate carboxykinase and glucose-6-
phosphatase.

38. After several days of starvation, the ability of the liver to 
metabolize acetyl-CoA via the citric acid cycle is severely compro-
mised. Explain why.

39. During a 24-hour fast, a person utilizes protein at a rate of 
75 g/day. If a nonobese person has 6000 g of protein reserves and if 
death occurs when 50% of the protein reserves have been utilized, 
how prolonged can the fast be before death occurs?

40. In fact, during starvation, protein utilization does not prog-
ress at a rate of 75 g/day (Problem 39) but dramatically slows down 
to 20 g/day as the fast increases in duration. What body fuels are 
utilized during a prolonged fast in order to conserve body protein?

41. Why do dieters who follow the Atkins diet (a diet high in fat 
and protein and very low in carbohydrate) sometimes suffer from 
bad breath? (Hint : The odorous component of the breath is acetone.)

42. Individuals who are trying to lose weight are advised to con-
sume fewer calories as well as to exercise. Why would exercising 
(keeping muscles active) help promote the loss of stored fat from 
adipose tissue?

43. Adipocytes secrete leptin, a hormone that suppresses appe-
tite. Leptin exerts its effects through the central nervous system and 
also directly on target tissues by binding to specifi c receptors. Leptin 
can inhibit insulin secretion but can also act as an insulin mimic by 
activating some of the same intracellular signaling components as 
insulin. For example, leptin can induce tyrosine phosphorylation of 
insulin receptor substrate-1 (IRS-1). Using this information, predict 
leptin’s effect on the following:

(a) glucose uptake by skeletal muscle
(b) hepatic glycogenolysis and liver glycogen phosphorylase 
activity
(c) cAMP phosphodiesterase

44. Adults have deposits of brown adipose tissue located mainly 
in the muscles of the lower neck and collarbone.

(a) Brown adipose tissue expresses greater amounts of cyto-
chrome c than white adipose tissue. What is the purpose of the 
elevated cytochrome c ?
(b) Investigators measured the uptake of labeled glucose into 
brown fat in volunteers under room-temperature conditions and 
while the volunteers placed one foot in 7–98C water. There was 
a 15-fold increase in uptake of labeled glucose by brown fat 
when the subjects were exposed to the colder temperature. 
Explain.

45. Decreased carnitine acyltransferase activity along with 
reduced activity of the mitochondrial electron transport chain have 
been observed in obese individuals. Explain the signifi cance of these 
observations.

46. The activity of acetyl-CoA carboxylase is stimulated by a 
 fat-free diet and inhibited in starvation and diabetes. Explain.
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leads to glycogenolysis. Draw a diagram showing the steps of 
this process.
(b) Why did the investigators choose to modify the amino acids 
at positions 1, 12, and 18?
(c) Some of the synthetic glucagon analogs are listed in the 
table below. The ability of the glucagon analogs to both bind to 
receptors and elicit a biological response was measured and 
compared to native glucagon. What is the effect of substituting 
or eliminating the amino acid at position 9? Of replacement or 
modifi cation at position 12? Of replacement at position 18? 
What is the role of the histidine at position 1?
(d) Of the glucagon analogs presented here, which is the best 
glucagon antagonist?

Glucagon analog (The des  
prefi x indicates a deleted Binding affi nity % of maximum
amino acid residue) (%) activity

Glucagon 100 100
Des-Asp9 45 8.3
Lys9 54 0
Ala12 17.3 59.7
Glu12 1.0 80.4
Ala18 13 94.4
Leu18 56 95
Glu18 6.2 100
Des-His1 63 44
Des-His1-Des-Asp9 7 0
Des-His1-Lys9 70 0

52. Some obese patients with type 2 diabetes have undergone 
gastric bypass surgery, in which the upper part of the stomach is 
reconnected to the lower part of the small intestine. In some 
patients, the surgery appears to cure the symptoms of diabetes even 
before the patient has lost any weight. Propose an explanation for 
this observation.

53. One target of AMPK is phosphofructokinase-2, the enzyme 
that catalyzes the synthesis of fructose-2,6-bisphosphate (see 
 Section 13-1). How does the stimulation of AMPK assist in the 
treatment of diabetes?

54. There is convincing evidence that AMPK can phosphorylate 
acetyl-CoA carboxylase. It’s also possible that AMPK phosphory-
lates protein kinase B (see Section 10-2), which increases the trans-
location of GLUT4 vesicles to the plasma membrane. Given this 
information, how does metformin treat the symptoms of metabolic 
syndrome?

49. Explain why some drugs used to treat type 1 diabetes are 
compounds that diffuse into the cell and activate tyrosine kinases.

50. PTP-1B is a phosphatase that dephosphorylates the insulin 
receptor and might also dephosphorylate IRS-1.

(a) After feeding, mice defi cient in PTP-1B reduce circulating 
blood glucose levels, using half as much insulin as normal mice. 
Explain this observation.
(b) What intracellular changes are observed in muscle cells 
when insulin is injected into the PTP-1B–defi cient mice?
(c) How would you use this information to design a drug to 
treat diabetes? Are there any concerns involved in using the drug 
you have designed?

51. Several studies have shown that the insulin insuffi ciency of 
type 1 diabetes is accompanied by a hypersecretion of glucagon. The 
excess glucagon leads to release of glucose from the liver, which 
exacerbates the hyperglycemia characteristic of untreated diabetes. 
This observation has led to the suggestion that a diabetic’s treatment 
regimen should include the administration of a glucagon antagonist 
along with insulin. A glucagon antagonist binds to receptors on the 
surface of liver cells but cannot initiate signal transduction. The 
antagonist prevents endogenous glucagon from binding and stimu-
lating glycogenolysis.

 Construction of a glucagon antagonist involves modifying the 
peptide hormone in such a way that amino acid residues important 
for binding are retained, while residues important for signal trans-
duction are modifi ed. There is an aspartate residue in the glucagon 
receptor that is essential for glucagon binding.

 Glucagon analogs were synthesized in which amino acid residues 
were modifi ed at several positions. The resulting analogs were tested 
for their ability to bind to liver membrane receptors and to initiate 
signal transduction (determined by measuring an increase in cAMP). 
A true antagonist binds to receptors without eliciting a response. 
Analogs capable of binding with diminished activity are referred to 
as partial agonists.

 Sequence of human glucagon

1 2 3 4 5 6 7 8 9 10
His Ser Gln Gly Thr Phe Thr Ser Asp Tyr

11 12 13 14 15 16 17 18 19 20
Ser Lys Tyr Leu Asp Ser Arg Arg Ala Gln

21 22 23 24 25 26 27 28 29
Asp Phe Val Gln Trp Leu Met Asn Thr

(a) Glucagon carries out its biological function by binding to 
hepatic receptors and putting into motion a series of events that 
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THIS CHAPTER IN CONTEXT

Do You Remember?
 A DNA molecule contains two antiparallel strands that wind around each other to 

form a double helix in which A and T bases in opposite strands, and C and 

G bases in opposite strands, pair through hydrogen bonding (Section 3-1).

 Double-stranded nucleic acids are denatured at high temperatures; at lower 

temperatures, complementary polynucleotides anneal (Section 3-1).

 A DNA molecule can be sequenced or amplifi ed by using DNA polymerase 

to make a copy of a template strand (Section 3-4).

 A reaction that breaks a phosphoanhydride bond in ATP occurs with a large 

change in free energy (Section 12-3).

Part 3 Metabolism

Part 4 Genetic Information

 20 DNA Replication 
and Repair

Part 1 Foundations

Part 2  Molecular Structure 
and Function

HOW does DNA fi t inside the nucleus?

A human cell contains 46 separate DNA molecules—chromosomes—comprising over 
6 billion base pairs. A single DNA helix of this size would be slightly longer than 2 m, 
but the average diameter of a mammalian nucleus, such as the one shown at left, 
is only 6 mm (0.000006 m). Fitting all the DNA into the nucleus would be like 
stuffi ng a 100-km strand of hair into your backpack. Even if the DNA were broken 
into 46 pieces, you would still have a hard time packing it up without breaking it 
or tangling it. Fortunately, cells have a more effi cient strategy for packing DNA so 
that it stays intact, organized, and accessible.
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When Watson and Crick described the complementary, 
 double-stranded nature of DNA in 1953, they recognized that 
DNA could be duplicated by a process involving separation of 
the strands followed by the assembly of two new complemen-
tary strands. This mechanism of copying, or replication, was 
elegantly demonstrated by Matthew Meselson and Franklin 
Stahl in 1958. They grew bacteria in a medium containing the 
heavy isotope 15N in order to label the cells’ DNA. The bacteria 
were then transferred to fresh medium containing only 14N, 
and the newly synthesized DNA was isolated and sedimented 
according to its density in an ultracentrifuge. Meselson and 
Stahl found that the fi rst generation of replicated DNA had a 
lower density than the parental DNA but a higher density than 
DNA containing only 14N. From this, they concluded that 
newly synthesized DNA is a hybrid containing one parental 
(heavy) strand and one new (light) strand. In other words, 
DNA is replicated semiconservatively. Because Meselson and 
Stahl did not observe any all-heavy DNA in the fi rst genera-
tion, they were able to discount the possibility that DNA was 
copied in a way that left intact—or conserved—the original 
double-stranded molecule (Fig. 20-1).

Although simple in principle, DNA replication is a process 
of many steps, involving many enzymes and accessory factors 
that may also be called into action to restore damaged DNA. 
The complexity of DNA replication and repair mechanisms 
refl ects the relatively large size of DNA molecules, the need to 
copy them quickly and accurately, and the importance of 
maintaining the integrity of the genome. In addition, the very 
structure of DNA—its helical twisting and its extraordinary 
length—presents challenges to the cellular machinery for rep-
lication and other processes. In this chapter we examine the 
topology of DNA, the enzymes that replicate DNA and re-
pair damaged DNA, and the packaging of DNA molecules in 
eukaryotic cells.

Figure 20-1 Semiconservative versus conservative DNA 
replication. (a) Experiments performed by Meselson and Stahl 
demonstrated that new DNA molecules contain one parental 
(heavy) and one new (light) polynucleotide strand. Thus, DNA 
replication is semiconservative. (b) If DNA replication were 
conservative, the parental DNA (both strands heavy) would 
persist, while new DNA would consist of two light strands. 

 See Animated Figure. Meselson and Stahl experiment.

? What would the second generation of DNA look like for each 
mode of replication?

Parental DNA

Semiconservative
replication

Conservative
replication

First
generation

(a) (b)

Before DNA can be replicated, its two strands, which are coiled around each other 
in the form of a double helix, must be separated. Inside cells, the DNA helix is al-
ready slightly unwound. However, in order to maintain a conformation close to the 
stable B form, the DNA molecule twists up on itself, much like the cord of an old-
fashioned telephone. This phenomenon, termed supercoiling, is readily apparent in 
small circular DNA molecules (Fig. 20-2).

The geometry of a DNA molecule can be described by the branch of mathemat-
ics known as topology. For example, consider a strip of paper. When the strip is 
looped once, it is said to have one writhe. If the ends of the paper are gently pulled 
in opposite directions, the strip is deformed into a shape called a twist.

A writhe A twist

Twisting the strip further introduces more writhes; twisting it in the opposite direc-
tion removes writhes, or introduces negative writhes. The same topological terms 

KEY CONCEPTS
• The DNA helix is slightly 

underwound so that it is negatively 
supercoiled.

• Topoisomerases alter DNA 
supercoiling by transiently cutting 
one or both strands of DNA.

20-1 DNA Supercoiling

 See Guided Exploration. DNA 
supercoiling.

Figure 20-2 Supercoiled DNA molecules. The circular DNA molecules are slightly 
underwound, so they coil up on themselves, forming supercoils. [Dr. Gopal Murti/Photo 
Researchers Inc.]
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DNA Supercoiling

apply to DNA: Each writhe, or supercoil, in DNA is the result of overtwisting or under-
twisting the DNA helix. The twisted molecule, like the piece of paper, prefers to 
writhe, since this is more energetically favorable.

To demonstrate supercoiling for yourself, cut a fl at rubber band to obtain a linear 
piece a few inches long. Hold the ends apart, twist one of them, and then bring the 
ends closer together. You will see the twists collapse into writhes (supercoils). The same 
thing happens if you let the rubber band relax and then twist it in the opposite direc-
tion. Note that the twisted rubber band (representing a double-stranded DNA mole-
cule) adopts a more compact shape. In fact, supercoiling is essential for packaging 
DNA effi ciently into a small space inside a bacterial cell or in a eukaryotic nucleus.

Naturally occurring DNA molecules are negatively supercoiled. This means that 
if the DNA were stretched out (that is, its writhes converted to twists), the two 
strands would unwind, in effect loosening the double helix. Consequently, the nega-
tive supercoiling of DNA helps the replication machinery gain access to the two template 
strands during synthesis of two new complementary DNA strands. In the absence of 
negative supercoils, strand separation would force additional twisting ahead of the 
separation point (shown at right).

Topoisomerases alter DNA supercoiling

Normal replication and transcription require that cells actively maintain the super-
coiling state of DNA by adding or removing supercoils. It is diffi cult to imagine how 
such a long molecule could be pulled taut and its ends twisted or untwisted. Instead, 
topological changes in DNA molecules occur when an enzyme called a  topoisomerase 
cuts one or both strands of the supercoiled DNA, alters the structure, and then re-
connects the broken strands. Type I topoisomerases cut one DNA strand; the type 
II enzymes cut both strands of DNA and require ATP.

Type I topoisomerases occur in all cells and alter supercoiling by altering the 
DNA’s helical twisting. Type IA enzymes nick the DNA (cut the backbone of one 
strand), pass the intact strand through the break, then seal the broken strand in 
 order to unwind the DNA by one turn (Fig. 20-3). Type IB enzymes also cut one 
strand but hold the DNA on one side of the nick while allowing the DNA on the 
other side of the nick to rotate one or more turns before the broken strand is sealed. 
In both cases, unwinding is driven by the strain in the supercoiled DNA, so a type I 
topoisomerase can “relax” both negatively and positively supercoiled DNA.

Human topoisomerase I, a type IB enzyme, has four domains that encircle the 
DNA (Fig. 20-4). The surface of the protein that contacts the DNA is rich in 
positively charged groups that can interact with the backbone phosphate groups of 
about 10 base pairs. When a type I topoisomerase cleaves one strand of the DNA, 
an active-site Tyr residue forms a covalent bond with the backbone phosphate at 
one side of the nick, for example, see the structure at right. Formation of this dies-
ter linkage conserves the free energy of the broken phosphodiester bond of the 

Figure 20-3 Action of a type I topoisomerase. In this scheme, the supercoiling of 
a DNA segment is decreased when a DNA strand is broken, the helix untwisted by 
passing the other strand through the break, and then sealed.
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DNA strand, so strand cleavage and subsequent sealing do not require any other 
source of free energy.

Type II topoisomerases directly alter the number of writhes in a supercoiled 
DNA molecule by passing one DNA segment through another, a process that re-
quires a double-strand break (Fig. 20-5). The type II enzymes are dimeric, with two 
active-site Tyr residues that form covalent bonds to the 59 phosphate groups of the 
broken DNA strands. The enzyme must undergo conformational changes in order 
to cleave a DNA molecule and hold the ends apart while another DNA segment 
passes through the break. ATP hydrolysis appears to produce the free energy to restore 
the enzyme to its starting conformation. Type II topoisomerases can relieve both nega-
tive and positive supercoiling.

Bacteria contain a type II topoisomerase called DNA gyrase, which can intro-
duce additional negative supercoils into DNA, so its net effect is to further under-
wind the DNA helix. (Eukaryotic cells lack DNA gyrase but maintain negative 
supercoiling by wrapping DNA in nucleosomes; Section 20-5.) A number of anti-
biotics inhibit DNA gyrase without affecting eukaryotic type II topoisomerases. 
Drugs such as ciprofl oxacin (left ) act on DNA gyrase to enhance the rate of DNA 
cleavage or reduce the rate of sealing broken DNA. The result is a large number of 
DNA breaks that interfere with the transcription and replication required for 
 normal cell growth and division. Ciprofl oxacin is prescribed as an antibiotic for a 
wide variety of bacterial infections.Ciprofloxacin
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Figure 20-5 Action of a type II topoisomerase. The twisted worm shape represents 
a supercoiled double-stranded DNA molecule. A type II topoisomerase breaks both 
strands of the DNA, passes another segment of DNA through the break, then seals the 
break. In this diagram, the degree of supercoiling decreases.

Figure 20-4 Human topoisomerase I. 
The protein (blue) surrounds a DNA 
molecule (shown end-on in this model). 
[Structure (pdb 1A36) determined by L. Stewart, 
M. R. Redinbo, X. Qiu, J. J. Champoux, and 
W. G. J. Hol.]

CONCEPT REVIEW
• What is the relationship between a writhe (supercoil) and a twist? How does 

helical twisting alter supercoiling?
• Explain why negative supercoiling of DNA assists processes such as 

replication.
• Describe how type I and type II topoisomerases operate. When is a source 

of free energy required?
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DNA polymerase, the enzyme that catalyzes the polymerization of deoxynucleo-
tides, is just one of the proteins involved in replicating double-stranded DNA. The 
entire process—separating the two template strands, initiating new polynucleotide 
chains, and extending them—is carried out by a complex of enzymes and other 
proteins. In this section we examine the structures and functions of the major  players 
in DNA replication.

Replication occurs in factories

In the circular chromosomes of bacteria, DNA replication begins at a particular site 
called the origin. Here, proteins bind to the DNA and melt it open in an ATP- 
dependent manner. Polymerization then proceeds in both directions from this point 
until the entire chromosome (4.6 3 106 bp in E. coli ) has been replicated. The point 
where the parental strands separate and the new strands are synthesized is known as 
the replication fork.

Parental strands

New strands

Replication fork

Replication begins at numerous sites in the 46 chromosomes in the nucleus of each 
human cell. These sites do not appear to have a defi ned sequence, as in prokaryotic 
origins, but instead have a structure that is located by an origin recognition complex.

At one time, complexes of DNA polymerase and other replication proteins were 
thought to move along DNA like a train on tracks. This “locomotive” model of 
DNA replication requires that the large replication proteins move along the rela-
tively thin template strand, rotating around it while generating a double-stranded 
helical product. In fact, cytological studies indicate that DNA replication (as well as 
transcription) occurs in “factories” at discrete sites. For example, in bacteria, DNA 
polymerase and associated factors appear to be immobilized in one or two com-
plexes near the plasma membrane. In the eukaryotic nucleus, newly synthesized 
DNA appears at 100 to 150 spots, each one representing several hundred replication 
forks (Fig. 20-6). According to the factory model of replication, the protein machin-
ery is stationary and the DNA is reeled through it. In eukaryotes, this organization 
presumably facilitates the synchronous elongation of many DNA segments, which 
allows for effi cient replication of enormous eukaryotic genomes.

Helicases convert double-stranded DNA 
to single-stranded DNA

One of the jobs of the origin recognition complex in eukaryotes is to recruit an 
 enzyme called a helicase, which catalyzes unwinding of the DNA helix. The helicase 
is not yet active but awaits a signal (through kinase-catalyzed phosphorylation) that 
the cell is ready to copy its DNA. Then, in an ATP-dependent process, the helicase 
separates the parental DNA strands so that each one can serve as a template for 
DNA polymerase. This unwinding is aided by the negative supercoiling of DNA. 
Prokaryotic DNA replication also depends on the activity of helicases.

KEY CONCEPTS
• DNA replication is carried out by 

stationary protein complexes.
• The proteins required for DNA 

replication include helicase, single-
strand binding protein, primase, 
DNA polymerase, a sliding clamp, 
RNase, and DNA ligase.

• DNA polymerase synthesizes the 
leading strand continuously and the 
lagging strand as a series of Okazaki 
fragments.

• The accuracy of DNA polymerase 
is enhanced by its ability to sense 
correctly paired nucleotides and 
to hydrolytically excise mispaired 
nucleotides.

20-2 The DNA Replication Machinery

 See Guided Exploration. DNA 
replication in E. coli.

Figure 20-6 Replication foci. 
The fl uorescent patches (foci) in the 
nucleus of a eukaryotic cell mark the 
presence of newly synthesized DNA. 
These sites of DNA replication remain 
stationary, probably due to attachment 
of the replication machinery to the 
nucleoskeleton. [Courtesy A. Pombo. From 
Science 284, 1790–1795 (1999).]
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Some helicases are hexameric proteins that encircle a single strand of DNA 
(Fig. 20-7). As the helicase pulls the strand through its ring, it unwinds the double-
stranded DNA ahead of it. For each ATP hydrolyzed, up to fi ve base pairs of the 
helix are separated. The helicase appears to operate in a rotary fashion, with confor-
mational changes driven by ATP hydrolysis. This mechanism is reminiscent of the 
binding change mechanism of the F1 component of ATP synthase, another hexa-
meric ATP-binding protein (see Section 15-4).

As replication proceeds, the parental DNA strands are continuously separated 
by the action of the helicase, working in concert with DNA polymerases. A second 
helicase, which may be a dimer rather than a hexamer, may bind to the other strand 
of DNA to help open up the replication fork. A topoisomerase working ahead of the 
fork helps relieve the strain of helix unwinding. Although eukaryotic genomes in-
clude numerous origins, each portion of DNA is replicated only once because after 
DNA synthesis commences, no additional helicases can be loaded onto the origins.

As single-stranded DNA is exposed at the replication fork, it associates with a pro-
tein known as single-strand binding protein (SSB). SSB coats the DNA strands to 
protect them from nucleases and to prevent them from reannealing or forming second-
ary structures that might impede replication. E. coli SSB is a tetramer with a positively 
charged cleft that accommodates loops of single-stranded—but not double-stranded—
DNA. The eukaryotic SSB, called replication protein A, is a larger protein that includes 
four DNA-binding domains separated by fl exible regions (Fig. 20-8). Both prokaryotic 
and eukaryotic SSBs can adopt different conformations and bind DNA in several dif-
ferent ways. Studies of replication protein A suggest that DNA binding occurs in stages 
such that the fi rst protein–DNA interaction is relatively weak (with a K d in the mM 
range) but allows the other domains to “unroll” along the DNA to form a stable com-
plex that protects about 30 nucleotides and has an overall dissociation constant of about 
1029 M. As the template DNA is reeled through the polymerase, SSB is displaced and 
is presumably redeployed as helicase exposes more single-stranded DNA.

DNA polymerase faces two problems

The mechanism of DNA polymerase and the double-stranded structure of DNA 
present two potential obstacles to the effi cient replication of DNA. First, DNA poly-
merase can only extend a preexisting chain; it cannot initiate polynucleotide synthesis. 
However, RNA polymerase can do this, so DNA chains in vivo begin with a short 
stretch of RNA that is later removed and replaced with DNA:

Figure 20-7 Structure of a 

hexameric helicase. This helicase, 
from the bacteriophage T7, forms a 
hexameric ring around a single strand 
of DNA and pushes double-stranded 
DNA apart. [Structure (pdb 1E0J) 
determined by M. R. Singleton, M. R. Sawaya, 
T. Ellenberger, and D. B. Wigley.]

Figure 20-8 DNA-binding domains of replication protein A. Two of the four 
DNA-binding domains are shown in yellow and green in this model, with a bound 
octanucleotide (polydeoxycytidine, shown in purple). (a) Front view. (b) Side view. 
[Structure (pdb 1JMC) determined by A. Bochkarev, R. Pfuetzner, A. Edwards, and L. Frappier.]

? Which types of amino acids would you expect to fi nd in the DNA-binding site of 
this protein?

(a) (b)
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Template DNA strand

RNA
primer

Newly
synthesized

DNA

Direction of
chain growth

5ʹ
5ʹ

3ʹ

This stretch of RNA, about 10 to 60 nucleotides long, is known as a primer, and 
the enzyme that produces it during DNA replication is known as a primase. As we 
will see, primase is required throughout DNA replication, not just at the start. 
The active site of the primase is narrow (about 9 Å in diameter) at one end, where 
the single-stranded DNA template is threaded through. The other end of the 
 active site is wide enough to accommodate a DNA–RNA hybrid helix (which has 
an A-DNA–like conformation; see Fig. 3-6).

The second problem facing DNA polymerase is that the antiparallel template DNA 
strands are replicated simultaneously by a pair of polymerase enzymes. But each DNA 
polymerase catalyzes a reaction in which the 39 OH group at the end of the growing 
DNA chain attacks the phosphate group of a free nucleotide that base pairs with the 
template DNA strand (Fig. 20-9). For this reason, a polynucleotide chain is said to be 
synthesized in the 5 9 S 3 9 direction. Because the two template DNA strands are anti-
parallel, the synthesis of two new DNA strands would require that the template strands 
be pulled in opposite directions through the replication machinery so that the DNA 
polymerases could continually add nucleotides to the 39 end of each new strand.

Template strands

New strands

5ʹ

3ʹ 5ʹ

3ʹ

This awkward situation does not occur in cells. Instead, the two polymerases work 
side-by-side, and one template DNA strand periodically loops out. In this scenario, one 
strand of DNA, called the leading strand, can be synthesized in one continuous 

O

O O

O�

P

H
H H

H

H

CH2O

OH

Base
5�

3�

O

O OP

H
H H

H

H

CH2

�O

OH

Base
5�

3�

O

OP

�O

O

OP�O

�O

O O

H
H H

H

H

CH2 Base
5�

3�

O

O O

O

P

H
H H

H

H

CH2
�O

OH

Base
5�

3�

DNA chain

O

O�

PO

dNTP

PPi

Figure 20-9 Mechanism of DNA polymerase. The 39 OH 
group (at the 39 end of a growing polynucleotide chain) is a 
nucleophile that attacks the phosphate group of an incoming 
deoxynucleoside triphosphate (dNTP) that base pairs with the 
template DNA strand. Formation of a new phosphodiester 

bond eliminates PPi. The reactants and products of this 
reaction have similar free energies, so the polymerization 
reaction is reversible. However, the subsequent hydrolysis of 
PPi makes the reaction irreversible in vivo. RNA polymerase 
follows the same mechanism.
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piece. It is initiated by the action of a primase, then extended in the 59 S 39  direction 
by the action of one DNA polymerase enzyme. The other strand, called the lagging 
strand, is synthesized in pieces, or discontinuously. Its template is repeatedly looped 
out so that its polymerase can also operate in the 59 S 39 direction. Thus, the lagging 
strand consists of a series of polynucleotide segments, which are called Okazaki  fragments 
after their discoverer (Fig. 20-10).

Bacterial Okazaki fragments are about 500 to 2000 nucleotides long; in eukary-
otes, they are about 100 to 200 nucleotides long. Each Okazaki fragment has a short 
stretch of RNA at its 59 end, since each segment is initiated by a separate priming 
event. This explains why primase is required throughout replication: Although the 
leading strand theoretically requires only one priming event, the discontinuously 
synthesized lagging strand requires multiple primers.

The mechanism for continuous synthesis of the leading strand and discontinuous 
synthesis of the lagging strand means that the lagging-strand template must peri-
odically be repositioned. Each time an Okazaki fragment is completed, a polymerase 
begins extending the RNA primer of the next Okazaki fragment. Other protein 
components of the replication complex assist in this repositioning in order to coor-
dinate the activities of the two DNA polymerases at the replication fork. In E. coli 
and possibly other organisms, three polymerases localize to the replication fork. One 
synthesizes the leading strand, and the other two probably take turns synthesizing 
Okazaki fragments; sharing the work appears to increase replication effi ciency.

DNA polymerases share a common structure 
and mechanism

Most DNA polymerases are shaped somewhat like a hand, with domains corre-
sponding to palm, fi ngers, and thumb. These structure are likely the result of con-
vergent evolution, as only the palm domains exhibit strong homology. One of the 
best known polymerases is E. coli DNA polymerase I, the fi rst such enzyme to be 
characterized (Fig. 20-11; this is the enzyme used for sequencing DNA; Section 3-4). 
The template strand and the newly synthesized DNA strand, which form a double 
helix, lie across the palm, in a cleft lined with basic residues.

The polymerase active site, at the bottom of the cleft, contains two Mg21 ions 
about 3.6 Å apart. These metal ions are coordinated by Asp side chains of the en-
zyme and by the phosphate groups of the substrate nucleoside triphosphate. One of 
the Mg21 ions interacts with the 39 O atom at the end of the primer or growing 
DNA strand to enhance its nucleophilicity as it attacks the incoming nucleotide:

New
primer

Leading
strand

Lagging-
strand
Okazaki
fragments

DNA 
polymerase

5ʹ 5ʹ3ʹ 5ʹ

5ʹ

3ʹ 5ʹ3ʹ 5ʹ3ʹ 5ʹ3ʹ5ʹ3ʹ

Figure 20-10 A model for DNA 
replication. Two DNA polymerase 
enzymes (green) are positioned at 
the replication fork to make two 
complementary strands of DNA. 
The leading and lagging strands both 
start with RNA primers (red) and are 
extended by DNA polymerase in the 
59 S 39 direction. The replication 
machinery is stationary, and the 
template DNA is reeled through it. 
Because the two template strands 
are antiparallel, the lagging-strand 
template loops out (the single-stranded 
DNA becomes coated with SSB). The 
leading strand is therefore synthesized 
continuously, while the lagging strand 
is synthesized as a series of Okazaki 
fragments.

Figure 20-11 E. coli DNA 
polymerase I. This model shows the 
so-called Klenow fragment of DNA 
polymerase I (residues 324 to 928). 
The palm, fi ngers, and thumb domains 
are labeled. A loop at the end of 
the thumb is missing in this model. 
[Structure (pdb 1KFD) determined by L. S. 
Beese, J. M. Friedman, and T. A. Steitz.] 

 See Interactive Exercise. E. coli DNA 
polymerase I.

thumb

palm

fingers
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The deoxy carbon at the 29 position of the nucleotide lies in a hydrophobic pocket. 
This binding site allows the polymerase to discriminate against ribonucleotides, 
which bear a 29 OH group.

After each polymerization event, the enzyme must advance the template strand 
by one nucleotide. Most DNA polymerases are processive enzymes, which means 
that they undergo several catalytic cycles (about 10 to 15 for E. coli DNA poly-
merase in vitro) before dissociating from their substrates. E. coli DNA polymerase 
is even more processive in vivo, polymerizing as many as 5000 nucleotides before 
releasing the DNA. This enhanced processivity is due to an accessory protein that forms 
a sliding clamp around the DNA and helps hold DNA polymerase in place. In E. coli the 
clamp is a dimeric protein, and in eukaryotes the clamp is a trimer. Both types of 
protein have a hexagonal ring structure and similar dimensions, consistent with a 
common function (Fig. 20-12). Additional proteins help assemble the clamp 
around the DNA. For the lagging-strand polymerase, the clamp must be reloaded at 
the start of each Okazaki fragment. This occurs about once every second in E. coli.

E. coli has fi ve different DNA polymerase enzymes (I–V), and there are at least 13 
different eukaryotic DNA polymerases (designated by Greek letters), not including 
those found in mitochondria and chloroplasts. Why so many? In eukaryotes and at 
least some prokaryotes, two different types of polymerases work in concert to synthe-
size the leading and lagging strands, and other polymerases perform specialized roles. 
For example, in eukaryotes, DNA polymerase a initiates Okazaki fragment synthesis 
but is soon replaced with polymerase d, which is responsible for synthesizing most of 
the lagging strand, while DNA polymerase ´ synthesizes the leading strand. Many 
polymerases—such as E. coli polymerases II, IV, and V and the majority of the 
 eukaryotic polymerases—appear to function primarily in DNA repair pathways, some 
of which involve the excision and replacement of damaged DNA (Section 20-4).

DNA polymerase proofreads newly synthesized DNA

During polymerization, the incoming nucleotide base pairs with the template 
DNA so that the new strand will be complementary to the original. The poly-
merase  accommodates base pairs snugly—recall that all possible pairings (A:T, T:A, 
C:G, and G:C) have the same overall geometry (see Section 3-1). The tight fi t 
minimizes the chance of mispairings. In fact, structural studies indicate that DNA 
polymerase shifts between an “open” conformation and a “closed” conformation, 
analogous to the fi ngers moving closer to the thumb, when a nucleotide substrate 
is bound (Fig. 20-13). This conformational change may facilitate the polymeriza-
tion of a tightly bound (correctly paired) nucleotide, or it could refl ect a mecha-
nism for quickly releasing a mismatched nucleotide before catalysis occurs.

Figure 20-12 DNA polymerase–
associated clamps. In E. coli, the b 
subunit of DNA polymerase III forms 
a dimeric clamp. (b) In humans, the 
clamp is a trimer, called the proliferating 
cell nuclear antigen (PCNA). The 
inner surface of each clamp is positively 
charged and encloses a space with a 
diameter of about 35 Å, more than 
large enough to accommodate double-
stranded DNA or a DNA–RNA hybrid 
helix with a diameter of 26 Å. Both 
structures enhance the processivity of 
their respective DNA polymerases, 
thereby increasing the effi ciency of 
DNA replication. [Structure of the b clamp 
(pdb 2POL) determined by X.-P. Kong and 
J. Kuriyan; structure of PCNA (pdb 1AXC) 
determined by J. M. Gulbis and J. Kuriyan.] 

 See Interactive Exercise. PCNA.

? What structural changes must occur 
each time the clamp is loaded onto 
DNA?

(a)

(b)
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If the wrong nucleotide does become covalently linked to the growing chain, the 
polymerase can detect the distortion it creates in the newly generated double helix. 
Many DNA polymerases contain a second active site that catalyzes hydrolysis of the 
nucleotide at the 39 end of the growing DNA strand. This 3 9 S 5 9 exonuclease 
excises misincorporated nucleotides, thereby acting as a proofreader for DNA poly-
merase (Fig. 20-14). In E. coli DNA polymerase I, the 39 S 59 exonuclease active 
site is located about 25 Å from the polymerase active site, indicating that the en-
zyme–DNA complex must undergo a large conformational change in order to shift 
from polymerization to nucleotide hydrolysis.

Proofreading during polymerization limits the error rate of DNA polymerase to 
about one in 106 bases. Misincorporated bases can also be removed following repli-
cation, through various DNA repair mechanisms, which further reduces the error 
rate of replication. This high degree of fi delity is absolutely essential for the accurate 
transmission of biological information from one generation to the next.

An RNase and a ligase are required to complete 
the lagging strand

Replication is not complete until the lagging strand—which is synthesized one 
 Okazaki fragment at a time—is made whole. As the polymerase fi nishes each Okazaki 
fragment, its RNA primer, along with some of the adjoining DNA, is hydrolytically re-
moved and replaced with DNA; then the backbone is sealed to generate a continuous 
DNA strand. This process also increases the accuracy of DNA replication: Primase 
has low fi delity, so the RNA primers tend to contain errors, as do the fi rst few de-
oxynucleotides added to the primer by the action of the DNA polymerase. For 
 example, in eukaryotes, DNA polymerase a lacks exonuclease activity and therefore 
cannot proofread its work.

In many cells, an exonuclease known as RNase H (H stands for hybrid) operates 
in the 59 S 39 direction to excise nucleotides at the primer end of an Okazaki frag-
ment. Nucleotide hydrolysis may continue until DNA polymerase, now in the pro-
cess of completing another Okazaki fragment, “catches up” with RNase H (the poly-
merase is faster than the exonuclease). In extending the newer Okazaki fragment, 
the polymerase replaces the excised ribonucleotides of the older Okazaki fragment 
with deoxyribonucleotides, leaving a single-strand nick between the two lagging-
strand segments (Fig. 20-15).

Figure 20-13 Open and closed 
conformations of a DNA polymerase. 
The structure of the polymerase from 
Thermus aquaticus was determined 
in the absence (magenta trace) and 
presence (green trace) of a nucleotide 
substrate analog (shown in space-fi lling 
form, purple). The models include 
a segment of DNA representing the 
template and primer strands (purple). 
[Structures of the open conformation (pdb 
2KTQ) and closed conformation (pdb 3KTQ) 
determined by Y. Li and G. Waksman.]

Figure 20-14 Proofreading during 
polymerization. DNA polymerase 
detects a distortion in double-
stranded DNA that results from 
the incorporation of a mismatched 
nucleotide. The 39 S 59 exonuclease 
activity hydrolyzes the nucleotide at the 
39 end of the new strand (recall that 
an exonuclease removes residues from 
the end of a polymer; an endonuclease 
cleaves within the polymer). The 
polymerase then resumes its activity, 
generating an accurately base-paired 
DNA product.

3′

5′

5′

Template strand

Misincorporated
nucleotide

3′→5′ exonuclease

polymerase

3′

5′

3′

5′

Newer Okazaki fragment
DNA polymerase

Template strand

Older Okazaki fragment

RNase H

Nick

5ʹ 3ʹ
3ʹ

Figure 20-15 Primer excision. RNase H removes the RNA primer and some of 
the adjoining DNA in the older Okazaki fragment, allowing DNA polymerase to 
accurately replace these nucleotides. The nick can then be sealed.
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In the event that DNA polymerase reaches the older Okazaki 
fragment before its primer has been completely removed, the poly-
merase displaces the primer, creating a single-stranded “fl ap.” RNase 
H or another protein then acts as an endonuclease to cut away the 
primer (Fig. 20-16). This fl ap endonuclease appears to recognize 
the junction between the RNA and DNA portions of a single poly-
nucleotide strand.

The E. coli DNA polymerase I polypeptide actually includes a 
59 S 39 exonuclease activity (this is in addition to the 39 S 59 
proofreading endonuclease), so that, at least in vitro, a single protein 
can remove ribonucleotides from the previous Okazaki fragment as 
it extends the next Okazaki fragment. The combined activities of 
removing and replacing nucleotides have the net effect of moving 
the nick in the 59 S 39 direction. This phenomenon is known as 
nick translation. DNA polymerase cannot seal the nick; this is the 
function of yet another enzyme.

The discontinuous segments of the lagging strand are joined 
by the action of DNA ligase. The reaction, which results in the 
formation of a phosphodiester bond, consumes the free energy 
of a similar bond in a nucleotide cofactor. Prokaryotes use 
NAD1 for the reaction, yielding as products AMP and nicotin-
amide mononucleotide; eukaryotes use ATP and produce AMP 
and PPi .

Eukaryotes

ATP

PPPRibose Adenine

AMP PPi

PPP �Ribose Adenine

Prokaryotes

Nicotinamide adenine dinucleotide (NAD�)

PPRibose Adenine NicotinamideRibose 

P NicotinamideRibose 

AMP Nicotinamide mononucleotide

P �Ribose Adenine

Ligation of Okazaki fragments yields a continuous lagging strand, completing the 
process of DNA replication.

DNA polymerasePrimer of first
Okazaki fragment

Flap endonuclease

5ʹ
3ʹ5ʹ

3ʹ

Figure 20-16 Function of the fl ap endonuclease. 
If DNA polymerase displaces the RNA primer of the 
preceding Okazaki fragment, an endonuclease can 
remove the single-stranded fl ap.

CONCEPT REVIEW
• Explain why the factory model for DNA replication is superior to the 

locomotive model.
• Summarize the roles of helicase and SSB during replication.
• Explain why DNA polymerization must be primed by RNA.
• Describe how two DNA polymerases, operating in the 5’ S 3’ direction, 

replicate the two antiparallel template strands.
• What protein enhances the processivity of DNA polymerase?
• How does the polymerase proofread its mistakes?
• Explain why an RNase, a polymerase, and a ligase are required to complete 

lagging-strand synthesis.
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In a circular bacterial DNA molecule, replication terminates where the two replica-
tion forks meet, at a point more or less opposite the replication origin. In a linear 
eukaryotic chromosome, replication must proceed to the very end of the chromo-
some. Copying the 59 ends of the two parental DNA strands is straightforward, since 
DNA polymerase extends a new complementary strand in the 59 S 39 direction.

5ʹ
3ʹ

New strand

Template strand

However, replication of the extreme 39 ends of the parental DNA strands presents a 
problem, for the same reason. Even if an RNA primer were paired with the 39 end 
of a template strand, DNA polymerase would not be able to replace the ribonucleo-
tides with deoxynucleotides (left ). The 39 end of each parental (template) DNA 
strand would then extend past the end of each new strand and would be susceptible 
to nucleases. Consequently, each round of DNA replication would lead to chromosome 
shortening.

+

5ʹ

5ʹ3ʹ

3ʹ

Eukaryotic cells counteract the potential loss of genetic information by actively 
extending the ends of chromosomes. The resulting structure, which consists of short 
tandem (side-by-side) repeats, is called a telomere. The proteins associated with the 
telomeric DNA protect the end of the chromosome from nucleolytic degradation 
and prevent the joining of two chromosomes through end-to-end ligation (a reac-
tion that normally occurs to repair broken DNA molecules).

Telomerase extends chromosomes

The telomere proteins include an enzyme known as telomerase, which was fi rst de-
scribed by Elizabeth Blackburn. Telomerase repeatedly adds a sequence of six nucleo-
tides to the 3 9 end of a DNA strand, using an enzyme-associated RNA molecule as a 
template. The catalytic subunit of telomerase is a reverse transcriptase, a homolog of 
a viral enzyme that copies the viral RNA genome into DNA (Box 20-A).

Although the telomerase catalytic core is highly conserved among eukaryotes, 
its RNA subunit varies from ,150 to ,1300 nucleotides in different species. In 
 humans, the RNA is a sequence of 451 bases, including the six that serve as a tem-
plate for the addition of DNA repeats with the sequence TTAGGG. Similar G-rich 
sequences extend the 39 ends of chromosomes in all eukaryotes. In order to synthe-
size telomeric DNA, the template RNA must be repeatedly realigned with the end 
of the preceding hexanucleotide extension. The precise alignment depends on base 
pairing between telomeric DNA and a nontemplate portion of the telomerase RNA. 
When the 39 end of a DNA strand has been extended by telomerase, it can then 
serve as a template for the conventional synthesis of a C-rich extension of the com-
plementary DNA strand (Fig. 20-17).

In humans, telomeric DNA is 2 to 10 kb long, depending on the tissue and the 
age of the individual, and includes a 39 single-strand overhang of 100–300 nucleo-
tides. This single strand of DNA appears to fold back on itself to form a structure 

KEY CONCEPT
• The ends of eukaryotic 

chromosomes are extended by 
telomerase to form telomeres.

20-3 Telomeres

Template strand

Primer Remove primer

5ʹ

5ʹ

3ʹ

3ʹ
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Figure 20-17 Synthesis of telomeric 
DNA. Telomerase extends the 39 end 
of a DNA strand by adding TTAGGG 
repeats (yellow segments). DNA 
polymerase can then extend the 
complementary strand by the normal 
mechanism for lagging-strand synthesis 
(orange segments). Note that this 
process still leaves a 39 overhang (up to 
300 nucleotides in humans), but the 
chromosome has been lengthened.

TTAGGG

telomerase

DNA polymerase

5ʹ

5ʹ

5ʹ

3ʹ

3ʹ

3ʹ

BOX 20-A BIOCHEMISTRY NOTE

HIV Reverse Transcriptase

The human immunodefi ciency virus (HIV, introduced in Box 7-B) is a retrovirus, a 
virus whose RNA genome must be copied to DNA inside the host cell. After entering a 
cell, the HIV particle disassembles. The 9-kb viral RNA is then transcribed into DNA 
by the action of the viral enzyme reverse transcriptase. Another viral enzyme, an inte-
grase, incorporates the resulting DNA into the host genome. Expression of the viral 
genes produces 15 different proteins, some of which must be processed by HIV protease 
to achieve their mature forms. Eventually, new viral particles are assembled and bud off 
from the host cell, which dies. Because HIV preferentially infects cells of the immune 
system, cell death leads to an almost invariably fatal immunodefi ciency.

HIV reverse transcriptase, which synthesizes DNA from an RNA template (a contra-
diction of the central dogma outlined in Section 3-2), resembles other polymerases in 
having fi ngers, thumb, and palm domains. These parts of the protein (colored red  below) 
comprise a polymerase active site that can use either DNA or RNA as a template (no 
other enzyme has this dual specifi city). A separate domain (green) contains an RNase 
active site that degrades the RNA template.

[Structure of HIV reverse transcriptase (pdb 1BQN) determined by Y. Hsiou, K. Das, and E. Arnold.] 
 See Interactive Exercise. HIV reverse transcriptase.

Reverse transcription occurs as follows: The enzyme binds to the RNA template and 
generates a complementary DNA strand. In a host cell, DNA synthesis is primed by a 
transfer RNA molecule. As polymerization proceeds, the RNase active site degrades the 
RNA strand of the RNA–DNA hybrid molecule, leaving a single DNA strand that then 
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serves as a template for the reverse transcriptase polymerase active site to use in synthe-
sizing a second strand of DNA. The result is a double-stranded DNA molecule.

tRNA

RNA

DNA

Viral reverse transcriptase has proved to be more than a biological curiosity. It has 
become a valuable laboratory tool, allowing researchers to purify messenger RNA tran-
scripts from cells, transform them to DNA (called cDNA for complementary DNA), 
and then clone the DNA or express its protein product.

Reverse transcriptase activity can be blocked by two different types of drugs. Nucleo-
side analogs such as AZT and ddC readily enter cells and are phosphorylated. The result-
ing nucleotides bind in the reverse transcriptase active site and are linked, via their 59 
phosphate group, to the growing DNA chain. However, because they lack a 39 OH 
group, further addition of nucleotides is impossible. Such chain terminators are also 
used for DNA sequencing (Section 3-4).
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(2�,3�-Dideoxycytidine, Zalcitabine)

Reverse transcriptase can also be inhibited by non-nucleoside analogs such as nevirapine:

N N

N

N

H
CH3

Nevirapine

O

This noncompetitive inhibitor binds to a hydrophobic patch on the surface of reverse tran-
scriptase near the base of the thumb domain. This does not interfere with RNA or nucleotide 
binding, but it does inhibit polymerase activity, probably by restricting thumb movement.

Question: Explain why the drugs described here interfere only minimally with 
nucleic acid metabolism in the human host.
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called a T-loop (Fig. 20-18). Multiple copies of six different proteins, collectively 
known as shelterin, bind to the telomere. These proteins play a critical role in regu-
lating telomere length, which may be an indicator of the cells’ longevity.

Is telomerase activity linked to cell immortality?

Cells that normally undergo a limited number of cell divisions appear to contain no 
active telomerase. Consequently, the size of the telomeres decreases with each repli-
cation cycle, until the cells reach a senescent stage and no longer divide. For most 
human cells, this point is reached after about 35–50 cell divisions. In contrast, cells 
that are “immortal”—such as unicellular organisms, stem cells, and the reproductive 
cells of multicellular organisms—appear to have active telomerase. These fi ndings 
are consistent with the role of telomerase in maintaining the ends of chromosomes 
over many rounds of replication.

Telomerase appears to be activated in cancer cells derived from tissues that are 
normally senescent. This suggests that shutting down telomerase activity might be 
an effective treatment for cancer. However, for many cells, telomerase activity by 
itself is not an indicator of the cells’ potential for immortality. Rather, the ability of 
the cells to undergo repeated divisions without chromosome shortening appears to 
be a more complicated function of telomerase activity, telomere length, and the in-
tegrity of the telomere, which, like other portions of DNA, is susceptible to damage.

CONCEPT REVIEW
• Why does DNA replication lead to chromosome shortening?
• Describe the structure of telomeric DNA.
• What is the function of the RNA component of telomerase?
• Explain the relationship between telomeres and cell immortality.

Figure 20-18 A T-loop. Telomeric 
DNA folds back on itself, and the 
G-rich single strand invades the double 
helix. Shelterin proteins (not shown 
here) associate with both single-stranded 
and double-stranded DNA to form a 
cap protecting the chromosome end.

An alteration in a cell’s DNA, whether from a polymerization error or another cause, 
becomes permanent—that is, a mutation—unless it is repaired. In a unicellular or-
ganism, altered DNA is replicated and passed on to the daughter cells when the cell 
divides. In a multicellular organism, a mutation is passed to offspring only if the 
altered DNA is present in the reproductive cells. Mutations that arise in other types 
of cells affect only the progeny of those cells within the parent organism.

A genetic change can affect the expression of genes positively or negatively (or 
it may have no measurable effect on the organism). The accumulation of genetic 
changes over an individual’s lifetime may contribute to the gradual loss of function-
ality associated with aging. Cells with badly damaged DNA tend to be so impaired 
that they undergo apoptosis, or programmed cell death, making room for their 
 replacement by healthy cells. But in some cases, cells with damaged DNA do not die 
but instead escape the normal growth-control mechanisms and proliferate exces-
sively, resulting in cancer. For this reason, cancer can be considered a disease of the 
genes (Box 20-B). In this section, we examine different types of DNA damage and 
the mechanisms cells use to restore DNA integrity.

DNA damage is unavoidable

DNA damage, even if it does not lead to cancer, is a fact of life. Even with its proof-
reading activity, DNA polymerase makes mistakes by introducing mismatched bases 
or incorporating uracil rather than thymine. DNA polymerase may occasionally add 
or delete nucleotides, producing bulges or other irregularities in the DNA that lead 
to insertion or deletion mutations.

Cellular metabolism itself exposes DNA to the damaging effects of reactive oxygen spe-
cies (for example, the superoxide anion ?O2

2, the hydroxyl radical ?OH, or H2O2) 

KEY CONCEPTS
• A mutation in DNA can arise from 

DNA replication errors, from 
nonenzymatic cellular processes, 
and from environmental factors.

• A variety of enzymes, including 
nucleases, polymerases, and ligases, 
participate in DNA repair pathways.

20-4 DNA Damage and Repair
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BOX 20-B

Cancer Is a Genetic Disease

Cancer is one of the most common diseases, affecting one in three 
people and killing one in four. The clinical picture of cancer varies 
tremendously, depending on the tissue affected, but all cancer cells 
share an ability to proliferate uncontrollably and ignore the usual 
signals to differentiate or undergo apoptosis. Eventually, cancer 
may kill by invading and eroding the surrounding normal tissue.

Tumors in human liver. The white bulges are masses of 
cancerous cells growing in the liver. [CNRI/Science Photo Library/
Photo Researchers.]

Many cancers appear to result from genetic predisposition, 
environmental factors, or infections. Only about 1% of cancers 
are classifi ed as hereditary, but there are over 20 different kinds 
of these diseases, and they shed considerable light on specifi c 
molecular mechanisms of carcinogenesis (cancer development). 
The linkage between environmental factors and cancer comes 
mostly from epidemiological studies, which have shown, for 
example, that sunlight increases the risk of cutaneous melanoma 
(skin cancer) and smoking and asbestos exposure promote the 
development of lung cancer. Viral infections contribute to cer-
tain types of cancer, for example, liver cancer from hepatitis B 
virus and cervical cancer from human papillomaviruses. Chronic 
bacterial infections may also lead to cancer.

All the known causes of cancer are linked in some way to 
damage of the cell’s DNA. Thus, cancer is fundamentally a disease 
of the genes. We have already seen that oncogenic mutations in 
growth signaling pathways can produce constitutively active 
receptors and kinases so that cells grow and divide even in the 
absence of a growth signal (see Box 10-B).

Inactivating genetic events also contribute to cancer. For exam-
ple, the childhood cancer known as retinoblastoma (which is char-
acterized by retinal tumors) occurs in an inherited and a sporadic 
(noninherited) form. The age of tumor onset varies widely, which 
is consistent with a scenario in which both copies (alleles) of a gene 
must be inactivated in order to develop the disease. Children with 
the inherited form of retinoblastoma succumb early because they 
already bear one defective allele (inherited from one of their par-
ents). Inactivation of the second allele leads to transformation. 
The retinoblastoma gene is known as a tumor suppressor gene, 
since its loss leads to the development of cancer.

Genetic changes—whether they activate a growth-promoting 
oncogene or inactivate a tumor suppressor gene—can take the 
form of point mutations, large or small deletions, chromosomal 
rearrangements, or inappropriate methylation that leads to gene 
silencing (Section 20-5). Because cell growth and division are 
tightly regulated, a single genetic change is unlikely to send a cell 
into a pattern of uncontrolled proliferation that leads to cancer. 

The ability of a cell to grow and divide depends on numerous 
factors, including the balance between growth-promoting sig-
nals and apoptotic signals, the state of the telomeres, contacts 
with neighboring cells, and the delivery of oxygen and nutrients 
to support expansion. In general, several regulatory pathways 
must be overridden by separate genetic events. This is known as 
the multiple-hit hypothesis for carcinogenesis.

There is no defi ned sequence of events for transforming a 
 normal cell to a tumor, so cancer is not a single disease. Efforts to 
identify common mutations in human cancers, the goal of the 
Cancer Genome Atlas project (http://cancergenome.nih.gov/), 
promise to extend understanding of cancer and uncover new thera-
peutic targets. Techniques for profi ling a tumor’s unique features 
using DNA microarrays (see Box 12-B) are already used to predict 
its growth potential and to select the most appropriate regimen 
for halting it. Part of a gene expression profi le of breast tumors is 
shown here. Each horizontal band corresponds to a different gene 
used in the microarray, and the columns represent different tumors. 
The green spots indicate levels of gene expression below the mean, 
red spots indicate levels above the mean, and intermediate shades 
indicate levels closer to the mean (gray spots indicate no data).

[Courtesy David Botstein and Therese Sorlie, Stanford University. From 
Nature 406, 747–752 (2000).]

In the absence of specifi c information about a tumor, cancer 
therapy can only target the features common to all forms of the 
disease. At present, this mainly means suppressing cell proliferation. 
Most drugs that interfere with mitosis and cell division are useful 
but are not specifi c for cancer cells; they also kill tissues that nor-
mally undergo regular renewal. Radiation is effective in killing can-
cer cells, although it may act indirectly by destroying the radiation-
sensitive endothelial cells of the blood vessels that provide nutrients 
to the rapidly growing cancer cells. Drugs that inhibit angiogenesis 
(the growth of new blood vessels) can also slow tumor growth.

Because cancer is so diffi cult to cure, preventive efforts should 
also be considered. Epidemiological studies suggest that deaths 
from cancer could be signifi cantly reduced (by as much as one-
half ) by eliminating known risk factors, including smoking and 
exposure to certain chemicals and microorganisms. The remain-
ing cases of cancer might someday be treated with agents 
designed to rectify specifi c defects at the molecular level.

DNA repair pathways are closely linked to cancer

Identifying specifi c genetic lesions in cancer cells is tricky because 
a single tumor may contain several different lineages of cancer cells 
and because cancers are genetically unstable. In addition to small 
mutations, entire chromosomes may be lost or gained, and parts 
of chromosomes may be translocated to other chromosomes. The 

CLINICAL CONNECTION
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state of the DNA, which seems to go from bad to worse, appar-
ently refl ects the failure of the mechanisms that detect damaged 
DNA and promote its restoration. These steps require a host of 
proteins, including kinases and other intracellular signaling com-
ponents that respond rapidly (usually within minutes) to DNA 
damage. We discuss some of these proteins here.

One key player in the damage response pathway is the protein 
kinase known as ATM, which is defective in ataxia telangiectasia. 
This disease is characterized by neurodegeneration, premature 
aging, and a propensity to develop cancer. ATM is a large protein 
(350,000 D) that includes a DNA-binding domain. It is activated 
in response to DNA damage, such as double-strand breaks. Among 
the substrates for ATM’s kinase activity are proteins involved in 
initiating cell division, the protein BRCA1 (whose gene is com-
monly mutated in breast cancer), and the tumor suppressor known 
as p53.

Breast cancer strikes about one in nine women in developed 
countries. About 10% of breast cancers have a familial form, and 
about half of these exhibit mutations in the BRCA1 or BRCA2 
genes. A woman bearing one of these mutated genes has a 70% 
chance of developing breast cancer. BRCA1 and BRCA2 are large 
multidomain proteins that function in part as scaffolding pro-
teins to link proteins that detect DNA damage to proteins that 
can repair the damage or halt the cell cycle. For example, BRCA2 
binds to Rad51, a protein necessary for the recombination repair 
pathway. The loss of BRCA1 or BRCA2 increases the likelihood 
that a cell would attempt to divide without fi rst repairing dam-
aged DNA.

The tumor suppressor gene p53 is found to be mutated in at least 
half of all human tumors. The level of p53 in the cell is controlled 
by its rate of degradation (it is ubiquitinated and targeted to a 
proteasome for destruction; Section 12-1). The concentration of 
p53 increases when its degradation is slowed. This can occur by 
a decrease in the rate at which ubiquitin is attached to it or when 
it is phosphorylated by the action of a kinase such as ATM. 
Thus, DNA damage, which activates ATM, leads to an increase in 
the cellular concentration of p53.

active
ATM

active
p53

inactive
p53

DNA damage
sensor proteindamaged

DNA

cell
cycle
arrest

assembly of
DNA repair
machinery

apoptosis

Other modifi cations, such as acetylation and glycosylation, 
also increase the activity of p53, which responds not just to 
DNA damage but also to other forms of cellular stress such as 
low oxygen and elevated temperatures. Covalent modifi cation of 

p53 triggers a conformational change that allows the protein to 
bind to specifi c DNA sequences in order to promote the tran-
scription of several dozen different genes. p53 binds as a tetramer 
(a dimer of dimers) to DNA, encircling it.

A p53 dimer (gray) bound to DNA (blue). The six residues that 
are most commonly mutated in p53 from cancer cells are 
shown in red. These residues either interact directly with the 
DNA or are involved in stabilizing p53 structure. [Structure (pdb 
2GEQ) determined by W. C. Ho, M. X. Fitzgerald, and R. Marmorstein.] 

 See Interactive Exercise. Human p53 in complex with its 
target DNA.

p53 stimulates production of a protein that blocks the cell’s 
progress toward cell division. This regulatory mechanism buys time 
for the cell to repair DNA using enzymes whose synthesis is also 
stimulated by p53. Moreover, activated p53 turns on the gene for a 
subunit of ribonucleotide reductase (see Section 18-3), which pro-
motes synthesis of the deoxynucleotides required for DNA repair.

Some of p53’s other target genes encode proteins that carry 
out apoptosis, a multistep process in which the cell’s contents are 
apportioned into membrane-bounded vesicles that are subse-
quently engulfed by macrophages. For multicellular organisms, 
death by apoptosis is often a better option than allowing a mal-
functioning cell to persist.

It is possible that p53’s ultimate effects are dose-dependent, 
with lower doses (refl ecting mild DNA damage) pausing the cell 
cycle and higher doses (refl ecting severe, irreparable DNA 
 damage) leading to cell death. The position of p53 at the interface 
of pathways related to DNA repair, cell cycle control, and apoptosis 
indicates why the loss of the p53 gene is so strongly associated with 
the development of cancer.

 Questions:

1. From what you know about the causes of cancer, explain why 
the risk of developing cancer increases with age.

2. The product of the retinoblastoma gene is a protein that 
binds to and inhibits the activity of a transcription factor that 
induces the expression of genes required for the cell to syn-
thesize DNA. Explain how a mutation in the retinoblastoma 
gene promotes cancer.

3. Explain why inheriting a defective gene for the retinoblas-
toma protein, BRCA1, or p53 does not guarantee that an 
individual will develop cancer.

(continued on the next page)
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that are normal by-products of oxidative metabolism. Over 100 different oxidative 
modifi cations of DNA have been catalogued. For example, guanine can be oxidized 
to 8-oxoguanine (oxoG):

Guanine 8-Oxoguanine
(oxoG)

O

N N

NHN
8

H2N

HO

O
N

NHN
8

H2N N

When the modifi ed DNA strand is replicated, the oxoG can base pair with 
 either an incoming C or A. Ultimately, the original G:C base pair can become a 
T:A base pair. A nucleotide substitution such as this is called a point mutation. 
Changing a purine (or pyrimidine) to another purine (or pyrimidine) is known as 
a transition mutation; a transversion occurs when a purine replaces a pyrimidine 
or vice versa.

Other nonenzymatic reactions disintegrate DNA under physiological conditions. For 
example, hydrolysis of the N-glycosidic bond linking a base to a deoxyribose group 
yields an abasic site (also called an apurinic or apyrimidinic or AP site).

Deamination reactions can alter the identities of bases. This is particularly dan-
gerous in the case of cytosine, since deamination (actually an oxidative deamination) 
yields uracil:

Cytosine Uracil
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Recall that uracil has the same base-pairing propensities as thymine, so the original 
C:G base pair could give rise to a T:A base pair after DNA replication. Since DNA 
has evolved to contain thymine rather than uracil, a uracil base resulting from 
 cytosine deamination can be recognized and corrected before the change becomes 
permanent.

In addition to the cellular factors described above, environmental agents such as 
ultraviolet light, ionizing radiation, and certain chemicals can physically damage DNA. 
For example, ultraviolet (UV) light induces covalent linkages between adjacent thy-
mine bases:

4. The human immune system can recognize markers on the sur-
face of cancerous cells so that these cells can be selectively killed. 
What feature of a transformed cell would change its appearance?

5. One of the proteins that senses damaged DNA may struc-
turally resemble PCNA, the eukaryotic sliding-clamp protein 
that enhances the processivity of DNA polymerase (see 
Fig. 20-12). Explain why such a protein is suited for moni-
toring the chemical integrity of DNA.

6. The Ras signaling pathway (Section 10-3) activates a transcrip-
tion factor called Myc, which turns on a gene for a protein that 

blocks the activity of the protein that adds ubiquitin to p53. 
Is this mechanism consistent with the ability of excessive Ras 
signaling to promote cell growth?

7. In the 1920s, Otto Warburg noted that cancer cells primar-
ily use glycolysis rather than aerobic respiration to produce 
ATP (see Box 19-A). In 2006, researchers discovered that p53 
stimulates the expression of cytochrome c oxidase. Explain 
how the connection between p53 and cytochrome c oxidase 
explains Warburg’s observation.

8. Why do unicellular organisms have no need for apoptosis?
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This brings the bases closer together, which distorts the helical structure of DNA. 
Thymine dimers can thereby interfere with normal replication and transcription.

Ionizing radiation also damages DNA either through its direct action on the 
DNA molecule or indirectly by inducing the formation of free radicals, particularly 
the hydroxyl radical, in the surrounding medium. This can lead to strand breakage. 
Many thousands of chemicals, both natural and man-made, can potentially react 
with the DNA molecule and cause mutations. Such compounds are known as 
 mutagens, or as carcinogens if the mutations lead to cancer.

The unavoidable nature of many DNA lesions has driven the evolution of mech-
anisms to detect and remedy errors. A cell containing a point mutation or a small 
insertion or deletion may suffer no ill effects, particularly if the mutation is in a part 
of the genome that does not contain an essential gene. However, more serious 
 lesions, such as single- or double-strand breaks, usually bring replication or transla-
tion to a halt, and the cell must deal with these show-stoppers immediately.

Repair enzymes restore some types of damaged DNA

In a few cases, repair of damaged DNA is a simple process involving one enzyme. For 
example, in bacteria and some other organisms (but not mammals), UV-induced 
thymine dimers can be restored to their monomeric form by the action of a light-
activated enzyme called DNA photolyase.

Mammals can reverse other simple forms of DNA damage, such as the methyla-
tion of a guanine residue, which yields O 6-methylguanine (this modifi ed base can 
pair with either cytosine or thymine):

O6-Methylguanine

O

N

N

N

N6

H2N

CH3

A methyltransferase removes the offending methyl group, transferring it to one of its 
Cys residues. This permanently inactivates the protein. Apparently, the expense of 
sacrifi cing the methyltransferase is justifi ed by the highly mutagenic nature of 
O 6-methylguanine.

In bacteria as well as eukaryotes, nucleotide mispairings are corrected shortly after 
DNA replication by a mismatch repair system. A protein, called MutS in bacteria, 
monitors newly synthesized DNA and binds to the mispair. Although it binds only 
20 times more tightly to the mispair than to a normal base pair, MutS undergoes a 
conformational change and causes the DNA to bend (Fig. 20-19). These changes 
apparently induce an endonuclease to cleave the strand with the incorrect base at a 
site as far as 1000 bases away. A third protein then unwinds the helix so that the 
defective segment of DNA can be destroyed and replaced with accurately paired 
nucleotides by DNA polymerase. How does the endonuclease know which strand 

Figure 20-19 The mismatch repair 
protein MutS bound to DNA. Two 
subunits of the comma-shaped MutS 
protein encircle the DNA at the site of 
a mispaired nucleotide. Binding causes 
the DNA to bend sharply, compressing 
the major groove and widening the 
minor groove. (a) Front view. (b) Side 
view. [Courtesy Wei Yang/NIH. From Nature 
407, 703–710 (2000).]

(b)

(a)
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contains the incorrect base? Cellular DNA is normally methylated (Section 20-5), 
and the endonuclease can select the newly synthesized strand because it has not yet 
undergone methylation. A defect in the human homolog of MutS increases the 
mutation rate of DNA and predisposes individuals with the defect to a form of 
 hereditary colon cancer.

Base excision repair corrects the most frequent 
DNA lesions

Modifi ed bases that cannot be directly repaired can be removed and replaced in a process 
known as base excision repair. This pathway begins with a glycosylase, which re-
moves the damaged base. An endonuclease then cleaves the backbone, and the gap 
is fi lled in by DNA polymerase (Fig. 20-20).

The structures and mechanisms of several DNA glycosylases have been described 
in detail. For example, there is a glycosylase that recognizes oxoG. Uracil-DNA gly-
cosylase recognizes and removes the uracil bases that are mistakenly incorporated 
into DNA during replication or that result from cytosine deamination. When a 
glycosylase binds DNA, the damaged base fl ips out from the helix so that it can bind 
in a cavity on the protein surface, and various protein side chains take the place of 
the damaged base and form hydrogen bonds with its complement on the other 
DNA strand (Fig. 20-21).

After excising the offending base, DNA glycosylases appear to remain bound to 
the DNA at the abasic site, possibly to help recruit the next enzyme of the repair 
pathway. This enzyme, usually called the AP endonuclease (APE1 in humans), nicks 
the DNA backbone at the 59 side of the abasic ribose. The nuclease inserts two pro-
tein loops into the major and minor grooves of the DNA and bends the DNA by 
about 358 to expose the abasic site. A backbone structure with a base attached  cannot 
enter the active-site pocket. During the hydrolysis reaction, an Mg21 ion in the 
active site stabilizes the anionic leaving group (Fig. 20-22). Like the glycosylases, 
the AP endonuclease remains with its product. For most enzymes, rapid product 
dissociation is the rule, but in DNA repair, the continued association of the endo-
nuclease with the broken DNA strand may be favored because it prevents  unwanted 
side reactions.

Figure 20-20 Base excision repair.

DNA polymerase
DNA ligase

endonuclease
abasic site

damaged base

DNA glycosylase

Figure 20-21 Uracil-DNA glycosylase bound to DNA. The enzyme is shown in 
gray, and the DNA substrate is shown with blue and purple strands. The fl ipped-out 
uracil (whose glycosidic bond has already been hydrolyzed) is shown in red. An Arg 
side chain that takes the place of the uracil is shown in orange. [Structure (pdb 4SKN) 
determined by G. Slupphaug, C. D. Mol, B. Kavil, A. S. Arvai, H. E. Krokan, and J. A. Tainer.]
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In the fi nal step of base excision repair, a DNA polymerase (such as DNA poly-
merase b in eukaryotes) fi lls in the one-nucleotide gap, and a DNA ligase seals the 
nick. In some cases, DNA polymerase may replace as many as 10 nucleotides. The 
displaced single strand can then be cleaved off by a fl ap endonuclease (Section 20-2).

Nucleotide excision repair targets the second most 
common form of DNA damage

Nucleotide excision repair, as its name suggests, is similar to base excision repair but 
mainly targets DNA damage resulting from insults such as ultraviolet light or oxida-
tion. In nucleotide excision repair, a segment containing the damaged nucleotide 
and about 30 of its neighbors is removed, and the resulting gap is fi lled in by a DNA 
polymerase that uses the intact complementary strand as a template (Fig. 20-23). 
Many of the 30 or so proteins that are involved in this pathway in humans have been 
identifi ed through mutations that are manifest as two genetic diseases.

The rare hereditary disease Cockayne syndrome is characterized by neural under-
development, failure to grow, and sensitivity to sunlight. It results from a mutation 
in any of several genes that encode proteins participating in a pathway for recogniz-
ing an RNA polymerase that has stalled in the act of transcribing a gene into mes-
senger RNA. Stalling occurs when the DNA template is damaged and distorted so 
that it blocks the progress of the RNA polymerase. The polymerase must be  removed 
so that the damage can be addressed by the nucleotide excision repair system.  Defects 
in the Cockayne syndrome genes prevent the cell from recognizing and removing 
the stalled RNA polymerase. Consequently, the DNA never has a chance to be re-
paired, and the cell undergoes apoptosis. The death of transcriptionally active cells may 
account for the developmental symptoms of Cockayne syndrome.

Like Cockayne syndrome, the disease xeroderma pigmentosum is characterized 
by high sensitivity to sunlight, but individuals with xeroderma pigmentosum are 
about 1000 times more likely to develop skin cancer and do not suffer from devel-
opmental problems. Xeroderma pigmentosum is caused by a mutation in one of the 
genes that participate directly in nucleotide excision repair. Whereas Cockayne syn-
drome gene products appear to detect DNA damage that prevents transcription, the 
xeroderma pigmentosum proteins are responsible for repairing the damage. Thus, in 
xeroderma pigmentosum, apoptosis is not triggered, but damaged DNA cannot be repaired. 
The failure to repair UV-induced lesions explains the high incidence of skin cancer.

When the cell attempts to replicate damaged DNA that has not been repaired, it 
may rely on one of its nonstandard DNA polymerases. For example, eukaryotic 
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Figure 20-22 The AP endonuclease reaction.

Figure 20-23 Nucleotide excision 
repair.

? Compare this process to base excision 
repair (Fig. 20-20).

DNA polymerase
DNA ligase

endonuclease

damaged nucleotide
helicase
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DNA polymerase h can bypass DNA lesions such as UV-induced thymine dimers 
by incorporating two adenine bases in the new strand. Although it is useful as a 
translesion polymerase, DNA polymerase h is relatively inaccurate and has no 
proofreading exonuclease activity. It inserts an incorrect base on average every 30 
nucleotides. This may not be problematic, as the errors can be detected and cor-
rected by the mismatch repair system described above.

The existence of error-prone polymerases provides a fail-safe mechanism for rep-
licating stretches of DNA that cannot be navigated by the standard replication 
 machinery. In fact, synthesis of these alternative polymerases increases when bacte-
rial cells experience DNA damage. Evidently, the possibility of introducing small 
errors during replication is acceptable when the only other option is cell death.

Double-strand breaks can be repaired 
by joining the ends

Segments of a DNA double helix that have been completely severed by the effects 
of radiation or free radicals can be rejoined through recombination (a process that 
requires another DNA molecule with a similar sequence; discussed below) or by 
nonhomologous end-joining, a process that does not require the presence of a ho-
mologous DNA molecule. In mammals, nearly all double-strand breaks are repaired 
by nonhomologous end-joining.

The fi rst step in this repair pathway is the recognition of the broken DNA ends 
by a dimeric protein called Ku (Fig. 20-24). When Ku binds the cut DNA, it 
 undergoes a conformational change so that it can recruit a nuclease, which trims up 
to 10 residues from the ends of the DNA molecule. The protein–DNA complex 
may then be joined by a DNA polymerase such as polymerase m, which can extend 
the ends of the DNA either with or without a template. Template-independent 
 polymerization, along with a tendency for polymerase m to slip, means that the 
break site may end up with additional nucleotides that were not present in the 
DNA before it broke. A DNA ligase fi nishes the repair job by joining the two back-
bones of the DNA segments (Fig. 20-25).

Two Ku–DNA complexes associate with each other so that, ideally, the proper 
halves of a broken DNA molecule can be stitched back together. However, nonho-
mologous end-joining is also responsible for combining DNA segments that do not 
belong together, leading to chromosomal rearrangements. In addition, the Ku–DNA 
complex can interact with the nuclease, polymerase, and ligase in any order, so a 
DNA break could potentially be repaired in many different ways, with or without 
the addition and removal of nucleotides. Consequently, nonhomologous end-joining is 
inherently mutagenic, but, as in other forms of DNA repair, this may be a small price 
to pay for restoring a continuous double-stranded DNA.

Figure 20-24 Ku bound to DNA. The 
two subunits of the Ku heterodimer are 
shown in light and dark green, and the 
DNA strands are shown in blue and 
purple. [Structure (pdb 1JEY) determined by 
J. R. Walker, R. A. Corpina, and J. Goldberg.]

nuclease, polymerasestrands trimmed
and extended

alignment

ligation ligase

Ku
Ku

Figure 20-25 Nonhomologous 
end-joining. Ku recognizes the ends 
of broken DNA and aligns them. The 
activities of a nuclease, polymerase, 
and ligase generate an unbroken DNA 
molecule that may differ in sequence 
from the original.
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DNA Damage and Repair

Recombination also restores broken DNA molecules

In some organisms, double-strand breaks are repaired through recombination, a process 
that also occurs in the absence of DNA damage as a mechanism for shuffl ing genes be-
tween homologous chromosomes in meiosis. Recombination repair of a broken chro-
mosome can occur at any time in a diploid organism (which has two sets of homologous 
chromosomes) but can occur only after DNA replication in an organism with only one 
chromosome. Recombination requires another intact homologous double-stranded 
molecule as well as nucleases, polymerases, ligases, and other proteins (Fig. 20-26).

In recombination repair, a single strand from the damaged DNA molecule changes 
places with a homologous strand in another DNA molecule. In order for a single 
strand of DNA to “invade” a double-stranded DNA molecule (step 2 in Fig. 20-26), 
the single strand must fi rst be coated with an ATP-binding protein, called RecA in 
E. coli and Rad51 in humans. RecA binds to a DNA strand in a cooperative fashion, 
beginning at the break point. This binding unwinds and stretches the DNA by about 
50%, but not uniformly: Sets of three nucleotides retain a near-standard conformation 
(with about 3.4 Å between bases) but are separated from the next triplet by about 
7.8 Å (Fig. 20-27). During recombination, the RecA–DNA fi lament aligns with 
 double-stranded DNA containing a complementary strand. The elongated structure 

Figure 20-26 Homologous recombination to repair a double-strand break.

Homologous DNA

An exonuclease trims the 5 ʹends at
the break.

1.

One of the free 3 ʹends invades
a homologous segment of
double-stranded DNA.

2.

DNA polymerase extends the 3 ʹends.3.

Resolution of the crossed-over
structure yields two DNA segments
with no breaks.

4.

3ʹ
3ʹ

Figure 20-27 Conformation of DNA 
bound to RecA. The single strand of 
DNA is shown in space-fi lling form 
with atoms color coded: C gray, N blue, 
O red, and P orange. Brackets indicate 
sets of three nucleotides that retain a 
near–B-DNA conformation. The DNA 
backbone stretches in between these 
triplets so that the strand extends to 
about 1.5 times its original length. The 
RecA protein subunits are not shown. 
[Structure (pdb 3CMW) determined by N. P. 
Pavletich.]
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of the RecA fi lament may induce a similar shape change in the double-stranded DNA 
so that base pairs in the double-stranded DNA are disrupted and bases become un-
stacked. These changes would facilitate the strand swapping that occurs during recom-
bination. At this point, hydrolysis of the ATP bound to RecA allows the protein to 
release the displaced single strand and a new double-stranded DNA.

The mechanism of recombination is highly conserved among prokaryotes and eukary-
otes, which argues for its essential role in maintaining the integrity of DNA as a vehicle 
of genetic information. The proteins that carry out recombination appear to function 
constitutively (that is, the genes are always expressed), which is consistent with proposals 
that DNA strand breaks are unavoidable. However, many DNA repair mechanisms are 
induced only when the relevant form of DNA damage is detected. This makes sense, since the 
repair enzymes might otherwise interfere with normal replication. In fact, activation of 
the repair pathways usually halts DNA synthesis, an advantage when error-prone DNA 
polymerases—which would be a liability in normal replication—are active.

CONCEPT REVIEW
• Provide examples of how intracellular and environmental agents can 

damage DNA.
• Can all forms of DNA damage be attributed to one of these agents?
• How does a point mutation arise?
• Describe the general pathways and enzymes required for mismatch 

repair, base excision repair, nucleotide excision repair, end-joining, and 
recombination.

• Describe the advantages and disadvantages of error-prone DNA polymerases.

At some point after it is replicated, eukaryotic DNA assumes a highly condensed 
form. This is advantageous for a cell about to divide, since elongated DNA mole-
cules would become hopelessly tangled rather than segregating neatly to form two 
equivalent sets of chromosomes. Even when the cell is not dividing, much of the 
DNA is packaged in a form that compresses its length considerably. This DNA is 
known as heterochromatin, which is transcriptionally silent. Euchromatin is less 
condensed and appears to be transcribed at a higher rate. The two forms of  chromatin 
are distinguishable by electron microscopy (Fig. 20-28).

The fundamental unit of DNA packaging 
is the nucleosome

Both heterochromatin and euchromatin contain structural units known as nucleo-
somes, which are complexes of DNA and protein. The core of a nucleosome consists of 
eight histone proteins: two each of the histones known as H2A, H2B, H3, and H4. Ap-
proximately 146 base pairs of DNA wind around the histone octamer (Fig. 20-29). A 
complete nucleosome contains the core structure plus histone H1, a small protein 
that appears to bind outside the core. Neighboring nucleosomes are separated by 
short stretches of DNA of variable length.

The histone proteins interact with DNA in a sequence-independent manner, 
primarily via hydrogen bonding and ionic interactions with the sugar–phosphate 
backbone. Although prokaryotes lack histones, other DNA-binding proteins may 
help package DNA in bacterial cells.

The winding of DNA in the nucleosome (it makes approximately 1.65 turns 
around the histone octamer) generates negative supercoils. In other words, the DNA 
in nucleosomes is slightly underwound; this is why eukaryotes do not need DNA 
gyrase to introduce negative supercoils into their DNA. During DNA  replication, 
nucleosomes are disassembled as the DNA spools through the  replication machin-
ery. A protein complex called the replication-coupling assembly  factor helps reas-
semble nucleosomes on newly replicated DNA, using the  displaced histones as well 
as newly synthesized histones imported from the cytoplasm to the nucleus.

KEY CONCEPTS
• Eukaryotic DNA is wrapped around 

histones to form nucleosomes, 
which can form higher-order 
structures.

• Both histones and DNA may be 
chemically modifi ed

20-5 DNA Packaging

Figure 20-28 A eukaryotic nucleus. 
Heterochromatin is the darkly staining 
material (red in this colorized electron 
micrograph); euchromatin stains more 
lightly (yellow). [Gopal Murti/Science Photo 
Library/Photo Researchers.]  See Guided 
Exploration. Nucleosome structure.

? Identify the euchromatin and 
 heterochromatin in the photo at the 
beginning of this chapter.
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As the question at the beginning of the chapter suggests, cells have a mechanism 
for effi ciently packaging their DNA. Nucleosomes compact the DNA only by a 
 factor of about 30 to 40, but the chain of nucleosomes itself coils into a solenoid 
(coil) with a diameter of about 30 nm (Fig. 20-30). The DNA in the 30-nm fi ber 
is presumably well protected from nuclease attack and is inaccessible to the proteins 
that carry out replication and transcription. During cell division, the chromatin 
condenses even further so that each chromosome has an average length of about 
10 mm and a diameter of 1 mm.

Histones are covalently modifi ed

The histones are among the most highly conserved proteins known, in keeping 
with their essential function in packaging the genetic material in all eukaryotic 
cells. Each histone pairs with another, and the set of eight forms a compact struc-
ture. However, the tails of the histones, which are fl exible and charged, extend 
outward from the core of the nucleosome (see Fig. 20-29). These histone tails are 
subject to covalent modifi cation, including acetylation, methylation, and phos-
phorylation (Fig. 20-31).

The addition or removal of the various histone-modifying groups can potentially intro-
duce considerable variation in the fi ne structure of chromatin, offering a mechanism for 
promoting or preventing gene expression. For example, a Lys residue of a histone is posi-
tively charged and could interact strongly with the negatively charged DNA backbone. 
Acetylation of the Lys side chain would neutralize it and weaken its interaction with 
the DNA, possibly destabilizing the nucleosome or allowing other proteins access to 
the DNA. In fact, acetylation of histones is associated with transcriptionally active 
chromatin, and deacetylation appears to repress transcription. Histone phosphoryla-
tion appears to be a prelude to the chromosome condensation that occurs during 
cell division.

Some of the enzymes that modify histones act on many residues in different his-
tone proteins; others are highly specifi c for one residue in one histone. The modifi -
cations themselves are interdependent. For example, in histone H3, methylation of 
Lys 9 inhibits phosphorylation of Ser 10, but phosphorylation of Ser 10 promotes 
acetylation of Lys 14. The correlation between the pattern of histone modifi cations 
and the DNA’s readiness for transcription is believed to act as a histone code that can 
be read by various proteins. Alterations in histone–histone and histone–DNA contacts 
could alter the structure of the nucleosomes as well as provide binding sites for proteins such 
as transcription factors (these are discussed in greater detail in Section 21-1).

(a) (b)

Figure 20-29 Structure of the 
nucleosome core. (a) Top view. (b) Side 
view (space-fi lling model). The DNA 
(dark blue) winds around the outside of 
the histone octamer. [Structure (pdb 1AOI) 
determined by K. Luger, A. W. Maeder, R. K. 
Richmond, D. F. Sargent, and T. J. Richmond.]

0.4 µm1 µm

30-nm fiber

Nucleosome 

B-DNA,
diameter 20 Å

Figure 20-30 Levels of chromatin structure. The DNA helix (blue) is wrapped 
around a histone octamer (orange) to form a nucleosome; nucleosomes aggregate to 
form the 30-nm fi ber; this packs into loops in the fully condensed chromosome. The 
approximate diameter of each structure is given in parentheses.
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 HOW does DNA fi t inside the 

nucleus?
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DNA also undergoes covalent modifi cation

In many organisms, including plants and animals, DNA methyltransferases add 
methyl groups to cytosine residues (left). The methyl group projects out into the 
major groove of DNA and could potentially alter interactions with DNA-binding 
proteins.

In mammals, the methyltransferases target C residues next to G residues, so that 
about 80% of CG sequences (formally represented as CpG) are methylated. CpG 
sequences occur much less frequently than statistically predicted, but clusters of 
CpG (called CpG islands) are often located near the starting points of genes. Inter-
estingly, these CpG islands are usually unmethylated. This suggests that methylation 
may be part of the mechanism for marking or “silencing” DNA that contains no genes.

After DNA is replicated, methyltransferases can modify the new strand, using the 
methylation pattern of the parent DNA strand as a guide. Cells also contain enzymes 
that methylate DNA without a template as well as enzymes that demethylate DNA.

Variations in DNA methylation may be responsible for imprinting, in which the 
level of expression of a gene depends on its parental origin. Recall that an individual 
receives one copy of a gene from each parent. Normally, both copies (alleles) are ex-
pressed, but a gene that has been methylated may not be expressed. The gene behaves 
as if it has been “imprinted” and knows its parentage. Imprinting explains why some 
traits are transmitted in a maternal or paternal fashion, contrary to the Mendelian laws 
of inheritance. Methylation and other DNA modifi cations (such as the addition of 
telomeres) are said to be epigenetic (from the Greek epi, “above”) because they repre-
sent heritable information that goes beyond the sequence of nucleotides in the DNA.

CONCEPT REVIEW
• How does heterochromatin differ from euchromatin in structure and 

function?
• What is the role of histones in packaging DNA?
• How could covalent modifi cation of histones or DNA alter gene expression?

5-Methylcytosine
residue

NH2

N

N

CH3

O

Figure 20-31 Histone modifi cations. Partial sequences of the four histones are 
shown using one-letter amino acid codes. The added groups are represented by colored 
symbols (ac 5 acetyl, me 5 methyl, ph 5 phosphoryl, pr 5 propionyl, rib 5 ADP-
ribose, and ub 5 ubiquitin). Cit represents citrulline (deiminated arginine). Note that 
some residues can be modifi ed in multiple ways. This diagram is a composite; not all 
modifi cations occur in all organisms. [After a diagram by Ali Shilatifard, St. Louis University 
School of Medicine.]

? Which histone residues undergo acetylation? Methylation? Phosphorylation?
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20-1 DNA Supercoiling

• In order to be replicated, the two strands of DNA must be sepa-
rated, or unwound. This unwinding is facilitated by the negative 
supercoiling (underwinding) of DNA molecules. Enzymes called 
topoisomerases can add or remove supercoils by temporarily 
introducing breaks in one or both DNA strands.

20-2 The DNA Replication Machinery

• DNA replication requires a host of enzymes and other proteins 
located in a stationary factory. Helicases separate the two DNA strands 
at a replication fork, and SSB binds to the exposed single strands.

• DNA polymerase can only extend a preexisting chain and therefore 
requires an RNA primer synthesized by a primase. Two polymerases 
operate side-by-side to replicate DNA, so the leading strand of 
DNA is synthesized continuously while the lagging strand is synthe-
sized discontinuously as a series of Okazaki fragments. The RNA 
primers of the Okazaki fragments are removed, the gaps are fi lled in 
by DNA polymerase, and the nicks are sealed by DNA ligase.

• DNA polymerase and other polymerases catalyze a reaction in 
which the 39 OH group of the growing chain nucleophilically 
attacks the phosphate group of an incoming nucleotide that base 
pairs with the template strand. A sliding clamp promotes the pro-
cessive activity of DNA polymerase.

SUMMARY

• Many DNA polymerases contain a second active site that hydro-
lytically excises a mismatched nucleotide.

20-3 Telomeres

• In eukaryotes, the extreme 39 end of a DNA strand cannot be 
replicated, so the enzyme telomerase adds repeating sequences to 
the 39 end to create a structure known as a telomere.

20-4 DNA Damage and Repair

• Normal replication errors, spontaneous deamination, radiation, 
and chemical damage can cause mutations in DNA.

• Mechanisms for repairing damaged DNA include direct repair, 
mismatch repair, base excision repair, nucleotide excision repair, 
end-joining, and recombination.

20-5 DNA Packaging

• Eukaryotic DNA is wound around a core of eight histone pro-
teins to form a nucleosome, which represents the fi rst level of 
DNA compaction in the nucleus.

• The histone components of nucleosomes may be modifi ed by 
acetylation, phosphorylation, and methylation as a potential 
mechanism for regulating gene expression. The DNA may also be 
covalently modifi ed, often by methylation of C residues in “silent” 
regions of the genome.

replication
semiconservative replication
supercoiling
topoisomerase
nick
replication fork
factory model of replication
primer
leading strand
lagging strand
discontinuous synthesis
Okazaki fragment
processivity
proofreading
nick translation

telomere
reverse transcriptase
cDNA
chain terminator
mutation
apoptosis
carcinogenesis
tumor suppressor gene
point mutation
transition mutation
transversion mutation
abasic site
mutagen
carcinogen
mismatch repair

base excision repair
nucleotide excision repair
nonhomologous end-joining
recombination
constitutive
heterochromatin
euchromatin
nucleosome
histone
histone code
CpG island
imprinting
epigenetics

GLOSSARY TERMS

PROBLEMS

20-1 DNA Supercoiling

 1. Why do type II topoisomerase enzymes require ATP whereas 
type I topoisomerases do not?

 2. A topoisomerase in E. coli, called topoisomerase IV, separates 
the two newly replicated circular DNA molecules from one another 
just before cell division. Is topoisomerase IV a member of the type I 
or type II class of topoisomerases?

 3. A variety of compounds inhibit topoisomerases. Novobiocin 
is an antibiotic and, like ciprofl oxacin, it inhibits DNA gyrase. 
Doxorubicin and etoposide are anticancer drugs that inhibit eukary-
otic topoisomerases. What properties distinguish the antibiotics 
from the anticancer drugs?

 4. Deoxyribonuclease (DNase) processively nicks the phospho-
diester backbone of double-stranded DNA to yield small oligonu-
cleotide fragments and can be used therapeutically to treat patients 
with cystic fi brosis (CF). The enzyme is inhaled into the lungs, 
where it hydrolyzes the DNA contained in the sputum to decrease 
its viscosity and improve lung function. Genetic engineering tech-
niques have been used to synthesize hyperactive DNase variants that 
produce nicks in the DNA more rapidly than the wild-type enzyme. 
A more effi cient DNase can be used to achieve the same results at a 
lower enzyme concentration.

(a) The engineered hyperactive DNase variants are listed in the 
table. (A note on nomenclature: Q9R means that the Gln at position 
9 in the wild-type DNase I has been changed to an Arg.) What 
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structural feature do all of the DNase variants have in common? 
Why might these changes improve the catalytic effi ciency of DNase?
(b) The enzymatic activities of the DNase variants were tested 
using a DNA hyperchromicity assay in which the absorbance of a 
solution of intact DNA is fi rst measured at 260 nm. Then the 
enzyme is added, and the solution is monitored for an increase in 
absorbance that occurs when the concentration of single-stranded 
DNA in the solution increases. Why is the hyperchromicity assay 
a useful tool to assess the activity of the DNase variants?
(c) The DNA hyperchromicity assay was used to measure the 
K M and V max values for each variant. The results are shown in 
the table. How do the amino acid changes affect the activity of 
the enzyme variants as compared to the wild-type? Which 
variant(s) is(are) most effi cient?

 Charge K M Vmax

 (relative to (mg/mL (A260 units ? 
DNase variant wild-type) DNA) min21 ? mg21)

Wild-type  1.0 1.0
N74K 11 0.77 3.6
E13R/N74K 12 0.20 5.3
E13R/N74K/T205K 13 0.18 7.7
E13R/T14K/N74K/
 T205K 14 0.37 3.5
Q9R/E13R/H44K/
 N74K/T205K 15 0.11 2.4
Q9R/E13R/T14K/
 H44R/N74K/T205K 16 0.20 2.5

(d) The DNase variants were evaluated for their ability to cut or 
nick DNA. A cut refers to the hydrolysis of phosphodiester bonds 
on both strands, whereas a nick is the hydrolysis of just one 
strand. This was assessed by using a circular plasmid substrate, 
which is most stable in its supercoiled form. If one strand is 
nicked, the plasmid forms a relaxed circle, but if the backbones 
of both strands are cut, the circle linearizes, as shown below. 

 Supercoiled, relaxed circular, and linear DNA can be detected 
by their different rates of migration during electrophoresis 
through agarose gels. In a series of experiments, the plasmid was 
incubated with DNase and then the products were analyzed by 
agarose gel electrophoresis. The results are shown above right. 
Describe the results for each lane. Compare the selected variants 
to the wild-type DNase with regard to their ability to cut or nick 
the DNA. (C, control; WT, wild-type)

First
backbone
nicked

Second
backbone
nicked

Relaxed circular DNA

Supercoiled DNA Linear DNA

C WT +3 +4 +6

Relaxed circle

Linear

Supercoiled

(e) The variants were tested for their ability to act on DNA 
at high and low substrate concentration. High-molecular-
weight (MW) DNA is present in the lung secretions of CF 
patients in fairly high concentrations. DNase might also be 
effective as a therapeutic agent to treat the autoimmune 
disease systemic lupus erythematosus, in which DNA is 
present in the serum at low concentrations. What variant 
would be a good drug candidate to treat a CF patient? A 
lupus patient? Explain.

 Nicking activity (compared to wild type)

 Low DNA High DNA
 concentration concentration

 Low MW High MW Low MW High MW

Wild-type 1 1 1 1
N74K 26  10.4
E13R/N74K 211 31 24.3 13
E13R/N74K/
 T205K 7  1.3
E13R/T14K/
 N74K/T205K 7  0.7

20-2 The DNA Replication Machinery

 5. Semiconservative replication is shown in Figure 20-1. Draw 
a diagram that illustrates the composition of DNA daughter mole-
cules for the second, third, and fourth generations.

 6. What is the role of DNA gyrase during bacterial DNA 
replication?

 7. DNA replication of the circular chromosome in E. coli begins 
when a protein called DnaA binds to the replication origin on the 
DNA. DnaA initiates replication only when the DNA that consti-
tutes the DNA replication origin is negatively supercoiled. Why?

 8. Would the replication origin described in Problem 7 likely 
be richer in G:C or A:T base pairs?

 9. DNA helicases can be considered to be molecular motors 
that convert the chemical energy of NTP hydrolysis into mechani-
cal energy for separating DNA strands. The bacteriophage T7 
genome encodes a protein that assembles into a hexameric ring with 
helicase activity.

(a) In order for the helicase to unwind DNA, it requires two 
single-stranded DNA tails at one end of a double-stranded 
DNA segment. However, the helicase appears to bind to only 
one of the single strands, apparently by encircling it. Is this 
consistent with its ability to unwind a double-stranded DNA 
helix?
(b) Kinetic measurements indicate that the T7 helicase moves 
along the DNA at a rate of 132 bases per second. The protein 
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(a)

(d)
3�

5�
(e)

(f )

(b)

(c)

20. The “fl ap” endonuclease recognizes the junction between 
RNA and DNA near the 59 end of an Okazaki fragment. What 
feature(s) of this structure might the enzyme recognize?

21. Why would it not make sense for the cell to wait to combine 
Okazaki fragments into one continuous lagging strand until the 
entire DNA molecule has been replicated?

22. Explain how DNase (the endonuclease described in Problem 4 
that cleaves the backbone of one strand of a DNA molecule), E. coli 
DNA polymerase I (which includes 59 S 39 exonuclease activity), 
and DNA ligase could be used in the laboratory to incorporate 
radioactive nucleotides into a DNA molecule.

23. The mechanism of E. coli DNA ligase involves the transfer of 
the adenylyl (AMP) group of NAD1 to the ´-amino group of the 
side chain of an essential lysine residue on the enzyme. The adenylyl 
group is subsequently transferred to the 59 phosphate group of the 
nick. The fi rst step is shown in the fi gure below. Draw the mecha-
nism of E. coli DNA ligase.

Enzyme (CH2)4 NH2

Nicotinamide Ribose

O� O�

Adenine

O

O P RiboseO

O

P O

24. Why would ligase enzymes that used NAD1 as a cofactor be 
attractive drug targets for treating diseases caused by bacteria?

20-3 Telomeres

25. Give the name of the enzyme that catalyzes each of the fol-
lowing reactions:

(a) makes a DNA strand from a DNA template
(b) makes a DNA strand from an RNA template
(c) makes an RNA strand from a DNA template

26. Human cells infected by HIV increase the expression of 
 SAMDH1, a phosphohydrolase that removes triphosphate groups from 
dNTP substrates. Explain how SAMDH1 inhibits HIV replication.

27. In some species, G-rich telomeric DNA folds up on itself 
to form a four-stranded structure. In this structure, four guanine 

hydrolyzes 49 dTTP per second. What is the relationship 
between dTTP hydrolysis and DNA unwinding?
(c) What does the structure of T7 helicase suggest about its 
 processivity?

10. At eukaryotic origins of replication, helicase cannot be acti-
vated until the polymerase is also positioned on the DNA. Explain 
what would happen if the helicase became active in the absence of 
DNA polymerase.

11. Temperature-sensitive mutations are defi ned as mutations that 
allow a protein to function at a low temperature (the permissive 
 temperature) but not a high (nonpermissive) temperature. Temperature-
sensitive mutations in some replication proteins result in the immediate 
cessation of bacterial growth; for other mutant proteins, growth comes 
to a halt more gradually when the bacteria are exposed to a nonpermis-
sive temperature. What happens to DNA replication and bacterial 
growth when the temperature is suddenly increased and the tempera-
ture-sensitive mutation is in (a) helicase and (b) DnaA (see Problem 7)?

12. Based on your knowledge of replication proteins, compare 
DNA polymerase and single-strand binding protein (SSB) with 
respect to (a) affi nity for DNA and (b) cellular concentration.

13. In the chain-termination method of DNA sequencing 
(described in Section 3-4), the Klenow fragment of DNA  polymerase 
I (see Fig. 20-11) is used to synthesize a complementary strand using 
single-stranded DNA as a template. Along with a  primer and the 
four dNTP substrates, a small amount of 29, 39- dideoxynucleoside 
triphosphate (ddNTP) is added to the reaction mixture. When the 
ddNTP is incorporated into the growing nucleotide chain, polym-
erization stops. Explain.

2�,3�-Dideoxynucleoside
triphosphate (ddNTP)

P OCH2 O

H
H

H

Base

H

H
H

P P

14. You have discovered a drug that inhibits the activity of the 
enzyme inorganic pyrophosphatase. What effect would this drug 
have on DNA synthesis?

15. Which eukaryotic DNA polymerase would you expect to 
have greater processivity: polymerase a or polymerase ´? Explain.

16. An in vitro system was developed in which simian virus 40 
(SV40) can be replicated using purifi ed mammalian proteins. Make 
a list of the proteins required to replicate SV40 DNA in a cell-free 
system.

17. Describe the ways in which a cell minimizes the incorpora-
tion of mispaired nucleotides during DNA replication.

18. DNA polymerases include two Mg21 ions in the active site.
(a) Describe how Mg21 could enhance the nucleophilicity of 
the 39 OH group that attacks the a-phosphate of an incoming 
nucleotide.
(b) The polymerization mechanism includes the formation of a 
pentacovalent phosphorus. Sketch this structure. How could an 
Mg21 ion contribute to transition state stabilization during 
DNA polymerization?

19. A reaction mixture contains purifi ed DNA polymerase, the 
four dNTPs, and one of the DNA molecules whose structures are 
represented here. Which reaction mixture produces PPi ?
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37. The compound 5-bromouracil is a thymine analog and can 
be incorporated into DNA in the place of thymine. 5-Bromouracil 
readily converts to an enol tautomer, which can base pair with gua-
nine. (The keto and enol tautomers freely interconvert through the 
movement of a hydrogen between an adjacent nitrogen and 
 oxygen.) Draw the structure of the base pair formed by the enol 
form of 5-bromouracil and guanine. What kind of mutation can 
5-bromouracil induce?

5-Bromouracil

O

N
H

NH
Br

O

38. Experiments with cells are performed in a tissue culture 
hood, which fi lters the air to minimize the chance of contaminating 
the cells with airborne bacteria. When the experiments have been 
completed, the cells are removed from the hood, and an ultraviolet 
light is switched on until the hood is used again. What is the ratio-
nale for this procedure?

39. As discussed in the text, deamination of cytosine produces 
uracil. Deamination of other DNA bases can also occur. For example, 
deamination of adenine produces hypoxanthine.

(a) Draw the structure of hypoxanthine.
(b) Hypoxanthine can base pair with cytosine. Draw the 
structure of this base pair.
(c) What is the consequence to the DNA if this deamination is 
not repaired?

40. Deamination of guanine produces xanthine.
(a) Draw the structure of xanthine.
(b) Xanthine base pairs with cytosine. Would this cause a 
mutation? Explain.

41. The fact that DNA has evolved to contain the bases A, C, G, 
and T makes the DNA molecule easy to repair. For example, deam-
ination of adenine produces hypoxanthine, deamination of guanine 

residues assume a hydrogen-bonded planar arrangement with an 
overall geometry that can be represented as

(a) This is called a G quartet, and it may play a role as a 
negative regulator of telomerase activity. Draw the complete 
structure of this G quartet, including the hydrogen bonds 
between the purine bases.
(b) Show schematically how a single strand of four repeating 
TTAGGG sequences can fold to generate a structure with three 
stacked G quartets linked by TTA loops.

28. Why might a drug that induced the formation of the 
G quartet (see Problem 27) be effective as an antitumor agent?

29. An experiment is carried out in which the AAUCCC RNA 
template on the telomerase (see Fig. 20-17) is mutated. Will there be a 
change in the telomeric sequence as a result of this mutation? Explain.

30. What cellular changes occur when the RNA template on the 
telomerase is mutated as described in Problem 29?

20-4 DNA Damage and Repair

31. Mutations in the genes that code for repair enzymes can 
often lead to the transformation of a normal cell into a cancerous 
cell. Explain why.

32. Although DNA damage is a cause of cancer, some cancer 
chemotherapies are based on drugs that damage DNA. For example, 
the drug carboplatin introduces a platinum ion that cross-links adja-
cent guanine residues in a DNA strand. Explain why this leads to 
death of the cancer cell.

33. In eukaryotic cells, a specifi c triphosphatase cleaves deoxy-
8-oxoguanosine triphosphate (oxo-dGTP) to oxo-dGMP 1 PPi . 
What is the advantage of the reaction?

34. Draw the structure of an oxoguanine:adenine base pair. 
(Hint: The oxoguanine base pivots around the glycosidic bond in 
order to form two hydrogen bonds with adenine.)

35. What change does the methylation of a guanine residue 
make in the succeeding generations of DNA?

36. Compounds such as ethidium bromide, profl avin, and 
acridine orange (above right) can be used to stain DNA bands in a 
gel. These compounds are known as intercalating agents, and they 
interact with the DNA by slipping in between stacked base pairs. 
This interaction with the DNA increases the fl uorescence of the 
intercalating agent and allows for visualization of the DNA bands 
in a gel under ultraviolet light. Care must be taken when working 
with these compounds, however, because they are powerful muta-
gens. Explain why.
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(a) At physiological pH, the O 6-methylguanine:T wobble base 
pair predominates. Two hydrogen bonds form between the two 
bases. Draw the structure of this base pair. Does a mutation 
result?
(b) At lower pH values, cytosine becomes protonated (see 
Problem 43b). Draw the structure of the O 6-methyguanine: 
protonated cytosine base pair (three hydrogen bonds form 
between the two bases). Does a mutation result?

45. What is the most common DNA lesion in individuals with 
the disease xeroderma pigmentosum?

46. Thymine dimers can be restored to their original form by 
DNA photolyases that cleave the dimer. The photolyases are so 
named because they are activated by absorption of light. Why is this 
a good biochemical strategy?

47. A strain of mutant bacterial cells lacks the enzyme uracil-
DNA glycosylase. What is the consequence for the organism?

48. In many cases, a point mutation in DNA has no effect on the 
encoded amino acid sequence. Explain.

49. During replication in E. coli, certain types of DNA damage, 
such as thymine dimers, can be bypassed by DNA polymerase V. 
This polymerase tends to incorporate guanine residues opposite the 
damaged thymine residues and has a higher overall error rate than 
other polymerases. Thymine dimers can be bypassed by other poly-
merases, such as DNA polymerase III (which carries out most DNA 
replication in E. coli ). DNA polymerase III incorporates adenine 
residues opposite the damaged thymine residues, but much more 
slowly than DNA polymerase V. Polymerase III is a highly proces-
sive enzyme, whereas polymerase V adds only 6–8 nucleotides 
before dissociating from the DNA. Explain how DNA polymerases III 
and V together carry out the effi cient replication of UV-damaged 
DNA with minimal errors.

50. Eukaryotic cells contain a number of DNA polymerases. 
Several of these enzymes were tested for their ability to cleave 
 nucleotides from the 39 end of a DNA chain (39 S 59 exonuclease 
activity). The enzymes were also tested for the accuracy of DNA 
polymerization, expressed as the rate of base substitution. The 
results are summarized in the table.

  39 S 59 exonuclease Base substitution
 Polymerase activity rate (31025)

 a No 16
 b No 67
 d Yes 1
 ´ Yes 1
 h No 3500

(a) Is there a correlation between the presence of 39 S 59 
exonuclease activity and the error rate (base substitutions) 
during DNA polymerization?
(b) Express the error rate of each polymerase in terms of how 
often a wrong base is incorporated.
(c) Polymerization errors can result from the ability to insert an 
incorrect (mispaired) base or from the inability to effi ciently insert 
the correct (template-matched) base. To tell which mechanism 
accounts for the high error rate of polymerase h, the catalytic 
effi ciency (k cat /K M) of the polymerization reaction was measured 
for matched and unmatched bases. The results were compared to 
the catalytic effi ciency of another polymerase, HIV reverse 
transcriptase (HIV RT). The data are summarized in the table.

produces xanthine, and deamination of cytosine produces uracil. 
Why are these deaminations repaired quickly?

42. Studies of bacteria and other organisms indicate that muta-
tions occur more frequently at certain positions. These “hotspots” 
are due to the presence of 5-methylcytosine, which may undergo 
oxidative deamination.

(a) Draw the structure of deaminated 5-methlycytosine.
(b) By what other name is the base known?
(c) What kind of mutation results from 5-methylcytosine 
deamination?
(d) Why is the cell unable to repair the altered base?

43. The adenine analog 2-aminopurine (shown below) is a 
potent mutagen in bacteria. The 2-aminopurine substitutes for 
adenine during DNA replication and gives rise to mutations 
because it pairs with cytosine instead of thymine. Structural stud-
ies show that there is an equilibrium between a “neutral wobble” 
base pair (so-called because it is the dominant structure at neutral 
pH) and a “protonated Watson–Crick” structure, which forms at 
lower pH.

(a) Two hydrogen bonds form between cytosine and 2-amino-
purine in the “neutral wobble” pair. Draw the structure of this 
base pair.
(b) At lower pH, either the cytosine or the 2-aminopurine can 
become protonated. The two protonated forms are in equilib-
rium in the “protonated Watson–Crick” base pair structure; the 
proton essentially “shuttles” from one base to the other in the 
pair, and the hydrogen bond is maintained. Draw the two 
possible structures for the base pair, one with a protonated 
2-aminopurine, and one with a protonated cytosine.
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H
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N

N

H

H
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N
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44. Chemical methylating agents can react with guanine residues 
in DNA to produce O 6-methylguanine, which causes mutations 
because it can pair with thymine. The structure of O 6-methylgua-
nine is shown in the text. This type of chemical damage is diffi cult 
to repair because the O 6-methylguanine:T base pair is structurally 
similar to a normal G:C base pair and the mismatch repair system 
has diffi culty recognizing it. The resulting mutations can generate 
oncogenes. The O 6-methylguanine can form a “wobble” pair with 
thymine (similar to the 2-aminopurine:C base pair in Problem 43). 
The methylated guanine can also form a base pair with protonated 
cytosine at lower pH values.
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(a) The demethylated S -adenosylmethionine is then hydrolyzed to 
produce adenosine and a nonstandard amino acid. Draw the 
structure of this amino acid. How does the cell convert this 
compound back to methionine to regenerate S -adenosylmethionine?
(b) The proper regulation of gene expression requires methyla-
tion as well as demethylation of cytosine residues in DNA. If a 
demethylase carries out a hydrolytic reaction to restore cytosine 
residues, what is the other reaction product?

56. Mice that are homozygous for a mutation that renders the 
DNA methyltransferase enzyme nonfunctional usually die in utero. 
Why does this mutation have such serious consequences?

57. Proteins destined for the proteasome are tagged with ubiqui-
tin as described in Section 12-1. How does this modifi cation  compare 
with the modifi cation of a histone with ubiquitin? Are ubiquitinated 
histones marked for proteolytic destruction by the proteasome?

58. Enzymes that catalyze the acetylation of histones (histone 
acetyltransferases, or HAT) are closely associated with transcription 
factors, which are proteins that promote transcription. Why is this a 
good biochemical strategy?

59. During sperm development, about 95% of the cell’s DNA is 
associated with small proteins known as protamines rather than 
 histones. Protamine–DNA complexes pack more compactly than 
histone–DNA complexes.

(a) Explain the advantage of replacing histones with protamines 
during sperm development.
(b) What type of genes would you expect to fi nd in the 
remaining nucleosomes? (Hint : these genes are not transcribed 
until after fertilization.)

60. In vivo, DNA undergoes transient local melting, producing 
small “bubbles” of single-stranded DNA. Does this DNA “breath-
ing” activity explain why the rate of C S T mutations is lower when 
the DNA is part of a nucleosome?

 Template Incoming kcat /K M
Polymerase base base (mM ? min21 ? 103)

Polymerase h T A 420
 T G 22
 T C 1.6
 G C 760
 G G 8.7

HIV RT T A 800
 T G 0.07

 Compare the effi ciency of DNA polymerase h and HIV RT in 
incorporating correct bases and incorrect bases. What do these 
results reveal about the cause of errors during polymerization by 
polymerase h?
(d) The overexpression of genes that code for DNA  polymerases 
similar to polymerase h has been observed in bacteria. What 
effect would this have on the mutation rate in these bacteria?

20-5 DNA Packaging

51. The percentages of arginine and lysine residues in the his-
tones of calf thymus DNA are shown in the table below. Why do 
histones have a large number of Lys and Arg residues?

 % Arg % Lys

H1  1 29
H2A  9 11
H2B  6 16
H3 13 10
H4 14 11

52. Why is 0.5 M NaCl effective at dissociating histones from 
DNA in a sample of chromatin?

53. Draw the structures of the side chains that correspond to the 
following histone modifi cations: (a) acetylation of Lys, (b) phos-
phorylation of Ser, (c) phosphorylation of His, (d) methylation of 
Lys, and (e) methylation of Arg. How do these modifi cations change 
the character of their respective amino acid side chains?

54. The histone protein H4 from cows and the H4 from peas, 
representing groups that diverged from one another over a billion 
years ago, differ by only two amino acid residues out of 102 total 
residues. The changes are conservative—Val 60 in calf thymus H4 is 
replaced by an Ile in peas; Lys 77 in the calf H4 is replaced by an Arg 
in peas. Propose a hypothesis that explains why the H4 histone pro-
tein is so highly evolutionarily conserved.

55. DNA methylation requires the methyl group donor 
 S-adenosylmethionine, which is produced by the condensation of 
methionine with ATP. The sulfonium ion’s methyl group is used in 
methyl-group transfer reactions.
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THIS CHAPTER IN CONTEXT

Do You Remember?
 DNA and RNA are polymers of nucleotides, each of which consists of a purine 

or pyrimidine base, deoxyribose or ribose, and phosphate (Section 3-1).

 The biological information encoded by a sequence of DNA is transcribed to RNA 

and then translated into the amino acid sequence of a protein (Section 3-2).

 Genes can be identifi ed by their nucleotide sequences (Section 3-3).

 DNA replication is carried out by stationary protein complexes (Section 20-2).

 Both histones and DNA may be chemically modifi ed (Section 20-5).

Part 4 Genetic Information

 21 Transcription and RNA

Part 1 Foundations

Part 2  Molecular Structure 
and Function

Part 3 Metabolism

[ittipol nampochai/iStockphoto.]

WHY do genes include introns? 

In the 1970s, Richard Roberts and Phillip Sharp discovered that some eukaryotic 
messenger RNA molecules are much shorter than the genes from which they 

have been transcribed. More surprising still, the messenger RNAs are assembled 
from many pieces that are precisely cut from a longer RNA and joined together. In 

humans, virtually all genes are discontinuous and require complicated 
machinery to carry out mRNA splicing. Natural selection would 
have long ago eliminated such an ineffi cient process for expressing 

genetic information—unless there were advantages in arranging genes 
in bits and pieces.

c21TranscriptionAndRna.indd Page 561  25/09/12  9:01 AM user-F391c21TranscriptionAndRna.indd Page 561  25/09/12  9:01 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



Transcription is the fundamental mechanism by which a gene is expressed. It is the 
conversion of stored genetic information (DNA) to a more active form (RNA). The 
information contained in the sequence of deoxynucleotides in DNA is preserved 
in the sequence of ribonucleotides in the RNA transcript. Like DNA replication, 
transcription is characterized by template-directed nucleotide polymerization that 
requires a certain degree of fi delity. However, unlike DNA synthesis, RNA synthesis 
takes place selectively, on a gene-by-gene basis.

In describing RNA transcription, we invoke the idea of gene, a segment of DNA 
that is transcribed for the purpose of expressing the encoded genetic information or 
transforming it to a form that is more useful to the cell. This defi nition of a gene 
requires some qualifi cation:

1. For protein-coding genes, the RNA transcript (called messenger RNA or mRNA) 
includes all the information specifying the sequence of amino acids in a polypeptide. 
But keep in mind that not all RNA molecules are translated into protein. Ribo-
somal RNA (rRNA), transfer RNA (tRNA), and other types of RNA molecules 
carry out their functions without undergoing translation.

2. Most RNA transcripts correspond to a single functional unit, for example, one poly-
peptide. But some RNAs, particularly in prokaryotes, code for multiple proteins 
and result from the transcription of an operon, a set of contiguous genes whose 
products have related metabolic functions. In a few rare cases, a single mRNA 
carries information for two proteins in overlapping sequences of nucleotides.

3. RNA transcripts typically undergo processing—the addition, removal, and modifi ca-
tion of nucleotides—before becoming fully functional. For nearly all mammalian 
protein-coding genes, processing includes splicing out introns. These long seg-
ments of noncoding nucleotides are not expressed but are nevertheless part of the 
gene. Because of variations in mRNA splicing and post-translational  modifi cation, 
several different forms of a protein may be derived from a single gene.

4. Finally, the proper transcription of a gene may depend on DNA sequences that are not 
transcribed but help position the RNA polymerase at the transcription start site or are 
involved in the regulation of gene expression.

Most of this chapter focuses on the transcription of eukaryotic protein-coding genes. 
As introduced in Section 3-3, the human genome includes an estimated 21,000 such 
genes, which have an average length of about 27,000 bp. The actual fraction of protein-
coding sequences is quite small, however (about 1.5% of the genome), because a 
typical gene consists of eight exons (protein-coding segments) with an average length 
of 145 bp that are separated by introns with an average length of 3365 bp. Neverthe-
less, an estimated 80% of the human genome may undergo transcription to produce 
noncoding RNAs (ncRNAs) of various sizes. Some of these are listed in Table 21-1.

The function of some types of ncRNA molecules have been elucidated and are 
described later in this chapter, but others remain mysterious. It is possible that they 
represent transcriptional “noise,” or random synthesis, which is consistent with the 
observation that they are degraded soon after their synthesis. However, evidence that 
some of these sequences are conserved among species indicates that they may play a 
role in large-scale regulation of transcriptional activity.

TABLE 21-1  Some Noncoding RNAs

Type  Size (nucleotides) Function

Ribosomal RNA (rRNA)  120–4718  Translation (ribosome structure and catalytic activity)
Transfer RNA (tRNA)  54–100  Delivery of amino acids to ribosome during translation
Small interfering RNA (siRNA)  20–25  Sequence-specifi c inactivation of mRNA
Micro RNA (miRNA)  20–25  Sequence-specifi c inactivation of mRNA
Large intervening noncoding  Up to 17,200  Transcriptional control
 RNA (lincRNA)
Small nuclear RNA (snRNA)  60–300  RNA splicing
Small nucleolar RNA (snoRNA)  70–100  Sequence-specifi c methylation of rRNA
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Although the functions of the more familiar mRNA, rRNA, and tRNA are well 
understood, their synthesis is far from simple. Transcription of these RNAs requires a 
mechanism for selecting sites where RNA polymerase initiates transcription. Numerous 
protein cofactors interact with each other, with the polymerase, and with the DNA 
template to regulate where and when transcription takes place, to accurately transcribe 
the DNA, and to convert the initial RNA product to its mature, functional form.

563
Transcription Initiation

Like DNA replication, RNA transcription is apparently carried out by immobile 
protein complexes that reel in the DNA. These transcription factories in eukaryotic 
nuclei can be visualized by immunofl uorescence microscopy and are distinct 
from the replication factories where DNA is synthesized (Fig. 21-1). If the RNA 
polymerase were free to track along the length of a DNA molecule, rotating 
around the helical template, the newly synthesized RNA strand would become 
tangled with the DNA. In fact, except for a short 8- to 9-bp hybrid DNA–RNA 
helix at the polymerase  active site, the newly synthesized RNA is released as a 
single-stranded molecule.

DNA

RNA polymerase

RNA
DNA–RNA
hybrid helix

Synthesis of a new RNA molecule is a multistep process, which includes locating the 
transcription start site, melting apart the double-stranded DNA, and initiating 
RNA synthesis.

Chromatin remodeling may precede transcription

As discussed in Section 20-5, eukaryotic DNA is packaged in nucleosomes, which 
associate closely to form higher-order structures. Transcriptionally inactive DNA is 
maintained in a condensed state by mutually interdependent factors such as the 
degree of DNA methylation, the presence of variant histones, and the pattern of 
histone modifi cation (the histone code).

Some histone modifi cations associated with “silent” and “active” chromatin are 
shown in Table 21-2. The histone code also involves phosphorylation of Ser and Thr 
residues, methylation of Arg residues, and other covalent changes (see Fig. 20-31). 
The combinatorial possibilities for all the different histone modifi cations may be as 
great as 1011, and even if not all of them are realized, there is much to be learned 
about how the histone code operates.

KEY CONCEPTS
• Transcription in eukaryotes may 

require alteration of histones and 
chromatin structure.

• Promoters are DNA sequences 
where RNA polymerase initiates 
transcription.

• Eukaryotic transcription factors 
interact with DNA, with RNA 
polymerase, and with each other.

• Additional DNA-binding proteins 
may regulate transcription.

• In the lac operon, transcription of 
several genes is regulated by one 
repressor.

21-1 Transcription Initiation

Figure 21-1 Spatial separation of 
transcription and replication. In 
these fl uorescence microscopy images 
of mouse cells in early S phase, sites 
of DNA replication are green (a) and 
sites of RNA transcription are red (b). 
The merged images are shown in (c). 
A single nucleus may contain 2000 to 
3000 transcription sites or “factories.” 
[Courtesy Ronald Berezney. From Wei, X. et al., 
Science 281, 1502–1505 (1998).]

(a) (b) (c)
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A key change in the transformation of silent to active chromatin is the acetylation 
of histones. Enzymes known as histone acetyltransferases (HATs) add acetyl groups 
from acetyl-CoA to the side chains of Lys residues (left ). This modifi cation can be 
 reversed later by the action of a histone deacetylase. Other changes, including demeth-
ylation (of histones and DNA) and histone exchange, promote transcriptional activity.

Decondensing chromatin to make it more accessible to the transcription machin-
ery also involves remodeling the chromatin so that critical DNA sequences are 
 exposed rather than wrapped tightly around histones in the nucleosome core. The 
dynamics of chromatin therefore include a process in which nucleosomes change their 
positions, appearing to slide along the DNA. Chromatin-remodeling complexes con-
tain multiple protein subunits and require the free energy of ATP. A model for one of 
these complexes, which neatly grasps the nucleosome, is shown in Figure 21-2.

How do these complexes work? Complete dissociation of the DNA from the his-
tone octamer would be energetically costly. Instead, the complexes appear to operate 
by loosening a segment of DNA from its histone attachments. The resulting loop of 
DNA travels around the nucleosome as a wave so that a segment of DNA that was 
part of the nucleosome core is now available to interact with transcription factors 
(Fig. 21-3). In eukaryotes, transcription starts in nucleosome-free stretches of DNA.

Transcription begins at promoters

Prokaryotes typically have compact genomes without much nontranscribed DNA 
(see Fig. 3-13a), whereas in eukaryotes, protein-coding genes may be separated by 
large tracts of DNA (see Fig. 3-13b). But in both types of organisms, the effi cient 
expression of genetic information involves the initiation of RNA synthesis at a 
particular site, known as a promoter, near the protein-coding sequence. The DNA 
sequence at the promoter is recognized by specifi c proteins, which either are part 
of the RNA polymerase protein or subsequently recruit the appropriate RNA 
 polymerase to the DNA to begin RNA synthesis.

TABLE 21-2  Transcriptional Activity and Histone Modifi cation 

Transcriptionally Silent Chromatin

H3K9me2  Lys 9 of histone H3 is dimethylated
H3K27me3  Lys 27 of histone H3 is trimethylated
Transcriptionally Active Chromatin

H3K4me3  Lys 4 of histone H3 is trimethylated
H3K9ac  Lys 9 of histone H3 is acetylated
H4K16ac  Lys 16 of histone H4 is acetylated

Acetyl-Lys

CH2 N

H

CH2

CH2

CH2

CH3

C O

Figure 21-2 Model of a nucleosome 
bound to a chromatin-remodeling 
complex. The X-ray structure of the 
nucleosome (see Fig. 20-29) was 
modeled into the structure of the 
yeast RSC complex (gray) determined 
by cryoelectron microscopy. RSC 
stands for Remodels the Structure of 
Chromatin. [Courtesy of Andres Leschziner, 
Harvard University.]

Figure 21-3 Nucleosome sliding. Chromatin-remodeling complexes may act by 
loosening a portion of DNA (blue) wound around a histone octamer (orange). The 
nucleosome appears to slide along the DNA, exposing different segments of DNA.
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In bacteria such as E. coli, the promoter comprises a sequence of about 40 bases on 
the 59 side of the transcription start site. By convention, such sequences are written for 
the coding, or nontemplate, DNA strand (see Section 3-2) so that the DNA sequence 
has the same sense and 59S 39 directionality as the transcribed RNA. The E. coli 
 promoter includes two conserved segments, whose consensus sequences (sequences 
indicating the nucleotides found most frequently at each position) are centered at posi-
tions 235 and 210 relative to the transcription start site (position 11; Fig. 21-4).

E. coli RNA polymerase is a fi ve-subunit enzyme with a mass of about 450 kD and 
a subunit composition of a2bb9vs. The s subunit, or s factor, recognizes the pro-
moter, thereby precisely positioning the RNA polymerase enzyme to begin transcrib-
ing. Although bacterial cells contain only one core RNA polymerase (a2bb9v), they 
contain multiple s factors, each specifi c for a different promoter sequence. Since differ-
ent genes may have similar promoters, bacterial cells can regulate patterns of gene expres-
sion through the use of different � factors. Once transcription is under way, the s factor is 
jettisoned, and the remaining subunits of RNA polymerase extend the transcript.

In eukaryotes, some promoters for protein-coding genes include a TATA box, 
an element that resembles the prokaryotic promoter. Most eukaryotic genes lack this 
sequence but may instead exhibit a variety of other conserved promoter elements 
located both upstream (on the 59 side) and downstream (on the 39 side) of the tran-
scription initiation site (Fig. 21-5). A given gene may contain several—although not 
all—of these elements, which may act synergistically. For example, the DPE (down-
stream promoter element) is always accompanied by an Inr (initiator) element. In a 
large eukaryotic genome, a given sequence of 6–8 nucleotides is expected to occur 
many times by chance, so the multipart nature of eukaryotic promoters may help 
guard against random transcription initiation at a single one of these sequences.

Approximately two-thirds of vertebrate genes lack well-defi ned promoters with a 
precise transcription start site, so transcription initiates over a stretch of 50 to 100 
nucleotides. This DNA typically contains unmethylated CpG islands (see Sec-
tion 20-5), but little is known about how transcription factors and RNA polymerase 
 interact with this DNA. Eukaryotic RNA polymerase does not include a subunit 
 corresponding to the prokaryotic s factor. Instead, RNA polymerase locates the pro-
moter through a series of complex protein–protein and protein–DNA interactions.

Figure 21-4 The E. coli promoter. The fi rst nucleotide to be transcribed is position 
11. The two consensus promoter sequences, centered around positions 210 and 235, 
are shaded. N represents any nucleotide.

? Approximately how many turns of the DNA helix separate the 210 region from the 
235 region and the transcription start site?

NNNTTGACANNNNNNNNNNNNNNNNNNTATAATNNNNNNNNNNN5� 3�

�35 region �10 region

Transcription
start site

�1

Figure 21-5 Sequences of some eukaryotic promoter elements. The consensus 
sequence for each element in humans is given. Some positions can accommodate two 
or three different nucleotides. N represents any nucleotide.

? Compare these sequences to the E. coli promoter (see Fig. 21-4).

nucleotide
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Transcription factors recognize 
eukaryotic promoters

In eukaryotes, the initiation of transcription typically requires a set 
of fi ve highly conserved proteins known as general transcription 
factors. They are abbreviated as TFIIB, TFIID, TFIIE, TFIIF, 
and TFIIH (the II indicates that these transcription factors are 
specifi c for RNA polymerase II, the enzyme that transcribes 
protein-coding genes). Some of these general transcription fac-
tors interact specifi cally with some of the promoter elements 
shown in Figure 21-5. For example, TFIIB binds to the BRE 
sequences, and the TATA-binding protein (TBP), a subunit of 
TFIID, binds to the TATA box. Other TFIID subunits, called 

TAFs (TBP-associated factors), interact with the Inr and DPE promoter elements. 
There is no set of universal transcription factors required for transcribing every gene. 
In fact, TFIID has multiple forms with variable subunit compositions, which may 
suit it for recognizing different combinations of promoter  elements.

The various transcription factors play numerous roles in preparing the DNA for 
transcription and recruiting RNA polymerase. TBP, a saddle-shaped protein about 
32 3 45 3 60 Å, consists of two structurally similar domains that sit astride the 
TATA box DNA at an angle (Fig. 21-6). This protein–DNA interaction intro-
duces two sharp kinks into the DNA. The kinks are caused by the insertion of two 
Phe side chains like a wedge between a T and an A residue at each end of the TATA 
box. There are other sequence-specifi c interactions based on hydrogen bonding 
and van der Waals interactions. TBP may be an important player in transcription 
initiation even at promoters without a TATA box.

Once TBP is in place at the promoter, the conformationally altered DNA may 
serve as a stage for the assembly of additional proteins, including RNA polymerase 
and other transcription factors (Fig. 21-7). TFIIB, for example, helps position the 
DNA near the polymerase active site. TFIIE joins the complex and recruits TFIIH, 
a helicase that unwinds the DNA in an ATP-dependent manner. The result is an 
open structure called a transcription bubble that is stabilized in part by the binding 
of TFIIF, which interacts with the nontemplate DNA strand.

Transcription bubble

The structural changes in the DNA may extend beyond the immediate site of the 
transcription bubble. For instance, the TFIID component known as TAF1 has his-
tone acetyltransferase activity, which may allow it to alter nucleosome packing by 
neutralizing Lys side chains. TAF1 may also diminish histone H1 cross-linking of 
neighboring nucleosomes by helping to link the small protein ubiquitin to H1, 
thereby marking it for proteolytic destruction by a proteasome (see Section 12-1).

TAF1 and some other transcription factors include structural motifs known as 
bromodomains. These consist of a bundle of four a helices surrounding a hydro-
phobic pocket that binds an acetylated Lys side chain (Fig. 21-8). In TAF1, two 
bromodomains are arranged side by side, which might allow the protein to bind 
cooperatively to a multiply acetylated histone protein. The histone acetyltransferase 
activity of the TAF itself may lead to localized hyperacetylation, a positive feedback 
mechanism for promoting gene transcription.

Enhancers and silencers act at a distance 
from the promoter

Additional sets of protein–protein and protein–DNA interactions may participate 
in the highly regulated expression of many eukaryotic genes. Whereas the rate of 

Figure 21-6 Structure of TBP bound 
to DNA. The TBP polypeptide (green) 
forms a pseudosymmetrical structure 
that straddles a segment of DNA 
containing a TATA box (the DNA is 
shown in blue and viewed end-on). The 
insertion of TBP Phe residues (orange) 
bends the DNA in two places. [Structure 
(pdb 1YTB) determined by Y. Kim, J. H. Geiger, 
S. Hahn, and P. B. Sigler.]  See Interactive 
Exercise. TATA-binding protein in 
complex with TATA box.

Figure 21-7 Model of RNA polymerase 
and some transcription factors. This 
composite model is based on models of 
the various proteins. RNA polymerase is 
gray, and the various transcription factors 
(TBP, TFIIF, TFIIH, and the N- and 
C-terminal portions of TFIIB) are shown 
in different colors. The model of DNA 
is colored by electrostatic potential (red 
negative, blue positive). [Courtesy of Roger 
Kornberg, Stanford University School of Medicine.]
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prokaryotic gene transcription varies about 1000-fold between the most and least 
frequently expressed genes, the gene transcription rate in eukaryotes may vary by as 
much as 109-fold. Some of this fi ne control is due to enhancers, DNA sequences 
that range from 50 to 1500 bp and are located up to 120 kb upstream or down-
stream of a promoter. A single gene may have more than one enhancer functionally 
associated with it, and hundreds of thousands of these elements may be scattered 
around the human genome.

The proteins that bind to enhancers are commonly called activators, although 
they are also known simply as transcription factors (hence the term general transcrip-
tion factor for the ones that bind to promoters). By facilitating (or inhibiting) tran-
scription, these DNA-binding proteins can shape an organism’s gene expression 
 patterns in response to internal or external signals. We have already seen how some 
transcription factors are linked to signal transduction pathways (Chapter 10). For 
example, steroid hormones directly activate DNA-binding proteins, and Ras signal-
ing indirectly activates several transcription factors. These proteins interact with 
DNA in a variety of ways (Box 21-A). Figure 21-8 A bromodomain. The 

protein surface is shown in this model. 
A single bromodomain (,110 amino 
acids) includes a cavity for an acetyl-Lys 
group (ball-and-stick model). [Courtesy 
Ming-Ming Zhou, Mt. Sinai School of Medicine. 
From Science 285, 1201 (1999).]BOX 21-A BIOCHEMISTRY NOTE

DNA-Binding Proteins

The proteins that directly participate in or regulate processes such as DNA replication, 
repair, and transcription must interact intimately with the DNA double helix. In fact, 
many of the proteins that promote or suppress transcription recognize and bind to 
 particular sequences in the DNA. However, there do not seem to be any strict rules by 
which certain amino acid side chains pair with certain nucleotide bases. In general, 
interactions are based on van der Waals interactions and hydrogen bonds, often with 
intervening water molecules.

An examination of the structures of a large variety of protein–DNA complexes in 
prokaryotic and eukaryotic cells reveals that the DNA-binding proteins fall into a lim-
ited number of classes, depending on the structural motif that contacts the DNA. Many 
of these motifs are likely the result of convergent evolution and may therefore represent 
the most stable and evolutionarily versatile ways for proteins to interact with DNA.

By far the most prevalent mode of protein–DNA interaction involves a protein 
a helix that binds in the major groove of DNA. This DNA-binding motif may take the 
form of a helix–turn–helix (HTH) structure in which two perpendicular a helices are 
connected by a small loop of at least four residues. The HTH motifs are colored red in 
the structure shown at right, and the DNA is blue. In most cases, the side chains of one 
helix insert into the major groove and directly contact the exposed edges of bases in the 
DNA. Residues in the other helix and the turn may interact with the DNA backbone.

In prokaryotic and eukaryotic proteins, the HTH helices are usually part of a larger 
bundle of several a helices, which form a stable domain with a hydrophobic core. Pro-
karyotic transcription factors tend to be homodimeric proteins (as in the previous 
 example) that recognize palindromic DNA sequences. In contrast,  eukaryotic transcrip-
tion factors more commonly are heterodimeric or contain multiple domains that 
recognize a nonsymmetrical series of binding sites. For this reason, eukaryotic DNA-
binding proteins are able to interact with a wider variety of target DNA sequences.

Many eukaryotic transcription factors include a DNA-binding motif in which one zinc 
ion (sometimes two) is tetrahedrally coordinated by Cys or His side chains. The metal ion 
stabilizes a small protein domain (which is sometimes involved in protein–protein rather 
than protein–DNA interactions). In most cases, the DNA-binding motif, known as a zinc 
fi nger (see Fig. 4-15), consists of two antiparallel b strands followed by an a helix. In the 
structure shown on the next page, one of the three zinc fi ngers is colored red. The Zn21 ions 
are represented by purple spheres. As in the HTH proteins, the helix of each zinc fi nger mo-
tif inserts into the major groove of DNA, where it interacts with a three-base-pair sequence.

 See Guided Exploration. Transcription 
factor–DNA interactions. 

A portion of the bacteriophage l 
repressor bound to DNA. [Structure 
(pdb 1LMB) determined by L. J. Beamer and 
C. O. Pabo.]

(continued on the next page)
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Zinc fi nger domains from the mouse transcription factor Zif268. 
[Structure (pdb 1AAY) determined by M. Elrod-Erickson, M. A. Rould, and C. O. Pabo.]

Some homodimeric DNA-binding proteins in eukaryotes include a leucine zipper 
motif that mediates protein dimerization. Each subunit has an a helix about 60 residues 
long, which forms a coiled coil with its counterpart in the other subunit (see Sec-
tion 5-2). Leucine residues, appearing at every eighth position, or about every two turns 
of the a helix, mediate hydrophobic contacts between the two helices (they do not actually 
interdigitate, as the term zipper might suggest). The DNA-binding portions of a leucine 
zipper protein are extensions of the dimerization helices that bind in the major groove.

A portion of the yeast transcription factor GCN4. [Structure 
(pdb 1DGC) determined by W. Keller, P. Konig, and T. J. Richmond.]

In a few proteins, a b sheet interacts with the DNA (TBP is one such protein; see 
Fig. 21-6). In a few cases, two antiparallel b strands constitute the DNA-binding seg-
ment, fi tting into the major groove so that protein side chains can form hydrogen bonds 
with the functional groups on the edges of the DNA bases.

The DNA-binding proteins described here interact with a limited portion of the 
DNA (typically just a few base pairs), marking the positions of regulatory DNA se-
quences and making additional protein–protein contacts that control processes such as 
gene transcription. Proteins that carry out catalytic functions (polymerases, for example) 
interact with the DNA much more extensively—but in a sequence-independent 
 manner—and they tend to envelope the entire DNA helix.

Question: Explain why sequence-specifi c DNA-binding proteins usually interact 
with the major groove rather than with the minor groove.
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When an activator binds to the enhancer, a protein complex known as Mediator links 
the enhancer-bound activator to the transcription machinery poised at the  promoter. 
Note that this interaction requires that the DNA form a loop in order to connect 
the enhancer and promoter (Fig. 21-9). The packaging of DNA in nucleosomes 
may facilitate this long-range interaction by minimizing the length of the interven-
ing DNA loop. In addition to enhancers, a gene may have associated silencer  sequences 
that bind proteins known as repressors. Mediator may also relay silencer–repressor 
signals to the transcription machinery in order to repress gene transcription.

The Mediator complex, which contains about 20 polypeptides in yeast and as 
many as 30 in mammals, is a discrete particle visible by electron microscopy. 
 Mediator interacts with RNA polymerase as well as with the general transcription 
factors (Fig. 21-10). As many as 60 proteins may congregate at a transcription 
 initiation site. Mediator complexes with different polypeptide compositions could 
 potentially recognize different activators and repressors. In more complicated 
 organisms, the variability among Mediator-like complexes, coupled with multiple 
 enhancers and silencers, could constitute a sophisticated  system for fi ne-tuning gene 
expression, leading to the different  patterns of gene expression that distinguish the 
200 or so different cell types found in the human body.

Figure 21-9 Overview of enhancer 
function. An activator protein binds to 
a gene’s enhancer sequence. Mediator, 
binding to the activator as well as 
to the general transcription factors 
and RNA polymerase at the gene’s 
promoter, transmits a transcription-
activating signal to RNA polymerase, 
thereby promoting gene expression. The 
negative regulation of gene expression 
may occur through the binding of a 
repressor protein to a gene’s silencer 
sequence. In both cases, protein–protein 
interactions cause the DNA to loop out 
between the regulatory sequence and 
the promoter. This simple diagram does 
not convey the complexity of many 
activator and repressor pathways, which 
may involve competition for binding 
sites among the many protein factors.

RNA polymerase

Enhancer

DNA

Activator

Mediator

Promoter

General
transcription

factors

Figure 21-10 Model of yeast Mediator bound to RNA polymerase. Mediator is 
shown in yellow and RNA polymerase in orange, with two subunits (Rpb4/Rpb7) 
that interact closely with Mediator in red. The promoter DNA is blue and green. This 
model is based on results from electron microscopy and X-ray crystallography. [Courtesy 
Francisco Asturias, the Scripps Research Institute, La Jolla, CA.]
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Prokaryotic operons allow coordinated gene expression

Although prokaryotic cells regulate transcription initiation using less complicated 
mechanisms than eukaryotes use, functionally related genes may be organized in oper-
ons to ensure their coordinated expression in response to some metabolic signal. About 
13% of prokaryotic genes are found in operons, including the three genes of the well-
studied E. coli lac operon, whose protein products are involved in lactose metabolism.

When bacterial cells grown in the absence of the disaccharide lactose are trans-
ferred to a medium containing lactose, the synthesis of two proteins required for 
lactose catabolism is quickly enhanced. These proteins are lactose permease 
(Fig. 9-14), a transporter that  allows lactose to enter the cells, and b-galactosidase 
(Section 11-2), an enzyme that  catalyzes the hydrolysis of lactose to its component 
monosaccharides, which can then be oxidized to produce ATP:
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b-Galactosidase and lactose permease, along with a third enzyme (thiogalacto-
side transacetylase, whose physiological function is not clear), form the three-gene 
lac operon. The three genes (designated Z, Y, and A ) are transcribed as a single 
unit from a promoter, P. Near the start of the b-galactosidase gene is a regulatory 
site called the operator, O, which binds a protein called the lac repressor. The re-
pressor itself is a product of the I gene, which lies just upstream of the lac operon:

Repressor β-Galactosidase

Permease

lac operon

Trans-
acetylase

I P O Z Y A

In the absence of lactose, the Z, Y, and A genes are not expressed 
because the lac repressor binds to the operator. The repressor is a tet-
rameric protein that functions as a dimer of dimers so that it can bind 
simultaneously to two segments of operator DNA (Fig. 21-11). The 

 See Guided Exploration. Regulation 
of gene expression by the lac repressor 
system.

Figure 21-11 lac repressor bound to DNA. In this model, DNA segments are blue, 
the monomeric units of the repressor are light green, light blue, light pink, and 
dark pink (each amino acid is represented by a sphere). The two operator sequences 
to which the repressor binds are separated by a stretch of DNA of 93 bp, which 
probably forms a loop. [Structure (pdb 1LBG) determined by M. Lewis, G. Chang, N. C. Horton, 
M. A. Kercher, H. C. Pace, and P. Lu.]
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repressor does not interfere with RNA polymerase binding, but it prevents the 
polymerase from initiating transcription at the promoter.

When the cell is exposed to lactose, a lactose isomer called allolactose 
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acts as an inducer of the lac operon (allolactose is generated from lactose by trace 
amounts of b-galactosidase present in the bacterial cell). The inducer binds to the lac 
repressor, triggering a conformational change that causes it to release its grip on the 
operator sequences. As a result, the promoter is freed for transcription, and the pro-
duction of b-galactosidase and lactose permease can increase a thousandfold within a 
few minutes. This simple regulatory system ensures that the proteins required for 
 metabolizing lactose are synthesized only when lactose is available as a metabolic fuel.

Bacterial cells contain just one type of RNA polymerase, but eukaryotic cells contain 
three (plus additional polymerases for chloroplasts and mitochondria). Eukaryotic 
RNA polymerase I is responsible for transcribing rRNA genes, which are present in 
multiple copies. RNA polymerase III mainly synthesizes tRNA molecules and other 
small RNAs. Protein-coding genes are transcribed by RNA polymerase II, which is 
the main focus of this section.

The structure of RNA polymerase II was determined by Roger Kornberg 
(Fig. 21-12). The enzyme has a mass of over 500 kD and at fi rst glance has the same 
fi ngers, thumb, and palm domains as DNA polymerase (see Fig. 20-11). The highly 
conserved sequences of eukaryotic RNA polymerases indicate that they have virtu-
ally identical structures. The core structure of RNA polymerase and its catalytic 
mechanism are also very similar between eukaryotes and prokaryotes. The differences 
are mainly at the enzyme surface, where the proteins interact with transcription 
 factors and other regulatory proteins.

The active site of RNA polymerase is located at the bottom of a positively charged 
cleft between the two largest subunits. The DNA to be transcribed enters the active-site 
cleft of RNA polymerase, and the two DNA strands separate to form a transcription 
bubble that extends to 12 or 14 nucleotides. The location of the nontemplate strand has 
not been delineated, but the template strand threads through the polymerase, making 
an abrupt right-angle turn where it encounters a wall of protein. Here, the template 
base points away from the standard B-DNA conformation and toward the fl oor of the 
active-site cleft. This geometry allows the deoxynucleotide residue to base pair with an 
incoming ribonucleoside triphosphate, which enters the active site through a channel 
in the fl oor (Fig. 21-13).

KEY CONCEPTS
• During transcription, the DNA 

strands separate, and RNA 
polymerase constructs an RNA 
molecule that forms a short hybrid 
helix with the template strand.

• RNA polymerase is a processive 
enzyme that proofreads its work.

• The shift from initiation to 
elongation involves structural 
changes in RNA polymerase, 
including phosphorylation of its 
C-terminal domain.

• The mechanisms for transcription 
termination differ in prokaryotes 
and eukaryotes.

21-2 RNA Polymerase

571
RNA Polymerase

CONCEPT REVIEW
• Explain why histone acetylation and chromatin remodeling are prerequisites 

for eukaryotic gene transcription.
• Compare prokaryotic and eukaryotic promoters in terms of sequence, 

variability, and recognition by proteins.
• Summarize the activities of the various eukaryotic transcription factors 

and how these facilitate transcription.
• Summarize the roles of enhancers, silencers, activators, repressors, 

and Mediator in regulating gene transcription.
• Describe how the lac operon is switched on and off.
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Note that the incoming nucleotide has only a 25% chance of pairing correctly 
(since there are four possible ribonucleotides substrates: ATP, CTP, GTP, and UTP). 
When the correct nucleotide forms hydrogen bonds with the template base, a loop 
of protein closes over it and brings the catalytic residues into position. This mecha-
nism is believed to enhance the accuracy of transcription since only a correctly 
paired nucleotide can be effi ciently added to the growing chain.

Catalysis requires two metal ions (Mg21) coordinated by negatively charged side 
chains. Like DNA polymerase, RNA polymerase catalyzes nucleophilic attack of the 3 9 
OH group of the growing polynucleotide chain on the 5 � phosphate of an incoming nucleotide 
(see Fig. 20-9). The RNA molecule is therefore extended in the 5 9S 3 9 direction. No 
primer is needed, so the RNA chain begins with the joining of two ribonucleotides. As 
the RNA strand is synthesized, it forms a hybrid double helix with the DNA template 
strand for eight or nine base pairs. The conformation of the hybrid is intermediate to the 
A form (as in double-stranded RNA) and the B form (as in double-stranded DNA).

A-DNA B-DNADNA–RNA Hybrid

(a) (b)

Figure 21-13 RNA polymerase with bound DNA and RNA. 
(a) X-Ray structure of RNA polymerase (gray and orange) with 
DNA (coding strand green and template strand blue) and RNA 
(red). Part of the protein has been cut away to better reveal 
the active site region. (b) Cutaway diagram. DNA enters the 
enzyme at the right. A magenta sphere marks the position of 

one of the catalytic Mg21 ions. Newly synthesized RNA forms 
a short hybrid helix with the template strand before exiting 
the enzyme. The two DNA strands separate in advance of the 
polymerization site and reanneal just beyond the RNA exit site. 
[Courtesy Roger Kornberg. From Science 292, 1876, 1844 (2001).]   See 
Interactive Exercise. The RNA polymerase II elongation complex.

Figure 21-12 Structure of eukaryotic RNA polymerase II. The model includes 10 
of the 12 subunits of the yeast enzyme (the two small subunits that are missing are not 
essential for transcription), with subunits shown in different colors. A magenta sphere 
represents an Mg21 ion in the active site. [Structure (pdb 1I50) determined by 
P. Cramer, D. A. Bushnell, and R. D. Kornberg.] 

? Compare this structure to that of DNA polymerase (Fig. 20-11).

 See Interactive Exercise. An RNA–
DNA hybrid helix.
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RNA polymerase is a processive enzyme

During transcription, a portion of RNA polymerase known as the clamp (the 
 orange structure in Fig. 21-13) rotates by about 308 to close down snugly over the 
DNA template. Clamp closure appears to promote the high processivity of RNA poly-
merase. In experiments where RNA polymerase was immobilized and a magnetic 
bead was attached to the DNA, up to 180 rotations (representing thousands of base 
pairs at 10.4 bp per turn) were observed before the RNA polymerase slipped. This 
processivity is essential, since genes are usually thousands—sometimes  millions—
of nucleotides long, and the largest ones may require many hours to transcribe.

With each reaction cycle, a helix located near the active site (the long green 
“bridge” helix visible in Figures 21-12 and 21-13a) appears to oscillate between a 
straight and bent conformation. This alternating movement appears to act as a 
ratchet to aid translocation of the template so that the next nucleotide can be added 
to the growing RNA chain. Throughout transcription, the sizes of the transcription 
bubble and the DNA–RNA hybrid helix remain constant. A protein loop known as 
the rudder (see Fig. 21-13b) may help separate the RNA and DNA strands so that a 
single RNA strand is extruded from the enzyme as the template and nontemplate 
DNA strands reanneal to restore the double-stranded DNA.

Like DNA polymerase, RNA polymerase carries out proofreading. If a deoxynucleo-
tide or a mispaired ribonucleotide is mistakenly incorporated into RNA, the DNA– 
RNA hybrid helix becomes distorted. This causes polymerization to cease, and the 
newly synthesized RNA “backs out” of the active site through the channel by which 
ribonucleotides enter (Fig. 21-14). Transcription factor TFIIS binds to the RNA 
polymerase and stimulates it to act as an endonuclease to trim away the RNA con-
taining the error. Transcription may resume if the 39 end of the truncated transcript 
is then repositioned at the active site.

Transcription elongation requires a conformational 
change in RNA polymerase

One of the puzzles of RNA polymerase action is that the enzyme appears to initiate 
RNA synthesis repeatedly, producing and releasing many short transcripts (up to 
about 12 nucleotides) before committing to elongating a transcript. This suggests 
that the transcription machinery must undergo a transition from initiation mode to 
elongation mode. Several structural changes must occur at this point. While the fi rst 
few ribonucleotides are polymerized, the transcription machinery remains fi rmly 
associated with the promoter. As a result, the template DNA enters the RNA poly-
merase active site but has nowhere to go after being transcribed. In prokaryotes, the 
buildup of strain—termed DNA scrunching—may provide the driving force for the 
polymerase to eventually escape the promoter and discard its s factor. In eukaryotes, 
TFIIB occupies part of the RNA polymerase active site and must be displaced to 
accommodate an RNA longer than a few residues. Moreover, the exit channel for 
the RNA is initially partially blocked. The shift to an elongation conformation re-
lieves these constraints and allows the polymerase to advance beyond the promoter.

In eukaryotes, the shift in RNA polymerase involves the C-terminal domain of 
the largest subunit of RNA polymerase (a structure that is disordered and therefore 
not visible in the models shown in Figs. 21-12 and 21-13). The C-terminal domain 
of mammalian RNA polymerase contains 52 seven–amino acid pseudorepeats with 
the consensus sequence

Tyr–Ser–Pro–Thr–Ser–Pro–Ser
 1 2  3 4 5 6 7

Serine residues 2 and 5 (and possibly 7) of each heptad can potentially be phos-
phorylated. During the initiation phase of transcription, the C-terminal domain of 
RNA polymerase is not phosphorylated, but elongating RNA polymerase bears 
 numerous phosphate groups. The Ser 5 phosphorylation that triggers the switch from 
an initiating to an elongating RNA polymerase is carried out by the kinase activity of 
TFIIH. Other kinases continue the phosphorylation process, mainly targeting Ser 2.

Figure 21-14 Schematic view of 
backtracking RNA in RNA polymerase. 
If polymerization stops due to a 
polymerization error, the 39 end of the 
RNA transcript may back up into the 
channel for incoming nucleotides. The 
enzyme can then cleave off the 39 end 
of the RNA and resume transcription. 
[Courtesy Roger Kornberg. From Science 292, 
1879 (2001).]
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When RNA polymerase becomes phosphorylated at its C-terminal domain, it 
can no longer bind a Mediator complex; this would allow the polymerase to aban-
don transcription-initiating factors and advance along the template DNA. In fact, 
when RNA polymerase “clears” the promoter, it leaves behind some general tran-
scription factors, including TFIID (Fig. 21-15). These proteins, along with the 
Mediator complex, can reinitiate transcription by recruiting another RNA poly-
merase to the promoter. Consequently, the fi rst RNA polymerase to transcribe a gene 
acts as a “pioneer” polymerase that helps pave the way for additional rounds of transcription. 
Histone acetyltransferases associated with the pioneer RNA polymerase may alter 
the nucleosomes of a gene undergoing transcription. However, the histone octamer 
never entirely dissociates from the transcribed DNA (Fig. 21-16).

During transcription elongation, other proteins bind to the phosphorylated 
C-terminal domain of RNA polymerase II, taking the place of the jettisoned initia-
tion factors. Although RNA polymerase by itself can transcribe a DNA sequence in 
vitro, the presence of these additional factors accelerates transcription. Interestingly, 
the general transcription factors TFIIF and TFIIH, which participate in transcription 
initiation, remain associated with RNA polymerase during elongation. The phos-
phorylated domain of an elongating RNA polymerase also serves as a docking site for 
proteins that begin processing the nascent (newly made) RNA transcript. Transcrip-
tion may not terminate until after these enzymes have completed their tasks.

Transcription is terminated in several ways

In both prokaryotes and eukaryotes, transcription termination involves cessation of 
RNA polymerization, release of the complete RNA transcript, and dissociation of the 
polymerase from the DNA template. In prokaryotes such as E. coli, termination 
 occurs mainly by one of two mechanisms. In about half of E. coli genes, the 39 end 
includes palindromic sequences followed by a stretch of T residues. The RNA corre-
sponding to the gene can form a stem–loop or hairpin structure followed by a stretch 
of U residues. The other half of E. coli genes lack a hairpin sequence, and their termi-
nation depends on the action of a protein such as Rho, a hexameric helicase that may 
act by prying the nascent RNA away from the DNA and pushing the polymerase off 
the template. Both types of termination mechanisms can be explained in terms of 

Figure 21-15 The transition 
from transcription initiation to 
elongation. During initiation, the 
nonphosphorylated C-terminal domain 
(CTD) of RNA polymerase (RNAP) 
serves as a binding site for a Mediator 
complex (M). When the C-terminal 
domain undergoes phosphorylation, 
RNA polymerase switches to an 
elongation mode, dissociating from 
the Mediator complex and the general 
transcription factors (GTFs) that 
remain at the promoter. Other proteins 
may bind to the phosphorylated CTD 
during elongation.

Promoter

ATP

RNA

ADP

phosphorylation

CTD

INITIATION ELONGATION

M

M

GTFs GTFs

P
P

PRNAP

RNA
polymerase

RNA

Figure 21-16 Transcription through a nucleosome. In this model, which shows RNA 
polymerase advancing along a DNA molecule (blue) and synthesizing RNA (red), the 
DNA loops out so that it never entirely leaves the histone octamer (orange). [After 
G. Orphanides and D. Reinberg, Nature 407, 472 (2000).]
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destabilizing the DNA–RNA hybrid helix that forms in the transcription bubble 
 during elongation. Hairpin formation or the ATP-dependent action of Rho exerts a 
force that causes the RNA polymerase to advance, extending the leading end of the 
transcription bubble without extending the RNA (Fig. 21-17). The hybrid helix, now 
shortened and consisting of relatively weak U:A base pairs, is easily disrupted, freeing 
the RNA transcript.

In eukaryotic protein-coding genes, termination appears to be an imprecise 
 process. In response to poorly defi ned signals in the DNA sequence, RNA poly-
merase may periodically pause during elongation; these pauses may provide opportu-
nities for transcription termination. Pause sites occur following a polyadenylation 
signal, the stretch of nucleotides that marks the site where the growing mRNA is 
cleaved and then polyadenylated (see below). While paused, the RNA polymerase 
may undergo a conformational change that allows regulatory proteins to bind to its 
phosphorylated C-terminal domain and trigger termination of elongation. Alterna-
tively, after the mRNA has been cut, an exonuclease may “eat away” the tail of the 
RNA still being synthesized, until it catches up with the polymerase and causes it to 
stop transcribing. In either scenario, the termination point is imprecise, but it doesn’t 
really matter because the coding portion of the mRNA has already been completed.

CONCEPT REVIEW
• Describe the overall structure of RNA polymerase and the arrangement 

of DNA and RNA within the protein.
• Compare RNA polymerase and DNA polymerase in terms of mechanism, 

accuracy, and processivity.
• What would happen if the DNA–RNA hybrid helix were too long or 

too short?
• Describe the role of the C-terminal domain during transcription initiation, 

elongation, and termination.
• Describe the events that accompany the switch from transcription initiation 

to elongation.
• What does the “pioneer” polymerase accomplish?

Rho

(b)

DNA

RNA polymerase

RNA

DNA–RNA
hybrid helix

(a)

Figure 21-17 Mechanisms for transcription termination in 
prokaryotes. (a) Formation of an RNA hairpin shortens the 
length of the DNA–RNA hybrid helix, which is rich in easily 

separated A:U base pairs. (b) The movement of Rho along the 
RNA transcript pushes the polymerase forward, leaving a short 
hybrid helix from which the RNA more easily dissociates.
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KEY CONCEPTS
• A 59 cap and 39 poly(A) tail are 

added to a eukaryotic mRNA during 
transcription.

• An RNA-containing spliceosome 
catalyzes the removal of introns 
and the joining of exons to generate 
different protein products from the 
same gene.

• The degradation of mRNA, such 
as through RNA interference, 
regulates gene expression following 
transcription.

• rRNA and tRNA transcripts are 
modifi ed to produce functional 
molecules.

21-3 RNA Processing

N
H

N N

�O P

O

O

CH2

O

H

�O P O

O

�O P O

O

CH3

H2N

O

N�

H
H H

OH OH

H

O

Base1
CH2

H
H H

O OCH3

H

O

�O P O

O

O

�O P O

O

Base2
CH2

H
H H

OCH3

H

O

7-Methyl G

Figure 21-18 An mRNA 59 cap.

? How many phosphoanhydride bonds 
are cleaved during cap construction? 

In a prokaryotic cell, an mRNA transcript is typically translated immediately after 
it is synthesized. In a eukaryotic cell, however, transcription occurs in the nucleus 
(where the DNA is located), but transcription takes place in the cytosol (where 
 ribosomes are located). The separation of these processes gives eukaryotic cells two 
advantages: (1) They can modify the mRNA to produce a greater variety of gene 
products, and (2) the extra steps of RNA processing and transport provide addi-
tional opportunities for regulating gene expression.

In this section we examine some major types of RNA processing. Keep in mind 
that RNA is probably never found alone in the cell but rather interacts with a variety 
of proteins that covalently modify the transcript, splice out unneeded sequences, 
export the RNA from the nucleus, deliver it to a ribosome (if it is an mRNA), and 
eventually degrade it when it is no longer useful to the cell.

Eukaryotic mRNAs receive a 59 cap and a 39 poly(A) tail

mRNA processing begins well before transcription is complete, as soon as the tran-
script begins to emerge from RNA polymerase. Many of the various enzymes re-
quired for capping the 59 end of the mRNA, for extending the 39 end, and for 
splicing are recruited to the phosphorylated domain of RNA polymerase, so process-

ing is closely linked to transcription. In fact, the presence of processing enzymes 
may actually promote transcriptional elongation.

At least three enzyme activities modify the 5 9 end of the emerging mRNA to 
produce a structure called a cap that protects the polynucleotide from 5 9 exonucle-
ases. First, a triphosphatase removes the terminal phosphate from the 59 tri-
phosphate end of the mRNA. Next, a guanylyltransferase transfers a GMP 

unit from GTP to the remaining 59 diphosphate. These two reactions, which are 
carried out by a bifunctional enzyme in mammals, create a 59–59 triphosphate link-
age between two nucleotides. Finally, methyltransferases add a methyl group to the 
guanine and to the 29 OH group of ribose residues (Fig. 21-18).

The 39 end of an mRNA is also modifi ed. Processing begins following the syn-
thesis of the RNA sequence AAUAAA, which is a signal for a protein complex to 
cleave the transcript and extend it by adding adenosine residues. In fact, the RNA 
cleavage reaction, which occurs while the RNA polymerase is still operating, causes 
transcription termination.

The enzyme poly(A) polymerase generates a 39 poly(A) tail (also called a poly-
adenylate tail) of about 200 A residues. The enzyme resembles other polymerases 
in structure and catalytic mechanism, but it does not need a template to direct the 
 addition of nucleotides.

Multiple copies of a binding protein associate with the mRNA tail. The poly(A)-
binding protein consists of four copies of an RNA-binding domain (called an RBD, 
or RRM for RNA recognition motif ) plus a C-terminal domain that mediates 
 protein–protein contacts. A portion of the poly(A)-binding protein bound to RNA 
is shown in Figure 21-19. Each domain of about 80 amino acids can interact with 
two to six RNA nucleotides. Hence an mRNA’s poly(A) tail can carry a large contin-
gent of binding proteins, which help protect the 39 end of the transcript from exo-
nucleases. They may also provide a “handle” for proteins that deliver mRNA to 
 ribosomes. Other RNA-binding proteins with different types of nucleotide-binding 
domains participate in RNA processing and other events.

Splicing removes introns from eukaryotic genes

Genes were once believed to be continuous stretches of DNA, but experimental 
work initiated by Roberts and Sharp showed that hybridized DNA and mRNA 
molecules included large loops of unpaired DNA (Fig. 21-20). As the gene is being 
transcribed, portions of the sequence called introns (intervening sequences) are cut 
out, and the remaining portions (expressed sequences, or exons) are joined together. 
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These splicing reactions do not occur in prokaryotes, whose genes are continuous, 
but are the rule in complex eukaryotes. In simple organisms such as yeast, only a few 
genes contain introns, but in humans, almost all genes contain at least one intron.

Like capping, splicing commences before RNA polymerase has fi nished tran-
scribing a gene, and some components of the splicing machinery assemble on the 
phosphorylated C-terminal domain of RNA polymerase. Most mRNA splicing is 
carried out by a spliceosome, a complex of fi ve small RNA molecules (called snRNAs, 
for small nuclear RNAs) and hundreds of proteins. The spliceosome recognizes 
 conserved sequences at the 59 intron/exon junction and at a conserved A residue 
within the intron, called the branch point (Fig. 21-21). Recognition depends on 
base pairing between the conserved mRNA sequences and snRNA sequences. How-
ever, the sequence conservation is relatively weak, and introns can be enormous, 
ranging from less than a hundred nucleotides to a record of 2.4 million nucleotides 
(the average is ,3400). These factors make it diffi cult to identify introns and exons 
in genomic DNA sequences.

Splicing is a two-step transesterifi cation process (Fig. 21-22). Each step requires an 
attacking nucleophile (a ribose OH group) and a leaving group (a phosphoryl 
group). A catalytically essential Mg21 ion enhances the nucleophilicity of the attack-
ing hydroxyl group and stabilizes the phosphate leaving group. Because there is no 
net change in the number of phosphodiester bonds, the splicing reaction needs no 
external source of free energy.

Some types of introns, particularly in protozoan rRNA genes, undergo self- 
splicing; that is, they catalyze their own transesterifi cation reactions without the aid 
of proteins. These rRNA molecules were the fi rst RNA enzymes (ribozymes) to be 
described, in 1982. The activity of these self-splicing RNA molecules, along with 
other evidence that protein-free snRNAs can carry out splicing, indicates that the 
catalytic activity of the spliceosome is a property of its snRNA components, not its 

Figure 21-19 Poly(A)-binding protein 
bound to poly(A). (a) Two of the RNA-
binding domains from human poly(A)-
binding protein are shown in ribbon 
form. (b) Surface view of the protein 
with a 9-residue poly(A) nucleotide 
with atoms color-coded: C gray, O red, 
N blue, and P gold. [Structure (pdb 1CVJ) 
determined by R. C. Deo, J. B. Bonanno, 
N. Sonenberg, and S. K. Burley.]
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Figure 21-20 Hybridization of ovalbumin DNA and mRNA. 
The template DNA strand for the chicken ovalbumin gene 
was allowed to hybridize with the corresponding mRNA. 
Complementary sequences, representing exons, have annealed, 
while single-stranded DNA, coding for introns that have 

been spliced out of the mRNA, forms loops. (a) Electron 
micrograph. (b) Interpretive drawing. The mRNA is shown as a 
dashed line, the introns of the single-stranded DNA (blue line) 
are labeled I–VII, and the exons are labeled 1–7. [Courtesy Pierre 
Chambon and Fabienne Perrin.]
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proteins. One hypothesis for the evolutionary origin of splicing suggests that  introns, 
and the splicing machinery itself, are the result of RNA molecules that spliced them-
selves into mRNA molecules, which were converted to DNA by the action of a 
 reverse transcriptase (see Box 20-A) and then incorporated into the genome through 
recombination.

Introns typically comprise over 90% of a gene’s total length, which means that a 
lot of RNA must be transcribed and then discarded. Moreover, a cell must spend 
energy to synthesize the RNA and proteins that make up the spliceosome and that 
destroy intronic RNA and incorrectly spliced transcripts. Finally, the complexity of 
the splicing process creates many opportunities for things to go wrong: A majority 
of mutations linked to inherited diseases involve defective splicing. So just what is 
the advantage of arranging a gene as a set of exons separated by introns?

One answer to this question is that splicing allows cells to increase variation in 
gene expression through alternative splicing. At least 95% of human protein-coding 
genes exhibit splice variants. Variation may result from selecting alternative se-
quences to serve as 59 or 39 splice sites, from skipping an exon, or from retaining an 
intron. Thus, certain exons present in the gene may or may not be included in the 
mature RNA transcript (Fig. 21-23). The signals that govern exon selection and 
splice sites probably involve RNA-binding proteins that recognize sequences or 
 secondary structures within introns as well as exons. As a result of alternative splicing, 
a given gene can generate more than one protein product, and gene expression can be 

Figure 21-21 Consensus sequence 
at eukaryotic mRNA splice sites. 
Nucleotides shown in bold are 
invariant.

5′
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Figure 21-22 mRNA splicing. 
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shaped intermediate.
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 WHY do genes include introns?
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fi nely tailored to suit the needs of different types of cells. The evolutionary advan-
tage of this regulatory fl exibility clearly outweighs the cost of making the machinery 
that cuts and pastes RNA sequences. Alternative splicing also explains why humans 
are vastly more complex than organisms such as roundworms, which contain a com-
parable number of genes (see Table 3-4).

mRNA turnover and RNA interference limit 
gene expression

Although mRNA accounts for only about 5% of cellular RNA (rRNA accounts for 
about 80% and tRNA for about 15%), it continuously undergoes synthesis and 
degradation. The life span of a given mRNA molecule is another regulated aspect of 
gene expression: mRNA molecules decay at different rates. In mammalian cells, 
mRNA life spans range from less than an hour to about 24 hours.

The rate of mRNA turnover depends in part on how rapidly its poly(A) tail is short-
ened by the activity of deadenylating exonucleases. Poly(A) tail shortening is followed 
by decapping, which allows exonucleases access to the 59 end of the transcript and 
eventually leads to destruction of the entire message (Fig. 21-24). In vivo, the RNA 
cap and tail are close together because a protein involved in translation binds to both 
ends of the mRNA, effectively circularizing it. RNA-binding regulatory proteins are 
almost certainly involved in monitoring RNA integrity. For example, transcripts 
with a premature stop codon are preferentially degraded, thereby avoiding the waste 
of synthesizing a nonfunctional truncated polypeptide.

Figure 21-23 Alternative splicing. The rat gene for the muscle protein a-tropomyosin 
(top) encodes 12 exons. The mature mRNA transcripts in different tissues consist of 
different combinations of exons (some exons are found in all transcripts), refl ecting 
alternative splicing pathways. [After Breitbart, R. E., Andreadis, A., and Nadal-Ginard, B., Annu. Rev. 
Biochem. 56, 481 (1987).]
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Figure 21-24 mRNA decay. A mature 
mRNA bears a 59 cap and a 39 poly(A) 
tail. After a deadenylase has shortened 
the tail, a decapping enzyme removes 
the methylguanosine cap at the 59 end. 
The mRNA can then be degraded by 
exonucleases from both ends.
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Sequence-specifi c degradation of certain RNAs, a phenomenon called RNA 
 interference (RNAi), provides another mechanism for regulating gene expression 
after transcription has occurred. RNA interference was discovered by researchers 
who were attempting to boost gene expression in various types of cells by introduc-
ing extra copies of genetic information in the form of RNA. They observed that 
instead of increasing gene expression, the RNA—particularly if it was double-
stranded—actually blocked production of the gene’s product. This interference or 
gene-silencing effect results from the ability of the introduced RNA to target a com-
plementary cellular mRNA for destruction. Endogenously produced RNAs, known 
as small interfering RNAs (siRNAs) and micro RNAs (miRNAs), appear to mediate 
RNA interference in virtually all types of eukaryotic cells, including human cells.

For siRNA, the RNA interference pathway begins with the production of 
double-stranded RNA, which may result when a single polynucleotide strand 
folds back on itself in a hairpin. A ribonuclease called Dicer cleaves the double-
stranded RNA to generate segments of 20 to 25 nucleotides with a 2-nucleotide 
overhang at each 39 end (Fig. 21-25). These siRNAs bind to a multiprotein 

Dicer+

The endonuclease Dicer cleaves double-stranded RNA into
20- to 25-nucleotide segments.

siRNA binds to the RNA-induced silencing complex (RISC).

RISC unwinds and degrades the passenger RNA strand.

The guide strand of the siRNA directs the RISC to bind a
complementary mRNA.

The Argonaute component of RISC cleaves the mRNA 
so that it cannot be translated.

siRNA

RISC

RISC

mRNA

mRNA

Figure 21-25 RNA interference. The steps involving siRNA are shown. The miRNA 
pathway for inactivating mRNA is similar.

c21TranscriptionAndRna.indd Page 580  17/09/12  9:38 AM user-F391c21TranscriptionAndRna.indd Page 580  17/09/12  9:38 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



 complex called the RNA-induced silencing complex (RISC), where one strand of 
the RNA (the  “passenger” strand) is separated from the other by a helicase and/
or degraded by a nuclease. The remaining strand serves as a guide for the RISC 
to identify and bind to a complementary mRNA molecule. The “Slicer” activity 
of the RISC, a protein known as Argonaute, then cleaves the mRNA, rendering 
it unfi t for translation.

Like RNA splicing, RNA interference at fi rst appears wasteful, but it provides 
cells with a mechanism for eliminating mRNAs—which could otherwise be trans-
lated into protein many times over—in a highly specifi c manner. It is believed that 
RNA interference originally evolved as an antiviral defense, since many viral life 
cycles include the formation of double-stranded RNAs.

In the miRNA pathway, RNA hairpins containing imperfectly paired nucleotides 
are processed by Dicer and other enzymes to double-stranded miRNAs that bind to 
the RISC. The passenger RNA strand is ejected and the remaining strand helps the 
RISC locate complementary target mRNAs. Whereas an siRNA specifi cally seeks 
and destroys an mRNA that is perfectly complementary, an miRNA can bind to a 
large number of target mRNAs—possibly hundreds—because it forms base pairs 
with a stretch of only 6 or 7 nucleotides. The captured mRNAs are unavailable for 
translation and are susceptible to the standard mechanisms for RNA degradation 
diagrammed in Figure 21-24.

In addition to serving as a powerful laboratory technique for silencing genes 
in order to explore their functions, the RNA interference system is being  exploited 
for therapeutic reasons. One application uses siRNAs that repress expression of 
a protein, called vascular endothelial growth factor, to treat a form of macular 
degeneration characterized by the overgrowth of small blood vessels behind the 
retina. Clinical trials are under way to test whether siRNAs can turn off the ex-
pression of viral genes in order to block viral replication. Other diseases in which 
gene silencing would be desirable, such as cancer, are amenable to RNAi therapy, 
provided that the siRNA can be delivered selectively to cancerous cells. In gen-
eral, introducing exogenous RNAs into cells presents a challenge, since nucleic 
acids don’t easily cross cell membranes, and the presence of extracellular RNA 
may trigger the body’s innate RNA-degrading antiviral defenses.

rRNA and tRNA processing includes the addition, 
deletion, and modifi cation of nucleotides

rRNA transcripts, which are generated mainly by RNA polymerase I in eukary-
otes, must be processed to produce mature rRNA molecules. rRNA processing 
and ribosome assembly take place in the nucleolus, a discrete region in the nu-
cleus. The initial eukaryotic rRNA transcript is cleaved and trimmed by endo- and 
exonucleases to yield three rRNA molecules (Fig. 21-26). The rRNAs are known 
as 18S, 5.8S, and 28S rRNAs for their sedimentation coeffi cients (large molecules 
have larger sedimentation coeffi cients, a measure of how quickly they settle in an 
ultra-high-speed centrifuge).

Figure 21-26 Eukaryotic rRNA processing. The initial transcript of about 13.7 kb 
has a sedimentation coeffi cient of 45S. Three smaller rRNA molecules (18S, 5.8S, and 
28S) are derived from it by the action of nucleases.

3′5′
45S RNA

18S 5.8S 28S
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rRNA transcripts may be covalently modifi ed (in both prokaryotes and eu-
karyotes) by the conversion of some uridine residues to pseudouridine (left ) and 
by the methylation of certain bases and ribose 29 OH groups. This last type of 
modifi cation is guided by a multitude of small nucleolar RNA molecules (called 
snoRNAs) that recognize and pair with specifi c 15-base segments in the rRNA 
sequences, thereby directing an associated protein methylase to each site. With-
out the s noRNAs to mediate sequence-specifi c ribose methylation, the cell would 
 require many different methylases in order to recognize all the different nucleotide 
sequences to be modifi ed.

A rapidly growing mammalian cell may synthesize as many as 7500 rRNA tran-
scripts each minute, each of which associates with about 150 different snoRNAs. 
The processed rRNAs then combine with some 80 different ribosomal proteins 
to generate fully functional ribosomes, a task that requires careful coordination 
 between RNA synthesis and ribosomal protein synthesis.

tRNA molecules, produced by the action of RNA polymerase III in eukaryotes, 
undergo nucleolytic processing and covalent modifi cation. The initial tRNA tran-
scripts are trimmed by ribonuclease P (RNase P), a ribonucleoprotein enzyme whose 
catalytic activity resides in its RNA component (Box 21-B).
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BIOCHEMISTRY NOTEBOX 21-B

RNA: A Versatile Molecule

All cells contain two essential ribozymes: the tRNA-processing RNAse P and the ribo-
somal RNA that catalyzes peptide bond formation during protein synthesis. There are at 
least six other naturally occurring types of catalytic RNAs (such as those involved in 
splicing) and many more synthetic ribozymes. Although the discovery of catalytic RNA 
was initially greeted with skepticism, subsequent studies have amply demonstrated that 
RNA has the same properties that allow proteins to function as catalysts, namely, complex 
tertiary structure and reactive functional groups.

Unlike DNA, whose conformational fl exibility is considerably constrained by its 
double-stranded nature, single-stranded RNA molecules can adopt highly convoluted 
shapes through base pairing between different segments. In addition to the standard 
(Watson–Crick) types of base pairs, RNA accommodates nonstandard base pairs as well 
as hydrogen-bonding interactions among three bases. A few of the possibilities are shown 
here. R represents the ribose–phosphate backbone. Base stacking stabilizes the RNA 
tertiary structure, achieving the same sort of balance between rigidity and fl exibility 
 exhibited by protein enzymes. A folded RNA molecule can then bind substrates, orient 
them, and stabilize the transition state of a chemical reaction.

N
H

N

O

O

Ribose

Ribose

Uridine

N

N
H

O

O

Pseudouridine (�)

H
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Among the fi rst ribozymes to be thoroughly studied were RNAs that catalyze 
their own cleavage. However, these are not true catalysts, as they cannot participate 
in more than one reaction cycle. The RNA component of RNase P is a true catalyst. 
At one time it was believed that the enzyme’s RNA molecule helped align the tRNA 
substrate for the protein to cleave, but the bacterial RNase P RNA is able to cleave 
its substrate in the absence of the RNase P protein. The structure of RNase P from 
Thermotoga maritima with its product tRNA (red) is shown here. The numerous 
base-paired stems of the 347-nucleotide RNA (gold) form a compact structure, 
much like a protein enzyme. The small protein component of the RNase P (117 
amino acids) is shown in green. Eukaryotic RNase P enzymes contain a similar RNA 
component plus 9 or 10 protein subunits whose functions are not completely 
 understood.

[Structure (pdb 3Q1Q) determined by N. J. Reiter, A. Osterman, 
A. Torres-Larios, K. K. Swinger, T. Pan, and A. Mondragon.]

The existence of RNA enzymes such as RNase P lends support to the theory of an 
early RNA world when RNA functioned as a repository of biological information 
(like modern DNA) as well as a catalyst (like modern proteins). Experiments with 
synthetic RNAs in vitro have demonstrated that RNA can catalyze a wide variety of 
chemical reactions, including the biologically relevant synthesis of glycosidic bonds 
(the type of bond that links the base and ribose in a nucleoside) and RNA-template-
directed RNA synthesis. Apparently, most ribozymes that originated in an early RNA 
world were later supplanted by protein catalysts, leaving only a few examples of 
RNA’s catalytic abilities.

Question: In human mitochondria, RNase P consists entirely of protein. Does 
this disprove the RNA world theory?

Some tRNA transcripts undergo splicing to remove introns. In prokaryotes, 
tRNAs end with a 39 CCA sequence, which serves as the attachment point for an 
amino acid that will be used for protein synthesis. In eukaryotes, the three nucleo-
tides are added to the 39 end of the immature molecule by the action of a nucleotidyl-
transferase.

Up to 25% of the nucleotides in tRNA molecules are covalently modifi ed. The 
alterations range from simple additions of methyl groups to complex restructuring 
of the base. Some of the 100 or so known nucleotide modifi cations are shown in 
Figure 21-27. These are yet more examples of how cells alter genetic information as 
it is transcribed from relatively inert DNA to highly variable and much more 
 dynamic RNA molecules.

583
RNA Processing
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SUMMARY

21-1 Transcription Initiation

• Transcription is the process of converting a segment of DNA into 
RNA. An RNA transcript may represent a protein-coding gene or 
it may participate in protein synthesis or other activities, includ-
ing RNA processing.

• Alterations in histones and the rearrangement of nucleosomes 
may help expose DNA sequences for transcription.

• Transcription begins at a DNA sequence known as a promoter. 
A gene to be transcribed must be recognized by a regulatory fac-
tor such as the s factor in prokaryotes.

• In eukaryotes, a set of general transcription factors interact with 
DNA at the promoter to form a complex that recruits RNA poly-
merase and may further alter chromatin structure.

• Regulatory DNA sequences may affect transcription through 
binding proteins that interact with RNA polymerase via the 
Mediator complex.

• The bacterial lac operon illustrates the regulation of transcription 
by a repressor protein.

21-2 RNA Polymerase

• Eukaryotic RNA polymerase II transcribes protein-coding genes. 
It requires no primer and polymerizes ribonucleotides to generate 

an RNA chain that forms a short double helix with the template 
DNA.

• The polymerase acts processively along the DNA template but 
reverses to allow the excision of a mispaired nucleotide.

• The elongation phase of transcription in eukaryotes is triggered 
by phosphorylation of the C-terminal domain of RNA poly-
merase II.

• Transcription termination in prokaryotes involves destabilization 
of the DNA–RNA hybrid helix. In eukaryotes, transcription ter-
mination is linked to polymerase pausing and RNA cleavage.

21-3 RNA Processing

• mRNA transcripts undergo processing that includes the addition 
of a 59 cap structure and a 39 poly(A) tail. mRNA splicing, carried 
out by RNA–protein complexes called spliceosomes, joins exons 
and eliminates introns.

• RNA interference is a pathway for inactivating mRNAs accord-
ing to their ability to pair with a complementary siRNA or 
 miRNA.

• rRNA and tRNA transcripts are processed by nucleases and 
enzymes that modify particular bases.

transcription
gene
mRNA
rRNA

tRNA
operon
RNA processing
intron

exon
ncRNA
promoter
consensus sequence

GLOSSARY TERMS

Figure 21-27 Some modifi ed 
nucleotides in tRNA molecules. The 
parent nucleotide is in black; the 
modifi cation is shown in red.
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CONCEPT REVIEW
• Summarize the types of covalent changes that occur in the maturation 

of a eukaryotic mRNA molecule, and describe their purpose.
• Explain why splicing does not require free energy input.
• What are the advantages and disadvantages of splicing protein-coding 

genes?
• Summarize the steps of RNA interference.
• Explain why the products of transcription exhibit much more variability 

than the genes that encode them.
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Ch 21 Transcription and RNA
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TATA box
general transcription factor
enhancer
activator
silencer
repressor

cap
poly(A) tail
splicing
spliceosome
small nuclear RNA (snRNA)
ribozyme

RNAi
siRNA
miRNA
nucleolus
small nucleolar RNA (snoRNA)
RNA world

PROBLEMS

21-1 Transcription Initiation

 1. Why does the genome contain so many more genes for 
rRNA than mRNA?

 2. Why is it effective for a bacterial cell to organize genes for 
related functions as an operon? How do eukaryotes achieve the same 
benefi ts?

 3. Proteins can interact with DNA through relatively weak 
forces, such as hydrogen bonds and van der Waals interactions, as 
well as through stronger electrostatic interactions such as ion pairs. 
Which types of interactions predominate for sequence-specifi c 
DNA-binding proteins and for sequence-independent binding 
proteins?

 4. Certain proteins that stimulate expression of a gene bind to 
DNA in a sequence-specifi c manner and also induce conformational 
changes in the DNA. Describe the purpose of these two modes of 
interaction with the DNA.

 5. The sense (coding strand) for the E. coli promoter for the 
rrnA1 gene is shown below. The transcription initiation site is 
shown by 11. Identify the 235 and 210 region for this gene.

11
AAAATAAATGCTTGACTCTGTAGCGGGAAGGCGTATTATCCAACACCC

 6. Predict the effect of a mutation in one of the bases in either 
the 235 or the 210 region of the promoter.

 7. Sp1 is a sequence-specifi c human DNA-binding protein that 
binds to a region on the DNA called the GC box, a promoter ele-
ment with the sequence GGGCGG. Binding of Sp1 to the GC box 
enhances RNA polymerase II activity 50- to 100-fold. How would 
you use affi nity chromatography (see Section 4-5) to purify Sp1?

 8. The promoters for genes transcribed by eukaryotic RNA 
polymerase I exhibit little sequence variation, yet the promoters 
for genes transcribed by eukaryotic RNA polymerase II are highly 
variable. Explain.

 9. Eukaryotic promoters include an AT-rich sequence just prior 
to the transcription start site. Why is this sequence composed of 
A:T base pairs, not G:C base pairs?

10. Identify possible eukaryotic promoter elements in the 
sequence of the mouse b globin gene shown below. The fi rst nucleo-
tide to be transcribed is indicated by 11.

   11
GAGCATATAAGGTGAGGTAGGATCAGTTGCTCCTCACATTT

11. A specifi c type of histone methyltransferase (HMT) catalyzes 
the methylation of a single lysine or a single arginine in a histone 
protein (usually H3 or H4). Draw the structures of methylated 
lysine and methylated arginine residues.

12. The reversal of histone Arg methylation converts the meth-
ylated Arg to citrulline in a reaction that consumes H2O. Draw 

the resulting amino acid residue. What is the other product of the 
reaction?

13. The enzyme EZH2 is a histone lysine methyltransferase that has 
been shown to be upregulated in various types of cancers. How does 
this upregulation affect lysine residues 4 and 27 of histone 3? What is 
the effect on the transcription of genes associated with this histone?

14. Three human TBP-associated factors (TAFs) have been found 
to contain protein domains that are homologous to those found in 
histones H2B, H3, and H4. Why is this fi nding not surprising?

15. The RNA polymerase from bacteriophage T7 recognizes 
specifi c promoter sequences and melts open the DNA to form a 
transcription bubble. No other transcription factors are necessary 
for T7 RNA polymerase to initiate transcription.

(a) Dissociation constants (K d) were measured for the interac-
tion between the polymerase and DNA segments containing the 
promoter sequences. In some cases, the DNA contained a bulge, 
caused by a mismatch of one, four, or eight bases, to mimic the 
intermediates in the formation of a transcription bubble. The 
results are shown in the table. To which DNA segment does the 
polymerase bind most tightly? Explain in terms of the DNA 
structure.

 DNA promoter segment K d (nM)

 Fully base paired  315
 One-base bulge   0.52
 Four-base bulge   0.0025
 Eight-base bulge   0.0013

(b) How can the data in part (a) be used to calculate the free 
energy change for the binding of T7 RNA polymerase to DNA? 
(Note that a dissociation constant is the inverse of an association 
constant.)
(c) Compare the DG values for T7 RNA polymerase binding to 
double-stranded DNA and to DNA with an eight-base bulge.
(d) What do these results reveal about the thermodynamics 
of melting open a DNA helix for transcription? What is the 
approximate free energy cost of forming a transcription bubble 
equivalent to eight base pairs?
(e) Which of the following DNA segments most likely repre-
sents the sequence where the transcription bubble begins to form 
during transcription initiation? Explain.

C T A T A   G G G A G
G A T A T   C C C T C

16. In bacteria, the core RNA polymerase binds to DNA with a 
dissociation constant of 5 3 10212 M. The polymerase in complex with 
its s factor has a dissociation constant of 1027 M. Explain.

17. One of the genes expressed by the lac operon is the lacY gene, 
which encodes a lactose permease transporter that allows lactose to 
enter the cell. Why does the expression of this gene assist in the 
expression of the operon?

c21TranscriptionAndRna.indd Page 585  17/09/12  9:38 AM user-F391c21TranscriptionAndRna.indd Page 585  17/09/12  9:38 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



586

27. In the presence of the antibiotic rifampicin, bacterial cells 
in culture are capable of synthesizing only short RNA oligomers. 
At what point in the transcription process does rifampicin exert its 
inhibitory effect?

28. Rifampicin (see Problem 27) binds to the b subunit of bacte-
rial RNA polymerase. Why is rifampicin used as an antibiotic to 
treat diseases caused by bacteria?

29. The coding strand of a gene has the sequence shown below. 
Write the sequence of the mRNA that corresponds to this DNA 
sequence.

G T C C G A T C G A A T G C A T G

30. The bacterial enzyme polynucleotide phosphorylase (PNPase) 
is a 39 S 59 exoribonuclease that degrades mRNA.

(a) The enzyme catalyzes a phosphorolysis reaction, as does 
glycogen phosphorylase (see Section 13-3), rather than 
hydrolysis. Write an equation for the mRNA phosphorolysis 
reaction.
(b) In vitro, PNPase also catalyzes the reverse of the phospho-
rolysis reaction. What does this reaction accomplish and how 
does it differ from the reaction carried out by RNA polymerase?
(c) PNPase includes a binding site for long polyribonucleotides, 
which may promote the enzyme’s processivity. Why would this 
be an advantage for the primary activity of PNPase in vivo?

31. The activity of RNA polymerase II is inhibited by the mush-
room toxin a-amanitin (K d 5 1028 M). In contrast, RNA poly-
merase III is only moderately inhibited by a-amanitin (K d 5 
1026 M), and RNA polymerase I is not affected at all. What would 
be the effect of adding 10 nM a-amanitin to cells in culture?

32. The three different eukaryotic RNA polymerases were dis-
covered in the 1970s by researchers who solubilized whole cells 
and loaded the extracts onto a DEAE ion exchange column (see 
Section 4-5). An ammonium sulfate salt gradient was applied in 
order to elute (dislodge) the bound proteins. Each fraction eluting 
from the column was assayed for RNA polymerase activity (see the 
fi gure below). The samples were also analyzed for activity in the 
presence of Mg21 ions and in the presence of the mushroom toxin 
a-amanitin. In addition to the difference in a-amanitin sensitivity 
described in Problem 31, the investigators noted that RNA poly-
merases II and III achieved only 50% activity in the presence of 
5 mM Mg21 ions, whereas RNA polymerase I was fully active 
under these conditions. How did the investigators use their results 
to conclude that the three peaks constituted three different forms 
of RNA polymerase?
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33. The C-terminal domain of RNA polymerase II projects away 
from the globular portion of the protein. Why?

18. The genes of the lac operon are not expressed when the lac 
repressor binds to the operator. But removal of the lac repressor is 
not suffi cient to allow gene expression—a protein called catabolite 
activator protein (CAP) is also required to assist RNA polymerase 
and facilitate transcription. CAP can bind to the operon only when 
its ligand, cAMP, is bound. In E. coli, the intracellular concentration 
of cAMP falls when glucose is present. Describe the activity of the 
lac operon in each of the following scenarios:

(a) Both lactose and glucose are present.
(b) Glucose is present but lactose is absent.
(c) Both glucose and lactose are absent.
(d) Lactose is present and glucose is absent.

19. Researchers have isolated bacterial cells with mutations in 
various segments of the lac operon. What is the effect on gene 
expression if a mutation in the operator occurs so that the repressor 
cannot bind? What happens when lactose is added to the growth 
medium of these mutants?

20. A bacterial strain expresses a mutant lac repressor protein 
that retains its ability to bind to the operator but cannot bind lac-
tose. What is the effect on gene expression in these mutants? What 
happens when lactose is added to the growth medium?

21. The compound phenyl-b-D-galactose (phenyl-Gal) is not 
an inducer of the lac operon because it is unable to bind to the 
repressor. However, it can serve as a substrate for b-galactosi-
dase, which cleaves phenyl-Gal to phenol and galactose. How 
can the addition of phenyl-Gal to growth medium distinguish 
between wild-type bacterial cells and cells that have a mutation 
in the lacI gene?

22. In bacterial cells, the genes that code for the enzymes of the 
tryptophan biosynthetic pathway are organized in an operon as 
shown below. Another gene encodes a repressor protein that binds 
tryptophan. How does the repressor protein control the expression 
of the genes in the trp operon?

P trpL trpE trpD trpC trpB trpA

21-2 RNA Polymerase

23. RNA synthesis is much less accurate than DNA synthesis. 
Why does this not harm the cell?

24. Radioactively labeled g-[32P]GTP is added to a bacterial culture 
undergoing transcription. Is the resulting RNA labeled? If so, where?

25. Explain why the adenosine derivative cordycepin inhibits 
RNA synthesis.

N

N N

NH2

HOCH2

N

H
H H

OHH

H

O

Cordycepin

26. How does your answer to Problem 25 provide evidence to 
support the hypothesis that transcription occurs in the 59 S 39 
direction, not the 39 S  59 direction?
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(d) In some bacteria, several genes required for the biosyn-
thesis of the redox cofactor fl avin adenine dinucleotide 
(FAD; see Fig. 3-3c) are arranged in an operon. Comparisons 
of the sequences of this operon in different species reveal a 
conserved sequence in the untranslated region at the 59 end 
of the operon’s mRNA. The tertiary structure of an RNA 
molecule typically includes regions of base pairing and 
unpaired loops (stem–loop structures). By examining an 
RNA sequence and noting which positions are most con-
served, it is possible to predict the stem–loop structure of the 
RNA. A portion of a conserved mRNA sequence called RFN, 
which regulates the expression of the FAD-synthesizing 
operon, is shown below. Draw the stem–loop structure for 
this RNA segment.

… G A U U C A G U U U A A G C U G A A G C …

(e) In order to function as an FAD sensor, the RFN element 
(which consists of about 165 nucleotides) must alter its 
conformation when FAD binds. How could researchers 
assess RNA conformational changes?
(f ) FAD can be considered as a derivative of fl avin mononucle-
otide (FMN), which in turn is derived from ribofl avin.
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 The ability of FAD, FMN, and ribofl avin to bind to the RFN 
element was measured as a dissociation constant, K d.

Compound K d (nM)

FAD  300
FMN    5
Ribofl avin 3000

 Which compound would be the most effective regulator of 
FAD biosynthesis in the cell? What portion of the FAD 
molecule is likely to be important for interacting with the 
mRNA?

40. A number of human neurological diseases result from the 
presence of trinucleotide repeats in certain protein-coding genes. 
The severity of each disease is correlated with the number of repeats, 
which may increase due to the slippage of DNA polymerase during 
replication.

34. Experiments were carried out to truncate RNA polymerase 
II so that its C-terminal domain (CTD) was missing. What are the 
consequences for the cells?

35. The DNA sequence of a hypothetical E. coli terminator is 
shown below. N stands for any of the four nucleotides.

59… N N A A G C G C C G N N N N C C G G C G C T T T T T T N N N … 39

39… N N T T C G C G G C N N N N G G C C G C G A A A A A A N N N … 59

(a) Write the sequence of the mRNA transcript that is formed if 
the bottom strand is the noncoding (template) strand.
(b) Draw the RNA hairpin structure that would form in this 
RNA transcript.

36. In an experiment, inosine triphosphate (ITP) is added to 
bacterial cells in culture. ITP is used by the cells in place of GTP. 
Inosine (I) forms base pairs with cytidine (C), and the I:C base pairs 
form two hydrogen bonds.

(a) Write the sequence of the mRNA transcript that is formed 
from the gene shown in Problem 35 if the bottom strand is the 
noncoding (template) strand.
(b) Draw the RNA hairpin structure that would form in this 
RNA transcript. Compare the stability of this RNA hairpin 
with the RNA hairpin you drew in Problem 35b. How is 
termination of transcription affected by the ITP substitution?

37. Formation of an RNA hairpin cannot be the sole factor in 
the termination of transcription in prokaryotes. Why?

38. The addition of b,g-imido nucleoside triphosphates to cells 
in culture has been shown to inhibit Rho-dependent termination. 
Explain why.
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39. In bacteria, the organization of functionally related genes in 
an operon allows the simultaneous regulation of expression of those 
genes. If the operon consists of genes encoding the enzymes for a 
biosynthetic pathway, then the pathway activity as a whole can be 
feedback inhibited when the concentration of the pathway’s fi nal 
product accumulates.

(a) In one mode of feedback regulation, a repressor protein 
binds to a site in the operon (called the operator) to decrease 
the rate of transcription only when the repressor has bound 
a molecule representing the operon’s ultimate metabolic 
product. Draw a diagram showing how such a regulatory system 
would work.
(b) Feedback regulation of gene expression can also occur after 
RNA synthesis has begun. In this case, the presence of the 
operon’s ultimate product causes transcription to terminate 
prematurely or leads to an mRNA that cannot be translated. 
Draw a diagram illustrating this control mechanism. Assume 
that the feedback mechanism includes a protein to which the 
product binds.
(c) How would the feedback inhibition system in part (b) differ 
if no protein were involved?

c21TranscriptionAndRna.indd Page 587  25/09/12  9:01 AM user-F391c21TranscriptionAndRna.indd Page 587  25/09/12  9:01 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



588

48. Explain how the substrate specifi city of poly(A) polymerase 
differs from that of a conventional RNA polymerase.

49. A poly(A)-binding protein (PABP) has an affi nity for RNA 
molecules with poly(A) tails. What is the effect of adding PABP to a 
cell-free system containing mRNA and RNases?

50. The only mRNA transcripts that lack poly(A) tails are those 
encoding histones. Why do these mRNA transcripts not require 
poly(A) tails?

51. ATP can be labeled with 32P at any one of its three phosphate 
groups, designated a, b, and g:
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 A eukaryotic cell carrying out transcription and RNA processing is 
incubated with labeled ATP. Where will the radioactive isotope 
appear in RNA if the ATP is labeled with 32P at the (a) a position, 
(b) b position, and (c) g position?

52. Genetic engineers must modify eukaryotic genes so that they 
can be expressed in bacterial host cells. Explain why the DNA from 
a eukaryotic gene cannot be placed directly into the bacteria but is 
fi rst transcribed to mRNA and then reverse-transcribed back to 
cDNA.

53. Introns in eukaryotic protein-coding genes may be quite 
large, but almost none are smaller than about 65 bp. What are some 
reasons for this minimum intron size?

54. Biochemistry textbooks published a few decades ago often 
used the phrase “one gene, one protein.” Why is this phrase no 
 longer accurate?

55. Introns are removed co-transcriptionally rather than post-
transcriptionally. Why is this a good cellular strategy?

56. A portion of the gene for the b chain of hemoglobin is 
shown below. The upper sequence includes the 59 splice site and 
the lower sequence includes the 39 splice site for the intron between 
exons 1 and 2. Identify the 59 splice site and the 39 splice site.

… CCCTGGGCAGGTTGGTA …

… TTTCCCACCCTTAGGCTGCT …

57. The ribozyme known as RNase P processes certain immature 
tRNA and rRNA molecules. Comparisons of RNase P RNAs from 
different species reveal conserved features that appear to be involved 
in endonuclease activity. For example, an unpaired uridine at posi-
tion 69 is universally conserved. This residue does not pair with 
another nucleotide but forms a bulge in the RNA secondary struc-
ture. To test whether the identity or the geometry of U69 is critical 
for RNase P activity, several mutants were constructed and their 
endonuclease activity studied. The results for each mutant are given 
as a rate constant (k) for catalysis and a dissociation constant (K d) 
for substrate binding.

(a) The most common repeated triplet is CAG, which is almost 
always located within an open reading frame. What amino acid 
is encoded by this triplet (see Table 3-3), and what effect would 
the repeats have on the protein?
(b) To test the effect of CAG repeats on transcription, research-
ers used a yeast expression system with genes engineered to 
contain CAG repeats. In addition to the expected transcripts 
corresponding to the known lengths of the genes, RNA 
molecules up to three times longer were obtained. Based on your 
knowledge of RNA synthesis and processing, what factors could 
account for longer-than-expected transcripts of a given gene?
(c) Unexpectedly long transcripts could result from slippage of 
RNA polymerase II during transcription of the CAG repeats. In 
this scenario, the polymerase temporarily ceases polymerization, 
slides backward along the DNA template, then resumes 
transcription, in effect retranscribing the same sequence. 
Slippage may be triggered by the formation of secondary 
structure in the DNA template strand. Draw a diagram showing 
how a DNA strand containing CAG repeats could form a 
secondary structure that might prevent the advance of RNA 
polymerase.

41. In E. coli, replication is several times faster than transcrip-
tion. Occasionally, the replication fork catches up to an RNA poly-
merase that is moving in the same direction as replication fork 
movement. When this occurs, translation stops and the RNA poly-
merase is displaced from the template DNA. DNA polymerase can 
use the existing RNA transcript as a primer to continue replication. 
Draw a diagram of this process, showing how such collisions would 
produce a discontinuous leading strand.

42. Refer to Problem 41 to explain why most E. coli genes are 
oriented such that replication and transcription proceed in the same 
direction.

21-3 RNA Processing

43. In E. coli, mRNA degradation is carried out by an endonu-
clease, but the mRNA must fi rst be modifi ed by a 59 pyrophospho-
hydrolase. What reaction does this enzyme catalyze?

44. Complete the following table about nucleic acid polymerases.

 Type of  Reaction
Polymerase template Substrates product

DNA polymerase
Human telomerase
RNA polymerase
Poly(A) polymerase
Bacterial CCA-adding 
 enzyme

45. Why are only mRNAs capped and polyadenylated? Why 
do these post-transcriptional modifi cations not take place on 
rRNA or tRNA?

46. Explain why capping the 59 end of an mRNA molecule 
makes it resistant to 59 S 39 exonucleases. Why is it necessary 
for capping to occur before the mRNA has been completely syn-
thesized?

47. The poly(A) polymerase that modifi es the 39 end of mRNA 
molecules differs from other polymerases. The active sites of DNA 
and RNA polymerases are large enough to accommodate a double-
stranded polynucleotide, but the active site of poly(A) polymerase is 
much narrower. Explain.

c21TranscriptionAndRna.indd Page 588  17/09/12  9:38 AM user-F391c21TranscriptionAndRna.indd Page 588  17/09/12  9:38 AM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



589

almost completely eliminated the secretion of VEGF from prostate 
cancer cells in culture. A portion of the gene sequence (bases 
189–207) is shown below. Design an siRNA targeted to this region 
of the gene.

59… GGAGTACCCTGATGAGATC … 39

60. Explain why the vast majority of nucleic acids with catalytic 
activity are RNA rather than DNA.

61. Like proteins, RNAs have primary, secondary, and tertiary 
structure. Use what you have learned about the primary, secondary, 
and tertiary structures of proteins to describe the structure of the 
ribozyme RNase P.

62. Based on the information in this chapter, give at least three 
reasons why a silent mutation in a gene (that is, a mutation that 
does not alter the amino acid sequence of the encoded protein) 
could decrease the amount of protein expressed.

RNAse P RNA k (min21) K d (nM)

Wild-type U69 0.26 1.7
U69 S A69 0.062 4
U69 S G69 0.0034 73
U69 S C69 0.0056 3
U69 deletion 0.0056 7
U69 1 U70 0.0054 181

(a) According to these results, is the U69 bulge more important 
for substrate binding or catalysis?
(b) What is the effect of increasing the size of the bulge by 
adding a second U residue (the U69 1 U70 mutant)?

58. Some tRNA molecules include sulfur-containing nucleo-
tides. Draw the structures of 4-thiouridine and 2-thiocytidine.

59. RNA interference was investigated as a method to silence 
the gene for vascular endothelial growth factor (VEGF), a protein 
required for angiogenesis (development of blood vessels) in most 
cancers. The addition of siRNA targeted against the VEGF gene 
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[Structure of tRNAPhe (pdb 6TNA) determined by J. L. Sussman, 

S. R. Holbrook, R. W. Warrant, G. M. Church, and S. H. Kim.]

THIS CHAPTER IN CONTEXT

Do You Remember?
 DNA and RNA are polymers of nucleotides, each of which consists of a purine or 

pyrimidine base, deoxyribose or ribose, and phosphate (Section 3-1).

 The biological information encoded by a sequence of DNA is transcribed to RNA 

and then translated into the amino acid sequence of a protein (Section 3-2).

 Amino acids are linked by peptide bonds to form a polypeptide (Section 4-1).

 Protein folding and protein stabilization depend on noncovalent forces 

(Section 4-3).

 rRNA and tRNA transcripts are modifi ed to produce functional molecules 

(Section 21-3).

Part 4 Genetic Information

 22 Protein Synthesis

Part 1 Foundations

Part 2  Molecular Structure 
and Function

Part 3 Metabolism

WHY do all tRNAs have the same size and shape?

RNA molecules exhibit a huge variety of structures, which allows them to carry 
out a range of essential cellular functions related to the storage and expression 

of genetic information. The small RNAs known as transfer RNA molecules deliver 
20 different types of amino acids to the ribosome during protein synthesis. But the tRNA 
molecules are surprisingly uniform: They are limited to about 76 nucleotides, and they are 

invariably L-shaped with a characteristic arrangement of stems and loops. In this chapter we will 
see why this conformity is necessary for tRNAs to do their job.
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In the decade that followed Watson and Crick’s 1953 elucidation of DNA structure, 
nearly all the components required for expressing genetic information were identifi ed, 
including mRNA, tRNA, and ribosomes. Crick had already hypothesized that protein 
synthesis, or translation, required “adaptor” molecules (subsequently identifi ed as 
tRNA) that carried an amino acid and recognized genetic information in the form of 
a sequence of nucleotides. The correspondence between DNA sequences and protein 
sequences was indisputable, but it required some biochemical detective work to dis-
cover the nature of the genetic code. Ultimately, the genetic code was shown to be based 
on three-nucleotide codons that are read in a sequential and nonoverlapping manner.

A triplet code is a mathematical necessity, since the number of possible combina-
tions of three nucleotides of four different kinds (43, or 64) is more than enough to 
specify the 20 amino acids found in polypeptides (a doublet code, with 42, or 16, 
possibilities, would be inadequate). Genetic experiments with mutant bacterio-
phages demonstrated that triplet codons are read sequentially. For example, a muta-
tion resulting from the deletion of a nucleotide within a gene can be corrected by a 
second mutation that inserts another nucleotide into the gene. The second mutation 
can restore gene function because it maintains the proper reading frame for transla-
tion. Since a given nucleotide sequence in an mRNA molecule can potentially have 
three different reading frames (Fig. 22-1), the selection of the proper one depends 
on the precise identifi cation of a translation start site.

The genetic code, shown in Table 22-1, is said to be degenerate because several 
mRNA codons may correspond to the same amino acid. In fact, most amino acids are 
specifi ed by two or more codons (Arg, Leu, and Ser each have six codons). Only Met 
and Trp have only one codon each (they are also among the amino acids that occur 
least frequently in polypeptides). The Met codon also functions as a translation 
initiation point. Three codons, known as stop or nonsense codons, signal translation 
termination. In Table 22-1, codons are shaded according to the overall hydrophobic, 
polar, or ionic character of the corresponding amino acid (using the scheme intro-
duced in Fig. 4-2). Codons for chemically similar amino acids appear to cluster; for 
example, U at the second codon position invariably specifi es a hydrophobic amino 
acid. This apparently nonrandom pattern of codon–amino acid correspondence 
suggests that the genetic code might have evolved from a simpler system involving 
only two nucleotides and a handful of amino acids.

The process of accurately translating a series of mRNA codons requires interactions 
among nucleic acids and proteins, beginning with the attachment of a specifi c amino 

Figure 22-1 Reading frames. Even 
with a nonoverlapping genetic code 
based on nucleotide triplets, a given 
nucleotide sequence has three possible 
reading frames. An mRNA molecule 
can therefore potentially specify three 
different amino acid sequences.

Thr Ile Ser Arg

Pro Ser Arg Glu

His Leu Glu Ser

TABLE 22-1  The Standard Genetic Code

First 
Position
(59 end)

Second Position

 U C A G

Third 
Position 
(39 end)

U UUU   Phe 
UUC   Phe 
UUA   Leu 
UUG   Leu

UCU   Ser 
UCC   Ser 
UCA   Ser 
UCG   Ser

UAU   Tyr 
UAC   Tyr 
UAA   Stop 
UAG   Stop

UGU   Cys 
UGC   Cys 
UGA   Stop 
UGG   Trp

U
C
A
G

C CUU   Leu 
CUC   Leu 
CUA   Leu 
CUG   Leu

CCU   Pro 
CCC   Pro 
CCA   Pro 
CCG   Pro

CAU   His 
CAC   His 
CAA   Gln 
CAG   Gln

CGU   Arg 
CGC   Arg 
CGA   Arg 
CGG   Arg

U
C
A
G

A AUU   Ile 
AUC   Ile 
AUA   Ile 
AUG   Met

ACU   Thr 
ACC   Thr 
ACA   Thr 
ACG   Thr

AAU   Asn 
AAC   Asn 
AAA   Lys 
AAG   Lys

AGU   Ser 
AGC   Ser 
AGA   Arg 
AGG   Arg

U 
C 
A 
G

G GUU   Val 
GUC   Val 
GUA   Val 
GUG   Val

GCU   Ala 
GCC   Ala 
GCA   Ala 
GCG   Ala

GAU   Asp 
GAC   Asp 
GAA   Glu 
GAG   Glu

GGU   Gly 
GGC   Gly 
GGA   Gly 
GGG   Gly

U 
C 
A 
G
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acid to the appropriate tRNA molecule. The tRNAs must then align their anticodons 
with mRNA sequences on a ribosome so that peptide bonds can link amino acids in 
the order specifi ed by the mRNA. In the following sections, we will examine these 
processes in detail. We will also look at some of the steps required to convert a newly 
made polypeptide to a fully functional protein.

KEY CONCEPTS
• tRNAs are compact L-shaped 

molecules with an anticodon at one 
end and an aminoacyl group at the 
other end.

• An aminoacyl–tRNA synthetase 
uses ATP to activate an amino acid 
and transfer it to the appropriate 
tRNA.

• Because of wobble pairing, a tRNA 
anticodon may pair with more than 
one mRNA codon.

22-1 tRNA Aminoacylation

 See Guided Exploration. The 
structure of tRNA.

Figure 22-2 Structure of yeast tRNAPhe. (a) Secondary 
structure. The 76 nucleotides of this tRNA molecule, which 
can carry a phenylalanine residue at its 39 end, form four 
base-paired stems arranged in a cloverleaf pattern. Invariant 
bases are shown in boldface. c is pseudouridine and Y is a 
guanosine derivative. Some C and G residues in this structure 
are methylated. (b) Tertiary structure, with the various 
structures colored as in part (a). The long arm of the L 

consists primarily of the anticodon loop and D loop, and the 
short arm is primarily made up of the TcC loop and acceptor 
stem. The anticodon and acceptor ends of the molecule are 
separated by about 75 Å. [Structure (pdb 4TRA) determined by 
E. Westhof, P. Dumas, and D. Moras.]

? Why is it important that the bases in the anticodon loop 
point outward?

OH

TψC
loop

Variable loop

Anticodon loop

Anticodon

D loop

3′

5′

Acceptor stemP
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C

C
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A
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G

G

G
G

D
D

C
C

C

C

C

C
C

UU

U

U

U

CT ψ

ψ

(a) (b)

A bacterial cell typically contains 30 to 40 different tRNAs, and a mammalian cell 
as many as 150 (this is an obvious example of redundancy in biological systems, 
since only 20 different amino acids are routinely incorporated into polypeptides). 
tRNAs that bear the same amino acid but have different anticodons are called iso-
acceptor tRNAs. The structures of all tRNA molecules are similar—even those that 
carry different amino acids.

Each tRNA molecule contains about 76 nucleotides (the range is 54 to 100), of 
which up to one-quarter are post-transcriptionally modifi ed (the structures of some 
of these modifi ed nucleotides are shown in Fig. 21-27). Many of the tRNA bases 
pair intramolecularly, generating the short stems and loops of what is commonly 
called a cloverleaf secondary structure (Fig. 22-2a). A segment at the 59 end of the 
tRNA pairs with bases near the 39 end to form the acceptor stem (an amino acid 
attaches to the 39 end). Several other base-paired stems end in small loops. The D 
loop often contains the modifi ed base dihydrouridine (abbreviated D), and the TcC 
loop usually contains the indicated sequence (c is the symbol for the nucleotide 
pseudouridine; see Section 21-3). The variable loop, as its name implies, ranges 
from 3 to 21 nucleotides in different tRNAs. The anticodon loop includes the three 
nucleotides that pair with an mRNA codon.

The various elements of tRNA secondary structure fold into a compact L shape that is 
stabilized by extensive stacking interactions and nonstandard base pairs (Fig. 22-2b). 
Virtually all the bases are buried in the interior of the tRNA molecule, except for the 
anticodon triplet and the CCA sequence at the 39 end. The narrow elongated structure 
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of tRNA molecules allows them to align side-by-side so that they can interact with 
adjacent mRNA codons during translation. However, the tRNA anticodon is lo-
cated a considerable distance (about 75 Å) from the 39 aminoacyl group, whose 
identity is specifi ed by that anticodon.

tRNA aminoacylation consumes ATP

Aminoacylation, the attachment of an amino acid to a tRNA, is catalyzed by an 
aminoacyl–tRNA synthetase (AARS). To ensure accurate translation, the synthetase 
must attach the appropriate amino acid to the tRNA bearing the corresponding anti-
codon. As expected, most AARSs interact with the tRNA anticodon as well as the 
aminoacylation site at the other end of the tRNA molecule.

An AARS catalyzes the formation of an ester bond between an amino acid and an 
OH group of the ribose at the 39 end of a tRNA to yield an aminoacyl–tRNA:

O

O

C O

CH R

NH3
�

Aminoacyl–tRNA

OH

H H
H

Adenine

H

CH2O

O�

O

O P

tRNA

amino acid

3� 2�

The tRNA molecule is then said to be “charged” with an amino acid. The amino-
acylation reaction has two steps and requires the free energy of ATP (Fig. 22-3). The 
overall reaction is

amino acid 1 tRNA 1 ATP S aminoacyl–tRNA 1 AMP 1 PPi

Figure 22-3 The aminoacyl–tRNA 
synthetase reaction.

? How many “high-energy” phos-
phoanhydride bonds break in this 
process? How many “high-energy” 
acyl-phosphate bonds form?

R C

NH3
�

Amino acid

H O

C ATPO�

O�

�

R C

NH3
�

Aminoacyl–tRNA

H O

C tRNAO

R C

NH3
�

Aminoacyl–adenylate
(aminoacyl–AMP)

H O

C O OP Ribose–Adenine

O

AMP

tRNA

PPi

1. The amino acid reacts with ATP to
form an aminoacyl–adenylate
(aminoacyl–AMP). The subsequent
hydrolysis of the PPi  product makes
this step irreversible in vivo.

2. The amino acid, which has been
“activated” by its adenylation,
reacts with tRNA to form an
aminoacyl–tRNA and AMP.
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Most cells contain 20 different AARS enzymes, corresponding to the 20 standard 
amino acids (isoacceptor tRNAs are recognized by the same AARS). Although all 
AARSs catalyze the same reaction, they do not exhibit a conserved size or quaternary 
structure. Nevertheless, the enzymes fall into two groups based on several shared 
structural and functional features (Table 22-2). For example, the class I enzymes 
attach an amino acid to the 29 OH group of the tRNA ribose, whereas the class II 
enzymes attach an amino acid to the 39 OH group (this distinction is ultimately of 
no consequence, as the 29-aminoacyl group shifts to the 39 position before it takes 
part in protein synthesis).

Some bacteria appear to lack the full complement of 20 AARSs. The enzymes 
most commonly missing are GlnRS and AsnRS (which aminoacylate tRNAGln and 
tRNAAsn). In these organisms, Gln–tRNAGln and Asn–tRNAAsn are synthesized 
indirectly. First, GluRS and AspRS with relatively low tRNA specifi city charge 
 tRNAGln and tRNAAsn with their corresponding acids (glutamate and  aspartate). 
Next, an amidotransferase converts Glu–tRNAGln and Asp–tRNAAsn to Gln–tRNAGln 
and Asn–tRNAAsn using glutamine as an amino-group donor. In some microor-
ganisms, this is the only pathway for producing asparagine.

The structure of a complex of E. coli GlnRS and its cognate (matching) tRNA 
(tRNAGln) shows the extensive interaction between the protein and the concave face 
of the tRNA molecule (the inside of the L; Fig. 22-4). AARSs are modular proteins 
with a catalytic domain, where amino acid activation and transfer to a tRNA occur, 
as well as a domain that binds the tRNA anticodon or, in some cases, another part 
of the tRNA such as the variable loop. Most AARSs can activate an amino acid in 
the absence of a tRNA molecule, but GlnRS, GluRS, and ArgRS require a cognate 
tRNA molecule for aminoacyl–AMP formation. This suggests that the anticodon-
recognition site and the aminoacylation active site somehow communicate with 
each other, which might help guarantee the attachment of the correct amino acid to 
the tRNA.

Some synthetases have proofreading activity

Studies of individual AARS enzymes indicate that the amino acid binding site may 
be tailored precisely to the geometry and electrostatic properties of a particular amino 
acid, making it less likely that one of the other 19 amino acids would be activated or 
transferred to a tRNA molecule. For example, TyrRS (the enzyme responsible for 
synthesizing Tyr–tRNATyr) can distinguish between tyrosine and phenylalanine, 
which have similar shapes, by their ability to form hydrogen bonds with the protein.

In some cases, the specifi city of tRNA aminoacylation may be enhanced through 
proofreading by the AARS. For example, IleRS almost always produces Ile–tRNAIle and 
only rarely transfers Val (about once every 50,000 reactions) even though Val differs 
from Ile only by a single methylene group and should easily fi t into the IleRS active 
site. The high fi delity of IleRS requires two active sites that participate in a “double-
sieve” mechanism to prevent the synthesis of mischarged tRNAIle.

The fi rst active site activates Ile and presumably other amino acids that are chem-
ically similar to and smaller than Ile (such as Val, Ala, and Gly) but excludes larger 
amino acids (such as Phe and Tyr). The second active site, which hydrolyzes amino-
acylated tRNAIle, admits only aminoacyl groups that are smaller than Ile. Thus, the 
activating and editing active sites together ensure that IleRS produces only 
Ile–tRNAIle. The two active sites are on separate domains of the synthetase, so a 
newly aminoacylated tRNA must visit the proofreading hydrolytic active site before 
dissociating from the enzyme.

tRNA anticodons pair with mRNA codons

During translation, tRNA molecules align with mRNA codons, base pairing in an 
antiparallel fashion, for example

tRNA anticodon – A – A – –G3� 5�

mRNA codon – U– U– –C5� 3�

Figure 22-4 Structure of GlnRS with 
RNAGln. In this complex, the synthetase 
is green and the cognate tRNA is red. 
Both the 39 (acceptor) end of the tRNA 
(top right) and the anticodon loop 
(lower left) are buried in the protein. 
ATP at the active site is shown in yellow. 
[Structure of the E. coli complex (pdb 1QRT) 
determined by J. G. Arnez and T. A. Steitz.]

TABLE 22-2  

Classes of Aminoacyl–tRNA 
Synthetases

 Amino Acids

Class I Arg Leu
 Cys Met
 Gln Trp
 Glu Tyr
 Ile Val
Class II Ala Lys
 Asn Pro
 Asp Phe
 Gly Ser
 His Thr
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At fi rst glance, this sort of specifi c pairing would require the presence of 61 different 
tRNA molecules, one to recognize each of the “sense” codons listed in Table 22-1. 
In fact, many isoacceptor tRNAs can bind to more than one of the codons that specify 
their amino acid. For example, yeast tRNAAla has the anticodon sequence 39–CGI–59 
(I represents the purine nucleotide inosine, a deaminated form of adenosine) and 
can pair with the Ala codons GCU, GCC, and GCA.

tRNA anticodon – C –G– –I

mRNA codon – G – C – –U

– C –G– –I

– G – C – –C

– C –G– –I

– G – C – –A

As Francis Crick originally proposed in the wobble hypothesis, the third codon 
position and the 59 anticodon position experience some fl exibility, or wobble, in the 
geometry of their hydrogen bonding. The base pairs permitted by wobbling are 
given in Table 22-3. The wobble hypothesis explains why many bacterial cells can 
bind all 61 codons with a set of less than 40 tRNAs (the reasons why mammalian 
cells contain over 150 tRNAs are not clear). Variations in tRNA anticodon  sequences 
allow nonstandard amino acids to be occasionally incorporated into polypeptides at 
positions corresponding to stop codons (Box 22-A).

TABLE 22-3  

Allowed Wobble Pairs at the Third 
Codon–Anticodon Position

59 Anticodon  39Codon
Base  Base

 C G
 A U
 U A, G
 G U, C
 I U, C, A

BOX 22-A BIOCHEMISTRY NOTE

The Genetic Code Expanded

In addition to the 20 standard amino acids listed in Figure 4-2, some amino acid variants 
can be incorporated into proteins during translation (keep in mind that a mature protein 
may contain a number of modifi ed amino acids, but these changes almost always take 
place after the protein has been synthesized). Addition of a nonstandard amino acid 
 during protein synthesis requires a dedicated tRNA and a stop codon that can be reinter-
preted. The expanded genetic code includes two naturally occurring amino acids, seleno-
cysteine and pyrrolysine, plus a number of amino acids produced in the laboratory.

Selenocysteine occurs in a few proteins in both prokaryotes and eukaryotes, which 
explains why selenium is an essential trace element. Humans may produce as many as 
two dozen selenoproteins.

NH

CH CH2 Se H

C O

Selenocysteine (Sec) residue

Selenocysteine (Sec), which resembles cysteine, is generated from serine that has been 
attached to tRNASec by the action of SerRS. A separate enzyme then converts Ser–
tRNASec to Sec–tRNASec. This charged tRNA has an ACU anticodon (reading in the 
39 S 59 direction), which recognizes a UGA codon. Normally, UGA functions as a stop 
codon, but a hairpin secondary structure in the selenoprotein’s mRNA provides the 
contextual signal for selenocysteine to be delivered to the ribosome at that point.

A few prokaryotic species incorporate pyrrolysine (Pyl) into certain proteins. Synthe-
sis of these proteins requires a 21st type of AARS that directly charges the tRNAPyl with 
pyrrolysine.

NH

CH CH2 CH2 CH2 CH2
CH3

C O

C

O

NH

N

Pyrrolysine (Pyl) residue

(continued on next page)
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The Pyl–tRNAPyl recognizes the stop codon UAG, which is reinterpreted as a Pyl codon 
with the help of a protein that recognizes secondary structure in the mRNA bound to 
the ribosome.

In the laboratory, proteins containing unnatural amino acids can be synthesized in 
bacterial, yeast, and mammalian cells. These experimental systems rely on a pair of ge-
netically engineered components: a tRNA that can “read” a stop codon and an AARS 
that can attach the unnatural amino acid to the tRNA. When the cell translates an 
mRNA containing the stop codon, the novel amino acid is incorporated at that codon. 
Dozens of amino acid derivatives with fl uoride, reactive acetyl and amino groups, fl uo-
rescent tags, and other modifi cations have been introduced into specifi c proteins using 
this technology. Because the novel amino acids are genetically encoded, they appear only 
at the expected positions in the translated protein—a more reliable outcome than chem-
ically modifying a protein in a test tube.

Question: What is the disadvantage for a cell to have a variant tRNA that can 
insert an amino acid at a stop codon?

CONCEPT REVIEW
• Describe the free energy cost of aminoacyl–tRNA synthesis.
• Explain why accurate aminoacylation is essential for accurate translation.
• Why don’t cells require 60 different codons?

In order to synthesize a protein, genetic information (in the form of mRNA) and 
amino acids (attached to tRNA) must get together so that the amino acids can be 
covalently linked in the specifi ed order. This is the job of the ribosome, a large com-
plex containing both RNA and protein. At one time, ribosomal RNA (rRNA) was 
believed to serve as a structural scaffolding for ribosomal proteins, which presum-
ably carried out protein synthesis, but it is now clear that rRNA itself is central to 
ribosomal function.

A bacterial cell may contain 20,000 ribosomes and a yeast cell, about 200,000. 
This accounts for the observation that at least 80% of a cell’s RNA is located in 
 ribosomes (tRNA comprises about 15% of cellular RNA; mRNA accounts for only 
a few percent of the total). A ribosome consists of a large and a small subunit con-
taining rRNA molecules, all of which are described in terms of their sedimentation 
coeffi cients, S. Thus, the 70S bacterial ribosome has a large (50S) and a small (30S) 
subunit (the sedimentation coeffi cient indicates how quickly a particle settles during 
ultracentrifugation; it is related to the particle’s mass). The 80S eukaryotic ribosome 
is made up of a 60S large subunit and a 40S small subunit. The compositions of 
prokaryotic and eukaryotic ribosomes are listed in Table 22-4. Regardless of its 
source, about two-thirds of the mass of a ribosome is due to the rRNA; the remain-
der is due to dozens of different proteins (over 80 in eukaryotes).

KEY CONCEPT
• The two subunits of the ribosome 

consist largely of rRNA that binds 
mRNA and three tRNAs during 
protein synthesis.

22-2 Ribosome Structure

TABLE 22-4  Ribosome Components

  RNA Polypeptides

E. coli ribosome (70S)
 Small subunit (30S) 16S 21
 Large subunit (50S) 23S, 5S 31
Mammalian ribosome (80S)
 Small subunit (40S) 18S 33
 Large subunit (60S) 28S, 5.8S, 5S 49
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The structures of intact ribosomes from both prokaryotes and eukaryotes have 
been elucidated by X-ray crystallography—a monumental undertaking, given the 
ribosome’s large size (about 2600 kD in bacteria and about 4300 kD in eukary-
otes). The small ribosomal subunit from the heat-tolerant bacterium Thermus 
thermophilus is shown in Figure 22-5. The overall shape of the subunit is defi ned 
by the 16S rRNA (1542 nucleotides in E. coli ), which has numerous base-paired 
stems and loops that fold into several domains. This multidomain structure ap-
pears to confer some conformational fl exibility on the 30S subunit—a require-
ment for protein synthesis. Twenty small polypeptides dot the surface of the 
structure.

Compared to the 30S subunit, the prokaryotic 50S subunit is solid and immo-
bile. Its 23S rRNA (2904 nucleotides in E. coli ) and 5S rRNA (120 nucleotides) 
fold into a single mass (Fig. 22-6). As in the small subunit, the ribosomal proteins 
associate with the surface of the rRNA, but the surfaces of the large and small sub-
units that make contact in the intact 70S ribosome are largely devoid of protein. 

Figure 22-5 Structure of the 30S ribosomal subunit from Thermus thermophilus. 
(a) The 30S subunit with the rRNA in gray and the proteins in purple. (b) Structure 
of the 16S rRNA alone. Note how the overall shape of the 30S subunit refl ects the 
structure of the rRNA. [Structure (pdb 1J5E) determined by B. T. Wimberly, D. E. Brodersen, 
W. M. Clemons, Jr., R. J. Morgan-Warren, A. P. Carter, C. Vonrhein, T. Hartsch, and V. Ramakrishnan.]

Figure 22-6 Structure of the 50S 
ribosomal subunit from Haloarcula 
marismortui. The 50S subunit with 
rRNA in gray and proteins in green. 
Most of the ribosomal proteins are not 
visible in this view. The protein-free 
central area forms the interface with 
the 30S subunit. [Structure (pdb 1JJ2) 
determined by D. J. Klein, T. M. Scheming, 
P. B. Moore, and T. A. Steitz.]

(a) (b)
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This highly conserved rRNA-rich subunit interface is the site where mRNA and tRNA 
bind during protein synthesis.

Eukaryotic ribosomes are about 40–50% larger than 
those from bacteria and contain many additional proteins 
and more extensive rRNA. The RNA  sequences that have no 
counterparts in bacterial ribosomes are known as expansion 
segments; these structures, along with the unique eukaryotic 
protein components, surround a core structure that is shared 
with the simpler bacterial ribosome (Fig. 22-7).

Up to three tRNA molecules may bind to the ribosome 
at a given time (Fig. 22-8). The binding sites are known 
as the A site (for aminoacyl ), which accommodates an in-
coming aminoacyl–tRNA; the P site (for peptidyl ), which 
binds the tRNA with the growing polypeptide chain; and 
the E site (for exit), which transiently binds a deacylated 
tRNA after peptide bond formation. The anticodon ends 
of the tRNAs extend into the 30S subunit to pair with 
mRNA codons, while their aminoacyl ends extend into 
the 50S subunit, which catalyzes peptide bond formation.

In bacteria, the two ribosomal subunits and the various 
tRNAs are held in place mainly by RNA–RNA contacts, 
with a number of stabilizing Mg21 ions. In eukaryotic ribo-
somes, numerous proteins form intersubunit bridges. In 
both cases, the mRNA, which threads through the 30S 
subunit, makes a sharp bend between the codons in the A 
site and P site, where an Mg21 ion interacts with mRNA 
backbone phosphate groups (see Fig. 22-8). The kink al-
lows two tRNAs to fi t side-by-side while interacting with 
consecutive mRNA codons. It may also help the ribosome 
maintain the reading frame by preventing it from slipping 
along the mRNA.

Figure 22-8 Model of the complete bacterial ribosome. The 
large subunit is shown in shades of gold (rRNA) and brown 
(proteins), and the small subunit in shades of blue (rRNA) and 
purple (proteins). The three tRNAs are colored magenta (A site), 
green (P site), and yellow (E site). An mRNA molecule is shown in 
dark gray. Note that the anticodon ends of the tRNAs contact the 
mRNA in the small subunit, while their aminoacyl ends are buried 
in the large subunit, where peptide bond formation occurs. [From 
M. Schmeing, Nature 461, 1234–1242 (2009). Reprinted by permission from 
Macmillan Publishers, Ltd. Photo Courtesy of M. Schmeing, McGill University.] 

 See Interactive Exercise. Ribosome with tRNA and mRNA.

Figure 22-7 Eukaryotic ribosomal 
subunits. The solvent-exposed surfaces 
of the 40S subunit (left) and 60S 
subunit (right) are shown with the 
conserved ribosomal core structures 
in gray. Proteins that are unique to 
eukaryotes are shown in transparent 
yellow, and rRNA expansion segments 
are red. Newly synthesized proteins 
emerge from the ribosome through the 
exit tunnel. [From M. Yusupov, Science 334, 
1524–1529 (2011). Reprinted with permission 
from AAAS. Courtesy  Marat Yusupov.]

? Which areas of the ribosome appear 
to be most conserved between 
bacteria and eukaryotes? Why?

The exit
tunnel

CONCEPT REVIEW
• Describe the overall structure of a ribosome and its three tRNA binding 

sites.
• Summarize the structural importance of ribosomal RNA and ribosomal 

proteins.
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Like DNA replication and RNA transcription, protein synthesis can be divided into 
separate phases for initiation, elongation, and termination. These stages require an 
assortment of accessory proteins that bind to tRNA and to the ribosome in order to 
enhance the speed and accuracy of translation.

Initiation requires an initiator tRNA

In both prokaryotes and eukaryotes, protein synthesis begins at an mRNA codon that 
specifi es methionine (AUG). In prokaryotic mRNAs, this initiation codon lies about 
10 bases downstream of a conserved mRNA sequence called a Shine– Dalgarno se-
quence (Fig. 22-9). This sequence base pairs with a complementary sequence at the 39 
end of the 16S rRNA, thereby positioning the initiation codon in the ribosome. 
 Eukaryotic mRNAs lack a Shine–Dalgarno sequence that can pair with the 18S rRNA. 
Instead, translation usually begins at the fi rst AUG codon of an mRNA molecule.

The initiation codon is recognized by an initiator tRNA that has been charged with 
methionine. This tRNA does not recognize other Met codons that occur elsewhere in 
the coding sequence of the mRNA. In bacteria, the methionine attached to the ini-
tiator tRNA is modifi ed by the transfer of a formyl group from tetrahydrofolate (see 
Section 18-2). The resulting aminoacyl group is designated f Met, and the initiator 
tRNA is known as tRNAf

Met:

HC NH CH C
N-Formylmethionine–tRNAf

Met

(fMet–tRNAf
Met)

O tRNAf
Met

CH2

CH2

CH3

S

O O

Because the amino group of f Met is derivatized, it cannot form a peptide bond. Con-
sequently, f Met can be incorporated only at the N-terminus of a polypeptide. Later, 
the formyl group or the entire f Met residue may be removed. In eukaryotic cells, the 
initiator tRNA, designated tRNAi

Met, is charged with Met but is not formylated.
Initiation in E. coli requires three initiation factors (IFs) called IF-1, IF-2, and 

IF-3. IF-3 binds to the small ribosomal subunit to promote the dissociation of the 
large and small subunits. f Met–tRNAf

Met binds to the 30S subunit with the assistance 
of IF-2, a GTP-binding protein. IF-1 sterically blocks the A site of the small subunit, 
thereby forcing the initiator tRNA into the P site. An mRNA molecule may bind to 
the 30S subunit either before or after the initiator tRNA has bound, indicating that 
a codon–anticodon interaction is not essential for initiating protein synthesis.

KEY CONCEPTS
• Translation begins with the binding 

of a methionine-bearing initiator 
tRNA to the P site of a ribosome.

• For each new aminoacyl–tRNA, the 
ribosome senses correct codon–
anticodon pairing.

• Ribosomal RNA promotes 
peptide bond formation by a 
transpeptidation reaction.

• G proteins such as EF-Tu and 
EF-G use the free energy of GTP 
to increase the effi ciency of 
translation.

• Translation terminates when a 
release factor rather than an 
aminoacyl–tRNA binds to a stop 
codon positioned in the A site.

• Multiple ribosomes can 
simultaneously translate an mRNA.

22-3 Translation

 See Guided Exploration. Translational 
initiation.

3′

A
CC

UA

AAA

mRNA

rRNA

A
G G A G

U C C U C

C U A U U U

C A C U A G

A A U G G C A A C A

Figure 22-9 Alignment of a Shine–Dalgarno sequence with 16S rRNA. The Shine–
Dalgarno sequence (blue) in an mRNA pairs with a complementary region (purple) at the 
39 end of the 16S rRNA molecule. The initiation codon is shaded green. This mRNA–
rRNA interaction helps position the mRNA at the start of translation. The mRNA shown 
here encodes the ribosomal protein S12.
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After the 30S–mRNA–f Met–tRNAf
Met complex has assembled, the 50S subunit 

associates with it to form the 70S ribosome. This change causes IF-2 to hydrolyze its 
bound GTP to GDP 1 Pi and dissociate from the ribosome. The ribosome is now 

poised—with f Met–tRNAf
Met at the P site—to bind a 

second aminoacyl–tRNA in order to form the fi rst pep-
tide bond (Fig. 22-10).

In eukaryotes, translation initiation requires at 
least 12 distinct initiation factors. Among these are 
proteins that recognize the 59 cap and poly(A) tail of 
the mRNA (see Section 21-3) and form a complex so 
that the mRNA actually forms a circle. Initiation may 
also require the helicase activity of the ribosome to 
remove secondary structure in the mRNA that would 
impede translation. The 40S subunit scans the 
mRNA in an ATP-dependent manner until it encoun-
ters the fi rst AUG codon, which is typically 50 to 70 
 nucleotides downstream of the 59 cap (Fig. 22-11). 
The  initiation factor eIF2 (the e signifi es eukaryotic) 
hydrolyzes its bound GTP and dissociates, and the 
60S subunit then joins the 40S subunit to form the 
intact 80S ribosome. IF-2 and eIF2 operate much like 
the  heterotrimeric G proteins that participate in intra-
cellular signal transduction pathways (see Section 10-2). 
In each case, GTP hydrolysis induces conformational 
changes that trigger additional steps of the reaction 
s equence.

Figure 22-10 Summary of 
translation initiation in E. coli. 
Similar events occur during translation 
initiation in eukaryotes, when a 40S 
and a 60S subunit associate following 
the binding of Met–tRNAi

Met to an 
initiation codon.

mRNA and fMet–tRNAf
Met in complex with

IF-2–GTP bind to the small (30S) ribosomal 
subunit.

Association of the large (50S) subunit
with the 30S subunit triggers IF-2 to
hydrolyze its bound GTP.

The tRNA bearing the initial fMet is
positioned in the P site of the ribosome.

IF-2

tRNAf

fMet

Met

GTP

30S

50S

IF-2

P site A site

GDP

GTP

mRNA

mRNAAUG

AUG

IF-2

5ʹ

1.

2.

Figure 22-11 Circularization of eukaryotic mRNA at translation 
initiation. A number of initiation factors form a complex that links the 
59 cap and 39 poly(A) tail of the mRNA. The small (40S) ribosomal 
subunit binds to the mRNA and locates the AUG start codon that is 
complementary to the anticodon of the initiator tRNA.

40S
AUG

mRNA

cap-binding
protein

initiation
factors

poly(A) tail

stop codon

eIF-2

tRNAi
Met
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The appropriate tRNAs are delivered to the ribosome 
during elongation

All tRNAs have the same size and shape so that they can fi t into small slots in the 
ribosome. In each reaction cycle of the elongation phase of protein synthesis, an 
aminoacyl–tRNA enters the A site of the ribosome (the initiator tRNA is the only 
one that enters the P site without fi rst binding to the A site). After peptide bond 
formation, the tRNA moves to the P site, and then to the E site. As Figure 22-8 
shows, there isn’t much room to spare. In addition, all tRNAs must be able to bind 
interchangeably with protein cofactors.

Aminoacyl–tRNAs are delivered to the ribosome in a complex with a GTP- 
binding elongation factor (EF) known as EF-Tu in E. coli. EF-Tu is one of the most 
abundant E. coli proteins (about 100,000 copies per cell, enough to bind all the 
aminoacyl–tRNA molecules). An aminoacyl–tRNA can bind on its own to a ribo-
some in vitro, but EF-Tu increases the rate in vivo.

Because EF-Tu interacts with all 20 types of aminoacyl–tRNAs (representing 
more than 20 different tRNA molecules), it must recognize common elements 
of tRNA structure, primarily the acceptor stem and one side of the TcC loop 
(Fig. 22-12). A highly conserved protein pocket accommodates the aminoacyl 
group. Despite the differing chemical properties of their amino acids, all 
 aminoacyl–tRNAs bind to EF-Tu with approximately the same affi nity (uncharged 
tRNAs bind only weakly to EF-Tu). Apparently, the protein interacts with ami-
noacyl–tRNAs in a combinatorial fashion, offsetting less-than-optimal binding 
of an aminoacyl group with tighter binding of the acceptor stem and vice versa. 
This allows EF-Tu to deliver and surrender all 20 aminoacyl–tRNAs to a ribo-
some with the same effi ciency.

The incoming aminoacyl–tRNA is selected on the basis of its ability to recognize 
a complementary mRNA codon in the A site. Due to competition among all the 
aminoacyl–tRNA molecules in the cell, this is the rate-limiting step of protein syn-
thesis. Before the 50S subunit catalyzes peptide bond formation, the ribosome must 
verify that the correct aminoacyl–tRNA is in place. When tRNA binds to the A site 
of the 30S subunit, two highly conserved residues (A1492 and A1493) of the 16S 
rRNA “fl ip out” of an rRNA loop in order to form hydrogen bonds with various 
parts of the mRNA codon as it pairs with the tRNA anticodon. These interactions 
physically link the two rRNA bases with the fi rst two base pairs of the codon and anti-
codon so that they can sense a correct match between the mRNA and tRNA (Fig. 22-13). 
Incorrect base pairing at the fi rst or second codon position would prevent this three-
way mRNA–tRNA–rRNA interaction. As expected from the wobble hypothesis 
(Section 22-1), the A1492/A1493 sensor does not monitor nonstandard base pair-
ing at the third codon position.

As the rRNA nucleotides shift to confi rm a correct codon–anticodon match, the 
conformation of the ribosome changes in such a way that the G protein EF-Tu is 
induced to hydrolyze its bound GTP. As a result of this reaction, EF-Tu dissociates 

 WHY do all tRNAs have the 

same size and shape?

Figure 22-13 The ribosomal sensor 
for proper codon–anticodon pairing. 
These images show the A site of the 30S 
subunit in the (a) absence and 
(b) presence of mRNA and tRNA 
analogs. The rRNA is gray, with the 
“sensor” bases in red. The mRNA analog, 
representing the A-site codon, is purple, 
and the tRNA analog (labeled ASL) is 
gold. A ribosomal protein (S12) and two 
Mg21 ions (magenta) are also visible. 
Note how rRNA bases A1492 and A1493 
fl ip out to sense the codon–anticodon 
interaction. [Courtesy Venki Ramakrishnan. 
From Science 292, 897–902 (2001). Reproduced 
with permission of AAAS.]

Figure 22-12 Structure of an 
EF-Tu–tRNA complex. The protein 
(blue) interacts with the acceptor end 
and TcC loop of an aminoacyl–tRNA 
(red). [Structure (pdb 1TTT) determined 
by P. Nissen, M. Kjeldgaard, S. Tharp, G. 
Polekhina, L. Reshetnikova, B. F. C. Clark, and 
J. Nyborg.]

 See Guided Exploration. Translational 
elongation.
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from the ribosome, leaving behind the tRNA with its aminoacyl group to be incor-
porated into the growing polypeptide chain.

However, if the tRNA anticodon is not properly paired with the A-site codon, the 
30S conformational change and GTP hydrolysis by EF-Tu do not occur. Instead, the 
aminoacyl–tRNA, along with EF-Tu–GTP, dissociates from the ribosome. Because a 
peptide bond cannot form until after EF-Tu hydrolyzes GTP, EF-Tu ensures that 
 polymerization does not occur unless the correct aminoacyl–tRNA is positioned in the A 
site. The energetic cost of proofreading at the decoding stage of translation is the free 
energy of GTP hydrolysis (catalyzed by EF-Tu). The function of EF-Tu is summa-
rized in Figure 22-14. In eukaryotes, elongation factor eEF1a performs the same 
service as the prokaryotic EF-Tu. The functional correspondence between some 
 prokaryotic and eukaryotic translation cofactors is given in Table 22-5.

The ribosome itself performs a bit of proofreading. The departure of EF-Tu–
GDP leaves behind the aminoacyl–tRNA, whose acceptor end can now slip all the 
way into the A site of the 50S ribosomal subunit. The 30S subunit closes in around 
the tRNA, but at this point, the only interactions that hold the aminoacyl–tRNA in 
place are codon–anticodon contacts. If there is still a slight mismatch, such as a G:U 
base pair at the fi rst or second position, not detectable by the A1492/A1493 sensor, 
the strain of not being able to form a perfect Watson–Crick pair will be felt by the 

EF-Tu
GDP

GTP

EF-Tu
GTP

EF-Tu
GTP

EF-Tu
GTP

Ribosome ready
for transpeptidation

Ribosome with a
mismatched tRNA

Correct
aminoacyl–tRNA

A site

Incorrect
aminoacyl–tRNA

EF-Tu
GTP

EF-Tu

1.  EF-Tu–GTP delivers an
     aminoacyl–tRNA to the
     A site of the ribosome. 

2.  If the tRNA anticodon
     matches the mRNA
     codon, EF-Tu 
     hydrolyzes its GTP
     and dissociates from
     the ribosome, leaving
     the aminoacyl–tRNA in
     the A site.

3.  If the tRNA anticodon
     and mRNA codon are
     mismatched, the
     aminoacyl–tRNA 
     dissociates before 
     EF-Tu hydrolyzes GTP. 

Figure 22-14 Function of EF-Tu in translation elongation.

TABLE 22-5  Prokaryotic and Eukaryotic Translation Factors

Prokaryotic Protein Eukaryotic Protein Function

IF-2 eIF2  Delivers initiator tRNA to P site of
 ribosome

EF-Tu eEF1a  Delivers aminoacyl–tRNA to A site of
 ribosome during elongation

EF-G eEF2  Binds to A site to promote
 translocation following peptide
 bond formation

RF-1, RF-2 eRF1  Binds to A site at a stop codon and
 induces peptide transfer to water

602
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ribosome and possibly the tRNA itself, and the tRNA will slip out of the A site. In 
this way, the ribosome verifi es correct codon–anticodon pairing twice for each 
 aminoacyl–tRNA: when EF-Tu fi rst delivers it to the ribosome and after EF-Tu departs.
Ribosomal proofreading helps limit the error rate of translation to about 1024 
(one mistake for every 104 codons).

The peptidyl transferase active site catalyzes peptide 
bond formation

When the ribosomal A site contains an aminoacyl–tRNA and the P site contains a 
peptidyl–tRNA (or, prior to formation of the fi rst peptide bond, f Met–tRNAf

Met), 
the peptidyl transferase activity of the 50S subunit catalyzes a transpeptidation reac-
tion in which the free amino group of the aminoacyl–tRNA in the A site attacks the 
ester bond that links the peptidyl group to the tRNA in the P site (Fig. 22-15). This 
reaction lengthens the peptidyl group by one amino acid at its C-terminal end. Thus, 
a polypeptide grows in the N S C direction. No external source of free energy is re-
quired for transpeptidation because the free energy of the broken ester bond of the 
peptidyl–tRNA is comparable to the free energy of the newly formed peptide bond. 
(Recall, though, that ATP was consumed in charging the tRNA with an amino acid.)

The peptidyl transferase active site lies in a highly conserved region of the 50S 
subunit, and the newly formed peptide bond is about 18 Å away from the nearest 
protein. Thus, the ribosome is a ribozyme (an RNA catalyst). How does rRNA 
catalyze peptide bond formation? Two highly conserved rRNA nucleotides, G2447 
and A2451 in E. coli, do not function as acid–base catalysts, as was initially pro-
posed. Rather, these residues help position the substrates for reaction, an example of 
induced fi t (Section 6-3). Binding of a tRNA at the A site triggers a conformational 
change that exposes the ester bond of the peptidyl–tRNA in the P site. At other 
times, the ester bond must be protected so that it does not react with water, a reac-
tion that would prematurely terminate protein synthesis. Proximity and orientation 
effects in the ribosome increase the rate of peptide bond formation about 107-fold 
above the uncatalyzed rate. Some antibiotics exert their effects by binding to the 
peptidyl transferase active site to directly block protein synthesis (Box 22-B).

During transpeptidation, the peptidyl group is transferred to the tRNA in the A site, 
and the P-site tRNA becomes deacylated. The new peptidyl–tRNA then moves into the 
P site, and the deacylated tRNA moves into the E site. The mRNA, which is still base 

Figure 22-15 The peptidyl 
transferase reaction. Note that the 
nucleophilic attack of the aminoacyl 
group on the peptidyl group produces a 
free tRNA in the P site and a peptidyl–
tRNA in the A site.

? Compare this reaction to the conden-
sation reaction of two amino acids 
shown in Section 4-1.

NH

CH

C

NH

CHR
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O

tRNA

Peptidyl–tRNA
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CHR

CO

O
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Peptidyl–tRNA
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O
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BIOCHEMISTRY NOTEBOX 22-B

Antibiotic Inhibitors of Protein Synthesis

Antibiotics interfere with a variety of cellular processes, including cell-wall synthesis, 
DNA replication, and RNA transcription. Some of the most effective antibiotics, includ-
ing many in clinical use, target protein synthesis. Because bacterial and eukaryotic ribo-
somes and translation factors differ, these antibiotics can kill bacteria without harming 
their mammalian hosts.

Translation-blocking antibiotics have also proved useful in the laboratory as probes of 
ribosomal structure and function. For example, puromycin resembles the 39 end of 
Tyr–tRNA and competes with aminoacyl–tRNAs for binding to the ribosomal A site.

N

N

N

N

N
CH3

HOCH2

H3C

O

HH
H H

HN

C

CH CH2 OCH3

Puromycin

O

OH

NH3
�

N

N

N

N

NH2

O3POCH2tRNA O

HH
H H

O

C

CH CH2 OH

NH3
�

Tyrosyl–tRNA

O

OH

Transpeptidation generates a puromycin–peptidyl group that cannot be further elon-
gated because the puromycin “amino acid” group is linked by an amide bond rather than 
an ester bond to its “tRNA” group. As a result, peptide synthesis comes to a halt.

The antibiotic chloramphenicol blocks protein synthesis by binding at the peptidyl 
transferase active site.

O2N C

OH

H

CH2OH

H
Chloramphenicol

C C

O

CHCl2NH

X-Ray studies indicate that this relatively small compound interacts with the active-site 
nucleotides, including the catalytically essential A2451, to prevent transpeptidation.

Other antibiotics with more complicated structures interfere with protein synthesis 
through different mechanisms. For example, erythromycin physically blocks the tunnel 
that conveys the nascent polypeptide away from the active site. Six to eight peptide 
bonds form before the constriction of the exit tunnel blocks further chain elongation.

Streptomycin kills cells by binding tightly to the backbone of the 16S rRNA and 
stabilizing an error-prone conformation of the ribosome. In the presence of the antibi-
otic, the ribosome’s affi nity for aminoacyl–tRNAs increases, which increases the likeli-
hood of codon–anticodon mispairing and therefore increases the error rate of transla-
tion. Presumably, the resulting burden of inaccurately synthesized proteins kills the cell.

The drugs described here, like all antibiotics, lose their effectiveness when their target 
organisms become resistant to them. Resistance can be acquired in a variety of ways. For 
example, mutations in ribosomal components can prevent antibiotic binding. In fact, 
mapping the locations of such mutations in ribosomal RNA has been instrumental in 
elucidating ribosomal function. Alternatively, an antibiotic-susceptible organism may 
 acquire a gene, often present on an extrachromosomal plasmid, whose product inactivates 
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paired with the peptidyl–tRNA anticodon, advances through the ribosome by one 
 codon. Experiments designed to assess the force exerted by the ribosome demonstrate 
that formation of a peptide bond causes the ribosome to loosen its grip on the mRNA, 
although it is not clear how events at the peptidyl transferase site in the large subunit are 
communicated to the mRNA decoding site in the small subunit. The movement of tRNA 
and mRNA, which allows the next codon to be translated, is known as translocation. This 
dynamic process requires the G protein called elongation factor G (EF-G) in E. coli.

EF-G bears a striking resemblance to the EF-Tu–tRNA complex (Fig. 22-16), 
and the ribosomal binding sites for the two proteins overlap. Structural studies show 
that the EF-G–GTP complex physically displaces the peptidyl–tRNA in the A site, 
causing it to translocate to the P site. This movement would also bump the deacyl-
ated tRNA from the P site to the E site. EF-G binding to the ribosome stimulates 
its GTPase activity. After EF-G hydrolyzes its bound GTP, it dissociates from the 
ribosome, leaving a vacant A site available for the arrival of another aminoacyl–
tRNA and another round of transpeptidation.

The GTPase activity of G proteins such as EF-Tu and EF-G allows the ribosome to 
cycle effi ciently through all the steps of translation elongation. Because GTP hydrolysis 
is irreversible, the elongation reactions—aminoacyl–tRNA binding, transpeptida-
tion, and translocation—proceed unidirectionally. The E. coli ribosomal elongation 
cycle is shown in Figure 22-17. Eukaryotic cells contain elongation factors that 
function similarly to EF-Tu and EF-G. These G proteins are continually recycled 
during protein synthesis. In some cases, accessory proteins help replace bound GDP 
with GTP to prepare the G protein for another reaction cycle.

EF-Tu
GDP

GDP

mRNA

A site

EF-G–GDP

EF-G–GTP

P siteGTP

delivery of
aminoacyl–tRNA

transpeptidation

translocation

EF-Tu

GTP

GTP

Figure 22-16 Structure of EF-G from 
T. thermophilus. [Structure (pdb 2BV3) 
determined by S. Hansson, R. Singh, A. T. 
Gudkov, A. Liljas, and D. T. Logan.]

? Compare the size and shape of this 
complex to the size and shape of 
the complex containing EF-Tu and an 
aminoacyl–tRNA (see Fig. 22-12).

Figure 22-17 The ribosomal 
elongation cycle.

the antibiotic. Acquisition of a gene encoding a particular acetyl-transferase, for example, 
leads to the addition of an acetyl group to chloramphenicol, which prevents its binding 
to the ribosome. Acquisition of a gene for an ABC transporter (Section 9-3) can hasten a 
drug’s export from the cell, rendering it useless.

Question: Explain why some of the side effects of antibiotic use in humans can be 
traced to impairment of mitochondrial function.
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Figure 22-18 Structure of RF-1. 
The RF-1 protein is shown as a purple 
ribbon with its anticodon-binding Pro–
Val–Thr (PVT) sequence in red and 
its peptidyl transferase–binding Gly–
Gly–Gln (GGQ) sequence in orange. 
This image shows the structure of RF-1 
as it exists when bound to a ribosome. 
[Structure of the T. thermophilus ribosome with 
RF-1 (pdb 3D5A) determined by M. Laurberg, 
H. Asahara, A. Korostelev, J. Zhu, S. Trakhanov, 
and H. F. Noller.]
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Release factors mediate translation termination

As the peptidyl group is lengthened by the transpeptidation reaction, it exits the 
 ribosome through a tunnel in the center of the large subunit. The tunnel, about 100 Å 
long and 15 Å in diameter in the bacterial ribosome, shelters a polypeptide chain of 
up to 30 residues. The tunnel is defi ned by ribosomal proteins as well as the 23S 
rRNA. A variety of groups—including rRNA bases, backbone phosphate groups, 
and protein side chains—form a mostly hydrophilic surface for the tunnel. There 
are no large hydrophobic patches that could potentially impede the exit of a newly 
synthesized peptide chain.

Translation ceases when the ribosome encounters a stop codon (see Table 22-1). 
With a stop codon in the A position, the ribosome cannot bind an aminoacyl–
tRNA but instead binds a protein known as a release factor (RF). In bacteria such as 
E. coli, RF-1 recognizes stop codons UAA and UAG, and RF-2 recognizes UAA and 
UGA. In eukaryotes, one protein—called eRF1—recognizes all three stop codons.

The release factor must specifi cally recognize the mRNA stop codon; it does this 
via an “anticodon” sequence of three amino acids, such as Pro–Val–Thr in RF-1 and 
Ser–Pro–Phe in RF-2, that interact with the fi rst and second bases of the stop codon. 
At the same time, a loop of the release factor with the conserved sequence Gly–Gly–
Gln projects into the peptidyl transferase site of the 50S subunit (Fig. 22-18). The 
amide group of the Gln residue promotes transfer of the peptidyl group from the 
P-site tRNA to water, apparently by stabilizing the transition state of this hydrolysis 
reaction. The product of the reaction is an untethered polypeptide that can exit the 
ribosome. At one time, release factors were believed to act by mimicking tRNA mol-
ecules, as EF-G does. However, it now appears that release factors undergo conforma-
tional changes upon binding to the ribosome, so they don’t operate straightforwardly 
as tRNA surrogates.

In E. coli, an additional RF (RF-3), which binds GTP, promotes the binding 
of RF-1 or RF-2 to the ribosome. In eukaryotes, eRF3 performs this role. Hy drolysis 

of the GTP bound to RF-3 (or eRF3) allows the release factors 
to dissociate (Fig. 22-19). This leaves the ribosome with a 
bound mRNA, an empty A site, and a deacylated tRNA in the 
P site.

In bacteria, preparing the ribosome for another round of 
translation is the responsibility of a ribosome recycling factor 
(RRF) that works in concert with EF-G. RRF apparently slips 
into the ribosomal A site. EF-G binding then translocates RRF 

to the P site, thereby displacing the deacylated tRNA. Following GTP hydrolysis, 
EF-G and RRF dissociate from the ribosome, leaving it ready for a new round of 
translation initiation. In eukaryotes, a protein with ATPase activity binds to the 
ribosome containing eRF3 and helps dissociate the large and small subunits. Initia-
tion factors appear to bind during this process, so translation termination and 
reinitiation are tightly linked.

Translation is effi cient in vivo

A ribosome can extend a polypeptide chain by approximately 20 amino acids every 
second in bacteria and by about 4 amino acids every second in eukaryotes. At these 
rates, most protein chains can be synthesized in under a minute. As we have seen, 
various G proteins trigger conformational changes that keep the ribosome operating 
effi ciently through many elongation cycles. Cells also maximize the rate of protein 
synthesis by forming polysomes. These structures represent a single mRNA mole-
cule simultaneously being translated by multiple ribosomes (see Fig. 22-20). As 
soon as the fi rst ribosome has cleared the initiation codon, a second ribosome can 
assemble and begin translating the mRNA. The circularization of eukaryotic 
mRNAs (see Fig. 22-11) may promote repeated rounds of translation. Because the 
stop codon at the 39 end of the coding sequence may be relatively close to the start 
codon at the 59 end, the ribosomal components released at termination can be easily 
recycled for reinitiation.
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CONCEPT REVIEW
• What determines the translation initiation and termination sites in 

prokaryotes and eukaryotes?
• Summarize the roles of initiation, elongation, and release factors in 

translation. Which of these proteins are G proteins?
• How does the ribosome prevent polymerization of the wrong amino acid?
• Explain how polysomes increase the rate of protein synthesis.

RF

mRNA

RF-3–GTP

RF-3–GDP

Stop codon

Polypeptide

GTP

A release factor (RF-1 or RF-2) recognizes a
stop codon in the A site.

1.

RF-1/RF-2 causes the ribosome to transfer the
peptidyl group to water to release the
polypeptide chain.

2.

GTP hydrolysis by RF-3 allows the release
factors to dissociate. Additional steps are
required to prepare the ribosome for another
round of translation.

3.

GDP

Figure 22-19 Translation 
termination in E. coli.

Figure 22-20 A polysome. (a) In this electron micrograph, a 
single mRNA strand encoding silkworm fi broin is studded with 
ribosomes. Arrows indicate growing fi broin polypeptide chains. 
[Courtesy Oscar L. Miller, Jr. and Steven L. McKnight, University of Virginia.] 

(b) In this cryoelectron microscopy–based reconstruction of 
a polysome, ribosomes are blue and gold, and the emerging 
polypeptides are red and green. [Courtesy Wolfgang Baumeister and 
Julip Ortiz, from Cell 136, 261–271 (2009).]

(a)
(b)
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The polypeptide released from a ribosome is not yet fully functional. For example, 
it must fold to its native conformation; it may need to be transported to another 
location inside or outside the cell; and it may undergo post-translational modifi ca-
tion, or processing.

Chaperones promote protein folding

Studies of protein folding in vitro have revealed numerous insights into the path-
ways by which proteins (usually relatively small ones that have been chemically 
 denatured) assume a compact globular shape with a hydrophobic core and a hydro-
philic surface (see Section 4-3). Protein folding in vivo is only partly understood. For 
one thing, a protein can begin to fold as soon as its N-terminus emerges from the 
ribosome, even before it has been fully synthesized. In addition, a polypeptide must 
fold in an environment crowded with other proteins with which it might interact 
unfavorably. Finally, for proteins with quaternary structure, individual polypeptide 
chains must assemble with the proper stoichiometry and orientation. All of these 
processes may be facilitated in a cell by proteins known as molecular chaperones.

To prevent improper associations within or between polypeptide chains, chaper-
ones bind to exposed hydrophobic patches on the protein surface (recall that hydro-
phobic groups tend to aggregate, which could lead to nonnative protein structure or 
protein aggregation and precipitation). Many chaperones are ATPases that use the free 
energy of ATP hydrolysis to drive conformational changes that allow them to bind and 
release a polypeptide substrate while it assumes its native shape. Chaperones were origi-
nally identifi ed as heat-shock proteins (Hsp) because their synthesis is induced by 
high temperatures—conditions under which proteins tend to denature (unfold) and 
aggregate.

The fi rst chaperone a bacterial protein meets, called trigger factor, is poised just 
outside the ribosome’s polypeptide exit tunnel, bound to a ribosomal protein 
(Fig. 22-21). When trigger factor binds to the ribosome, it opens up to expose a 
hydrophobic patch facing the exit tunnel. Hydrophobic segments of the emerging 
polypeptide bind to this patch and are thereby prevented from sticking to each other 
or to other cellular components. Trigger factor may dissociate from the ribosome 
but remain associated with the nascent polypeptide until another chaperone takes 
over. Eukaryotes lack trigger factor, although they have other small heat-shock pro-
teins that function in the same manner to protect newly made proteins. These chap-
erones are extremely abundant in cells, so there is at least one per ribosome.

Trigger factor may hand off a new polypeptide to another chaperone, such as 
DnaK in E. coli (it was named when it was believed to participate in DNA synthesis). 
DnaK and other heat-shock proteins in prokaryotes and eukaryotes interact with 
newly synthesized polypeptides and with existing cellular proteins and therefore can 
prevent as well as reverse improper folding. These chaperones, in a complex with 
ATP, bind to a short extended polypeptide segment with exposed hydrophobic 
groups (they do not recognize folded proteins, whose hydrophobic groups are se-
questered in the interior). ATP hydrolysis causes the chaperone to release the poly-
peptide. As the polypeptide folds, the heat-shock protein may repeatedly bind and 
release it.

Ultimately, protein folding may be completed by multisubunit chaperones, 
called chaperonins, which form cagelike structures that physically sequester a fold-
ing polypeptide. The best-known chaperonin complex is the GroEL/GroES com-
plex of E. coli. Fourteen GroEL subunits form two rings of seven subunits, with each 
ring enclosing a 45-Å-diameter chamber that is large enough to accommodate a 
folding polypeptide. Seven GroES subunits form a domelike cap for one GroEL 
chamber (Fig. 22-22). The GroEL ring nearest the cap is called the cis ring, and the 
other is the trans ring.

Each GroEL subunit has an ATPase active site. All seven subunits of the ring act 
in concert, hydrolyzing their bound ATP and undergoing conformational changes. 

KEY CONCEPTS
• Molecular chaperones promote 

protein folding, starting when the 
polypeptide emerges from the 
ribosome.

• Membrane and secreted proteins 
are delivered to a membrane 
translocon by a signal recognition 
particle.

• Post-translational protein 
modifi cations include proteolysis, 
glycosylation, and other covalent 
changes.

22-4 Post-Translational Events

Figure 22-21 Trigger factor bound 
to a ribosome. The ribosome-binding 
portion of trigger factor is shown 
with its domains in different colors. 
It binds to the 50S ribosomal subunit 
where a polypeptide (magenta helix) 
emerges. PT represents the peptidyl 
transferase active site. [Courtesy Nenad 
Ban, Eidgenossische Technische Hochschule 
Honggerberg, Zurich.]
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The two GroEL rings of the chaperonin complex act in a reciprocating fashion to promote 
the folding of two polypeptide chains in a safe environment (Fig. 22-23). Note that 7 
ATP are consumed for each 10-second protein-folding opportunity. If the released 
substrate has not yet achieved its native conformation, it may rebind to the chapero-
nin complex. Only about 10% of bacterial proteins seem to require the GroEL/
GroES chaperonin complex, and most of these range in size from 10 to 55 kD 
(a protein larger than about 70 kD probably could not fi t inside the protein-folding 
chamber). Immunocytological studies indicate that some proteins never stray far 
from a chaperonin complex, perhaps because they tend to unfold and must periodi-
cally restore their native structures.

In eukaryotes, a chaperonin complex known as TRiC functions analogously to 
bacterial GroEL, but it has eight subunits in each of its two rings, and its fi ngerlike 
projections take the place of the GroES cap.

The signal recognition particle targets some proteins 
for membrane translocation

For a cytosolic protein, the journey from a ribosome to the protein’s fi nal cellular 
destination is straightforward (in fact, the journey may be short, since some mRNAs 
are directed to specifi c cytosolic locations before translation commences). In con-
trast, an integral membrane protein or a protein that is to be secreted from the cell 
follows a different route since it must pass partly or completely through a mem-
brane.

In prokaryotic cells, membrane and secretory proteins are synthesized by ribo-
somes in the cytosol and are subsequently ushered to or through the plasma mem-
brane. In eukaryotes, the insertion of most proteins into a membrane occurs co-
translationally, that is, as the polypeptide is being elongated by a ribosome. However, 
membrane translocation is fundamentally similar in all cells and usually requires a 
ribonucleoprotein known as the signal recognition particle (SRP). The SRP directs 
certain proteins to the plasma membrane (in bacteria) or the endoplasmic reticulum 
(in eukaryotes).

Figure 22-22 The GroEL/GroES 
chaperonin complex. The two seven-
subunit GroEL rings, viewed from 
the side, are colored red and yellow. A 
seven-subunit GroES complex (blue) 
caps the so-called cis GroEL ring. 
[Structure (pdb 1AON) determined by Z. Xu, 
A. L. Horwich, and P. B. Sigler.]

GroES

7ATP

7 ADP

A GroEL ring binds 7 ATP and 
an unfolded polypeptide, which 
associates with hydrophobic 
patches on the GroEL subunits.

1.

Within about 10 seconds, 
the cis GroEL ring 
hydrolyzes its 7 ATP.

3.

A second polypeptide 
substrate and 7 ATP 
bind to the trans 
GroEL ring.

4.

7 ATP

ATP

A GroES cap binds, triggering a
conformational change that retracts 
the hydrophobic patches, thereby 
releasing the polypeptide into the 
GroEL chamber, where it can fold.

2.

7 Pi

ATP ADP

ADP

ATPATP
The cis ring releases its 
GroES cap, the 7 ADP, 
and the folded substrate
polypeptide.

5.

The trans GroEL 
ring can now bind a
GroES cap, and 
steps 3–5 repeat.

6.

Figure 22-23 The chaperonin reaction cycle.
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As in other ribonucleoproteins, including the ribosome and the  spliceosome 
(see Section 21-3), the RNA component of the SRP is highly conserved and is 
essential for SRP function. The E. coli SRP consists of a single multidomain 
protein and a 4.5S RNA. The mammalian SRP contains a larger RNA and six 
different proteins, but its core is virtually identical to the bacterial SRP. The 
RNA component of the SRP includes several nonstandard base pairs, including 
G:A, G:G, and A:C, and interacts with several protein backbone carbonyl 
groups (most RNA–protein interactions involve protein side chains rather than 
the backbone).

How does the SRP recognize membrane and secretory proteins? Such proteins 
typically have an N-terminal signal peptide consisting of an a-helical stretch of 6 to 
15 hydrophobic amino acids preceded by at least one positively charged residue. For 
example, human proinsulin (the polypeptide precursor of the hormone insulin) has 
the following signal sequence:

M A L W M R  L L P L L A L L A L W G P D P A A A F V N????

The hydrophobic segment and a fl anking Arg residue are shaded in green and 
pink.

The signal peptide binds to the SRP in a pocket formed mainly by a methionine-
rich protein domain. The fl exible side chains of the hydrophobic Met residues allow 
the pocket to accommodate helical signal peptides of variable sizes and shapes. In 
addition to the Met residues, the SRP binding pocket contains a segment of RNA, 
whose negatively charged backbone interacts electrostatically with the positively 
charged N-terminus and basic residue of the signal peptide (Fig. 22-24).

Electron microscopic studies indicate that in eukaryotes, the SRP binds to the 
ribosome at the polypeptide exit tunnel. When a signal peptide emerges from the 
ribosome, the SRP binds it and undergoes a conformational change that is trans-
mitted to the rest of the ribosome so that translation elongation is halted. The 
 ribosome–SRP complex then docks at a receptor on the endoplasmic reticulum 
membrane. When translation resumes, the growing polypeptide is translocated 
through the membrane. The prokaryotic SRP docks a full-length polypeptide 
(already free of the ribosome) to the membrane-translocating machinery, called a 
translocon. In all cases, GTP hydrolysis by the SRP is an essential step of this 
process.

The translocon proteins, called SecY in prokaryotes and Sec61 in eukaryotes, 
form a transmembrane channel with a constricted pore that limits the diffusion of 
other substances across the membrane (Fig. 22-25). During protein translocation, 
the pore must enlarge to a diameter of at least 20 Å to accommodate a polypeptide 
segment. When translocation occurs co-translationally, the driving force is provided 
by the ribosomal elongation of the polypeptide. When translocation takes place 
 after the ribosome has completed polypeptide synthesis (as occurs in prokaryotes), 
the polypeptide chain must be driven through the translocon by an ATP-consuming 
ratcheting mechanism. The steps of translocating a eukaryotic secretory protein are 
summarized in Figure 22-26.

When the signal peptide emerges on the far side of the membrane, it may be 
cleaved off by an integral membrane protein known as a signal peptidase. This en-
zyme recognizes extended polypeptide segments such as those fl anking the hydro-
phobic segment of a signal peptide, but it does not recognize a-helical structures, 
which are common in mature membrane proteins. In some integral membrane pro-
teins, the signal sequence is not cleaved off and remains anchored in the membrane. 
Proteins with multiple membrane-spanning segments interact with the translocon 
in a way that allows insertion of discrete polypeptide segments into the membrane 
rather than translocation through it.

After translocation, chaperones and other proteins in the endoplasmic reticulum 
may help the polypeptide fold into its native conformation, form disulfi de bonds, 
and assemble with other protein subunits. Extracellular proteins are then trans-
ported from the endoplasmic reticulum through the Golgi apparatus and to the 
plasma membrane via vesicles. The proteins may undergo processing (described 

Figure 22-24 The SRP signal 
peptide binding domain. This model 
shows the molecular surface of a 
portion of the E. coli signal recognition 
particle. The protein is magenta 
with hydrophobic residues in yellow. 
Adjacent RNA phosphate groups are 
red, and the rest of the RNA is dark 
blue. A signal peptide binds in the SRP 
groove, making hydrophobic as well as 
electrostatic contacts with the protein 
and RNA. [From R. Batey, Science 287, 
1232–1239 (2000). Reprinted with permission 
from AAAS. Courtesy Robert Batey.]

signal sequence
binding groove

Figure 22-25 Ribosome bound to 
Sec61. In this cryoEM-based image, 
a yeast ribosome (partially cut away) 
is bound to Sec 61 (pink), which is 
positioned at the end of the polypeptide 
exit tunnel. Portions of the nascent 
polypeptide (NC, green) are visible in the 
exit tunnel. [From R. Beckmann, Science 326, 
1369–1373 (2009). Reprinted with permission 
from AAAS. Courtesy Roland Beckmann.]
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next) en route to their fi nal destination. Not all 
membrane and secretory proteins follow the 
SRP-mediated pathway described above. For 
 example, some translocated proteins lack signal 
sequences. In addition, some eukaryotic pro-
teins, particularly mitochondrial proteins, are 
translocated across membranes post-translationally, 
as occurs in bacteria.

Many proteins undergo covalent 
modifi cation

Proteolysis is part of the maturation pathway of 
many proteins. For example, after it has entered the 
endoplasmic reticulum lumen and had its signal 
peptide removed and its Cys side chains cross-
linked as disulfi des, the insulin precursor under-
goes proteolytic processing. The prohormone is 
cleaved at two sites to generate the mature hor-
mone (Fig. 22-27).

Many extracellular eukaryotic proteins are gly-
cosylated at Asn, Ser, or Thr side chains to generate 
glycoproteins (see Section 11-3). The short sugar 
chains (oligosaccharides) attached to glycoproteins 
may protect the proteins from degradation or me-
diate molecular recognition events. Methyl, acetyl, 
and propionyl groups may be added to various side 
chains. N-terminal groups are frequently modifi ed 
by acetylation (up to 80% of human proteins), and 
C-terminal groups by amidation. Fatty acyl chains 
and other lipid groups are added to proteins to 
anchor them to membranes (Section 8-3). The addi-
tion and removal of phosphoryl groups is a power-
ful mechanism for allosterically regulating cellular 
signaling components (Section 10-2) and meta-
bolic pathways (Section 19-2).

Modifi cation of a protein by covalently attaching another 
protein occurs during protein degradation, when ubiquitin is 
covalently linked to a target protein (Section 12-1). A related 
protein, called SUMO (for s mall ubiquitin-like mo difi er), is also 
covalently attached to a target protein’s Lys side chains, but 
rather than mark the protein for degradation, as ubiquitin does, 
SUMO is involved in various other processes, including protein 
transport into the nucleus.

All the post-translational modifi cations mentioned above are 
catalyzed by specifi c enzymes, which act more or less reliably 
depending on the nature of the modifi cation and the cellular 
context. One consequence of post-translational processing 
therefore is that proteins may exhibit a great deal of variation 
beyond the sequence of amino acids that is specifi ed by the 
 genetic code.

Figure 22-27 Conversion of 
proinsulin to insulin. The prohormone, 
with three disulfi de bonds, is 
proteolyzed at two bonds (indicated by 
arrows) to eliminate the C chain. The 
mature insulin hormone consists of the 
disulfi de-linked A and B chains.
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The SRP binds to the signal peptide
when it emerges from the ribosome.
Polypeptide elongation halts.

1.

Signal peptidase removes the signal
peptide from the growing polypeptide.

3.

The SRP delivers the ribosome to the
endoplasmic reticulum membrane.
Translation resumes, and the
polypeptide crosses the membrane
via a translocon.

2.

The rest of the polypeptide is
translocated into the ER lumen.
From here it is transported by vesicles
to the extracellular space.

4.

SRP

mRNA

Ribosome

Signal peptide

ER membraneER LUMEN

CYTOSOL

Signal peptidase

Polypeptide

Figure 22-26 Membrane 
translocation of a eukaryotic 
secretory protein.
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Post-Translational Events

CONCEPT REVIEW
• Compare protein folding as catalyzed by heat-shock 

proteins and by the chaperonin complex.
• How does the SRP recognize a membrane or secretory protein?
• What are the functions of the translocon and the signal peptidase?
• Describe the types of reactions that a polypeptide may undergo following 

its synthesis.
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22-1 tRNA Aminoacylation

• The sequence of nucleotides in DNA is related to the sequence of 
amino acids in a protein by a triplet-based genetic code that must 
be translated by tRNA adaptors.

• tRNA molecules have similar L-shaped structures with a three-
base anticodon at one end and an attachment site for a specifi c 
amino acid at the other end.

• Attachment of an amino acid to a tRNA is catalyzed by an ami-
noacyl–tRNA synthetase in a reaction that requires ATP. Various 
proofreading mechanisms ensure that the correct amino acid 
becomes linked to the tRNA.

22-2 Ribosome Structure

• The ribosome, the site of protein synthesis, consists of two sub-
units containing both rRNA and protein. The ribosome includes 
a binding site for mRNA and three binding sites (called the A, P, 
and E sites) for tRNA.

22-3 Translation

• Translation of mRNA requires an initiator tRNA bearing methio-
nine (formyl-methionine in bacteria). Proteins known as initia-
tion factors facilitate the separation of the ribosomal subunits and 
their reassembly with the initiator tRNA and an mRNA to be 
translated.

SUMMARY

• During the elongation phase of protein synthesis, an elongation 
factor (EF-Tu in E. coli ) interacts with aminoacyl–tRNAs and 
delivers them to the A site of the ribosome. Correct pairing between 
the mRNA codon and the tRNA anticodon allows the EF-Tu to 
hydrolyze its bound GTP and dissociate from the ribosome.

• Transpeptidation, or formation of a peptide bond, is catalyzed by 
rRNA in the large ribosomal subunit. The growing polypeptide 
chain becomes attached to the tRNA in the A site, which then 
moves to the P site. This movement is assisted by a GTP-binding 
protein elongation factor (EFG in E. coli ).

• Translation terminates when a release factor recognizes an mRNA 
stop codon in the A site of the ribosome. Additional factors pre-
pare the ribosome for another round of translation.

22-4 Post-Translational Events

• Chaperone proteins bind newly synthesized polypeptides to facil-
itate their folding. Large chaperonin complexes form a barrel-
shaped structure that encloses a folding protein.

• Proteins to be secreted must pass through a membrane. An RNA–
protein complex called a signal recognition particle directs poly-
peptides bearing an N-terminal signal sequence to a membrane 
for translocation.

• Additional modifi cations to newly synthesized proteins include 
proteolytic processing and the attachment of carbohydrate, lipid, 
or other groups.

translation
codon
reading frame
degenerate code
anticodon
isoacceptor tRNA
wobble hypothesis
ribosome
A site

P site
E site
initiation factor (IF)
G protein
elongation factor (EF)
transpeptidation
translocation
release factor (RF)
ribosome recycling factor (RRF)

polysome
processing
molecular chaperone
signal recognition particle (SRP)
signal peptide
translocon
glycosylation

GLOSSARY TERMS

PROBLEMS

22-1 tRNA Aminoacylation

 1. How many combinations of four nucleotides are possible 
with a hypothetical quadruplet code?

 2. Explain why a degenerate genetic code helps protect an 
organism from the effects of mutations.

 3. Marshall Nirenberg and his colleagues deciphered the  genetic 
code in the early 1960s. Their experimental strategy involved con-
structing RNA templates by using various ribonucleotides and poly-
nucleotide phosphorylase, an enzyme that links available nucleo-
tides together in random order. What protein sequence was obtained 
when the following templates were added to a cell-free translation 
system? (a) poly(U) (b) poly(C) (c) poly(A).

 4. The experimental strategy described in Problem 3 was used 
to synthesize poly(UA). Note that the incorporation of nucleotides 
by polynucleotide phosphorylase is random; therefore, all possible 
codons containing U and A could occur in the RNA template.

(a) What amino acids would be incorporated into a polypep-
tide synthesized by a cell-free translation system using this 
template?
(b) What amino acids would be incorporated into a protein 
when poly(UC) is used as the template?
(c) Repeat the exercise from part (b) for poly(UG).
(d) How do these results show that the genetic code is redundant?
 5.  The elucidation of the genetic code was completed using H. 

Gobind Khorana’s method of synthesizing polynucleotides with 
precise rather than random sequences.

(a) What polypeptides are synthesized from a nonrandom 
poly(UAUC) template?
(b) Explain why a single RNA template can yield more than 
one polypeptide.

 6. What polypeptide is synthesized from a nonrandom 
poly(AUAG) template? Compare your results with your solution to 
Problem 5.
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(a) List all the products of the AlaRS reaction.
(b) A double-sieve mechanism like the one in IleRS cannot 
entirely solve the problem of misacylated tRNAAla. Explain. 
(c) Many organisms express a protein called AlaXp, which is a sol-
uble analog of the AlaRS editing domain that is able to hydrolyze 
Ser–tRNAAla but not Gly–tRNAAla. What is the purpose of AlaXp?

18. A tRNA molecule cannot be aminoacylated unless it bears a 
39 CCA sequence. Many tRNA precursors are synthesized without 
this sequence, so a CCA-adding enzyme must append the three 
nucleotides to the 39 end of the immature tRNA molecule.

(a) The CCA-adding enzyme does not require a polynucleotide 
template. What does this imply about the mechanism for adding 
the CCA sequence?
(b) What can you conclude about the substrate specifi city of 
the CCA-adding enzyme?
(c) Most CCA-adding enzymes consist of a single polymerase 
domain, but in one species of bacteria, the enzyme has two 
polymerase domains. Explain how this CCA-adding enzyme 
operates.

19. Predict the effect on a protein’s structure and function for all 
possible nucleotide substitutions at the fi rst position of a Lys codon 
in the gene encoding the protein.

20. Protein engineers who study the effects of nonstandard amino 
acids on protein structure and function can use a cell-based system for 
synthesizing proteins containing nonstandard amino acids. In theory, 
a polypeptide containing the amino acid norleucine could be pro-
duced by cells growing in media containing high concentrations of 
norleucine and lacking norleucine’s standard counterpart, leucine.

H C

COO�

NH3
�

CH2 CH2 CH2 CH3

Norleucine

 Experimental results have shown that peptides containing norleu-
cine in place of leucine were not produced unless the cells contained 
a mutant LeuRS. Explain these results.

22-2 Ribosome Structure

21. The sequences for all the ribosomal proteins in E. coli have 
been elucidated and have been found to contain large amounts of 
Lys and Arg residues. Why is this fi nding not surprising? What 
kinds of interactions are likely to form between the ribosomal pro-
teins and the ribosomal RNA?

22. In eukaryotes, the primary rRNA transcript is a 45S rRNA 
that includes the sequences of the 18S, 5.8S, and 28S rRNAs sepa-
rated by short spacers. What is the advantage of this operon-like 
arrangement of rRNA genes?

23. The sequence of ribosomal RNA is highly conserved, even 
though there are many rRNA genes in the genome. How does this 
observation argue for a functional (not just structural) role for rRNA?

24. Ribosomal inactivating proteins (RIPs) are RNA N-glycosidases 
found in plants. They catalyze the hydrolysis of specifi c adenine residues 
in RNA. RIPs are highly toxic but might be useful as antitumor drugs 
because ribosome synthesis is upregulated in transformed cells. Give a 
general explanation that describes how RIPs inactivate ribosomes.

25. What is the effect of adding EDTA, a chelating agent spe-
cifi c for divalent cations, to a bacterial cell extract carrying out pro-
tein synthesis?

 7. Organisms differ in their codon usage. For example, in yeast, 
only 25 of the 61 amino acid codons are used with high frequency. 
The cells contain high concentrations of the tRNAs that pair best 
with those codons, that is, form standard Watson–Crick base pairs. 
Explain how a point mutation in a gene, which does not change the 
identity of the encoded amino acid, could decrease the rate of syn-
thesis of the protein corresponding to that gene.

 8. (a) Would you expect that the highly expressed genes in a 
yeast cell would have sequences corresponding to the cell’s set of 25 
preferred codons (see Problem 7)? Would you expect this to be the 
case for genes that are expressed only occasionally?

(b) The genomes of many bacterial species appear to contain 
genes acquired from other species, including mammals. Even 
when a gene’s function cannot be identifi ed, the gene’s nonbac-
terial origin can be recognized. Explain.

 9. The 59 nucleotide of a tRNA anticodon is often a nonstan-
dard nucleotide such as a methylated guanosine. Why doesn’t this 
interfere with the ribosome’s ability to read the genetic code?

10. In this chapter, we have frequently compared eukaryotic 
translation to bacterial translation rather than to prokaryotic transla-
tion in general. This distinction is intentional, because the protein-
synthesizing machinery in Archaea is more similar to the eukaryotic 
system than to the system in Bacteria. Is this consistent with the 
evolutionary scheme outlined in Figure 1-15?

11. Draw the “wobble” base pair that forms between inosine (I) 
and adenosine.

N
I

N HN

N O

12. A new tRNA was discovered in E. coli in which a uridine on 
the tRNA was modifi ed to form uridine-59-oxyacetic acid (cmo5U). 
The modifi ed uridine can base pair with G, A, and U.

(a) What mRNA codons are recognized by tRNA 
Leu
cmo5UAG?

(b) How would the modifi ed tRNA affect the sequence of a 
polypeptide being synthesized?

13. Some RNA transcripts are substrates for an adenosine deam-
inase. This “editing enzyme” converts adenosine residues to inosine 
residues, which can base pair with guanosine residues. Explain how 
the action of the deaminase could potentially increase the number 
of gene products obtained from a given gene.

14. In some types of cells, an aminoacyl–tRNA synthetase 
appears to play a secondary role in promoting certain events in 
RNA splicing (see Section 21-3).

(a) What structural feature of the synthetase is most likely 
involved in both the aminoacylation and splicing reactions?
(b) The aminoacyl–tRNA synthetases are among the oldest 
proteins. Why is this relevant to the presence of multiple 
activities in a single synthetase molecule?

15. Why doesn’t GlyRS need a proofreading domain?

16. IleRS uses a double-sieve mechanism to accurately produce 
Ile–tRNAIle and prevent the synthesis of Val–tRNAIle. Which other 
pairs of amino acids differ in structure by a single carbon and might 
have AARSs that use a similar double-sieve proofreading  mechanism?

17. An examination of AlaRS (the enzyme that attaches alanine 
to tRNAAla) suggests that the enzyme’s aminoacylation active site 
cannot discriminate between Ala, Gly, and Ser.
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(shown here), explain how the tRNA–EF-Tu recognition system 
could prevent the incorporation of the wrong amino acid in a protein.
Aminoacyl–tRNA Dissociation constant (nM)

Ala–tRNAAla 6.2
Gln–tRNAAla 0.05
Gln–tRNAGln 4.4
Ala–tRNAGln 260

38. The affi nity of a ribosome for a tRNA in the P site is about 
50 times higher than for a tRNA in the A site. Explain why this 
promotes translational accuracy.

39. The bacterial elongation factors EF-Tu and EF-G are essen-
tial for translation in vivo, but bacterial ribosomes can translate 
mRNA into protein in vitro in the absence of EF-Tu and EF-G. 
Why are these factors not required in vitro? How does their absence 
affect the accuracy of translation?

40. Predict the effect on protein synthesis if EF-Tu were able to 
recognize and form a complex with f Met–tRNAf

Met.

41. Identify the peptide encoded by the DNA sequence shown 
below (the lower strand is the template for RNA synthesis).

C G A T A A T G T C C G A C C A A G C G A T C T C G T A G C A
G C T A T T A C A G G C T G G T T C G C T A G A G C A T C G T

42. The sequence of a portion of the sense strand of a gene is 
shown below, along with the sequence of a mutant form of the gene.

 wild-type ACACCATGGTGCATCTGACT

 mutant ACACCATGGTTGCATCTGAC

(a) Give the polypeptide sequence that corresponds to the 
wild-type gene.
(b) How does the mutant gene differ from the wild-type gene, 
and how does the mutation affect the encoded polypeptide?

43. The gene for CFTR, the protein that is mutated in cystic 
fi brosis, contains 250,000 nucleotides. After splicing, the mature 
mRNA contains 6129 nucleotides. How many nucleotides are 
required to encode the 1480 residues of the protein? What is the 
function of the “extra” mRNA nucleotides?

44. Calculate the approximate energetic cost (in kJ) for the ribo-
somal synthesis of one mole of a 20-residue polypeptide. Why is the 
actual energetic cost in vivo probably higher than this value?

45. In prokaryotes, translation can begin even before an mRNA 
transcript has been completely synthesized. Why is co-transcriptional 
translation not possible in eukaryotes?

46. All cells contain an enzyme that hydrolyzes peptidyl–tRNA mol-
ecules that are not bound to a ribosome. Cells that are defi cient in 
 peptidyl–tRNA hydrolase grow very slowly. What is the function of this 
enzyme, which cleaves the peptidyl group from the tRNA? What does 
this tell you about the ability of ribosomes to carry out protein synthesis?

47. In an experimental system, the rate of the peptidyl transfer-
ase reaction varies with the identity of the amino acid residue 
attached to the tRNA in the P site, as shown in the table.
Peptidyl group rate of peptidyl transfer (s–1)

Ala 57
Arg 90
Asp 8
Lys 100
Phe 16
Pro 0.14
Ser 44
Val 16

26. In an experiment, .95% of the proteins are extracted from the 
50S ribosomal subunit. Only the 23S rRNA and some protein frag-
ments remain. Peptidyl transferase activity is unaffected. What can you 
conclude from these results? Propose a role for the protein fragments 
left behind. Why might it have been diffi cult to remove them?

27. Ribosomal proteins from the small subunit are designated “S” 
and those from the large subunit are designated “L.” The S or L prefi x 
is followed by a number that indicates their position (from upper left 
to lower right) on a two-dimensional electrophoretic gel (a technique 
that separates proteins based on both charge and size). One of the 
proteins in the large ribosomal subunit is sometimes acetylated at its 
N-terminus. Explain why two-dimensional electrophoresis of ribo-
somal proteins yields two spots corresponding to this protein.

28. Like their protein counterparts, RNA molecules fold into a 
variety of structural motifs. Ribosomal proteins contain a so-called 
RNA-recognition motif. Rho factor and the poly(A)-binding pro-
tein contain this same motif. Why is this observation not surprising?

22-3 Translation

29. In the diagram of a gene and its mRNA (see Fig. 21-20), 
indicate the approximate locations of the start and stop codons.

30. Complete the following table about eukaryotic replication, 
transcription, and translation.

Process Replication Transcription Translation

Substrates
Product
Template or guide
Primer
Enzyme
Cellular location

31. The direction of protein synthesis was determined by carrying 
out an experiment in a cell-free system in which the mRNA consisted 
of a polymer of A residues with C at the 39 end, as shown. What 
polypeptide was synthesized? What would the result be if the mRNA 
were read in the 39 S 59 direction? How does this directionality allow 
prokaryotes to begin translation before transcription is complete?

59 A A A A · · · A A A C 39

32. Mycobacteriophage genes occasionally begin with GUG or, 
even more rarely, UUG (rather than AUG). Which amino acids cor-
respond to these codons?

33. The translation initiation sequence for the ribosomal protein 
L10 is shown below. Draw a diagram that shows how the Shine–
Dalgarno sequence aligns with the appropriate sequence on the 16S 
rRNA. Identify the initiation codon.

59–CUACCAGGAGCAAAGCUAAUGGCUUUA–39

34. S1, a protein in the small ribosomal subunit, has a high affi n-
ity for single-stranded RNA and has been shown to be important in 
initiation. What role might S1 play during initiation?

35. What happens when colicin E3, which cleaves on the 59 side 
of A1493 in the 16S rRNA, is added to a bacterial culture?

36. Explain why modifi cation or mutagenesis of prokaryotic 16S 
rRNA at position 1492 or 1493 increases the error rate of translation.

37. The pairing of an aminoacyl–tRNA with EF-Tu offers an 
opportunity for proofreading during translation. EF-Tu binds all 20 
aminoacyl–tRNAs with approximately equal affi nity so that it can 
deliver them and surrender them to the ribosome with the same 
effi ciency. Based on the experimentally determined binding constants 
for EF-Tu and correctly charged and mischarged aminoacyl–tRNAs 
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antibiotic. What does this suggest about the action of the 
oxazolidinone?
(e) Next, the researchers measured b-galactosidase activity using 
lacZ genes in which the codon for an active-site Glu residue was 
mutated. Which codons specify Glu (see Table 22-1)? Describe 
how a single-base substitution in a Glu codon can give rise to 
codons specifi c for Ala, Gln, Gly, and Val.
(f ) All of the genes with mutations at the Glu codon yielded 
very low levels of b-galactosidase activity, and the oxazolidinone 
had no effect. What does this tell about the action of the 
oxazolidinone?
(g) Based on your understanding of oxazolidinone action, 
explain why the compound inhibits bacterial growth.
(h) Oxazolidinones bind to a single site on the ribosome that is 
in the 50S subunit near the peptidyl transferase active site. Is 
this information consistent with the experimental results 
described above?

22-4 Post-Translational Events

53. In 1957, Christian Anfi nsen carried out a denaturation 
experiment in vitro with ribonuclease, a pancreatic enzyme consist-
ing of a single chain of 124 amino acids cross-linked by four disul-
fi de bonds (see Problem 4-41). Urea (a denaturing agent) and 
2-mercaptoethanol (a reducing agent) were added to a solution of 
purifi ed ribonuclease, resulting in protein unfolding with a con-
comitant loss of biological activity. When urea and 2-mercaptoethanol 
were removed, the ribonuclease spontaneously folded back up to its 
native conformation and regained its full enzymatic activity. Why 
could proper protein folding occur in this experiment in the absence 
of molecular chaperones?

54. In another set of experiments, the lysine side chains on the 
surface of ribonuclease (see Problem 53) were covalently attached to 
an eight-residue chain of polyalanine. The presence of these polyala-
nine chains did not affect the ability of the ribonuclease to fold 
properly. What do these experiments reveal about the driving force 
for protein folding?

55. Chaperones are located not just in the cytosol but in the 
mitochondria as well. What is the role of mitochondrial chaperones?

56. Hsp90 is a chaperone that interacts with the tyrosine kinase 
domain of a growth factor receptor that has lost its ligand-binding 
domain but retains its tyrosine kinase domain (see Box 10-B). The 
antibiotic geldanamycin inhibits Hsp90 function. What is the effect 
of adding geldanamycin to cells expressing the abnormal growth 
factor receptor?

57. Multidomain proteins tend to fold better inside cagelike 
chaperonin structures (such as GroEL/GroES in E. coli ) than with 
cytosolic chaperones. Explain why.

58. In immature red blood cells, globin synthesis is carefully 
regulated. The genes for a and b globin (see Section 5-1) are on 
separate chromosomes, and there are two a globin genes for every b 
globin gene. If too many b chains are produced, they form a func-
tionally useless tetrameric hemoglobin. Excess a chains tend to pre-
cipitate and damage red blood cells.

(a) Explain why it is advantageous for the cell to synthesize a 
slight excess of a chains.
(b) Red blood cells express a protein that appears to stabilize 
the a chains and prevents their precipitation. Why is the 
stabilizing protein necessary?
(c) The disease b thalassemia results from a defect in a b 
globin gene. Heterozygotes (who have one normal and one 

(a) Explain why transpeptidation involving Pro is much slower 
than for other amino acids.
(b) What can you conclude about the electrostatic environment 
of the peptidyl transferase active site?
(c) For the nonpolar amino acids, what factor seems to facilitate 
transpeptidation?

48. The peptidyl transferase center of the ribosome actually cata-
lyzes two reactions involving the ester bond linking a polypeptide to 
the tRNA: aminolysis and hydrolysis. Explain.

49. The rate of the peptidyl transferase reaction increases as the 
pH increases from 6 to 8. Use your knowledge of the peptidyl trans-
ferase reaction mechanism to explain this result.

50. The events of transpeptidation resemble peptide bond 
hydrolysis in reverse (see Fig. 6-10).

(a) Draw the “tetrahedral intermediate” of the transpeptidation 
reaction.
(b) According to an early hypothesis about the catalytic action 
of rRNA, residue A2451 that has been protonated at position 
N1 could help stabilize the reaction intermediate. Draw this 
protonated adenine and explain how it might stabilize the 
tetrahedral intermediate. Would this catalytic mechanism be 
enhanced as the pH increases?

51. A “nonsense suppressor” mutation results from a mutation 
in a tRNA anticodon sequence so that the tRNA can pair with a 
stop codon (also called a nonsense codon).

(a) What would be the effect of a nonsense suppressor mutation 
on protein synthesis in the cell?
(b) Would all of the cell’s proteins be affected by the mutation?
(c) Could the aminoacyl–tRNA synthetase that aminoacylates 
the nonmutated tRNA play a role in minimizing the effects of a 
nonsense suppressor mutation?

52. Many naturally occurring antibiotics target bacterial ribo-
somes in order to inhibit protein synthesis. In theory, any of the 
events of translation—including ribosome assembly, tRNA binding, 
codon–anticodon pairing, and peptide bond formation—are poten-
tial targets for antibiotics. The synthetic antibiotics known as oxa-
zolidinones inhibit protein synthesis. Experiments show that these 
compounds do not directly inhibit peptide bond formation. They do 
inhibit translation initiation, but only at very high concentrations. 
This suggests that the oxazolidinones act by interfering with another 
aspect of translation. To test different possibilities, researchers 
used an E. coli lacZ expression system (lacZ codes for the enzyme 
b-galactosidase; see Section 21-1) and measured b-galactosidase 
enzymatic activity in the presence and absence of an oxazolidinone.

(a) First, the researchers engineered a stop codon into the 
N-terminal region of the polypeptide sequence and then 
measured b-galactosidase activity. What is the expected effect of 
the stop codon? Why was the stop codon introduced near the 
N-terminus of the protein rather than the C-terminus?
(b) The researchers observed that the level of b-galactosidase 
expressed from lacZ containing a stop codon was extremely low 
but increased about eightfold in the presence of the oxazolidi-
none. What does this suggest about the action of the oxazolidi-
none?
(c) Next, the researchers used a lacZ gene containing either a 
one-nucleotide insertion or a one-nucleotide deletion. How would 
these mutations affect the measured b-galactosidase activity?
(d) When the insertion and deletion mutations were tested in 
the presence of the antibiotic, b-galactosidase activity levels 
increased 15–25 times relative to levels in the absence of the 
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a match is confi rmed, a conformational change occurs and EF-Tu 
hydrolyzes its bound GTP. Could the SRP use a similar mechanism 
to perform a proofreading function?

65. Polyglutamine diseases are neurodegenerative disorders 
caused by mutations in the DNA that produce triplet CAG repeats. 
Proteins translated from the mutated genes contain long stretches of 
glutamines that interfere with protein folding. Polyglutamine 
 proteins tend to aggregate and form cytosolic and nuclear inclusion 
bodies. The result is a loss of neuron function, although the mecha-
nism is unknown. Recent studies show that post-translational 
 modifi cation of the polyglutamine proteins may play a role in the 
progression of the disease. Interestingly, some post-translational 
modifi cations are neurotoxic, while others are protective.

(a) Protein kinase B (see Section 10-2) phosphorylates a 
polyglutamine protein on an essential Ser, resulting in decreased 
toxicity. Draw the structure of a phosphorylated serine residue.
(b) Proteins are marked for degradation by the attachment of 
the protein ubiquitin to a lysine on the condemned protein (see 
Section 12-1). An isopeptide bond forms between the lysine side 
chain and the carboxyl terminal group of the ubiquitin. 
Ubiquitination enhances the degradation of the inclusion body 
protein. Draw the structure of the linkage between ubiquitin 
and a polyglutamine protein.
(c) Polyglutamine proteins interact with a histone acetyltrans-
ferase (see Section 20-5), sequestering the enzyme in inclusion 
bodies and hastening its degradation. What are the cellular 
consequences of this interaction?

66. The protein c-Myc is a leucine zipper protein that regulates 
gene expression in cell proliferation and differentiation. Its activity 
was known to be regulated by phosphorylation on a specifi c threo-
nine, but later studies showed that this same threonine could be 
modifi ed by an N-acetylglucosamine residue and that phosphoryla-
tion and glycosylation were competitive processes. The specifi c 
threonine is mutated in some human lymphomas. Draw the struc-
ture of the O-glycosylated threonine residue.

67. In the N-myristoylation process, myristic acid (14:0) is attached 
to an N-terminal glycine residue of a protein during translation. Draw 
the structure of a myristoylated N-terminal glycine residue.

68. In the palmitoylation process, palmitate (16:0) is attached to 
the side chain of an internal Cys residue of a protein. Draw the 
structure of a palmitoylated Cys residue. What proteins involved in 
cell-signaling pathways include this modifi cation, and what is the 
role of the palmitate?

abnormal gene) may develop a mild anemia, but homozygotes 
(who have two defective b globin genes) exhibit severe anemia. 
Explain why an extra copy of an a globin gene in an individual 
lacking one b globin gene would result in more severe anemia.
(d) Explain why a mutation in an a globin gene would reduce 
the severity of anemia in b thalassemia.
(e) Immature red blood cells produce a kinase that phosphory-
lates the ribosomal initiation factor eIF2. The phosphorylated 
eIF2 is unable to exchange bound GDP for GTP. How does this 
affect the rate of protein synthesis in the cell?
(f ) In the presence of heme, the kinase is inactive. How does 
this mechanism regulate hemoglobin synthesis?

59. The N-terminal sequence of the secreted protein bovine pro-
albumin is shown below. Identify the essential features of the signal 
peptide in this protein.

MKWVTFISLLLLFSSAYSRGV

signal peptidase
cleavage site

60. The mammalian signal recognition particle (SRP) consists of 
one molecule of RNA and six proteins. In addition to interacting with 
the signal peptide, what might be the role of the RNA in the SRP?

61. One of the six proteins in the mammalian signal recognition 
particle (SRP) contains a cleft lined with hydrophobic amino acids. 
Propose a role for this protein in the SRP.

62. Why does the mammalian signal recognition particle (SRP) 
bind to the nascent polypeptide as it emerges from the ribosome? 
Why doesn’t the SRP wait until translation is complete before 
escorting the new polypeptide to the ER membrane?

63. A eukaryotic “cell-free” translation system contains all the com-
ponents required for protein synthesis—ribosomes; tRNAs; aminoacyl–
tRNA synthetases; initiation, elongation, and termination factors; 
amino acids; GTP; and Mg21 ions. An exogenous mRNA added to 
this mixture can direct protein synthesis in vitro. When an mRNA 
encoding a secretory protein is added to this cell-free system, along 
with the SRP, the entire protein is synthesized. When microsomes 
(sealed vesicles derived from ER membranes) are subsequently added, 
the protein is not translocated into the microsomal lumen and the 
signal sequence is not removed. What does this observation reveal 
about the role of SRP in the synthesis of secretory proteins?

64. The elongation factor EF-Tu serves a proofreading role by 
monitoring codon–anticodon base pairing during translation. When 
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�-amino acid. See amino acid.
Amido group. A portion of a molecule with the formula OCONHO.
Amino acid (�-amino acid). A compound consisting of a carbon atom 
to which are attached a primary amino group, a carboxylate group, a 
side chain (R group), and an H atom.
Amino group. A portion of a molecule with the formula ONH2, 
ONHR, or ONR2, where R is an alkyl group.
Amino terminus. See N-terminus.
Amphiphilic (amphipathic). Having both polar and nonpolar  regions 
and therefore being both hydrophilic and hydrophobic.
Amyloid deposit. An accumulation of certain types of insoluble protein 
aggregates in tissues (e.g., in the brain in Alzheimer’s disease).
Anabolism. The reactions by which biomolecules are synthesized from 
simpler components.
Anaerobic. Occurring independently of oxygen.
Anaplerotic reaction. A reaction that replenishes the intermediates of 
a metabolic pathway.
Anemia. A condition caused by the insuffi cient production of or loss 
of red blood cells.
Anneal. To allow base pairing between complementary single polynu-
cleotide strands so that double-stranded segments form.
Anomers. Sugars that differ only in the confi guration around the 
 carbonyl carbon that becomes chiral when the sugar cyclizes.
Antagonist. A substance that binds to a receptor but does not elicit a 
cellular response.
Antenna pigment. A molecule that transfers its absorbed energy to 
other pigment molecules and eventually to a photosynthetic reaction 
center.
Anticodon. The sequence of three nucleotides in a tRNA that recog-
nizes an mRNA codon through complementary base pairing.
Antiparallel. Running in opposite directions.
Antiparallel � sheet. See � sheet.
Antiport. Transport that involves the simultaneous transmembrane 
movement of two molecules in opposite directions.
Antisense strand. See noncoding strand.
Apoptosis. Programmed cell death that results from extracellular 
or  intracellular signals and involves the activation of enzymes that 
 selectively degrade cellular structures.
Archaea. One of the two major groups of prokaryotes.
Atherosclerosis. A disease characterized by the formation of 
 cholesterol-containing fi brous plaques in the walls of blood vessels.
ATPase. An enzyme that catalyzes the hydrolysis of ATP to ADP � Pi .
Autoactivation. A process by which the product of an activation reac-
tion also acts as a catalyst for the same reaction, so that it appears that 
the compound catalyzes its own activation.
Autophosphorylation. The phosphorylation of a kinase by another 
molecule of the same kinase.
Axon. The extended portion of a neuron that conducts an action 
 potential from the cell body to a synapse with a target cell.

Backbone. The atoms that form the repeating linkages between suc-
cessive residues of a polymeric molecule, exclusive of the side chains.
Bacteria. One of the two major groups of prokaryotes.
Bacteriophage. A virus specifi c for bacteria. Also known as a phage.
Base. (1) A substance that can accept a proton. (2) A purine or pyrimi-
dine component of a nucleoside, nucleotide, or nucleic acid.
Base catalysis. A catalytic mechanism in which partial proton abstrac-
tion by a base lowers the free energy of a reaction’s transition state.
Base excision repair. A DNA repair pathway in which a damaged base is 
removed by a glycosylase so that the resulting abasic site can be repaired.

A site. The ribosomal binding site that accommodates an aminoacyl–
tRNA.
Abasic site. The deoxyribose residue remaining after the removal of a 
base from a DNA strand.
ABC transporter. A member of a family of structurally similar trans-
membrane proteins that use the free energy of ATP to drive conforma-
tional changes that move substances across the membrane.
Acid. A substance that can donate a proton.
Acid catalysis. A catalytic mechanism in which partial proton transfer 
from an acid lowers the free energy of a reaction’s transition state.
Acid dissociation constant (Ka). The dissociation constant for an acid 
in water.
Acid–base catalysis. A catalytic mechanism in which partial proton 
transfer from an acid or partial proton abstraction by a base lowers the 
free energy of a reaction’s transition state.
Acidic solution. A solution whose pH is less than 7.0 ([H�] � 10�7 M).
Acidosis. A pathological condition in which the pH of the blood drops 
below its normal value of 7.4.
Action potential. The momentary reversal of membrane potential that 
occurs during transmission of a nerve impulse.
Activation energy (free energy of activation, DG‡

). The free  energy of 
the transition state minus the free energies of the reactants in a chemical 
reaction.
Activator. A protein that binds at or near a gene so as to promote its 
transcription.
Active site. The region of an enzyme in which catalysis takes place.
Active transport. The transmembrane movement of a substance from 
low to high concentrations by a protein that couples this endergon-
ic transport to an exergonic process such as ATP hydrolysis. See also 
 secondary active transport.
Acyl group. A portion of a molecule with the formula OCOR, where 
R is an alkyl group.
Adipose tissue. Tissue consisting of cells that are specialized for the 
storage of triacylglycerols. See also brown adipose tissue.
A-DNA. A conformation of DNA in which the double helix is wider 
than the standard B-DNA helix and in which base pairs are inclined to 
the helix axis.
Aerobic. Occurring in or requiring oxygen.
Affi  nity chromatography. A procedure in which a molecule is isolated 
by its ability to bind specifi cally to a second immobilized  molecule.
Agonist. A substance that binds to a receptor so as to evoke a cellular 
response.
Aldose. A sugar whose carbonyl group is an aldehyde.
Alkalosis. A pathological condition in which the pH of the blood rises 
above its normal value of 7.4.
Allele. An alternate form of a gene; a diploid organism may contain 
two alleles for each gene.
Allosteric protein. A protein in which the binding of ligand at one site 
affects the binding of other ligands at other sites. See also cooperative 
binding.
Allosteric regulation. Binding of an activator or inhibitor to one sub-
unit of a multisubunit enzyme, which increases or decreases the catalytic 
activity of all the subunits. See also positive effector and negative effector.
� anomer. A sugar in which the OH substituent of the anomeric 
 carbon is on the opposite side of the ring from the CH2OH group of 
the chiral center that designates the D or L confi guration.
� carbon. See C�.
� helix. A regular secondary structure of polypeptides, with 3.6 resi-
dues per right-handed turn and hydrogen bonds between each back-
bone CPO group and the backbone NOH group that is four residues 
further.
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618 Glossary

Catabolism. The degradative metabolic reactions in which nu-
trients and cell constituents are broken down for energy and raw 
 materials.
Catalyst. A substance that promotes a chemical reaction without 
 undergoing permanent change. A catalyst increases the rate at which 
a reaction approaches equilibrium but does not affect the free energy 
change of the reaction.
Catalytic constant (kcat). The ratio of the maximal velocity (Vmax) of 
an enzyme-catalyzed reaction to the enzyme concentration. Also called 
a turnover number.
Catalytic perfection. A state achieved by an enzyme that operates at the 
diffusion-controlled limit.
Catalytic triad. The hydrogen-bonded Ser, His, and Asp residues that 
participate in catalysis in serine proteases.
cDNA. See complementary DNA.
CF. See cystic fi brosis.
C4 pathway. A photosynthetic process used in some plants to concen-
trate CO2 by incorporating it into oxaloacetate (a C4 compound).
Chain terminator. A nucleotide lacking a 3� OH group that is incorpo-
rated into a polynucleotide but cannot support further polymerization.
Channeling. The transfer of an intermediate product from one enzyme 
active site to another in such a way that the intermediate remains in 
contact with the protein.
Chaperone. See molecular chaperone.
Chemical labeling. A technique for identifying functional groups in a 
macromolecule by treating the molecule with a reagent that reacts with 
those groups.
Chemiosmotic theory. The postulate that the free energy of electron 
transport is conserved in the formation of a transmembrane proton gra-
dient that can be subsequently used to drive ATP synthesis.
Chemoautotroph. An organism that obtains its building materials and 
free energy from inorganic compounds.
Chirality. The asymmetry or “handedness” of a molecule such that it 
cannot be superimposed on its mirror image.
Chloroplast. The plant organelle in which photosynthesis takes place.
Chromatin. The complex of DNA and protein that comprises the 
 eukaryotic chromosomes.
Chromatography. A technique for separating the components of a 
mixture of molecules based on their partition between a mobile sol-
vent phase and a porous matrix (stationary phase), often  performed in 
a column.
Chromosome. The complex of protein and a single DNA molecule that 
comprises some or all of an organism’s genome.
Citric acid cycle. A set of eight enzymatic reactions, arranged in a cycle, 
in which energy in the form of ATP, NADH, and QH2 is recovered 
from the oxidation of the acetyl group of acetyl-CoA to CO2.
Clinical trial. A three-phase series of tests of a drug’s safety and effec-
tiveness in human subjects.
Clone. An organism or collection of identical cells derived from a single 
parental cell.
Cloning vector. A DNA molecule, such as a plasmid, that can accom-
modate a segment of foreign DNA for cloning.
Coagulation. The process of forming a blood clot.
Coding strand. The DNA strand that has the same sequence (except for 
the replacement of U with T) as the transcribed RNA; it is the nontem-
plate strand. Also called the sense strand.
Codon. The sequence of three nucleotides in DNA or RNA that speci-
fi es a single amino acid.
Coenzyme. A small organic molecule that is required for the catalytic 
activity of an enzyme. A coenzyme may be tightly associated with the 
enzyme as a prosthetic group.
Cofactor. A small organic molecule (coenzyme) or metal ion that is 
required for the catalytic activity of an enzyme.
Coiled coil. An arrangement of polypeptide chains in which two � 
 helices wind around each other.
Competitive inhibition. A form of enzyme inhibition in which a sub-
stance competes with the substrate for binding to the enzyme active site 
and thereby appears to increase KM.

Base pair. The specifi c hydrogen-bonded association between nucleic 
acid bases. The standard base pairs are A:T and G:C. See also bp.
Basic solution. A solution whose pH is greater than 7.0 ([H�] � 10�7 M).
B-DNA. The standard conformation of double-helical DNA.
� anomer. A sugar in which the OH substituent of the anomeric car-
bon is on the same side of the ring as the CH2OH of the chiral center 
that designates the D or L confi guration.
� barrel. A protein structure consisting of a � sheet rolled into a cylinder.
� oxidation. A series of enzyme-catalyzed reactions in which fatty acids are 
progressively degraded by the removal of two-carbon units as acetyl-CoA.
� sheet. A regular secondary structure in which extended polypeptide 
chains form interstrand hydrogen bonds. In parallel � sheets, the poly-
peptide chains all run in the same direction; in antiparallel � sheets, 
neighboring chains run in opposite directions.
Bilayer. An ordered, two-layered arrangement of amphiphilic mol-
ecules in which polar segments are oriented toward the two solvent-
exposed surfaces and the nonpolar segments associate in the center.
Bile acid. A cholesterol derivative that acts as a detergent to solubilize 
lipids for digestion and absorption.
Bimolecular reaction. A reaction involving two molecules, which may 
be identical or different.
Binding change mechanism. The mechanism whereby the subunits of 
ATP synthase adopt three successive conformations to convert ADP � 
Pi to ATP as driven by the dissipation of the transmembrane proton 
gradient.
Biofi lm. A complex of bacterial cells and a protective extracellular 
 matrix containing polysaccharides.
Bioinformatics. The use of computers in collecting, storing, access-
ing, and analyzing biological data, such as molecular sequences and 
structures.
Bisubstrate reaction. An enzyme-catalyzed reaction involving two 
 substrates.
Blue-white screening. A technique for distinguishing cells containing 
a �-galactosidase gene that has been interrupted by a foreign DNA seg-
ment such that it cannot give rise to an active enzyme that converts a 
substrate to a blue-colored product.
Blunt ends. The fully base-paired ends of a DNA fragment that are 
generated by a restriction endonuclease that cuts both strands at the 
same point.
Bohr eff ect. The decrease in O2 binding affi nity of hemoglobin in re-
sponse to a decrease in pH.
bp. Base pair, the unit of length used for DNA molecules.
Brown adipose tissue. A type of adipose tissue in which fatty acid oxi-
dation is uncoupled from ATP production so that the free energy of the 
fatty acids is released as heat.
Buff er. A solution of a weak acid and its conjugate base, which resists 
changes in pH upon the addition of acid or base.

C�. The alpha carbon, the carbon of an amino acid whose substituents 
are an amino group, a carboxylate group, an H atom, and a variable 
R group.
Calvin cycle. The sequence of photosynthetic reactions in which 
 ribulose-5-phosphate is carboxylated, converted to three-carbon carbo-
hydrate precursors, and regenerated.
cAMP. Cyclic AMP, an intracellular second messenger.
Cap. A 7-methylguanosine residue that is post-transcriptionally added 
to the 5� end of a eukaryotic mRNA.
Carbanion. A compound that bears a negative charge on a carbon atom.
Carbohydrate. A compound with the formula (CH2O)n , where n 	 3. 
Also called a saccharide.
Carbon fi xation. The incorporation of CO2 into biologically useful or-
ganic molecules.
Carbonyl group. A portion of a molecule with the formula OC .
Carboxyl group. A portion of a molecule with the formula OCOOH.
Carboxyl terminus. See C-terminus.
Carcinogen. An agent that causes a mutation in DNA that leads to 
cancer.
Carcinogenesis. The process of developing cancer.
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Denaturation. The loss of ordered structure in a polymer, such as 
the disruption of native conformation in an unfolded polypeptide 
or the unstacking of bases and separation of strands in a nucleic 
acid.
Denitrifi cation. The conversion of nitrate (NO�

3 ) to nitrogen (N2).
Deoxyhemoglobin. Hemoglobin that does not contain bound  oxygen 
or is not in the oxygen-binding conformation.
Deoxynucleotide. A nucleotide in which the pentose is 2�- deoxyribose.
Deoxyribonucleic acid. See DNA.
Desensitization. A cell’s adaptation to long-term stimulation through a 
reduced response to the stimulus.
Diabetes mellitus. A disease caused by a defi ciency of insulin or the 
inability to respond to insulin, and characterized by elevated levels of 
glucose in the blood.
Diazotroph. A bacterium that carries out nitrogen fi xation, the conver-
sion of N2 to NH3.
Dideoxy DNA sequencing. A technique for determining the nucleotide 
sequence of a DNA using dideoxy nucleotides so as to yield a collection 
of strands of all possible lengths.
Dielectric constant. A measure of the ability of a substance to interfere 
with electrostatic interactions; a solvent with a high dielectric constant 
is able to dissolve salts by shielding the attractive electrostatic forces that 
would otherwise bring the ions together.
Diff raction pattern. The record of the radiation scattered from an 
 object, for example, in X-ray crystallography.
Diff usion-controlled limit. The theoretical maximum rate of an 
 enzymatic reaction in solution, about 108 to 109 M�1 � s�1.
Dimer. An assembly consisting of two monomeric units.
Diploid. Having two equivalent sets of chromosomes.
Dipole–dipole interaction. A type of van der Waals interaction  between 
two strongly polar groups.
Disaccharide. A carbohydrate consisting of two monosaccharides.
Discontinuous synthesis. A mechanism whereby the lagging strand of 
DNA is synthesized as a series of fragments that are later joined.
Dissociation constant (K). The ratio of the products of the concentra-
tions of the dissociated species to those of their parent compounds at 
equilibrium.
Disulfi de bond. A covalent OSOSO linkage, often between two Cys 
residues in a protein.
DNA. A polymer of deoxynucleotides whose sequence of bases encodes 
genetic information in all living cells.
DNA chip. See microarray.
DNA fi ngerprinting. A technique for distinguishing individuals on the 
basis of DNA polymorphisms, such as the number of short tandem 
repeats.
DNA ligase. An enzyme that catalyzes the formation of a phosphodies-
ter bond to join two DNA strands.
DNA marker. An element of DNA structure, such as a gene or other 
known sequence, whose position on a chromosome is known.
dNTP. A deoxyribonucleoside triphosphate.
Domain. A stretch of polypeptide residues that fold into a globular unit 
with a hydrophobic core.

E. See reduction potential.
E��. See standard reduction potential.
E site. The ribosomal binding site that accommodates a deacylated 
tRNA before it dissociates from the ribosome.
Edman degradation. A procedure for the stepwise removal and identi-
fi cation of the N-terminal residues of a polypeptide.
EF. See elongation factor.
Ehlers–Danlos syndrome. A genetic disease characterized by elastic skin 
and joint hyperextensibility, caused by mutations in genes for collagen 
or collagen-processing proteins.
EI complex. The noncovalent complex that forms between an enzyme 
and a reversible inhibitor.
Eicosanoids. Compounds derived from the C20 fatty acid arachidonic 
acid, which act in or near the cells that produce them and mediate pain, 
fever, and other physiological responses.

Complement. (1) A molecule that pairs in a reciprocal fashion with 
another. (2) A set of circulating proteins that sequentially activate each 
other and lead to the formation of a pore in a microbial cell membrane.
Complementary DNA (cDNA). A segment of DNA synthesized from 
an RNA template.
Condensation reaction. The formation of a covalent bond between 
two molecules, during which the elements of water are lost.
Conformation. The three-dimensional shape of a molecule that it at-
tained through rotation of its bonds.
Conjugate acid. The compound that forms when a base accepts a proton.
Conjugate base. The compound that forms when an acid donates a 
proton.
Consensus sequence. A DNA or RNA sequence showing the nucleo-
tides most commonly found at each position.
Conservative substitution. A change of an amino acid residue in a pro-
tein to one with similar properties (e.g., Leu to Ile or Asp to Glu).
Constitutive. Being expressed at a continuous, steady rate rather than 
induced.
Convergent evolution. The independent development of similar char-
acteristics in unrelated species.
Cooperative binding. A situation in which the binding of a ligand at 
one site on a macromolecule affects the affi nity of other sites for the 
same ligand. See also allosteric protein.
Cori cycle. A metabolic pathway in which lactate produced by gly-
colysis in the muscles is transported via the bloodstream to the liver, 
where it is used for gluconeogenesis. The resulting glucose returns to 
the muscles.
Covalent catalysis. A catalytic mechanism in which the transient for-
mation of a covalent bond between the catalyst and a reactant lowers the 
free energy of a reaction’s transition state.
CpG island. A cluster of CG sequences that often marks the beginning 
of a gene in a mammalian genome.
Cristae. The invaginations of the inner mitochondrial membrane.
Cross-talk. The interactions of different signal transduction pathways 
through activation of the same signaling components.
Cryoelectron microscopy. A variation of electron crystallography in 
which electron diffraction data from a molecular structure are collected 
at very low temperatures.
C-terminus. The end of a polypeptide that has a free carboxylate group.
Cyclic electron fl ow. The light-driven circulation of electrons between 
Photosystem I and cytochrome b6 f , which leads to the production of 
ATP but not NADPH.
Cystic fi brosis (CF). A genetic disease that is caused by a mutation in 
a gene for a membrane transport protein and is characterized by thick 
mucus and bacterial lung infections.
Cytochrome. A protein that carries electrons via a prosthetic Fe- 
containing heme group.
Cytokinesis. The splitting of the cell into two following mitosis.
Cytoplasm. The entire contents of a cell excluding the nucleus.
Cytoskeleton. The network of intracellular fi bers that gives a cell its 
shape and structural rigidity.
Cytosol. The contents of a cell (cytoplasm) minus its nucleus and other 
membrane-bounded organelles.

d sugar. A monosaccharide isomer in which the asymmetric carbon far-
thest from the carbonyl group has the same spatial arrangement as the 
chiral carbon of D-glyceraldehyde.
Dark reactions. The photosynthetic reactions in which NADPH and 
ATP produced by the light reactions are used to incorporate CO2 into 
carbohydrates.
ddNTP. A dideoxynucleoside triphosphate.
Deamination. The hydrolytic removal of an amino group.
Degenerate code. A code in which more than one “word” encodes the 
same entity.
DG‡

. See activation energy.
DG��. See standard free energy change.
DGreaction. The difference in free energy between the reactants and 
products of a chemical reaction; 
Greaction � 
Gproducts � 
Greactants.
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Exocytosis. The fusion of an intracellular vesicle with the plasma mem-
brane in order to release the contents of the vesicle outside the cell.
Exon. A portion of a gene that appears in both the primary and mature 
mRNA transcripts.
Exonuclease. An enzyme that catalyzes the hydrolytic excision of a 
nucleotide residue from the end of a polynucleotide strand.
Exopeptidase. An enzyme that catalyzes the hydrolytic excision of an 
amino acid residue from one end of a polypeptide chain.
Extrinsic protein. See peripheral membrane protein.

F. See Faraday.
F-actin. The polymerized form of the protein actin. See also G-actin.
Factory model of replication. A model for DNA replication in which 
DNA polymerase and associated proteins remain stationary while the 
DNA template is spooled through them.
Faraday (F). The charge of one mole of electrons, equal to 96,485 
 coulombs � mol�1 or 96,485 J � V�1 � mol�1.
Fatty acid. A carboxylic acid with a long-chain hydrocarbon side group.
Feedback inhibitor. A substance that inhibits the activity of an enzyme 
that catalyzes an early step of the substance’s synthesis.
Feed-forward activation. The activation of a later step in a reaction 
sequence by the product of an earlier step.
Fermentation. An anaerobic catabolic process.
Fibrous protein. A protein characterized by a stiff, elongated conforma-
tion, that tends to form fi bers.
First-order reaction. A reaction whose rate is proportional to the con-
centration of a single reactant.
Fischer projection. A graphical convention for specifying molecular 
confi guration in which horizontal lines represent bonds that extend 
above the plane of the paper and vertical bonds extend below the plane 
of the paper.
5� end. The terminus of a polynucleotide whose C5� is not esterifi ed to 
another nucleotide residue.
Flip-fl op. See transverse diffusion.
Flippase. See translocase.
Fluid mosaic model. A model of biological membranes in which inte-
gral membrane proteins fl oat and diffuse laterally in a fl uid lipid layer.
Fluorescence. A mode of decay of an excited molecule, in which elec-
tronic energy is emitted in the form of a photon.
Flux. The rate of fl ow of metabolites through a metabolic pathway.
Fractional saturation (Y ). The fraction of a protein’s ligand-binding 
sites that are occupied by ligand.
Free energy (G). A thermodynamic quantity whose change indicates 
the spontaneity of a process. For spontaneous processes, 
G � 0, 
whereas for a process at equilibrium, 
G � 0.
Free energy of activation. See activation energy.
Free radical. A molecule with an unpaired electron.
Futile cycle. Two opposing metabolic reactions that function together 
to provide a control point for regulating metabolic fl ux.

G. See free energy.
G-actin. The monomeric form of the protein actin. See also F-actin.
G protein. A guanine nucleotide–binding and –hydrolyzing pro-
tein, involved in a process such as signal transduction or protein 
synthesis, that is inactive when it binds GDP and active when it 
binds GTP.
Gas constant (R). A thermodynamic constant equivalent to 8.3145 J � 
K�1 � mol�1.
Gated channel. A transmembrane channel that opens and closes in re-
sponse to a signal such as changing voltage, ligand binding, or mechani-
cal stress.
Gel fi ltration chromatography. See size-exclusion chromatography.
Gene. A unique sequence of nucleotides that encodes a polypeptide or 
RNA; it may include nontranscribed and nontranslated sequences that 
have regulatory functions.
Gene expression. The transformation by transcription and translation 
of the information contained in a gene to a functional RNA or protein 
product.

Electron crystallography. A technique for determining molecular 
structure by analyzing the pattern of diffraction of a beam from an elec-
tron microscope. See also cryoelectron microscopy.
Electron tomography. A technique for reconstructing three-dimen-
sional structures by analyzing electron micrographs of consecutive tissue 
slices.
Electron transport chain. A series of membrane-associated electron car-
riers that pass electrons from reduced coenzymes to molecular oxygen so 
as to recover free energy for the synthesis of ATP.
Electronegativity. A measure of an atom’s affi nity for electrons.
Electrophile. A compound containing an electron-poor center. 
An electrophile (electron-lover) reacts readily with a nucleophile 
 (nucleus-lover).
Electrophoresis. A procedure in which macromolecules are separated 
on the basis of charge or size by their differential migration through 
a gel-like matrix under the infl uence of an applied electric fi eld. In 
polyacrylamide gel electrophoresis (PAGE), the matrix is cross-linked 
polyacrylamide. In SDS-PAGE, the detergent sodium dodecyl sulfate is 
used to denature proteins.
Electrostatic catalysis. A catalytic mechanism in which sequestering 
the reacting groups away from the aqueous solvent lowers the free en-
ergy of a reaction’s transition state.
Elongation factor (EF). A protein that interacts with tRNA and/or the 
ribosome during polypeptide synthesis.
Epigenetics. The inheritance of genetic information that does not 
 depend on the sequence of the DNA.
Enantiomers. Stereoisomers that are nonsuperimposable mirror  images 
of one another.
Endergonic reaction. A reaction that has an overall positive free  energy 
change (a nonspontaneous process).
Endocytosis. The inward folding and budding of the plasma mem-
brane to form a new intracellular vesicle.
Endonuclease. An enzyme that catalyzes the hydrolysis of the phospho-
diester bonds between two nucleotide residues within a polynucleotide 
strand.
Endopeptidase. An enzyme that catalyzes the hydrolysis of a peptide 
bond within a polypeptide chain.
Enhancer. A eukaryotic DNA sequence located some distance from the 
transcription start site, where an activator of transcription may bind.
Enthalpy (H). A thermodynamic quantity that is taken to be equivalent 
to the heat content of a biochemical system.
Entropy (S). A measure of the degree of randomness or disorder of a 
system.
Enzyme. A biological catalyst. Most enzymes are proteins; a few are 
RNA.
Epimers. Sugars that differ only by the confi guration at one C atom 
(excluding the anomeric carbon).
Equilibrium. The point in a process at which the forward and reverse 
rates are exactly balanced so that it undergoes no net change.
Equilibrium constant (Keq). The ratio, at equilibrium, of the product of 
the concentrations of reaction products to that of the reactants.
ES complex. The noncovalent complex that forms between an enzyme 
and its substrate in the fi rst step of an enzyme-catalyzed reaction.
Essential compound. An amino acid, fatty acid, or other compound 
that an animal cannot synthesize and must therefore obtain in its diet.
Ester group. A portion of a molecule with the formula OCOOR, 
where R is an alkyl group.
Ether. A molecule with the formula ROR�, where R and R� are alkyl 
groups.
Euchromatin. The transcriptionally active, relatively uncondensed 
chromatin in a eukaryotic cell.
Eukarya. See eukaryote.
Eukaryote. An organism consisting of a cell (or cells) whose genetic 
material is contained in a membrane-bounded nucleus.
Exciton transfer. A mode of decay of an energetically excited molecule, 
in which electronic energy is transferred to a nearby unexcited molecule.
Exergonic reaction. A reaction that has an overall negative free  energy 
change (a spontaneous process).
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H. See enthalpy.
Half-reaction. The single oxidation or reduction process, involving the 
reduced and oxidized forms of a substance, that must be combined with 
another half-reaction to form a complete oxidation– reduction reaction.
Haploid. Having one set of chromosomes.
Haworth projection. A drawing of a sugar ring in which ring bonds 
that project in front of the plane of the paper are represented by heavy 
lines and ring bonds that project behind the plane of the paper are rep-
resented by light lines.
Helicase. An enzyme that unwinds DNA.
Heme. A protein prosthetic group that binds O2 (in myoglobin and 
hemoglobin) or undergoes redox reactions (in cytochromes).
Henderson–Hasselbalch equation. The mathematical expression of 
the relationship between the pH of a solution of a weak acid and its pK: 
pH � pK � log ([A�]/[HA]).
Hetero-. Different. In a heteropolymer, the subunits are not all 
 identical.
Heterochromatin. Highly condensed, nonexpressed eukaryotic DNA.
Heterotroph. An organism that obtains its building materials and free 
energy from organic compounds produced by otsxher organisms.
Heterozygous. Having one each of two gene variants.
Hexose. A six-carbon sugar.
Highly repetitive DNA. Clusters of short DNA sequences that are re-
peated side-by-side and are present at millions of copies in the human 
genome.
High-performance liquid chromatography (HPLC). An auto mated 
chromatographic procedure for fractionating molecules using high pres-
sure and computer-controlled solvent delivery.
Histone code. The correlation between patterns of covalent modifi ca-
tion of histone proteins and the transcriptional activity of the associated 
DNA.
Histones. Highly conserved basic proteins that form a core to which 
DNA is bound in a nucleosome.
HIV. The human immunodefi ciency virus, the causative agent of ac-
quired immunodefi ciency syndrome (AIDS).
Homo-. The same. In a homopolymer, all the subunits are identical.
Homologous genes. Genes that are related by evolution from a 
 common ancestor.
Homologous proteins. Proteins that are related by evolution from a 
common ancestor.
Homozygous. Having two identical copies of a particular gene.
Horizontal gene transfer. The transfer of genetic material between 
 species.
Hormone. A substance that is secreted by one tissue into the blood-
stream and that induces a physiological response in other tissues.
Hormone response element. A DNA sequence to which an intracellu-
lar hormone–receptor complex binds so as to regulate gene expression.
HPLC. See high-performance liquid chromatography.
Hydration. The molecular state of being surrounded by and interacting 
with solvent water molecules; that is, solvated by water.
Hydrogen bond. A partly electrostatic, partly covalent interaction 
 between a donor group such as OOH or NOH and an electronegative 
acceptor atom such as O or N.
Hydrolase. An enzyme that catalyzes a hydrolytic reaction.
Hydrolysis. The cleavage of a covalent bond accomplished by adding 
the elements of water; the reverse of a condensation.
Hydronium ion. A proton associated with a water molecule, H3O

�.
Hydrophilic. Having high enough polarity to readily interact with 
 water molecules. Hydrophilic substances tend to dissolve in water.
Hydrophobic. Having insuffi cient polarity to readily interact with 
 water molecules. Hydrophobic substances tend to be insoluble in water.
Hydrophobic eff ect. The tendency of water to minimize its contacts 
with nonpolar substances, thereby inducing the substances to aggregate.
Hydroxyl group. A portion of a molecule with the formula OOH.
Hyperglycemia. Elevated levels of glucose in the blood.

IF. See initiation factor.
Imine. A molecule with the formula NHC .

Gene therapy. The transfer of genetic material to the cells of an indi-
vidual in order to produce a therapeutic effect.
General transcription factor. One of a set of eukaryotic proteins that 
are typically required for the synthesis of mRNAs.
Genetic code. The correspondence between the sequence of nucleo-
tides in a nucleic acid and the sequence of amino acids in a polypeptide; 
a series of three nucleotides (a codon) specifi es an amino acid.
Genetic engineering. See recombinant DNA technology.
Genome. The complete set of genetic instructions in an organism.
Genome map. A reconstruction of an organism’s genome, based on 
DNA sequences and physical DNA markers.
Genome-wide association study (GWAS). An attempt to correlate ge-
netic variations with a trait such as a particular disease.
Genomics. The study of the size, organization, and gene content of 
organisms’ genomes.
Genotype. An organism’s genetic characteristics.
Globin. The polypeptide component of myoglobin and hemoglobin.
Globular protein. A water-soluble protein characterized by a compact, 
highly folded structure.
Glucogenic amino acid. An amino acid whose degradation yields a glu-
coneogenic precursor. See also ketogenic amino acid.
Gluconeogenesis. The synthesis of glucose from noncarbohydrate 
 precursors.
Glucose–alanine cycle. A metabolic pathway in which pyruvate 
 produced by glycolysis in the muscles is converted to alanine and trans-
ported to the liver, where it is converted back to pyruvate for gluconeo-
genesis. The resulting glucose returns to the muscles.
Glycan. See polysaccharide.
Glycerophospholipid. An amphipathic lipid in which two fatty acyl 
groups and a polar phosphate derivative are attached to a glycerol back-
bone.
Glycogen storage disease. An inherited defect in an enzyme or trans-
porter that affects the formation, structure, or degradation of glycogen.
Glycogenolysis. The enzymatic degradation of glycogen to glucose-1-
phosphate.
Glycolipid. A lipid to which carbohydrate is covalently attached.
Glycolysis. The 10-reaction pathway by which glucose is broken down 
to 2 pyruvate with the concomitant production of 2 ATP and the reduc-
tion of 2 NAD� to 2 NADH.
Glycomics. The systematic study of the structures and functions of car-
bohydrates, including large glycans and the small oligosaccharides of 
glycoproteins.
Glycoprotein. A protein to which carbohydrate is covalently attached.
Glycosaminoglycan. An unbranched polysaccharide consisting of alter-
nating residues of an amino sugar and a sugar acid.
Glycosidase. An enzyme that catalyzes the hydrolysis of glycosidic 
bonds.
Glycoside. A molecule containing a saccharide linked to another mol-
ecule by a glycosidic bond to the anomeric carbon.
Glycosidic bond. The covalent linkage between two monosaccharide 
units in a polysaccharide, or the linkage between the anomeric  carbon 
of a saccharide and an alcohol or amine.
Glycosylation. The attachment of carbohydrate chains to a protein 
through N- or O-glycosidic linkages.
Glycosyltransferase. An enzyme that catalyzes the addition of a mono-
saccharide residue to a polysaccharide.
Glyoxylate pathway. A variation of the citric acid cycle in plants that 
allows acetyl-CoA to be converted quantitatively to gluconeogenic 
 precursors.
Glyoxysome. A membrane-bounded plant organelle in which the 
 reactions of the glyoxylate pathway take place.
Gout. An infl ammatory disease, usually caused by impaired uric acid 
excretion and characterized by painful deposition of uric acid in the 
joints.
GPCR. G protein–coupled receptor, a transmembrane protein that 
binds an extracellular ligand and transmits the signal to the cell interior 
by interacting with an intracellular G protein.
GWAS. See genome-wide association study.
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Kinase. An enzyme that transfers a phosphoryl group between ATP 
and another molecule.
Kinetics. The study of chemical reaction rates.
KM. See Michaelis constant.
Kw. See ionization constant of water.
Kwashiorkor. A form of severe malnutrition resulting from inadequate 
protein intake; marked by abdominal swelling and reddish hair. See also 
marasmus.

l sugar. A monosaccharide isomer in which the asymmetric carbon 
 farthest from the carbonyl group has the same spatial arrangement as 
the chiral carbon of L-glyceraldehyde.
Lagging strand. The DNA strand that is synthesized as a series of dis-
continuous fragments that are later joined.
Lateral diff usion. The movement of a lipid within one leafl et of a 
 bilayer.
Le Châtelier’s principle. The observation that a change in concentra-
tion, temperature, volume, or pressure in a system at equilibrium causes 
the equilibrium to shift in order to counteract the change.
Leading strand. The DNA strand that is synthesized continuously dur-
ing DNA replication.
Ligand. (1) A small molecule that binds to a larger molecule. (2) A 
molecule or ion bound to a metal ion.
Ligase. An enzyme that catalyzes bond formation coupled with the 
 hydrolysis of ATP.
Light reactions. The photosynthetic reactions in which light energy is 
absorbed and used to generate NADPH and ATP.
Light-harvesting complex. A pigment-containing protein that collects 
light energy in order to transfer it to a photosynthetic reaction center.
Lineweaver–Burk plot. A rearrangement of the Michaelis–Menten equa-
tion that permits the determination of KM and Vmax from a linear plot.
Lipid. Any member of a broad class of macromolecules that are largely 
or wholly hydrophobic and therefore tend to be insoluble in water but 
soluble in organic solvents.
Lipid bilayer. See bilayer.
Lipid-linked protein. A protein that is anchored to a biological mem-
brane via a covalently attached lipid.
Lipolysis. The degradation of a triacylglycerol so as to release fatty  acids.
Lipoprotein. A globular particle, containing lipids and proteins, that 
transports lipids between tissues via the bloodstream.
Lock-and-key model. An early model of enzyme action, in which the 
substrate fi t the enzyme like a key in a lock.
Locus. The chromosomal location of a gene or other DNA marker.
London dispersion forces. The weak van der Waals interactions be-
tween nonpolar groups as a result of fl uctuations in their electron distri-
butions that create a temporary separation of charge (polarity).
Loop. A segment of a polypeptide that joins two elements of secondary 
structure; usually found on the protein surface.
Low-barrier hydrogen bond. A short, strong hydrogen bond in which 
the proton is equally shared by the donor and acceptor atoms.
Lyase. An enzyme that catalyzes the elimination of a group to form a 
double bond.
Lysosome. A membrane-bounded organelle in a eukaryotic cell that 
contains a battery of hydrolytic enzymes and that functions to digest 
ingested material and to recycle cell components.

Major groove. The wider of the two grooves on a DNA double helix.
Marasmus. Body wasting due to inadequate intake of all types of foods. 
See also kwashiorkor.
Mass action ratio. The ratio of the product of the concentrations of 
reaction products to that of the reactants.
Mass spectrometry. A technique for identifying molecules by measur-
ing the mass-to-charge ratios of gas-phase ions, such as peptide frag-
ments.
Melting temperature (Tm). The midpoint temperature of the melting 
curve for the thermal denaturation of a macromolecule. For a lipid, the 
temperature of transition from an ordered crystalline state to a more 
fl uid state.

Imino group. A portion of a molecule with the formula NHC .
Imprinting. A heritable variation in the level of expression of a gene 
according to its parental origin.
In vitro. In the laboratory (literally, in glass).
In vitro mutagenesis. See site-directed mutagenesis.
In vivo. In a living organism.
Induced fi t. An interaction between a protein and its ligand that 
 induces a conformational change in the protein that enhances the 
 protein’s interaction with the ligand.
Inhibition constant (KI). The dissociation constant for the complex 
 between an enzyme and a reversible inhibitor.
Initiation factor (IF). A protein that interacts with mRNA and/or the 
ribosome and that is required to initiate translation.
Insulin resistance. The inability of cells to respond to insulin.
Integral membrane protein. A membrane protein that is embedded in 
the lipid bilayer. Also called an intrinsic protein.
Intermediate fi lament. A 100-Å-diameter cytoskeletal element consist-
ing of coiled-coil polypeptide chains.
Intermembrane space. The compartment between the inner and outer 
mitochondrial membranes, which is equivalent to the cytosol in ionic 
composition.
Intrinsic protein. See integral membrane protein.
Intrinsically unstructured protein. A protein whose tertiary structure 
includes highly fl exible extended segments that can adopt different con-
formations.
Intron. A portion of a gene that is transcribed but excised by splicing 
prior to translation.
Invariant residue. A residue in a protein that is the same in all evolu-
tionarily related proteins.
Ion exchange chromatography. A fractionation procedure in which 
charged molecules are selectively retained by a matrix bearing  oppositely 
charged groups.
Ion pair. An electrostatic interaction between two ionic groups of op-
posite charge.
Ionic interaction. An electrostatic interaction between two groups that 
is stronger than a hydrogen bond but weaker than a covalent bond.
Ionization constant of water (Kw). A quantity that relates the concen-
trations of H� and OH� in pure water: K w � [H�][OH�] � 10�14.
Irregular secondary structure. A segment of a polymer in which each 
residue has a different backbone conformation; the opposite of regular 
secondary structure.
Irreversible inhibitor. A molecule that binds to and permanently inac-
tivates an enzyme.
Isoacceptor tRNA. A tRNA that carries the same amino acid as  another 
tRNA but has a different codon.
Isoelectric point (pI). The pH at which a molecule has no net charge.
Isomerase. An enzyme that catalyzes an isomerization reaction.
Isoprenoid. A lipid constructed from fi ve-carbon units with an iso-
prene skeleton. Also called a terpenoid.
Isozymes. Different proteins that catalyze the same reaction.

k. See rate constant.
K. See dissociation constant.
Ka. See acid dissociation constant.
kb. Kilobase pairs; 1000 base pairs.
kcat. See catalytic constant.
kcat /KM. The apparent second-order rate constant for an enzyme- 
catalyzed reaction; it indicates the enzyme’s overall catalytic effi ciency.
Keq. See equilibrium constant.
Ketogenesis. The synthesis of ketone bodies from acetyl-CoA.
Ketogenic amino acid. An amino acid whose degradation yields com-
pounds that can be converted to fatty acids or ketone bodies but not to 
glucose. See also glucogenic amino acid.
Ketone bodies. Compounds (acetoacetate and 3-hydroxybutyrate) that 
are produced from acetyl-CoA by the liver and used as metabolic fuels 
in other tissues when glucose is unavailable.
Ketose. A sugar whose carbonyl group is a ketone.
KI. See inhibition constant.
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Moderately repetitive DNA. Sequences of DNA that are present at 
hundreds of thousands of copies in the human genome.
Molecular chaperone. A protein that binds to unfolded or misfolded 
proteins in order to promote their normal folding.
Molecular cloning. See recombinant DNA technology.
Molecular weight. See Mr .
Monomer. A structural unit from which a polymer is built up.
Monosaccharide. A carbohydrate consisting of a single sugar molecule.
Motor protein. An intracellular protein that couples the free energy 
of ATP hydrolysis to molecular movement relative to another pro-
tein that often acts as a track for the linear movement of the motor 
protein.
Mr. Relative molecular mass. A dimensionless quantity that is defi ned 
as the ratio of the mass of a particle to 1/12th the mass of a 12C atom. 
Also known as molecular weight.
mRNA. See messenger RNA.
Multienzyme complex. A group of noncovalently associated enzymes 
that catalyze two or more sequential steps in a metabolic pathway.
Multifunctional enzyme. A protein that carries out more than one 
chemical reaction.
Mutagen. An agent that induces a mutation in an organism.
Mutase. An enzyme that catalyzes the transfer of a functional group 
from one position to another on a molecule.
Mutation. A heritable alteration in an organism’s genetic material.
Myelin sheath. The multilayer coating of sphingomyelin-rich mem-
branes that insulates a mammalian neuron.

Native structure. The fully folded conformation of a macromolecule.
Natural selection. The evolutionary process by which the continued 
existence of a replicating entity depends on its ability to survive and 
reproduce under the existing conditions.
ncRNA. See noncoding RNA.
Near-equilibrium reaction. A reaction whose 
G value is close to zero, 
so that it can operate in either direction depending on the substrate and 
product concentrations.
Negative eff ector. A substance that diminishes an enzyme’s activity 
through allosteric inhibition.
Nernst equation. An expression of the relationship between the actual 
(E) and standard reduction potential (E�) of a substance A: E � E� � 
(RT /nF) ln([Areduced ]/[Aoxidized ]).
Neurotransmitter. A substance released by a nerve cell to alter the ac-
tivity of a target cell.
Neutral solution. A solution whose pH is equal to 7.0 ([H�] � 
10�7 M).
Nick. A single-strand break in a double-stranded nucleic acid.
Nick translation. The progressive movement of a single-strand break 
(nick) in DNA through the actions of an exonuclease that removes resi-
dues followed by a polymerase that replaces them.
Nitrifi cation. The conversion of ammonia (NH3) to nitrate (NO�

3 ).
Nitrogen cycle. A set of reactions, including nitrogen fi xation, nitrifi ca-
tion, and denitrifi cation, for the interconversion of different forms of 
nitrogen.
Nitrogen fi xation. The process by which atmospheric N2 is  converted 
to a biologically useful form such as NH3.
N-linked oligosaccharide. An oligosaccharide linked to the amide 
group of a protein Asn residue.
NMR. See nuclear magnetic resonance spectroscopy.
Noncoding RNA (ncRNA). An RNA molecule that is not translated into 
protein.
Noncoding strand. The DNA strand that has a sequence complemen-
tary (except for the replacement of U with T) to the transcribed RNA; 
it is the template strand. Also called the antisense strand.
Noncompetitive inhibition. A form of enzyme inhibition in which an 
inhibitor binds to an enzyme such that the apparent Vmax decreases but 
KM is not affected.
Noncyclic electron fl ow. The light-driven linear path of electrons from 
water through Photosystems II and I, which leads to the production of 
O2, NADPH, and ATP.

Membrane potential (D�). The difference in electrical charge across a 
membrane.
Messenger RNA (mRNA). A ribonucleic acid whose sequence is com-
plementary to that of a protein-coding gene in DNA.
Metabolic acidosis. A low blood pH caused by the overproduction or 
retention of hydrogen ions.
Metabolic alkalosis. A high blood pH caused by the excessive loss of 
hydrogen ions.
Metabolic fuel. A molecule that can be oxidized to provide free energy 
for an organism.
Metabolic pathway. A series of enzyme-catalyzed reactions by which 
one substance is transformed into another.
Metabolic syndrome. A set of symptoms related to obesity, including 
inulin resistance, atherosclerosis, and hypertension.
Metabolically irreversible reaction. A reaction whose value of 
G is 
large and negative so that the reaction cannot proceed in reverse.
Metabolism. The total of all degradative and biosynthetic cellular 
 reactions.
Metabolite. A reactant, intermediate, or product of a metabolic reaction.
Metabolome. The complete set of metabolites produced by a cell or 
tissue.
Metabolomics. The study of all the metabolites produced by a cell or 
tissue.
Metal ion catalysis. A catalytic mechanism that requires the presence 
of a metal ion to lower the free energy of a reaction’s transition state.
Micelle. A globular aggregate of amphiphilic molecules in aqueous 
 solution that are oriented such that polar segments form the surface 
of the aggregate and the nonpolar segments form a core that is out of 
contact with the solvent.
Michaelis constant (KM). For an enzyme that follows the Michaelis– 
Menten model, K M � (k�1 � k 2)/k1; K M is equal to the substrate con-
centration at which the reaction velocity is half-maximal.
Michaelis–Menten equation. A mathematical expression that describes 
the activity of an enzyme in terms of the substrate concentration ([S]), 
the enzyme’s maximal velocity (Vmax), and its Michaelis constant (KM): 
v0 � Vmax[S]/(KM � [S]).
Micro RNA (miRNA). A 20- to 25-nucleotide double-stranded RNA 
that binds to and inactivates a number of complementary mRNA mol-
ecules in RNA interference.
Microarray. A collection of DNA sequences that hybridize with RNA 
molecules and that can therefore be used to identify active genes. Also 
called a DNA chip.
Microbiome. The collection of microorganisms that live in or on the 
human body.
Microenvironment. A group’s immediate neighbors, whose chemical 
and physical properties may affect the group.
Microfi lament. A 70-Å-diameter cytoskeletal element composed of 
 polymerized actin subunits.
Microtubule. A 240-Å-diameter cytoskeletal element consisting of a 
hollow tube of polymerized tubulin subunits.
Minor groove. The narrower of the two grooves on a DNA double 
 helix.
(�) end. The end of a polymeric fi lament where growth is slower. See 
also (�) end.
miRNA. See micro RNA.
Mismatch repair. A DNA repair pathway that removes and replaces 
 mispaired nucleotides on a newly synthesized DNA strand.
Mitochondrial matrix. The gel-like solution of enzymes, substrates, 
 cofactors, and ions in the interior of the mitochondrion.
Mitochondrion (pl. mitochondria). The double-membrane- enveloped 
eukaryotic organelle in which aerobic metabolic reactions  occur, includ-
ing those of the citric acid cycle, fatty acid oxidation, and oxidative phos-
phorylation.
Mixed inhibition. A form of enzyme inhibition in which an inhibitor 
binds to the enzyme such that it cause the apparent Vmax to decrease and 
the apparent KM to increase or decrease.
Mobilization. The process in which polysaccharides, triacylglycerols, 
and proteins are degraded to make metabolic fuels available.
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Oxidoreductase. An enzyme that catalyzes an oxidation–reduction 
 reaction.
Oxyanion hole. A cavity in the active site of a serine protease that ac-
commodates the reactants during the transition state and thereby lowers 
its energy.
Oxyhemoglobin. Hemoglobin that contains bound oxygen or is in the 
oxygen-binding conformation.

P site. The ribosomal binding site that accommodates a peptidyl–
tRNA.
PAGE. Polyacrylamide gel electrophoresis. See electrophoresis and 
SDS-PAGE.
Palindrome. A segment of DNA that has the same sequence on each 
strand when read in the 5� S 3� direction.
Parallel � sheet. See � sheet.
Partial oxygen pressure (pO2). The concentration of gaseous O2 in 
units of torr.
Passive transport. The thermodynamically spontaneous protein-
mediated transmembrane movement of a substance from high to low 
concentration.
Pasteur eff ect. The greatly increased sugar consumption of yeast 
grown under anaerobic conditions compared to that of yeast grown 
 under aerobic conditions.
PCR. See polymerase chain reaction.
Pentose. A fi ve-carbon sugar.
Pentose phosphate pathway. A pathway for glucose degradation that 
yields ribose-5-phosphate and NADPH.
Peptide. A short polypeptide.
Peptide bond. An amide linkage between the �-amino group of one 
amino acid and the �-carboxylate group of another. Peptide bonds link 
the amino acid residues in a polypeptide.
Peptide group. The planar OCOONHO group that encompasses 
the peptide bond between amino acid residues in a polypeptide.
Peptidoglycan. The cross-linked polysaccharides and polypeptides that 
form bacterial cell walls.
Peripheral membrane protein. A protein that is weakly associated with 
the surface of a biological membrane. Also called an extrinsic protein.
Periplasmic compartment. The space between the inner membrane 
and the outer membrane of gram-negative bacteria.
Peroxisome. A eukaryotic organelle with specialized oxidative func-
tions, including fatty acid degradation.
p50. The ligand concentration (or pressure for a gaseous ligand) at which 
a binding protein such as hemoglobin is half-saturated with ligand.
pH. A quantity used to express the acidity of a solution, equivalent to 
�log[H�].
Phage. See bacteriophage.
Pharmacokinetics. The behavior of a drug in the body, including its 
metabolism and excretion.
Phenotype. An organism’s physical characteristics.
Phosphatase. An enzyme that hydrolyzes phosphoryl ester groups.
Phosphodiester bond. The linkage in which a phosphate group is ester-
ifi ed to two alcohol groups (e.g., two ribose units that join the adjacent 
nucleotide residues in a polynucleotide).
Phosphoinositide signaling system. A signal transduction pathway in 
which hormone binding to a cell-surface receptor induces phospholi-
pase C to catalyze the hydrolysis of phosphatidylinositol bisphosphate 
to yield the second messengers inositol trisphosphate and diacylglycerol.
Phospholipase. An enzyme that hydrolyzes one or more bonds in a 
glycerophospholipid.
Phosphorolysis. The cleavage of a chemical bond by the substitution of 
a phosphate group rather than water.
Phosphoryl group. A portion of a molecule with the formula OPO3H2.
Photoautotroph. An organism that obtains its building materials from 
inorganic compounds and its free energy from sunlight.
Photon. A packet of light energy.
Photooxidation. A mode of decay of an excited molecule, in which 
oxidation occurs through the transfer of an electron to an acceptor 
 molecule.

Nonessential amino acid. An amino acid that an organism can synthe-
size from common intermediates.
Nonhomologous end joining. A ligation process that repairs a double-
stranded break in DNA.
Nonreducing sugar. A saccharide with an anomeric carbon that has 
formed a glycosidic bond and cannot therefore act as a reducing agent.
Nonspontaneous process. A thermodynamic process that has a net in-
crease in free energy (
G � 0) and can occur only with the input of free 
energy from outside the system. See also endergonic reaction.
NMR spectroscopy. See nuclear magnetic resonance spectroscopy.
N-terminus. The end of a polypeptide that has a free amino group.
Nuclear magnetic resonance (NMR) spectroscopy. A spectroscopic 
method in which the signals emitted by atomic nuclei in a magnetic 
fi eld can be used to determine the three-dimensional  molecular struc-
ture of a protein or nucleic acid.
Nuclease. An enzyme that degrades nucleic acids.
Nucleic acid. A polymer of nucleotide residues. The major nucleic ac-
ids are deoxyribonucleic acid (DNA) and ribonucleic acid (RNA). Also 
known as a polynucleotide.
Nucleolus. The region of the eukaryotic nucleus where rRNA is pro-
cessed and ribosomes are assembled.
Nucleophile. A compound containing an electron-rich group. A nu-
cleophile (nucleus-lover) reacts with an electrophile (electron-lover).
Nucleoside. A compound consisting of a nitrogenous base linked to a 
fi ve-carbon sugar (ribose or deoxyribose).
Nucleosome. The disk-shaped complex of a histone octamer and DNA 
that represents the fundamental unit of DNA organization in eukaryotes.
Nucleotide. A compound consisting of a nucleoside esterifi ed to one 
or more phosphate groups. Nucleotides are the monomeric units of 
nucleic acids.
Nucleotide excision repair. A DNA repair pathway in which a  damaged 
single-stranded segment of DNA is removed and replaced with normal 
DNA.

Okazaki fragments. The short segments of DNA formed in the discon-
tinuous lagging-strand synthesis of DNA.
Oligonucleotide. A polynucleotide consisting of a few nucleotide 
 residues.
Oligopeptide. A polypeptide consisting of a few amino acid residues.
Oligosaccharide. A polymeric carbohydrate containing a few monosac-
charide residues.
O-linked oligosaccharide. An oligosaccharide linked to the hydroxyl 
group of a protein Ser or Thr side chain.
Omega-3 fatty acid. A fatty acid with a double bond starting at the 
third carbon from the methyl (omega) end of the molecule.
Oncogene. A mutant gene that interferes with the normal regulation of 
cell growth and contributes to cancer.
Open reading frame (ORF). A portion of the genome that potentially 
codes for a protein.
Operon. A prokaryotic genetic unit that consists of several genes with 
related functions that are transcribed as a single mRNA molecule.
Ordered reaction. A multisubstrate reaction with a compulsory  order 
of substrate binding to the enzyme.
Orientation eff ects. See proximity and orientation effects.
ORF. See open reading frame.
Orphan gene. A gene that appears to have no counterpart in the 
 genome of another species.
Osmosis. The movement of solvent from a region of low solute con-
centration to a region of high solute concentration.
Osteogenesis imperfecta. A disease caused by mutations in collagen 
genes and characterized by bone fragility and deformation.
Oxidant. See oxidizing agent.
Oxidation. A reaction in which a substance loses electrons.
Oxidative phosphorylation. The process by which the free energy ob-
tained from the oxidation of metabolic fuels is used to generate ATP 
from ADP � Pi .
Oxidizing agent. A substance that can accept electrons, thereby 
 becoming reduced. Also called an oxidant.
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Processivity. A property of a motor protein or other enzyme that 
 undergoes many reaction cycles before dissociating from its track or 
substrate.
Product inhibition. A form of enzyme inhibition in which the reaction 
product acts as a competitive inhibitor.
Prokaryote. A unicellular organism that lacks a membrane-bounded 
nucleus. All bacteria are prokaryotes.
Promoter. The DNA sequence at which RNA polymerase binds to ini-
tiate transcription.
Proofreading. An additional catalytic activity of an enzyme, which acts 
to correct errors made by the primary enzymatic activity.
Prosthetic group. An organic group (such as a coenzyme) that is per-
manently associated with a protein.
Protease. An enzyme that catalyzes the hydrolysis of peptide bonds.
Protease inhibitor. An agent, often a protein, that reacts incompletely 
with a protease so as to inhibit further proteolytic activity.
Proteasome. A multiprotein complex with a hollow cylindrical core in 
which cellular proteins are degraded to peptides in an ATP- dependent 
process.
Protein. A macromolecule that consists of one or more polypeptide 
chains.
Protein kinase. An enzyme that catalyzes the transfer of a phosphoryl 
group from ATP to the OH group of a protein Ser, Thr, or Tyr residue.
Proteoglycan. An extracellular aggregate of protein and glycosamino-
glycans.
Proteome. The complete set of proteins synthesized by a cell.
Proteomics. The study of all the proteins synthesized by a cell.
Protofi lament. One of the 13 linear polymers of tubulin subunits that 
forms a microtubule.
Proton jumping. The rapid movement of a proton among hydrogen-
bonded water molecules.
Proton wire. A series of hydrogen-bonded water molecules and  protein 
groups that can relay protons from one site to another.
Protonmotive force. The free energy of the electrochemical proton gra-
dient that forms during electron transport.
Proximity and orientation eff ects. A catalytic mechanism in which re-
acting groups are brought close together in an enzyme active site to 
accelerate the reaction.
Purine. A derivative of the compound purine, such as the nucleotide 
base adenine or guanine.
Pyrimidine. A derivative of the compound pyrimidine, such as the 
nucleotide base cytosine, uracil, or thymine.
Pyrosequencing. A procedure for determining the sequence of nucleo-
tides in DNA by detecting a fl ash of light generated by the addition of 
a new nucleotide to a growing DNA strand.

Q cycle. The cyclic fl ow of electrons involving a semiquinone interme-
diate in Complex III of mitochondrial electron transport and in photo-
synthetic electron transport.
qPCR. See quantitative PCR.
Quantitative PCR (qPCR). A variation of the polymerase chain reaction 
in which the level of gene expression can be measured. Also known as 
real-time PCR.
Quantum yield. The ratio of carbon atoms fi xed or oxygen molecules 
produced to the number of photons absorbed by the photosynthetic 
machinery.
Quaternary structure. The spatial arrangement of a macromolecule’s 
individual subunits.
Quorum sensing. The ability of cells to monitor population density by 
detecting the concentrations of extracellular substances.

R. See gas constant.
R group. A symbol for a variable portion of a molecule, such as the side 
chain of an amino acid.
R state. One of two conformations of an allosteric protein; the other 
is the T state.
Raft. An area of a lipid bilayer with a distinct lipid composition and 
near-crystalline consistency.

Photophosphorylation. The synthesis of ATP from ADP � Pi coupled 
to the dissipation of a proton gradient that has been generated through 
light-driven electron transport.
Photoreceptor. A light-absorbing molecule, or pigment.
Photorespiration. The consumption of O2 and evolution of CO2 by 
plants (a dissipation of the products of photosynthesis), a consequence 
of the competition between O2 and CO2 for ribulose-5-phosphate 
 carboxylase.
Photosynthesis. The light-driven incorporation of CO2 into organic 
compounds.
Pi. Inorganic phosphate or a phosphoryl group: HPO3

2 or PO3
22.

pI. See isoelectric point.
Ping pong reaction. An enzymatic reaction in which one or more prod-
ucts are released before all the substrates have bound to the enzyme.
pK. A quantity used to express the tendency for an acid to donate a pro-
ton (dissociate); equal to �log K, where K is the dissociation constant.
Planck’s law. An expression for the energy (E ) of a photon: E � hc/�, 
where c is the speed of light, � is its wavelength, and h is Planck’s con-
stant (6.626 � 10�34 J � s).
Plasmid. A small circular DNA molecule that autonomously replicates 
and may be used as a cloning vector.
(�) end. The end of a polymeric fi lament where growth is faster. See 
also (�) end.
P:O ratio. The ratio of the number of molecules of ATP synthesized 
from ADP � Pi to the number of atoms of oxygen reduced.
Point mutation. The substitution of one base for another in DNA, aris-
ing from mispairing during DNA replication or from chemical altera-
tions of existing bases.
Polarity. Having an uneven distribution of charge.
Poly(A) tail. The sequence of adenylate residues that is post-transcrip-
tionally added to the 3� end of eukaryotic mRNAs.
Polyacrylamide gel electrophoresis (PAGE). See electrophoresis.
Polymer. A molecule consisting of numerous smaller units that are 
linked together in an organized manner.
Polymerase. An enzyme that catalyzes the addition of nucleotide resi-
dues to a polynucleotide.
Polymerase chain reaction (PCR). A procedure for amplifying a seg-
ment of DNA by repeated rounds of replication centered  between prim-
ers that hybridize with the two ends of the DNA  segment of interest.
Polynucleotide. See nucleic acid.
Polypeptide. A polymer consisting of amino acid residues linked in 
linear fashion by peptide bonds.
Polyprotein. A polypeptide that undergoes proteolysis after its synthe-
sis to yield several separate protein molecules.
Polyprotic acid. A substance that has more than one acidic proton and 
therefore has multiple ionization states.
Polysaccharide. A polymeric carbohydrate containing multiple mono-
saccharide residues. Also called a glycan.
Polysome. An mRNA transcript bearing multiple ribosomes in the 
process of translating the mRNA.
Porin. A � barrel protein in the outer membrane of bacteria, 
 mitochondria, or chloroplasts that forms a weakly solute-selective pore.
Positive eff ector. A substance that boosts an enzyme’s activity through 
allosteric activation.
Post-translational modifi cation (processing). The removal or de-
rivatization of amino acid residues following their incorporation into 
a polypeptide.
pO2. See partial oxygen pressure.
PPi. A pyrophosphoryl group: H3P2O6, H2P2O6

2, HP2O6
22, or P2O6

32.
Primary structure. The sequence of residues in a polymer.
Primer. An oligonucleotide that base pairs with a template polynucleo-
tide strand and is extended through template-directed polymerization.
Prion. An infectious protein that causes its cellular counterparts to mis-
fold and aggregate, thereby leading to the development of a disease such 
as transmissible spongiform encephalopathy.
Probe. A labeled single-stranded DNA or RNA segment that can hy-
bridize with a DNA or RNA of interest in a screening procedure.
Processing. See RNA processing and post-translational modifi cation.
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Respiratory acidosis. A low blood pH caused by insuffi cient elimina-
tion of CO2 (carbonic acid) by the lungs.
Respiratory alkalosis. A high blood pH caused by the excessive loss of 
CO2 (carbonic acid) from the lungs.
Restriction digest. The generation of a set of DNA fragments by the 
action of a restriction endonuclease.
Restriction endonuclease. A bacterial enzyme that cleaves a specifi c 
DNA sequence.
Restriction fragment. A segment of DNA produced by the action of a 
restriction endonuclease.
Reverse transcriptase. A DNA polymerase that uses RNA as its 
 template.
RF. See release factor.
Ribonucleic acid. See RNA.
Ribosomal RNA (rRNA). The RNA molecules that provide structural 
support for the ribosome and catalyze peptide bond formation.
Ribosome. The RNA-and-protein particle that synthesizes polypep-
tides under the direction of mRNA.
Ribosome recycling factor (RRF). A protein that binds to a ribosome 
after protein synthesis to prepare it for another round of translation.
Ribozyme. An RNA molecule that has catalytic activity.
RNA. A polymer of ribonucleotides, such as messenger RNA (mRNA), 
transfer RNA (tRNA), and ribosomal RNA (rRNA).
RNA interference (RNAi). A phenomenon in which short RNA seg-
ments direct the degradation of complementary mRNA, thereby inhib-
iting gene expression.
RNA processing. The addition, removal, or modifi cation of nucleo-
tides in an RNA molecule that is necessary to produce a fully functional 
RNA.
RNA world. A hypothetical time before the evolution of DNA or 
 protein, when RNA stored genetic information and functioned as a 
catalyst.
RRF. See ribosome recycling factor.
rRNA. See ribosomal RNA.

S. See entropy.
Saccharide. See carbohydrate.
Salvage pathway. A pathway that reincorporates an intermediate of 
nucleotide degradation into a new nucleotide, thereby minimizing the 
need for the nucleotide biosynthetic pathways.
Saturated fatty acid. A fatty acid that does not contain any double 
bonds in its hydrocarbon chain.
Saturation. The state in which all of a macromolecule’s ligand- binding 
sites are occupied by ligand.
Schiff  base. An imine that forms between an amine and an aldehyde 
or ketone.
Scissile bond. The bond that is to be cleaved during a proteolytic 
 reaction.
SDS-PAGE. A form of polyacrylamide gel electrophoresis in which de-
natured polypeptides are separated by size in the presence of the deter-
gent sodium dodecyl sulfate. See electrophoresis.
Second messenger. An intracellular ion or molecule that acts as a sig-
nal for an extracellular event such as ligand binding to a cell-surface 
 receptor.
Secondary active transport. Transmembrane transport of one sub-
stance that is driven by the free energy of an existing gradient of a 
 second substance.
Secondary structure. The local spatial arrangement of a polymer’s 
backbone atoms without regard to the conformations of its substituent 
side chains.
Second-order reaction. A reaction whose rate is proportional to the 
square of the concentration of one reactant or to the product of the 
concentrations of two reactants.
Selection. A technique for distinguishing cells that contain a particular 
feature, such as resistance to an antibiotic.
Semiconservative replication. The mechanism of DNA duplication in 
which each new molecule contains one strand from the  parent molecule 
and one newly synthesized strand.

Random reaction. A multisubstrate reaction without a compulsory 
 order of substrate binding to the enzyme.
Rate constant (k). The proportionality constant between the velocity of 
a chemical reaction and the concentration(s) of the reactant(s).
Rate equation. A mathematical expression for the time-dependent 
progress of a reaction as a function of reactant concentration.
Rate-determining reaction. The slowest step in a multistep sequence, 
such as a metabolic pathway, whose rate determines the rate of the en-
tire sequence.
Rational drug design. The synthesis of more effective drugs based on 
detailed knowledge of the target molecule’s structure and function.
Reactant. One of the starting materials for a chemical reaction.
Reaction center. A chlorophyll-containing protein where photooxida-
tion takes place.
Reaction coordinate. A line representing the progress of a reaction, part 
of a graphical presentation of free energy changes during a reaction.
Reaction specifi city. The ability of an enzyme to discriminate between 
possible substrates and to catalyze a single type of chemical reaction.
Reading frame. The grouping of nucleotides in sets of three whose se-
quence corresponds to a polypeptide sequence.
Real-time PCR. See quantitative PCR.
Receptor. A binding protein that is specifi c for its ligand and elicits a 
discrete biochemical effect when its ligand is bound.
Receptor tyrosine kinase. A cell-surface receptor whose intracellular 
domain becomes active as a Tyr-specifi c kinase as a result of extracel-
lular ligand binding.
Recombinant DNA technology. The set of techniques used to construct 
a DNA molecule containing DNA segments from different sources. 
Also called genetic engineering and molecular cloning.
Recombination. The exchange of polynucleotide strands between 
 separate DNA segments; recombination is one mechanism for  repairing 
damaged DNA by allowing a homologous segment to serve as a tem-
plate for replacement of the damaged bases.
Redox center. A group that can undergo an oxidation–reduction 
 reaction.
Redox reaction. A chemical reaction in which one substance is  reduced 
and another substance is oxidized.
Reducing agent. A substance that can donate electrons, thereby 
 becoming oxidized. Also called a reductant.
Reducing sugar. A saccharide with an anomeric carbon that has not 
formed a glycosidic bond and can therefore act as a reducing agent.
Reductant. See reducing agent.
Reduction. A reaction in which a substance gains electrons.
Reduction potential (E). A measure of the tendency of a substance to 
gain electrons.
Regular secondary structure. A segment of a polymer in which the 
backbone adopts a regularly repeating conformation; the opposite of 
irregular secondary structure.
Release factor (RF). A protein that recognizes a stop codon and causes 
a ribosome to terminate polypeptide synthesis.
Renaturation. The refolding of a denatured macromolecule so as to 
regain its native conformation.
Replication. The process of making an identical copy of a DNA mole-
cule. During DNA replication, the parental polynucleotide strands sep-
arate so that each can direct the synthesis of a complementary daughter 
strand, resulting in two complete DNA double helices.
Replication fork. The point in a replicating DNA molecule where the 
two parental strands separate in order to serve as templates for the syn-
thesis of new strands.
Repressor. A protein that binds at or near a gene so as to prevent its 
transcription.
Residue. A term for a monomeric unit after it has been incorporated 
into a polymer.
Resonance stabilization. The effect of delocalization of electrons in a 
molecule that cannot be depicted by a single structural diagram.
Respiration. The metabolic phenomenon whereby organic molecules 
are oxidized, with the electrons eventually transferred to molecular 
 oxygen.
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Stereocilia. Microfi lament-stiffened cell processes on the surface of 
cells in the inner ear, which are defl ected in response to sound waves.
Sticky ends. Single-stranded extensions of DNA that are complemen-
tary, often because they have been generated by the action of the same 
restriction endonuclease.
Stroma. The gel-like solution of enzymes and small molecules in the 
interior of the chloroplast; the site of carbohydrate synthesis.
Substrate. A reactant in an enzymatic reaction.
Substrate-level phosphorylation. The transfer of a phosphoryl group 
to ADP that is directly coupled to another chemical reaction.
Subunit. One of several polypeptide chains that make up a protein.
Sugar–phosphate backbone. The chain of (deoxy)ribose groups linked 
by phosphodiester bonds in a polynucleotide chain.
Suicide substrate. A molecule that chemically inactivates an enzyme 
only after undergoing part of the normal catalytic reaction.
Sulfhydryl group. A portion of a molecule with the formula OSH.
Supercoiling. A topological state of DNA in which the helix is under-
wound or overwound so that the molecule tends to writhe or coil up 
on itself.
Symport. Transport that involves the simultaneous transmembrane 
movement of two molecules in the same direction.
Synaptic vesicle. A vesicle loaded with neurotransmitters to be released 
from the end of an axon.

T state. One of two conformations of an allosteric protein; the other 
is the R state.
TATA box. A eukaryotic promoter element with an AT-rich sequence 
located upstream from the transcription start site.
Tautomer. One of a set of isomers that differ only in the positions of 
their hydrogen atoms.
Telomerase. An enzyme that uses an RNA template to polymerize de-
oxynucleotides and thereby extend the 3�-ending strand of a eukaryotic 
chromosome.
Telomere. The end of a linear eukaryotic chromosome, which consists 
of tandem repeats of a short G-rich sequence on the 3�-ending strand 
and its complementary sequence on the 5�-ending strand.
Terpenoid. See isoprenoid.
Tertiary structure. The entire three-dimensional structure of a single-
chain polymer, including the conformations of its side chains.
Tetramer. An assembly consisting of four monomeric units.
Tetrose. A four-carbon sugar.
Thalassemia. A hereditary disease caused by insuffi cient synthesis of 
hemoglobin, which results in anemia.
Thermogenesis. The process of generating heat by muscular contrac-
tion or by metabolic reactions.
Thick fi lament. A muscle cell structural element that is composed of 
several hundred myosin molecules.
Thin fi lament. A muscle cell structural element that consists primarily 
of an actin fi lament.
Thioester. A compound containing an ester linkage to a sulfur rather 
than an oxygen atom.
3� end. The terminus of a polynucleotide whose C3� is not esterifi ed to 
another nucleotide residue.
Thylakoid. The membranous structure in the interior of a chloroplast 
that is the site of the light reactions of photosynthesis.
Tm. See melting temperature.
Topoisomerase. An enzyme that alters DNA supercoiling by breaking 
and resealing one or both strands.
Trace element. An element that is present in small quantities in a living 
organism.
Transamination. The transfer of an amino group from an amino acid 
to an �-keto acid to yield a new �-keto acid and a new amino acid.
Transcription. The process by which RNA is synthesized using a DNA 
template, thereby transferring genetic information from the DNA to 
the RNA.
Transcription factor. A protein that promotes the transcription of a 
gene by binding to DNA sequences at or near the gene or by interacting 
with other proteins that do so.

Sense strand. See coding strand.
Serine protease. A peptide-hydrolyzing enzyme that has a reactive Ser 
residue in its active site.
Set-point. A body weight that is maintained through regulation of fuel 
metabolism and that resists change when an individual attempts to alter 
fuel consumption or expenditure.
Signal peptide. A short sequence in a membrane or secretory protein 
that binds to the signal recognition particle in order to direct the trans-
location of the protein across a membrane.
Signal recognition particle (SRP). A complex of protein and RNA that 
recognizes membrane and secretory proteins and mediates their binding 
to a membrane for translocation.
Signal transduction. The process by which an extracellular signal is 
transmitted to the cell interior by binding to a cell-surface receptor such 
that binding triggers a series of intracellular events.
Silencer. A DNA sequence some distance from the transcription start 
site, where a repressor of transcription may bind.
Single-nucleotide polymorphism (SNP). A nucleotide sequence varia-
tion in the genomes of two individuals from the same species.
siRNA. See small interfering RNA.
Site-directed mutagenesis. A technique in which a cloned gene is mu-
tated in a specifi c manner. Also called in vitro mutagenesis.
Size-exclusion chromatography. A procedure in which macromol-
ecules are separated on the basis of their size and shape. Also called gel 
fi ltration chromatography.
Small interfering RNA (siRNA). A 20- to 25-nucleotide double- stranded 
RNA that targets for destruction a fully complementary mRNA mol-
ecule in RNA interference.
Small nuclear RNA (snRNA). Highly conserved RNAs that participate 
in eukaryotic mRNA splicing.
Small nucleolar RNA (snoRNA). RNA molecules that direct the se-
quence-specifi c methylation of eukaryotic rRNA transcripts.
snoRNA. See small nucleolar RNA.
SNP. See single-nucleotide polymorphism.
snRNA. See small nuclear RNA.
Solute. The substance that is dissolved in water or another solvent to 
make a solution.
Solvation. The state of being surrounded by solvent molecules.
Specifi city pocket. A cavity on the surface of a serine protease, whose 
chemical characteristics determine the identity of the substrate residue 
on the N-terminal side of the bond to be cleaved.
Sphingolipid. An amphipathic lipid containing an acyl group, a 
 palmitate derivative, and a polar head group attached to a ser-
ine backbone. In sphingomyelins, the head group is a phosphate 
 derivative.
Sphingomyelin. See sphingolipid.
Spliceosome. A complex of protein and snRNA that carries out the 
splicing of immature mRNA molecules.
Splicing. The process by which introns are removed and exons are 
joined to produce a mature RNA transcript.
Spontaneous process. A thermodynamic process that has a net de-
crease in free energy (
G � 0) and occurs without the input of free 
energy from outside the system. See also exergonic reaction.
SRP. See signal recognition particle.
Stacking interactions. The stabilizing van der Waals interactions 
 between successive (stacked) bases in a polynucleotide.
Standard conditions. A set of conditions including a temperature 
of 25C, a pressure of 1 atm, and reactant concentrations of 1 M. 
 Biochemical standard conditions include a pH of 7.0 and a water con-
centration of 55.5 M.
Standard free energy change (�G��). The force that drives reactants to 
reach their equilibrium values when the system is in its biochemical 
standard state.
Standard reduction potential (E��). A measure of the tendency of a 
substance to gain electrons (to be reduced) under standard conditions.
Steady state. A set of conditions under which the formation and deg-
radation of individual components are balanced such that the system 
does not change over time.

BMGloss.indd Page 627  24/09/12  12:58 PM user-F391BMGloss.indd Page 627  24/09/12  12:58 PM user-F391 /Users/user-F391/Desktop/Users/user-F391/Desktop



628 Glossary

Uncoupler. A substance that allows the proton gradient across a mem-
brane to dissipate without ATP synthesis so that electron transport 
 proceeds without oxidative phosphorylation.
Unimolecular reaction. A reaction involving one molecule.
Uniport. Transport that involves transmembrane movement of a  single 
molecule.
Unsaturated fatty acid. A fatty acid that contains at least one double 
bond in its hydrocarbon chain.
Urea cycle. A cyclic metabolic pathway in which amino groups are 
converted to urea for disposal.
Usher syndrome. A genetic disease characterized by profound deafness 
and retinitis pigmentosa that leads to blindness, caused in some cases by 
a defective myosin protein.

v. Velocity (rate) of a reaction.
van der Waals interaction. A weak noncovalent association between 
molecules that arises from the attractive forces between polar groups 
(dipole–dipole interactions) or between nonpolar groups whose fl uc-
tuating electron distribution gives rise to temporary dipoles (London 
dispersion forces).
van der Waals radius. The distance from an atom’s nucleus to its effec-
tive electronic surface.
Variable residue. A position in a polypeptide that is occupied by differ-
ent residues in evolutionarily related proteins; its substitution has little 
or no effect on protein function.
Vesicle. A fl uid-fi lled sac enclosed by a lipid-bilayer membrane.
Vitamin. A metabolically required substance that cannot be synthesized 
by an animal and must therefore be obtained from the diet.
Vmax. Maximal velocity of an enzymatic reaction.
Voltage-gated channel. A membrane transport channel that opens and 
closes in response to a change in membrane potential.
v0. Initial velocity of an enzymatic reaction.

Warburg eff ect. The increased rate of glycolysis observed in cancerous 
tissues.
Wobble hypothesis. An explanation for the nonstandard base pairing 
between tRNA and mRNA at the third codon position, which allows a 
tRNA to recognize more than one codon.

X-Ray crystallography. A method for determining three-dimensional 
molecular structures from the diffraction pattern produced by  exposing 
a crystal of a molecule to a beam of X-rays.
�	. See membrane potential.

Y. See fractional saturation.

Z. The net charge of an ion.
Zinc fi nger. A protein structural motif consisting of 20–60 residues, 
including Cys and His residues to which one or two Zn2� ions are tetra-
hedrally coordinated.
Z-scheme. A Z-shaped diagram indicating the electron carriers and 
their reduction potentials in the photosynthetic electron transport 
 system of plants and cyanobacteria.
Zymogen. The inactive precursor (proenzyme) of a proteolytic  enzyme.

Transcriptome. The set of all the RNA molecules produced by a cell.
Transcriptomics. The study of the genes that are transcribed in a cer-
tain cell type or at a certain time.
Transfer RNA (tRNA). The small L-shaped RNAs that deliver specifi c 
amino acids to ribosomes according to the sequence of a bound mRNA.
Transferase. An enzyme that catalyzes the transfer of a functional 
group from one molecule to another.
Transgenic organism. An organism that stably expresses a foreign gene.
Transition mutation. A point mutation in which one purine (or py-
rimidine) is replaced by another purine (or pyrimidine).
Transition state. The point of highest free energy, or the structure 
that corresponds to that point, in the reaction coordinate diagram of 
a chemical reaction.
Transition state analog. A stable substance that geometrically and elec-
tronically resembles the transition state of a reaction and that therefore 
may inhibit an enzyme that catalyzes the reaction.
Translation. The process of transforming the information contained in 
the nucleotide sequence of an RNA to the corresponding amino acid 
sequence of a polypeptide as specifi ed by the genetic code.
Translocase. An enzyme that catalyzes the movement of a lipid from 
one bilayer leafl et to another. Also called a fl ippase.
Translocation. The movement of tRNA and mRNA, relative to the 
ribosome, that occurs following formation of a peptide bond and that 
allows the next mRNA codon to be translated.
Translocon. The complex of membrane proteins that mediates the 
transmembrane movement of a polypeptide.
Transmissible spongiform encephalopathy (TSE). A fatal neurodegen-
erative disease caused by infection with a prion.
Transpeptidation. The ribosomal process in which the peptidyl group 
attached to a tRNA is transferred to the aminoacyl group of another 
tRNA, forming a new peptide bond and lengthening the polypeptide 
by one residue at its C-terminus.
Transposable element. A segment of DNA, sometimes including 
genes, that can move (be copied) from one position to another in a 
genome.
Transverse diff usion. The movement of a lipid from one leafl et of a 
bilayer to the other. Also called fl ip-fl op.
Transversion mutation. A point mutation in which a purine is replaced 
by a pyrimidine or vice versa.
Treadmilling. The addition of monomeric units to one end of a poly-
mer and their removal from the opposite end such that the length of the 
polymer remains unchanged.
Triacylglycerol. A lipid in which three fatty acids are esterifi ed to a 
glycerol backbone. Also called a triglyceride.
Triglyceride. See triacylglycerol.
Trimer. An assembly consisting of three monomeric units.
Triose. A three-carbon sugar.
Triple helix. The right-handed helical structure formed by three left-
handed helical polypeptide chains in collagen.
Trisaccharide. A carbohydrate consisting of three monosaccharides.
tRNA. See transfer RNA.
TSE. See transmissible spongiform encephalopathy.
Tumor suppressor gene. A gene whose loss or mutation may lead to 
cancer.
Turnover number. See catalytic constant.

Uncompetitive inhibition. A form of enzyme inhibition in which an 
inhibitor binds to an enzyme–substrate complex such that the apparent 
Vmax and KM are both decreased to the same extent.
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17. As described in the text, palmitate and cholesterol are highly nonpolar 
and are therefore insoluble in water. Both are highly aliphatic. Alanine is water 
soluble because its amino group and carboxylate group are ionized, which ren-
der the molecule “saltlike.” Glucose is also water soluble because its aldehyde 
group and many hydroxyl groups are able to form hydrogen bonds with water.

19. DNA forms a more regular structure because DNA consists of only four 
different nucleotides, whereas proteins are made up of as many as 20 differ-
ent amino acids. In addition, the 20 amino acids have much more individual 
variation in their structures than do the four nucleotides. Both of these fac-
tors result in a more regular structure for DNA. The cellular role of DNA 
relies on the sequence of the nucleotides that make up the DNA, not on the 
overall shape of the DNA molecule itself. Proteins, on the other hand, fold 
into unique shapes, as illustrated by endothelin in Figure 1-4. The ability of 
proteins to fold into a wide variety of shapes means that proteins can also 
serve a wide variety of biochemical roles in the cell. According to Table 1-2, 
the major roles of proteins in the cell are to carry out metabolic reactions and 
to support cellular structures.

21. The pancreatic amylase is unable to digest the glycosidic bonds that link 
the glucose residues together in cellulose. Figure 1-6 shows the structural dif-
ferences between starch and cellulose. Pancreatic amylase binds to starch prior 
to catalyzing the hydrolysis of the glycosidic bond; thus, the enzyme and the 
starch must have shapes that are complementary. The enzyme would be unable 
to bind to the cellulose, whose structure is much different from that of starch.

23. A positive entropy change indicates that the system has become more 
disordered; a negative entropy change indicates that the system has become 
more ordered.
 (a) negative (b) positive
 (c) positive (d) positive
 (e) negative

25. The polymeric molecule is more ordered and thus has less entropy. 
A mixture of constituent monomers has a large number of different 
arrangements (like the balls scattered on a pool table) and thus has greater 
entropy.

27. The dissolution of ammonium nitrate in water is a highly endothermic 
process, as indicated by the positive value of �H. This means that when 
ammonium nitrate dissolves in water, the system absorbs heat from the sur-
roundings and the surroundings become cold. The plastic bag containing 
the ammonium nitrate becomes cold and can be used as a cold pack to treat 
an injury.

29. First, calculate �H and �S, as described in Sample Calculation 1-1:
 DH 5 HB 2 HA

 DH 5 60 kJ ? mol21 2 54 kJ ? mol21

 DH 5 6 kJ ? mol21

DS  5 SB 2 SA

 DH 5 43 J ? K21 ? mol21 2 22 J ? K21 ? mol21

 DH 5 21 J ? K21 ? mol21

 (a)  DG 5 (6000 J ? mol21) 2 (4 1 273 K)(21 J ? K21 ? mol21)
   DG 5 180 J ? mol21

 The reaction is not favorable at 4�C.

 (b)  DG 5 (6000 J ? mol21) 2 (37 1 273 K)(21 J ? K21 ? mol21)
   DG 5 2510 J ? mol21

 The reaction is favorable at 37�C.

31. 0 . 214.3 kJ ? mol21 2 (273 1 25 K) (DS)
 14.3 kJ ? mol21 . 2(273 1 25 K) (DS)
 248 J ? mol21 . DS
  �S could be any positive value, or it could have a negative value smaller 

than �48 J � mol�1.

 3. Amino acids, monosaccharides, nucleotides, and lipids are the four 
types of biological small molecules. Amino acids, monosaccharides, and nu-
cleotides can form polymers of proteins, polysaccharides, and nucleic acids, 
 respectively.

 5. (a) Mainly C and H plus some O
 (b) C, H, and O
 (c) C, H, O, and N plus small amounts of S

 7. (a) You should measure the nitrogen content, since this would indicate 
the presence of protein (neither lipids nor carbohydrates contain nitrogen).

 (b) You could add the compound that contains the most nitrogen, com-
pound B, which is melamine. (Melamine is a substance that has been 
added to some pet foods and milk products from China so that they would 
appear to contain more protein. Melamine is toxic to pets and children.)

 (c) Compound C is an amino acid, so it would already be present in 
protein-containing food.

 9. All amino acids have carboxylate groups. All have primary amino groups 
except for proline, which has a secondary amino group.

11. Asn has an amido group and Cys has a sulfhydryl group.

13. 

H

H OH

H OH

H

OHCH2

OH

HO

HC

O

Hydroxyl

Carbonyl

15. Uracil has a carbonyl functional group, whereas cytosine has an amino 
functional group.
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Chapter 1

 1.
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 5. The arrows point toward hydrogen acceptors and away from hydrogen 
donors.

O

C N

N

N N

N

H

H

H

H

H
O

O

S

O

O

O

O

O

C�H3N

H2N

CH CH

COO�

CH2

NH2

CH2

CH3

Aspartame
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 7. (a) van der Waals forces (dipole–dipole interactions)
 (b) Hydrogen bonding
 (c) van der Waals forces (London dispersion forces)
 (d) Ionic interactions

 9. From the highest melting point to the lowest melting point: C, B, E, A, D. 
Compound C (urea, melting point 133�C) has three functional groups that can 
serve as hydrogen donors and/or acceptors. Compound B (acetamide, melting 
point 80.16�C) has one less —NH group than Compound C and therefore 
forms fewer hydrogen bonds. Compound E (propionaldehyde, melting point 
�80�C) has one functional group that can serve as a hydrogen bond acceptor, 
but it has no donors, so dipole–dipole forces are the strongest intermolecular 
forces in a sample of this compound. Compound A (methyl ethyl ether, melt-
ing point �113�C) also has one functional group that can serve as a hydrogen 
bond acceptor (it has no donors), but it has hydrocarbon portions that interact 
with one another via London dispersion forces. Compound D (pentane, melting 
point �139.67�C) is nonpolar and experiences only London dispersion forces, 
so it has the lowest melting point in the group.

11. Aquatic organisms that live in the pond are able to survive the winter. 
Since the water at the bottom of the pond remains in the liquid form instead 
of freezing, the organisms are able to move around. The ice on top of the 
pond also serves as an insulating layer from the cold winter air.

13. The positively charged ammonium ion is surrounded by a shell of water 
molecules that are oriented so that their partially negatively charged oxygen 
atoms interact with the positive charge on the ammonium ion. Similarly, the 
negatively charged sulfate ion is hydrated with water molecules oriented so 
that the partially positively charged hydrogen atoms interact with the nega-
tive charge on the sulfate anion. (Not shown in the diagram is the fact that 
the ammonium ions outnumber the sulfate ions by a 2:1 ratio. Also note that 
the exact number of water molecules shown is unimportant.)
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33. Process (d) is never spontaneous.

35. The dissolution of urea in water is an endothermic process and has a 
positive �H value. In order to be spontaneous, the process must also have 
a positive �S value in order for the free energy change of the process to be 
negative. Solutions have a higher order of entropy than the solvent and solute 
alone.

37. (a) The conversion of glucose to glucose-6-phosphate is not favorable 
because the �G value for the reaction is positive, indicating an ender-
gonic process.

 (b) If the two reactions are coupled, the overall reaction would be the 
sum of the two individual reactions. The �G value would be the sum of 
the �G values for the two individual reactions.

 ATP 1 glucose Δ ADP 1 glucose-6-phosphate
 DG 5 216.7 kJ ? mol21

  Coupling the conversion of glucose to glucose-6-phosphate with the 
hydrolysis of ATP has converted an unfavorable  reaction to a favorable 
reaction. The �G value of the coupled reaction is negative, which indi-
cates that the reaction as written is favorable.

39. C (most oxidized), A, B (most reduced)

41. (a) oxidized (b) oxidized 
 (c) oxidized (d) reduced

43. (a) Palmitate’s carbon atoms, which have the formula OCH2O, are 
more reduced than CO2, so their reoxidation to CO2 can release free 
energy.

 (b) Because the OCH2O groups of palmitate are more reduced than those 
of glucose (OHCOHO), their conversion to the fully oxidized CO2 would 
be even more thermodynamically favorable (have a larger negative value of 
�G ) than the conversion of glucose carbons to CO2. Therefore, palmitate 
carbons could provide more free energy than glucose carbons.

45. The experiment was signifi cant because it demonstrated that it was pos-
sible to synthesize the building blocks of biological macromolecules (amino 
acids, carbohydrates, and nucleic acids) using only inorganic gases as starting 
materials and lightning as an energy source, that is, the conditions that most 
likely existed in the prebiotic world.

47. Morphological differences, which are useful for classifying large 
 organisms, are not useful for bacteria, which often look alike. Furthermore, 
microscopic organisms do not leave an easily interpreted imprint in the  fossil 
 record, as vertebrates do. Thus, molecular information is often the only 
means for tracing the evolutionary history of bacteria.

49. (a) H15 and H7 are closely related, as are H4 and H14.
 (b) H4 and H14 are most closely related to H3.

Chapter 2

 1. The water molecule is not perfectly tetrahedral because the electrons 
in the nonbonding orbitals repel the electrons in the bonding orbitals more 
than the bonding electrons repel each other. The angle between the bonding 
orbitals is therefore slightly less than 109�.

 3. Ammonia is polar because it has one unshared electron pair. Its shape is 
trigonal pyramidal, and the molecule is not symmetrical. Nitrogen is more elec-
tronegative than hydrogen, so partial negative charges reside on the nitrogen and 
partial positive charges on the hydrogens.

N

H
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��

��
��

H H
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23. 
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 (c) The hydrophobic grease can move into the hydrophobic core of the 
water-soluble soap micelle. The “dissolved” grease can then be washed 
away with the micelle.

25. (a) The nonpolar core of the lipid bilayer helps prevent the passage of 
water since the polar water molecules cannot easily penetrate the hydro-
phobic core of the bilayer.

 (b) Most human cells are surrounded by a fl uid containing about 
150 mM Na� and slightly less Cl� (see Fig. 2-13). A solution containing 
150 mM NaCl mimics the extracellular fl uid and therefore helps main-
tain the isolated cells in near-normal conditions. If the cells were placed 
in pure water, water would tend to enter the cells by osmosis; this might 
cause the cells to burst.

27. (a) CO2 is nonpolar and would be able to cross a bilayer.
 (b) Glucose is polar and would not be able to pass through a bilayer be-

cause the presence of the hydroxyl groups means glucose is highly hydrated 
and would not be able to pass through the nonpolar tails of the molecules 
forming the bilayer.

 (c) DNP is nonpolar and would be able to cross a bilayer.
 (d) Calcium ions are charged and are, like glucose, highly hydrated and 

would not be able to cross a lipid bilayer.

29. Substances present at high concentration move to an area of low concen-
tration spontaneously, or “down” a concentration gradient in a process that 
increases their entropy. The export of Na� ions out of the cell requires that 
the sodium ions be transported from an area of low concentration to an area 
of high concentration. The same is true for potassium transport. Thus, these 
processes are not spontaneous, and an input of cellular energy is required to 
accomplish the transport.

31. In a high-solute medium, the cytoplasm loses water; therefore its volume 
decreases. In a low-solute medium, the cytoplasm gains water and therefore 
its volume increases.

33. Since the molecular mass of H2O is 18.0 g ? mol�1, a given volume (for 
example, 1 L or 1000 g) has a molar concentration of 1000 g ? L�1 �18.0 g ? 
mol�1 � 55.5 M. By defi nition, a liter of water at pH 7.0 has a hydrogen 
ion concentration of 1.0 � 10�7 M. Therefore, the ratio of [H2O] to [H�] 
is 55.5 M/(1.0 � 10�7 M) � 5.55 � 108.

35. The HCl is a strong acid and dissociates completely. This means that the 
concentration of hydrogen ions contributed by the HCl is 1.0 � 10�9 M. 
But the concentration of the  hydrogen ions contributed by the dissociation 

15. (a) Surface tension is defi ned as the force that must be applied to surface 
molecules in a liquid so that they may experience the same forces as the 
molecules in the interior of the liquid. Water’s surface tension is greater 
than ethanol’s because the strength and number of water’s intermolecular 
forces (hydrogen bonds) are both greater. Ethanol’s OOH group also 
forms hydrogen bonds, but the hydrocarbon portion of the molecule 
cannot interact favorably with water, and weaker London dispersion 
forces form instead.

 (b) The kinetic energy of the water molecules increases when tem-
perature increases. Intermolecular forces are weaker in strength as a 
consequence of the increased molecular motion. Because surface ten-
sion increases when the strength of intermolecular forces increases, 
as described in part (a), surface tension decreases when temperature 
increases.

17. Methanol, which has the highest dielectric constant, would be the best 
solvent for the cationic NH4

�. The polarity of the alcohols, which all contain 
a primary OOH group, varies with the size of the hydrocarbon portion. 
1-Butanol, with the largest hydrophobic group, is the least polar and there-
fore has the highest dielectric constant.

19. (a) First, calculate the number of moles of protein using Avogadro’s 
number:

1000 molecules 3
1 mole

6.02 3 1023 molecules
 5 1.66 3 10221 moles

  Next, calculate the volume of the cell, expressing r in centimeters:

volume 5
4pr3

3
5

4p(5 3 1025 cm)3

3
5 5.2 3 10213 cm3

  Since 1 cm3 � 1 mL, the volume is 5.2 � 10�13 mL, or 5.2 � 10�16 L.

 Therefore, the concentration of the protein is

1.66 3 10221 moles

5.2 3 10216 L
5 3.3 3 1026 M, or 3.2 mM

 (b) 
5 3 1023 moles

L
3

6.02 3 1023 molecules
mole

3 5.2 3 10216 L 5 1.6 3 106 molecules

21. Compound A is amphiphilic and has a polar head and a nonpolar 
tail as indicated and can form a micelle (see Fig. 2-10). Compound B is 
nonpolar and cannot form a micelle or a bilayer. Compound C is polar 
(ionic) and cannot form a micelle or a bilayer. Compound D is amphiphilic 
and has a polar head and two nonpolar tails as indicated and can form a 
bilayer (see Fig. 2-11). Compound E is polar and forms neither a micelle 
nor a bilayer.

(A)

(D)

H3C (CH2)11

(CH2)11

CH3

CH3

CH3

(CH2)11 CH3

CH2

CH2

N� CH2COO�

HC

C

C

O

O

OHO

O

Polar head

Polar head

Nonpolar tail

Nonpolar
tails
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49. 

CH2

CH2

CH2

CH2

CH C

O

O��H3N

NH3
�

51. The pK of the fl uorinated compound would be lower (it is 9.0); that is, 
the compound becomes less basic and more acidic. This occurs because the 
F atom, which is highly electronegative, pulls on the nitrogen’s electrons, 
loosening its hold on the proton.

53. (a) 10 mM glycinamide buffer because its pK  is closer to the desired pH.
 (b) 20 mM Tris buffer because the higher the concentration of the buffer-

ing species, the more acid or base it can neutralize.
 (c) Neither; each solution will contain an equilibrium mixture of the 

boric acid and its conjugate base (borate).

55. Because it is small and nonpolar (see Solution 2), CO2 can quickly dif-
fuse across cell membranes to exit the tissues and enter red blood cells.

57. (a) The three ionizable protons of phosphoric acid have pK values of 
2.15, 6.82, and 12.38 (Table 2-4). The pK values are the midpoints of 
the titration curve.

0.5 1.0 1.5 2.0 2.5 3.0
H+ ions dissociated

pH

14

12

10

8

6

4

2

0

[H3PO4]

[H2PO4
�]

[HPO4
2�]

[PO4
3�]

pK1 
Midpoint one

[H3PO4] � [H2PO4
�

]

pK2 
Midpoint two

[H2PO4
�

] � [HPO4
2�

]

pK3

Midpoint three
[HPO4

2�
] � [PO4

3�
]

 (b) The dissociation of the second proton has a pK of 6.82, which is 
closest to the pH of blood. Therefore, the weak acid present in blood is 
H2PO4

� and the weak acid is HPO4
2�.

 (c) The dissociation of the third proton has a pK of 12.38. Therefore, a buf-
fer solution at pH 11 would consist of the weak acid HPO4

22  and its con-
jugate base, PO4

32  (supplied as the sodium salts Na2HPO4 and Na3PO4).

59. Calculate the fi nal concentrations of the weak acid (H2PO4
2) and con-

jugate base (HPO22
4 ). Note that K� is a spectator ion.

  [H2PO4
2] 5

(0.025 L) (2.0 M)

0.200 L
5 0.25 M

  [HPO4
22] 5

(0.050 L)  (2.0 M)

0.200 L
5 0.50 M

 Next, substitute these values into the Henderson–Hasselbalch equation 
 using the pK  values in Table 2-4:

  pH 5 pK 1 log 
[A2]

[HA]
  pH 5 6.82 1 log(0.50 M)y(0.25 M)
  pH 5 6.82 1 0.30
  pH 5 7.12

of water is 100-fold greater than this: 1.0 � 10�7 M. The concentration of 
the hydrogen ions contributed by the HCl is negligible in comparison. There-
fore, the pH of the solution is equal to 7.0.

37. In aqueous solution, where virtually all biochemical reactions take place, 
an extremely strong acid such as HCl dissociates completely, so that all its 
protons are donated to water: HCl � H2O S H3O

� � Cl�. This leaves 
H3O

� as the only acidic species remaining.

39. Since pH � �log[H�], [H�] � 10�pH

  For saliva, [H�] � 10�6.6 � 2.5 � 10�7 M

  For urine, [H�] � 10�5.5 � 3.2 � 10�6 M

41. (a) The fi nal concentration of HNO3 is 
(0.020 L) (1.0 M)

0.520 L
5 0.038 M

 Since HNO3 is a strong acid and dissociates completely, the added [H�] 
is equal to [HNO3]. (The existing hydrogen ion concentration in the 
water itself, 1.0 � 10�7 M, can be ignored because it is much smaller 
than the hydrogen ion concentration contributed by the nitric acid.)

  pH 5 2log[H1]
  pH 5 2log(0.038)
  pH 5 1.4
 (b) The fi nal concentration of KOH is

(0.015 L) (1.0 M)

0.515 L
5 0.029 M

  Since KOH dissociates completely, the added [OH�] is equal to the 
[KOH]. (The existing hydroxide ion concentration in the water itself, 
1.0 � 10�7 M, can be ignored because it is much smaller than the hy-
droxide ion concentration contributed by the KOH.)

  K w 5 1.0 3 10214 5 [H1][OH2]

  [H1] 5
1.0 3 10214

[OH2]

  [H1] 5
1.0 3 10214

(0.029 M)
  [H1] 5 3.4 3 10213 M
  pH 5 2log[H1]
  pH 5 2log(3.4 3 10213)
  pH 5 12.5

43. The stomach contents have a low pH due to the contribution of gastric 
juice (pH 1.5–3.0). When the partially digested material enters the small 
intestine, the addition of pancreatic juice (pH 7.8–8.0) neutralizes the acid 
and increases the pH.

45. (a) C2O4
22 (b) SO3

22 (c) HPO4
22 (d) CO3

22

 (e) AsO4
32 (f ) PO4

32 (g) O2
22 

47. 

HO

CH2

CH2

COOH

COOH

COOH

C

Citric acid H

H�

N

Piperidine

O

OHHO C

O

C
Oxalic acid

CH2 CH2

O

O

O�O SNH�

OHCH

CH2

CH2

CH2

CH2

O

C

H

H

�H2N

NH2
�

Lysine

N
H

NH

O

O O

Barbituric acid

4-Morphine ethanesulfonic acid (MES)
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  To make the buffer, dissolve 26 g of HEPES salt [see part (c)] in less 
than 1.0 L. Add 4.4 mL of 6.0 M HCl, then add water to bring the fi nal 
volume to 1.0 L.

65. (a) First, calculate the ratio of [A�] to [HA]. Rearranging the 
 Henderson–Hasselbalch equation gives

[A2]

[HA]
5 10(pH2pK ) 5 10(2.028.3) 5 1026.3 5 5 3 1027

  Virtually all of the Tris is in the weak acid form. Therefore, the concen-
tration of the weak acid, HA, is 0.10 M and the concentration of the 
conjugate base, A�, is 5.0 � 10�8 M.

 (b) The added HCl dissociates completely, so the amount of H� added 
is (0.0015 L)(3.0 mol ? L�1) � 0.0045 mol. In an effective buffer, the 
acid would convert some of the conjugate Tris base to weak acid. But 
the concentration of conjugate base is already negligible. Therefore, the 
moles of additional H� should be added to the concentration of hydro-
gen ions already present (1.0 � 10�2 M), for a total concentration of 
0.0145 M.

pH 5 2log [H1] 5 log (0.0145 M) 5 1.84

  The buffer has not functioned effectively. There was not enough conju-
gate base to react with the additional hydrogen ions added. The result is 
a decrease in pH from 2.0 to 1.84.

 (c) When NaOH is added, an equivalent amount of Tris acid (HA) is 
converted to Tris base (A�). Let x � moles of OH� added � (0.0015 L)
(3.0 mol ? L�1) � 0.0045 moles � 4.5 mmol.

  The fi nal amount of A� is 5.0 � 10�8 mol � 4.5 mmol � 4.5 mmol.
  The fi nal amount of HA is 100 mmol � 4.5 mmol � 95.5 mmol.
  The new pH is determined by substituting the new concentrations of 

H� and HA into the Henderson–Hasselbalch equation:

 pH 5 pK 1 log 
[A2]

[HA]

 pH 5 8.3 1 log 
(4.5 mmol)

(95.5 mmol)

 pH 5 8.3 1 (21.3) 5 7.0

  Tris is not an effective buffer at pH � 2.0, a pH more than 6 units lower 
than its pK value. Virtually all of the Tris is in the weak acid form at this 
pH. If acid is added, there is not enough base to absorb the excess added 
hydrogen ions, and the pH decreases. If base is added, some of the weak 
acid is converted to the conjugate base and the pH approaches the value 
of the pK.

67. Ammonia and ammonium ions are in equilibrium, as represented by the 
following equation:

NH1
4 Δ H1 1 NH3

 Carbonic acid and bicarbonate ions are in equilibrium, as represented by the 
following equation:

H2CO3 Δ H1 1 HCO2
3

 Phosphate ions are in equilibrium, according to the following equation:

H2PO2
4 Δ H1 1 HPO22

4

 In metabolic acidosis, the concentration of protons increases, so the equilib-
rium shifts to form H2PO4

�, carbonic acid and ammonium ions. In order to 
bring the pH back to normal, the  kidney will excrete H2PO4

� and ammo-
nium ions and bicarbonate ions will be reabsorbed. The result is a decrease in 
the concentration of protons and an increase in blood pH.

Chapter 3

 1. The heat treatment destroys the polysaccharide capsule of the wild-type 
Pneumococcus, but the DNA survives the heat treatment. The DNA then 
“invades” the mutant Pneumococcus and supplies the genes encoding the en-
zymes needed for the capsule synthetic pathway that the mutant lacks. The 

61. First, determine the ratio of [A�] to [HA]:

 pH 5 pK 1 log 
[A2]

[HA]

 log 
[A2]

[HA]
5 pH 2 pK

 
[A2]

[HA]
5 10(pH2pK )

 Substitute the values for the desired pH (5.0) and the pK (4.76):

 
[A2]

[HA]
5 10(5.024.76) 5 100.24 5 1.74

 Calculate the number of moles of acetate (A�) already present:

(0.50 L)(0.20 mol ? L21) 5 0.10 moles acetate

 Calculate the moles of acetic acid needed, based on the calculated ratio:

 
[A2]

[HA]
5 1.74

 [HA] 5
0.10 moles

1.74

 [HA] 5 0.057 moles

 Finally, calculate the volume of glacial acetic acid needed:

 
0.057 moles

17.4 mol ? L21 5 0.0033 L, or 3.3 mL

 The addition of 3.3 mL to a 500-mL solution dilutes the solution by less 
than 1%, which doesn’t introduce signifi cant error.

63. (a)
HO (H2C)2 NH� N (CH2)2 SO3

� �H2O

Weak acid (HA)

Conjugate base (A)

HO (H2C)2 (CH2)2 SO3
� �H3O�NN

 (b) The pK for HEPES is 7.55; therefore, its effective buffering range is 
6.55–8.55.

 (c) 1.0 L 3
0.10 mole

L
3

260.3 g

mol
5 26 g

  Weigh 26 g of the HEPES salt and add to a beaker. Dissolve in slightly 
less than 1.0 liter of water (leave “room” for the HCl solution that will 
be added in the next step).

 (d) At the fi nal pH,

[A2]

[HA]
5 10(pH2pK ) 5 10(8.027.55) 5 100.45 5 2.82

  For each mole of HCl added, x, one mole of HEPES salt (A�) will be 
converted to a mole of HEPES acid (HA). The starting amount of A� 
is (1.0 L)(0.10 mol ? L�1) � 0.10 mole. After the HCl is added, the 
amount of A� will be 0.10 mole � x, and the amount of HA will be x. 
 Consequently,

 
[A2]

[HA]
5 2.82 5

0.10 mole 2 x
x

 2.82x 5 0.10 mol 2 x
 3.82x 5 0.10 mol

 x 5 0.10 moly3.82 5 0.0262 mol

  Calculate how much 6.0 M HCl to add:

0.0262 mol

6.0 mol ? L21 5 0.0044 L, or 4.4 mL
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23. 
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25. The DNA from the organisms that thrive in hot environments would 
contain more G and C than DNA from species living in a more temperate 
environment. The higher GC content increases the stability of DNA at high 
temperatures.

27. You should increase the temperature to melt out imperfect matches 
 between the probe and the DNA.

29. (a) An inherited characteristic could be determined by more than one 
gene.

 (b) Some sequences of DNA encode RNA molecules that are not trans-
lated into protein (for example, rRNA and tRNA).

 (c) Some genes are not transcribed during a cell’s lifetime. This can oc-
cur if the gene is expressed only under certain environmental conditions 
or in certain specialized cells in a multicellular organism.

31. (a) TGTGGTACCACGTAGACTGA
 (b) ACACCAUGGUGCAUCUGACU

33. (a) A poly(Phe) polypeptide was produced.
 (b) Poly(A) produces poly(Lys); poly(C) yields poly(Pro); and poly(G) 

yields poly(Gly).

35.
First reading frame:

AGG  TCT  TCA  GGG  AAT  GCC  TGG  CGA  GAG  GGG  AGC  AGC
S e r - S e r - S e r - G l y - A s n - A l a - Tr p - A r g - G l u - G l y - S e r - S e r -

TGG  TAT   CGC   TGG  GCC  CAA   AGG  C
Tr p - Ty r - A r g - Tr p - A l a - G l n - A r g

Second reading frame:

A GGT  CTT  CAG  GGA  ATG  CCT  GGC  GAG  AGG  GGA  GCA 
  G l y - L e u - G l n - G l y - M e t - P r o - G l y - G l u - A r g - G l y - A l a -

GCT  GGT  ATC  GCT  GGG  CCC  AAA  GGC
 A l a - G l y - I l e - A l a - G l y - P r o - L y s - G l y

Third reading frame:

AG  GTC  TTC  AGG  GAA  TGC  CTG  GCG  AGA  GGG  GAG  CAG
    Va l - P h e - A r g - G l u - C y s - L e u - A l a - A r g - G l y - G l u - G l n -

CTG  GTA  TCG  CTG  GGC  CCA  AAG  GC
L e u - Va l - S e r - L e u - G l y - P r o - L y s

37. Asparagine has two codons, AAU and AAC (see Table 3-3). An A S 
G mutation at the second position could generate a codon for serine (AGU 
or AGC).

39. The genetic code (shown in Table 3-3) is redundant. Since there are 64 
different possibilities for 3-base codons and only 20 amino acids, some amino 
acids have more than one codon. If a mutation just happens to occur in the 
third position (3	 end), the mutation might not alter the protein sequence. 
For example, GUU, GUC, GUA, and GUG all code for valine. A mutation in 
the third position of a valine codon would still result in the selection of valine 
and would have no effect on the amino acid sequence of the protein.

41. First, identify the translation start site, the Met residue whose codon is 
AUG in the mRNA (see Table 3-3) or ATG in the DNA. Translation stops 

mutant is now able to synthesize a capsule and has the capacity to cause 
disease, which results in the death of the mice and the appearance of encap-
sulated Pneumococcus in the mouse tissue.

 3. Some of the labeled “parent” DNA appears in the progeny, but none of 
the labeled protein appears in the progeny. This indicates that the bacterio-
phage DNA is involved in the production of progeny bacteriophages, but 
bacteriophage protein is not required.

 5. 

N
H

N
H3C

O

5-Methylcytosine

NH2

 7. The base, 5-chlorouracil, is a substitute for thymine (5-methyluracil).

 9. Thymine (5-methyluracil) contains a methyl group attached to C5 of 
the pyrimidine ring of uracil.

11. 
O�

O

H H
HH

O OH

CH2

O

O

O� P NH2

N

N

O

NH2

O

H H
HH

OH OH

CH2

O

O

O� P

NN

N N

Phosphodiester
bond

 If the dinucleotide were DNA, it would lack OH groups at each ribose C2	 
position.

13. The total amount of purines (A � G) in DNA must equal the total 
amount of pyrimidines (C � T) because each base pair in the double-stranded 
DNA molecule consists of a purine and a pyrimidine. This is not true for 
RNA, which is single-stranded.

15. (a) Using Chargaff ’s rules (see Solution 14), the number of C resi-
dues must also be 24,182. Subtracting 2 3 24,182) from 97,004 yields 
48,640 (A � T) residues. Dividing this number by 2 yields 24,320 resi-
dues each of A and T.

 (b) GenBank reports only the sequence of a single strand of DNA, since 
the sequence of the complementary strand can easily be deduced using 
Chargaff ’s rules.

17. It is a G:C base pair.

19. The statement is false because the greater stability of GC-rich DNA is 
due to the stronger stacking interactions involving G:C base pairs and does 
not depend on the number of hydrogen bonds in the base pairs.

21. The sugar–phosphate backbone is found on the outside of the molecule. 
The polar sugar molecules can form hydrogen bonds with the surrounding 
water molecules. The negatively charged phosphate groups interact favorably 
with positively charged ions. The nonpolar nitrogen bases are found on the 
 inside of the molecule and interact favorably via stacking interactions. In this 
way, contact with the aqueous solution is minimized, as described by the 
hydrophobic effect.
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Table 3-6). This is an almost unmanageable number. However, if you were 
to use yeast artifi cial chromosomes, you would need only a minimum of 
3000 clones to accommodate the 3 � 106–kb genome in fragments of 
1000 kb.

65. A stop codon would need to follow the Leu residue (instead of the Ser 
that is present in the wild-type protein). A mismatched primer could sub-
stitute a UCA (Ser) codon for a UGA stop  codon. There are several correct 
answers due to the redundancy of the genetic code. One possible sequence 
is GTTTTCGCTGTTCTTTCAUGA. [From Yue, L., J. Virol. 83, 11588–
11598 (2009).]

Chapter 4

 1. (a) The chiral carbon is marked with an asterisk. D-Alanine, the mirror 
image isomer, is shown.

�H3N *C

CH3

H

L-Alanine

COO�

NH3
�*C

CH3

H

D-Alanine

COO�

 (b) Since the majority of proteins contain L-amino acids, the presence 
of D-amino acids in the bacterial cell wall  renders the cell wall less sus-
ceptible to digestion by proteases (enzymes produced by certain organ-
isms to destroy bacteria).

 3. (a) His, Phe, Pro, Tyr, Trp
 (b) His, Phe, Tyr, Trp
 (c) His, Cys, Ser, Thr, Tyr
 (d) Gly
 (e) Arg, Lys
 (f ) Asp, Glu
 (g) Cys, Met

 5. From least soluble to most soluble: Trp, Val, Thr, Ser, Arg. You can use 
Table 4-3 as a guide, but you should also be able to do this type of problem 
without using the table.

 7. This combination cannot occur in signifi cant amounts at any pH. An 
unprotonated amino group cannot exist with a protonated carboxylate group 
because the amino group’s pK is much greater than the carboxyl group’s pK 
(therefore the carboxyl group ionizes at a lower pH than the amino group).

 9. In a free amino acid, the charged amino and carboxylate groups, which 
are separated only by the alpha carbon, electronically infl uence each other. 
When the amino acid forms a peptide bond, one of these groups is neutral-
ized, thereby altering the electronic properties of the remaining group.

11. At pH 6.0, the N-terminus is protonated (�1 charge), and the C-
terminus is unprotonated (�1 charge). The four His side chains (pK � 6.0) 
are half-protonated (see Fig. 2-17) so that each has a charge of �0.5. The 
tetrapeptide therefore has a net charge of �2.

13. (a) The three amino acids are Ser, Tyr, and Gly.
 (b) Cyclization of the polypeptide backbone occurs between the carbonyl 

carbon of Ser and the amide nitrogen of Gly.
 (c) Oxidation results in a double bond in the Tyr side chain between C
 

and C� (the second carbon of the side chain).

OH

OH CH

CH

CH2

CH2NH

(c)

(b)

Ser

Tyr

N

NC C
Gly

O O

at the DNA sequence TAA, which corresponds to the stop codon UAA in 
the mRNA. Use Table 3-3 to decode the intervening codons, substituting 
U for T.

CTCAGAGTTCACC ATG GGC TCC ATC GGT GCA GCA AGC ATG GAA
 Met Gly Ser lle Gly Ala Ala Ser Met Glu

 … 1104 bp …  UUC UUU GGC AGA UGU GUU UCC CCU UAA AAAGAA
 …………….  Phe Phe Gly Arg Cys Val Ser Pro   *

43. C. ruddii, with such a small genome and only 182 genes, must be some 
sort of parasite rather than a free-living bacterium. (In fact, C. ruddii is an 
insect symbiont.)

45. The 35 million differences out of 3.2 billion total nucleotides represent 
approximately 1%, or a bit less than the original claim. (This number refl ects 
single-base differences and does not account for insertions and deletions of 
multiple bases.)
47. (a) The fi rst reading frame is the longest ORF.

 First reading frame:

TAT GGG ATG GCT GAG TAC AGC ACG TTG AAT GAG GCG
Ty r - G l y - M e t - A l a - G l u - Ty r - S e r - S e r - L e u - Ty r - G l u - A l a -

ATG  GCC  GCT  GGT  GAT  G
M e t - A l a - A l a - G l y - A s p -

 Second reading frame:

T ATG  GGA TGG CTG AGT ACA GCA CGT TGA ATG  AGG
  M e t - G l y - Tr p - L e u - S e r - T h r - A l a - A r g - s top- M e t - A r g -

CGA  TGG  CCG  CTG  GTG  ATG
 A r g - Tr p - P r o - L e u - Va l - M e t

 Third reading frame:

TA  TGG GAT  GGC  TGA  GTA  CAG  CAC  GTT GAA  TGA  GGC
 - Ty r - A s p - G l y - s top- L e u - G l n - H i s - Va l - G l u - s top- G l y -

GAT  GGC  CGC  TGG  TGA  TG
G l y - A r g - Tr p - s top-

 (b) Assuming the reading frame has been correctly identifi ed, the most 
likely start site is the fi rst Met residue in the fi rst ORF.

49. If a SNP occurs every 300 nucleotides or so, and if there are about 
3 million kb in the human genome (see Table 3-4), then a SNP occurs every 
(3 3 106/300) 5 10,000 kb or so. [Source: http://ghr.nlm.nih.gov/handbook/
genomicresearch/snp]

51. (a) The strongest associations are located between positions 67,400,000 
and 67,450,000.

 (b) Gene B contains SNPs associated with the disease whereas genes A and 
B do not. [From Duerr, R. H., et al., Science 314, 1461–1463 (2006).]

53. Polymerization occurs in the 5	 S 3	 direction and a 3	 OH group must 
be available, so the primer must be complementary to the sequence as shown.

5	-AGTCGATCCCTGATCGTACGCTACGGTAACGT-3	
 3	-TGCCATTGCA-5	

55. A restriction endonuclease is often used to prepare fragments of DNA 
for insertion into a cloning vector. Since the cloned DNA contains the recog-
nition site (whose sequence is known), this sequence can be used as a starting 
point to sequence the unknown DNA segment.

57. You can use a DNA polymerase that is not heat-stable. You would have 
to cool the reaction mixture to a temperature at which the polymerase works 
best, and you would have to add the enzyme at each reaction cycle because 
it would be destroyed  every time the temperature was raised to melt the 
double- stranded DNA.

59. MspI, AsuI, EcoRI, PstI, SauI, and NotI generate sticky ends. AluI and 
EcoRV generate blunt ends.

61. The restriction enzyme with the longer recognition sequence would 
be a rare cutter because it is likely to encounter this sequence less often and 
therefore will cleave the DNA less frequently than a restriction enzyme with a 
shorter recognition sequence.

63. If you were to use plasmids, you would need at least 150,000 clones 
to accommodate the 3 � 106–kb genome in fragments of 20 kb each (see 
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25. 

H

NC�

H

C

O

C�

O

H

O
H

H

27. Both the DNA helix and the 
 helix turn in the right- handed direc-
tion. Both helices have tightly packed interiors: In DNA, the interior of 
the helix is occupied by nitrogenous bases; in the 
 helix, the atoms of 
the polypeptide backbone contact one another. In the 
 helix, the side 
chains extend outward from the helix; no such structure exists in the 
DNA helix.

29. The amino group of Pro is linked to its side chain (see Fig. 4-2), which 
limits the conformational fl exibility of a peptide bond involving the amino 
group. The geometry of this peptide bond is incompatible with the bond 
angles required for a  polypeptide to form an 
 helix.

31. M
R

E

R

H

R

W

W
LV

G

G

W

K

W

Q

Y

K

 The polar amino acid residues are shown in red; the nonpolar residues 
are shown in blue. The polar residues are mainly on one side of the helix, 
while the nonpolar residues are on the other side. Quite a few of the polar 
side chains are positively charged. [This is an example of an amphipathic 
helix. From Martoglio, B., Graf, R., and Dobberstein, B., EMBO J. 16, 
6636–6645 (1997).]

33. Triose phosphate isomerase is an example of an 
/� protein.

35. It’s possible that the ligand has a positive charge and forms an ion pair 
with the negatively charged Glu on the receptor. When the Glu is mutated 
to an Ala, the negative charge on the receptor is lost and the ion pair between 
the receptor and the ligand can no longer form.

37. There are many possible answers for this question. An  example is shown 
for each (below).

(a) CH

CH2

NH3
�

HN

H
N

O

C

O

H

CH2

CH2

CH2

CH2

CH

CH2

CH2

(c) CH

CH3

CH3

H
N

O

C

CH2

CH3

CH

CH
H
N

O

C

(b) CH

CH2

H
N

O

O

C

H
H3C CH

O

C
HN CH

O

C

COO�

A Lys-Glu
ion pair

Hydrogen
bonding between
Tyr and Ser

Van der Waals
forces between
Leu and Val

15. 

�H3N CH

CH2

OCH3

O

C
H
N

Aspartame (Asp–Phe–OMe)

O�

CH2

CH

O

O

C

C

17. (a) O

O

C

C

H

�H3N CH

CH2

HN

O�

O�

CH2

CH

CH2

SH

O

C HN CH

O

C

Glutathione (GSH)

 (b)

 

O

O

C

C

H

H

�H3N CH

CH2

HN

O�

O�

�O

CH2

CH

CH2

S

CH2

S

CH2

CH2

O

C

CH

CH

NH

NH3
�

CH NH

O

C

CO

C

�O

O

C

HN CH

O

C

O

Oxidized glutathione (GSSG)

19.

�H3N
H
N

H
N

CH2

CH2COO�

CH

CH2

O

C

COO�

CH

CH2

CH

O

C CH

O

C O�
H
N

H
N

4

O

C

O

CCH

OH
CH2

CH2

NH3
�

CH2

CH2

CH2

CH2

NH3
�

21. There are six possible sequences: HPR, HRP, PHR, PRH, RHP, RPH.

23. (a) tertiary
 (b) quaternary
 (c) primary
 (d) secondary
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would still be covalently linked to a Cys residue farther along the polypeptide 
chain). Reduction before sequencing breaks the disulfi de bond, and alkyla-
tion of the two free Cys groups prevents re-formation of the bond.

61. (a) If only one proteolytic cleavage is carried out, the sequences of the 
fragments could be determined but it would not be possible to place the 
fragments in the proper order. If different enzymes are used to generate 
two sets of fragments, overlapping peptides would allow ordering of all 
the sequences.

 (b) Trypsin cleaves after Lys and Arg residues. The fragments resulting 
from digestion of the heavy and light chains are shown below, identifi ed 
by residue number.

Light chain Heavy chain

6 1–7
7–9 8–18
10–11 19–31
12 32–35
13–20 36–38
21–28 39–42
29–38 43–57

 58–61
 62–71
 78–85
 86–91

 (c) Chymotrypsin would be a good choice for the second enzyme be-
cause it cleaves after Phe, Tyr, and Trp. The following fragments would 
be obtained:

Light chain Heavy chain

6–13 1–63
14–25 64–83
26–38 84–91

63. Since each codon corresponds to an amino acid, the error rate is

5 3 1024 error
residue

3 500 residues 5 0.25

 About one-quarter of the polypeptides would contain a substitution.

65. Leu and Ile are isomers and have the same mass; therefore, mass spec-
trometry cannot distinguish them.

67. 

�
O

O CH3

N
H

H
H3N N

O

O�

O�

O

CH3H3C

Phe Val Ala Asp

O

N
H

 Dashed lines indicate broken bonds. The smallest charged fragment is the 
N-terminal residue (Phe), which has a mass of approximately 149 D (9 C � 
1 N � 1 O � 11 H).

69. In a protein crystal, the residues at the end of a polypeptide chain may 
experience fewer intramolecular contacts and therefore tend to be less ordered 
(more mobile in the crystal). If their disorder prevents them from generating a 
coherent diffraction pattern, it may be impossible to map their electron density.

Chapter 5

 1. Globin lacks an oxygen-binding group and therefore cannot bind O2. 
Heme alone is easily oxidized and therefore cannot bind O2. The bound 
heme gives a protein such as myoglobin the ability to bind O2. In turn, the 
protein helps prevent oxidation of the heme Fe atom.

39. A polypeptide synthesized in a living cell has a sequence that has been 
optimized by natural selection so that it folds  properly (with hydrophobic 
residues on the inside and polar residues on the outside). The random se-
quence of the synthetic peptide  cannot direct a coherent folding process, 
so hydrophobic side chains on different molecules aggregate, causing the 
polypeptide to precipitate from solution.

41. Anfi nsen’s ribonuclease experiment demonstrated that a protein’s 
 primary structure dictates its three-dimensional structure. Although some 
proteins, like ribonuclease, can renature spontaneously in vitro, most pro-
teins require the assistance of molecular chaperones to fold properly in vivo.

43. When the temperature increases, the vibrational and rotational energy 
of the atoms making up the protein molecules also increases, which increases 
the chance that the proteins will denature. Increasing the synthesis of chap-
erones under these conditions allows the cell to renature, or refold, proteins 
that have been denatured by heat.

45. Proline does not fi t well into the structure of the 
 helix, because of 
both its geometry (see Problem 29) and the absence of a peptide ¬NH to 
contribute to hydrogen bonding (see Problem 37). This amino acid substitu-
tion would produce a protein with decreased stability, which would affect the 
ability of red blood cells to deform their shape in order to squeeze through 
capillaries. The cells would become damaged and would be removed from 
circulation, causing anemia. [From Johnson, C. P., Gaetani, M., Ortiz, V., 
Bhasin, N., Harper, S., Gallagher, P. G., Speicher, D. W., and Discher, D. E., 
Blood 109, 3538–3543 (2007).]

47. If the proteins were homodimers, they would be more  likely to have 
two identical sites to interact with their palindromic recognition sites in the 
DNA. Heterodimeric proteins would likely lack the necessary symmetry. 
(In fact, these enzymes are homodimeric.)

49. The arginine residues, with their positively charged side chains, and the 
aspartate residues, with their negatively charged side chains, are likely to be 
found on the surface of the monomer. These residues likely form ion pairs 
that stabilize the dimeric form. When these residues were mutated to neutral 
amino acid side chains, the ion pairs could not form, the dimer could not 
form, and the equilibrium shifted in favor of the monomers. [From Huang, 
Y., Misquitta, S., Blond, S. Y., Adams, E., and Colman, R. F., J. Biol. Chem., 
283, 32800–32888 (2008).]

51. The only ionizable groups in the dipeptide are the C-terminus (pK � 3.5) 
and the N-terminus (pK � 9.0). pI � ½ (3.5 � 9.0) � 6.25.

53. The protein must contain groups that undergo protonation/deproton-
ation at pH values near 4.3. The only amino acids with side chain pK values 
in this range are Asp and Glu (Table 4-1), so the protein likely contains an 
abundance of these residues.

55. At pH 7.0, the peptide likely has a net positive charge since Arg (R) and 
Lys (K) outnumber Asp (D) and Glu (E). Therefore, the peptide is likely to 
bind to CM groups but not to DEAE groups.

57. The amino terminal residue is Ala. The carboxyl terminal residue must 
be Met, since the dodecapeptide was not cleaved when CNBr was added. 
Chymotrypsin cleaves after Phe. Fragment II contains the Asp, so it appears 
in the sequence fi rst, and Phe must be the cleavage site. Trypsin cleaves after 
Lys. Since fragment III contains Asp, Lys must be the cleavage site. Elastase 
cleaves after Gly, Val and Ser. Val must occupy the second position followed 
by a Pro, and this Val was not cleaved.

Elastase

Trypsin Chymotrypsin

Elastase

Asp–Val–Pro–Lys–Ser–Asp–Gln–Phe–Val–Gly–Leu–Met

 [Based on Anastasi, A., Montecucchi, P., Erspamer, V., and  Visser, J., Experi-
entia 33, 857–858 (1977).]

59. Edman degradation of a polypeptide with a disulfi de cross-link would 
not work properly when the fi rst Cys became exposed at the N-terminus of 
the polypeptide (the Cys would not be released in the next reaction since it 
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  Y 5
(120 torr)3

(40 torr)3 1 (120 torr)3

  Y 5 0.96

17. At the high altitude where the bar-headed goose resides, less oxygen is 
available to bind to hemoglobin in the lungs. The  bar-headed goose hemo-
globin has a lower p50 value and a higher oxygen affi nity than the plains-
dwelling grelag goose hemoglobin, so the bar-headed goose hemoglobin 
can more easily bind oxygen in order to deliver it to the tissues. [From Jessen, 
T.-H., Weber, R. E., Fermi, G., Tame, J., and Braunitzer, G., Proc. Natl. 
Acad. Sci. 88, 6519–6522 (1991).]

19. The increased O2 release is the result of the Bohr effect. The increase 
in [H�] promotes the shift from the oxy to the deoxy conformation of 
hemoglobin. The decrease in oxygen affi nity improves oxygen delivery to 
the muscle, where it is needed.

21. (a) Asp 94 and His 146, which is protonated, form an ion pair in the 
deoxy form of hemoglobin. The protons are produced by cellular res-
piration. As described by the Bohr effect, an increase in hydrogen ion 
concentration favors the deoxy form of hemoglobin so that oxygen can 
be delivered to the tissues.

 (b) The presence of the negatively charged Asp 94 increases the pK value 
of the imidazole ring of His and promotes the formation of the ion pair 
between the two side chains. The increased pK value means that the 
imidazole ring’s affi nity for protons is increased. [From Berenbrink, M., 
Resp. Physiol. Neurobiol. 154, 165–184 (2006).]

23. Negatively charged glutamate side chains on the surface of the oxygen-
ated lamprey monomer would resist association due to the charge–charge 
repulsion. But when the pH decreases, excess protons would bind to the 
glutamate side chains, neutralizing them. The monomers would associate to 
form the deoxygenated tetramer. In this manner, oxygen is delivered to lam-
prey tissue when the pH decreases in metabolically active tissue. [From Qiu, 
Y., Maillett, D. H., Knapp, J., Olson, J. S., and Riggs, A. F., J. Biol. Chem. 
275, 13517–13528 (2000).]

25. (a) Curve A represents fetal hemoglobin, which has a  higher oxygen 
affi nity than adult hemoglobin (curve B). Curve A shows greater frac-
tional saturation than curve B at any given oxygen concentration.

 (b) In the � chain, the positively charged His 21 in the � chain is re-
placed by the neutral Ser, resulting in a central cavity with fewer positive 
charges. The allosteric effector BPG cannot bind to Hb F as effectively 
as it binds to Hb A because the negatively charged BPG forms fewer 
ion pairs in the central cavity of Hb F. BPG plays a role in decreasing 
oxygen-binding affi nity, so the inability of BPG to bind to Hb F means 
that fetal hemoglobin has a higher oxygen-binding affi nity. Oxygen 
transfer from the maternal circulation to the fetal circulation can be ac-
complished more  effi ciently if the fetal hemoglobin has a higher oxygen 
affi nity than maternal hemoglobin.

27. (a) Normal hemoglobin has a sigmoidal curve, which means that the 
binding and release of oxygen from normal hemoglobin is cooperative. 
The hyperbolic binding curve of Hb Great Lakes indicates that there is 
little cooperativity in oxygen binding and release.

 (b) Hb Great Lakes has a higher affi nity for oxygen. More than 60% 
of the mutant hemoglobin has bound oxygen. Hb A is about 30% 
 oxygenated.

 (c) Both hemoglobins are essentially 100% oxygenated and therefore 
have equal affi nities.

 (d) Normal hemoglobin is more effi cient at oxygen delivery. It delivers 
about 70% of its bound oxygen (since it is 100% oxygenated at 75 torr 
and 30% oxygenated at 20 torr). Hb Great Lakes is less effi cient since 
less than 40% of its bound oxygen is delivered to the tissues. [From 
 Rahbar, S., Winkler, K., Louis, J., Rea, C., Blume, K., and Beutler, E., 
Blood 58, 813–817 (1981).]

29. (a) A person hyperventilates in order to obtain more oxygen, and the 
blood pH increases as a result, as shown by the equations below. Exces-
sive removal of CO2(g) from the lungs during hyperventilation causes the 
third equation to shift to the right. This depletes CO2(aq), which causes 
the  second equation to shift right, thus depleting carbonic acid. This 
causes the fi rst equation to shift right as hydrogen ions and bicarbonate 

 3. Myoglobin facilitates oxygen diffusion in the cell by acting as a “molecu-
lar bucket brigade.” It accepts oxygen delivered to the cell by hemoglobin 
and then transfers the oxygen to proteins in the mitochondrion. Myoglobin 
is 50% saturated with oxygen when the intracellular oxygen concentration is 
equal to its p50 value, so it functions most effectively under these conditions. 
At intracellular oxygen concentrations greater than p50, oxygen remains 
bound to hemoglobin and is not transferred; at oxygen concentrations less 
than p50, myoglobin doesn’t bind suffi cient oxygen. In either case, the trans-
fer of oxygen from hemoglobin to mitochondrial proteins is compromised.

 5. (a) The interior of the roast is purple because it does not have access to 
oxygen and thus the myoglobin in the meat is primarily in the deoxy-
genated form, which is purple. When sliced, the myoglobin is exposed 
to oxygen and becomes oxygenated, turning red.

 (b) When meat is cooked, the globin chains are denatured and the iron 
is oxidized to Fe3�, converting the myoglobin to met-myoglobin, which 
is brown.

 (c) In a vacuum package, the cells rapidly use up any available oxygen in 
metabolism, which results in mostly deoxygenated myoglobin, which is 
purplish. Meat packaged in oxygen- permeable packaging continues to be 
metabolically active so that most of the myoglobin is oxygenated and red, 
which is more appealing to consumers. [Source: “Color Changes in Cooked 
Beef,” James Claus, National Cattlemen’s Association.]

 7. Isoleucine has a larger side chain than valine and will decrease the size 
of the pocket. This steric hindrance results in decreased binding of oxygen. 
[From Olson, J. S., and Phillips, Jr., G. N., J. Biol. Chem. 271, 17593–17596 
(1996).]

 9. In the arteries, nearly all the hemoglobin is oxygenated and therefore 
takes on the color of the Fe(II), in which the sixth coordination site is oc-
cupied by O2. Blood that has passed through the capillaries and given up 
some of its oxygen contains a mixture of oxy- and deoxyhemoglobin. Deoxy-
hemoglobin, in which the Fe(II) has only fi ve ligands, imparts a bluish tinge 
to venous blood.

11. (a) Position 6 (Gly) and position 9 (Val) appear to be invariant.
 (b) Conservative substitutions occur at position 1 (Asp and Lys, both 

charged), position 10 (Ile and Leu, similar in structure and hydropho-
bicity), and position 2 (all uncharged bulky side chains). Positions 5 and 
8 appear to  tolerate some substitution.

 (c) The most variable positions are 3, 4, and 7, where a variety of resi-
dues appear.

13. Use Equation 5-4 to calculate the fractional saturation (Y ) for hyper-
bolic binding, letting K � 26 torr:

  Y 5
p O2

K 1 p O2

  At 30 torr, Y 5
30 torr

26 torr 1 30 torr
5 0.54

  At 100 torr, Y 5
100 torr

26 torr 1 100 torr
5 0.79

 Therefore, if hemoglobin exhibited hyperbolic oxygen-binding behavior, 
it would be only 79% saturated in the lungs (where pO2 < 100 torr) and 
would exhibit a loss of saturation of only 25% (79% � 54%) in the tissues 
(where pO2 < 30 torr). Hemoglobin’s sigmoidal binding behavior allows 
it to bind more oxygen in the lungs so that it can deliver relatively more 
oxygen to the tissues (for an overall change in saturation of about 40%; 
see Fig. 5-7).

15.  Y 5
(p O2)n

(p50)n 1 (p O2)n

  Y 5
(25 torr)3

(40 torr)3 1 (25 torr)3

  Y 5 0.20

  Y 5
(p O2)n

(p50)n 1 (p O2)n
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linkage. Mitosis slows down or completely halts as a result. [From Panda, 
D., Jordan, M. A., Chu, K. C., and Wilson, L., J. Biol. Chem., 271, 
29807–29812 (1996).]

49. (a) The fi rst and fourth side chains are buried in the coiled coil, but the 
remaining side chains are exposed to the solvent and therefore tend to 
be polar or charged.

 (b) Although the residues at positions 1 and 4 in both sequences are 
hydrophobic, Trp and Tyr are much larger than Ile and Val and would 
therefore not fi t as well in the area of contact between the two polypep-
tides in a coiled coil (see Fig. 5-25).

51. The reducing agent breaks the disulfi de bonds (¬S¬S¬) between 
keratin molecules. Setting the hair brings the reduced Cys residues (with 
their ¬SH groups) closer to new partners on other keratin chains. When the 
hair is then exposed to an oxidizing agent, new disulfi de bonds form between 
the Cys residues and the hair retains the shape of the rollers.

53. (a) Actin’s primary structure is its amino acid sequence. Its secondary 
structure includes its 
 helices, � sheets, and other conformations of 
the polypeptide backbone. Its  tertiary structure is the arrangement of its 
backbone and all its side chains in a globular structure. Monomeric actin 
by defi nition has no quaternary structure. However, when actin mono-
mers associate to form a microfi lament, the  arrangement of subunits 
becomes the fi lament’s quaternary structure. Thus, actin is an example 
of a protein that has quaternary structure under certain conditions.

 (b) Collagen’s primary structure is its amino acid sequence. Its second-
ary structure is the left-handed helical conformation characteristic of 
the Gly–Pro–Hyp repeating sequence. Its tertiary structure is essentially 
the same as its secondary structure, since most of the protein consists of 
one type of secondary structure. Collagen’s quaternary structure is the 
arrangement of its three chains in a triple helix. It is also possible to view 
the triple helix as a form of tertiary structure, with quaternary structure 
referring to the association of collagen molecules.

55. The bacterial enzymes degrade collagen, the major protein in connective 
tissue. Treatment of the tissue with these enzymes degrades the collagen in 
the extracellular matrix without harming the cells themselves and thus facili-
tates the preparation of cells for culturing. [Source: Worthington Biochemical 
Corporation.]

57. (a) Collagen B is from rat, and collagen A is from the sea urchin.
 (b) The stability of each of these collagens is correlated with their hy-

droxyproline content. The higher the percentage of hydroxyproline, the 
more regular the structure and the more diffi cult it is to melt, resulting 
in more stable collagen. The rat has a more stable collagen, and the sea 
urchin, which lives in cold water, has a less stable collagen. It is impor-
tant to note that the melting temperatures of each  collagen molecule 
are higher than the temperature at which each organism lives. Thus, 
each organism has stable collagen at the temperature of its environment. 
[From Mayne, J., and Robinson, J. J., J. Cell. Biochem. 84, 567–574 
(2001).]

59. (a) (Pro–Pro–Gly)10 has a melting temperature of 41�C, while (Pro–
Hyp–Gly)10 has a melting temperature of 60�C. (Pro–Hyp–Gly)10 and 
(Pro–Pro–Gly)10 both have an imino acid content of 67%, but (Pro–
Hyp–Gly)10 contains hydroxyproline, whereas (Pro–Pro–Gly)10 does 
not. Hydroxyproline therefore has a stabilizing effect relative to proline.

 (b) (Pro–Pro–Gly)10 and (Gly–Pro–Thr(Gal))10 have the same melt-
ing point, indicating that they have equal stabilities. This is interesting 
because (Pro–Pro–Gly)10 has an imino acid content of 67%, whereas 
(Gly–Pro–Thr(Gal))10 has an imino acid content of only 33%. The gly-
cosylated threonine must have an effect similar to that of proline. It is 
possible that the galactose, which contains many hydroxyl groups, pro-
vides additional sites for hydrogen bonding and would thus contribute 
to the stability of the triple helix.

 (c) The inclusion of (Gly–Pro–Thr)10 is important because the results 
show that this molecule doesn’t form a triple helix. This molecule is in-
cluded as a control to show that the increased stability of the (Gly–Pro–
Thr(Gal))10 is due to the galactose, not to the threonine residue itself. 
[From Bann, J. G., Peyton, D. H., and Bächinger, H. P., FEBS Lett. 473, 
237–240 (2000).]

ions combine to form more carbonic acid.  Depletion of hydrogen ions 
results in a basic pH.

 H1(aq) 1 HCO2
3 (aq) Δ H2CO3(aq)

 H2CO3(aq) Δ CO2(aq) 1 H2O(l )
 CO2(aq) Δ CO2(g)

 (b) The decrease in alveolar pCO2 concentration can be explained by 
the hyperventilation, as described in part (a). The concentration of 
2,3-BPG increases in order to convert more of the hemoglobin mol-
ecules to the low-affi nity T form so that oxygen can be effectively deliv-
ered to the cells.

31. The substitution at the C-terminus could affect the position of the F8 
histidine in such a way that oxygen either binds more readily or dissociates 
less readily. The substitution is quite near the His 146 involved in binding 
protons (see Problem 21) and may decrease this side chain’s proton-binding 
affi nity. Since His 146 is located in the central cavity, BPG would bind less 
readily, which favors the oxygenated or R form of hemoglobin.

33. Both types of molecules are proteins and consist of polymers of amino 
acids. Both contain elements of secondary structure. But globular proteins 
are water soluble and nearly spherical in shape. Examples include proteins 
such as hemoglobin and myoglobin as well as enzymes. Their cellular role 
involves participating in the chemical reactions of the cell in some way. In 
contrast, fi brous proteins tend to be water insoluble and have an elongated 
shape. Their cellular role is structural—as elements of the cytoskeleton of the 
cell and the connective tissue matrix between cells.

35. Microfi laments and microtubules consist entirely of subunits that are 
assembled in a head-to-tail fashion, so the polarity of the subunits (actin 
monomers in microfi laments and tubulin dimers in microtubules) is pre-
served in the fully assembled fi ber. In intermediate fi lament assembly, only 
the initial step (dimerization of parallel helices) maintains polarity. In subse-
quent steps, subunits align in an antiparallel fashion, so in a fully assembled 
intermediate fi lament, each end contains heads and tails.

37. Because phalloidin binds to F-actin but not to G-actin, the addition of 
phalloidin fi xes actin in the fi lamentous form. This impairs cell motility be-
cause cell movement requires both actin polymerization at the leading edge 
of the cell and depolymerization at the trailing edge. In the presence of phal-
loidin, depolymerization does not occur and cell movement is not possible.

39. During rapid microtubule growth, �-tubulin subunits containing GTP 
accumulate at the (�) end because GTP hydrolysis occurs following sub-
unit incorporation into the microtubule. In a slowly growing microtubule, 
the (�) end will contain relatively more GTP that has already been hydro-
lyzed to GDP. A protein that preferentially binds to (�) ends that contain 
GTP rather than GDP could thereby distinguish fast- and slow-growing 
 microtubules.

41. Polymers composed of �-tubulin molecules allowed to polymerize in 
the presence of a nonhydrolyzable analog of GTP are more stable. When 
the �-tubulin subunits are exposed to GTP in solution, the GTP binds to 
the �-tubulin and then is hydrolyzed to GDP, which remains bound to the 
�-tubulin. Additional 
� heterodimers are then added. The microtubule 
ends with GDP bound to the �-tubulin are less stable than those bound 
to GTP because protofi laments with GDP bound are curved rather than 
straight and tend to fray. If a nonhydrolyzable analog is bound, it will 
resemble GTP and the protofi lament will be straight rather than curved. 
It is less likely to fray and the resulting protofi lament is more stable as a 
result.

43. Microtubules form the mitotic spindle during cell division. Because 
cancer cells are rapidly dividing cells, and hence undergo mitosis at a rate 
more rapid than in most other body cells, drugs that target tubulin and thus 
interfere with the formation of the mitotic spindle in some way will slow the 
growth of cancerous tumors.

45. Colchicine, which promotes microtubule depolymerization, inhibits 
the mobility of the neutrophils because cell mobility results from polymer-
ization and depolymerization of  microtubules.

47. As shown in Figure 5-22, microtubules link replicated chromosomes to 
two points at opposite sides of the cell. Vinblastine’s ability to stabilize the 
microtubules at the (�) end while destabilizing the (�) end disrupts this 
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track by converting chemical energy to mechanical energy. The engine 
must operate irreversibly to promote rapid movement in one direction. 
Finally, some sort of addressing system is needed to direct cargo from its 
source to a certain destination.

75. When muscles contract, myosin heads bind and release  actin in a pro-
cess that requires ATP for the physical movement of myosin along the actin 
fi lament. At the time of death, cellular processes that generate ATP cease. 
Myosin heads remain bound to actin, but in the absence of ATP, the confor-
mational change that causes myosin to release the actin does not occur, and 
stiffened muscles are the consequence.

77. Normal bone development involves the formation of bone tissue in 
response to stresses placed on the bone. When muscle activity is impaired, as in 
muscular dystrophy, the forces that shape bone development are also abnormal, 
leading to abnormal bone growth.

Chapter 6

 1. A globular protein can bind substrates in a sheltered active site and can 
support an arrangement of functional groups that facilitates the reaction and 
stabilizes the transition state. Most fi brous proteins are rigid and extended and 
therefore cannot surround the substrate to sequester it or promote its chemical 
transformation.

 3. The rate enhancement is calculated as the ratio of the catalyzed rate to 
the uncatalyzed rate:

61 s21

1.3 3 10210 s21 5 4.7 3 1011

[From Bryant, R. A. R., and Hansen, D. E., J. Am. Chem. Soc., 118, 
5498–5499 (1996).]

 5. For adenosine deaminase:

370 s21

1.8 3 10210 s21 5 2.1 3 1012

For triose phosphate isomerase:

4300 s21

4.3 3 1026 s21
5 1.0 3 109

The rate of the uncatalyzed reaction is slower for the adenosine deaminase 
reaction than for the triose phosphate isomerase reaction. But adenosine 
deaminase is able to catalyze its reaction so that it occurs more quickly 
than the reaction catalyzed by triose phosphate isomerase. Therefore, the 
rate enhancement for the adenosine deaminase reaction is greater.

 7. 
H
N

O O

N
�H3N

O

O

N
H

H
N

O

O�

 9. (a) Pyruvate decarboxylase is a lyase. During the elimination of the 
 carboxylate group (OCOO�) of pyruvate, a double bond is formed in 
CO2 (OPCPO).

 (b) Alanine aminotransferase is a transferase. The amino group is trans-
ferred from alanine to 
-ketoglutarate.

 (c) Alcohol dehydrogenase is an oxidoreductase. Acetaldehyde is reduced 
to ethanol or ethanol is oxidized to acetaldehyde.

 (d) Hexokinase is a transferase. The phosphate group is transferred from 
ATP to glucose to form glucose-6-phosphate.

 (e) Chymotrypsin is a hydrolase. Chymotrypsin catalyzes the hydrolysis 
of peptide bonds.

11. Succinate dehydrogenase is an oxidoreductase.

COO�

COO�

CH

CH

C HH succinate dehydrogenase

Succinate Fumarate

C HH

COO�

COO�

61. 

N

H

N
HH

O

O

R H

H

N
O

R

R

63. Because collagen has such an unusual amino acid composition (almost 
two-thirds consists of Gly and Pro or Pro derivatives), it contains relatively 
fewer of the other amino acids and is therefore not as good a source of 
amino acids as proteins containing a greater variety of amino acids. In 
particular, gelatin lacks tryptophan and contains only small amounts of 
methionine.

65. (a) The patients all suffer from scurvy, a disease resulting from the lack 
of vitamin C, or ascorbate, in the diet.

 (b) Ascorbic acid is necessary for the formation of hydroxyproline resi-
dues in newly synthesized collagen chains.  Underhydroxylated collagen 
is less stable, so tissues containing the defective collagen are less sound, 
leading to bruising, joint swelling, fatigue, and gum disease.

 (c) Patients with a gastrointestinal disease may actually be consuming 
foods with vitamin C, but the disease impairs absorption. Patients suf-
fering from poor dentition and alcoholism may have overall diffi culties 
with food intake. Patients following various food fads might consume 
diets that are so unusual or restrictive that their intake of vitamin C is 
insuffi cient to support healthy collagen synthesis. [From Olmedo, J. M., 
Yiannias, J. A., Windgassen, E. B., and Gornet, M. K., Int. J. Dermatol., 
45, 909–913 (2006).]

67. 

CH2

CH OH

CH2

CH2

CH C
12

3

4

5

6

O

NH

NH3
�

69. (a) Minoxidil inhibits the lysyl hydroxylase enzyme. In the presence of 
minoxidil, fewer Lys residues are hydroxylated, as demonstrated by the 
decrease of [3H]-lysine incorporated into collagen.

 (b) Since minoxidil inhibits lysyl hydroxylase, procollagen chains 
would be underhydroxylated. Lysines lacking hydroxyl groups de-
crease the stability of the collagen and increase the likelihood that the 
collagen will be degraded once it is  secreted from the fi broblast cell. 
This would be effective in reducing collagen concentrations in patients 
with fi brosis.

 (c) A similar explanation indicates that long-term minoxidil use in 
 patients without fi brosis has the potential to compromise collagen syn-
thesis in fi broblasts of the skin. The underhydroxylated collagen synthe-
sized in the presence of minoxidil will be less stable, and skin structure 
might be affected as a result. The medical literature reports only scalp 
irritation, dryness, scaling, itching, and redness as a side effect in some 
men who received topical minoxidil treatments for nearly two years, 
however. [From Murad, S., Walker, L. C., Tajima, S., and Pinnell, Sr. R., 
Arch. Biochem. Biophys. 308, 42–47 (1994) and Price, V. H., N. Engl. J. 
Med. 341, 964–973 (1999).]

71. Myosin is both fi brous and globular. Its two heads are globular, with 
several layers of secondary structure. Its tail, however, consists of a single 
fi brous coiled coil.

73. (a) Diffusion is a random process. It tends to be slow (especially for large 
substances and over long distances). Because it is random, it operates in 
three dimensions (not linearly) and has no directionality.

 (b) An intracellular transport system must have some sort of track (for 
linear movement of cargo) and an engine that moves cargo along the 
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range of conformations. This fl exibility allows it to bind to substrates 
and carry out chemical transformations.

29. His 57 abstracts a proton from Ser 195, thus rendering the serine oxygen 
a better nucleophile. When Ser 195 is modifi ed by formation of a covalent 
bond with DIP, the proton is no longer available and Ser 195 is unable to 
function as a nucleophile.

31. 

Acetylcholinesterase

Modified enzyme

O

OF P

SarinCH2OH CH3

CH2

CH
CH3

CH3

O

OO P

CH3

CH
H3C

H3C

�

HF

33. His residues are often involved in proton transfer. A carboxymethylated 
His would be unable to donate or accept protons.

HN

HN

CH

CH2
� BrCH2COO�

HBr

CH2COO�

O

C

N

N

HN CH

CH2

O

C

N

[From Shapiro, R., Weremowicz, S., Riordan, J. F., and Vallee, B., Proc. Natl. 
Acad. Sci. 84, 8783–8787 (1987).]

35. (a)

CH2

OH

CH2

O

NO2

F

NO2

NO2

NO2

�

HF

 (b) Since benzoate resembles the substrate, it is likely that benzo-
ate binds to the active site of the enzyme. Under these conditions, 
FDNP does not have access to the active site and will be unable to 
react with the tyrosine (which is also assumed to be part of the en-
zyme’s active site because of its unusual reactivity). [From Nishino, 
T., Massey, V., and Williams, C. H., J. Biol. Chem., 255, 3610–3616 
(1979).]

37. At very low pH values, His would be protonated and unable to form a 
hydrogen bond with Ser. Asp would also be protonated and unable to form 
a hydrogen bond with His. At very high pH values, His would be unproton-
ated and unable to form a  hydrogen bond with Asp.

39. (a) Glu 35 has a pK of 5.9 and Asp 52 has a pK of 4.5.
 (b) Lysozyme is inactive at pH 2.0 because both the Glu and the Asp 

are protonated. The Asp is no longer negatively charged and cannot nu-
cleophilically attack the carbocation intermediate. Lysozyme is inactive 

13. A kinase transfers a phosphate group from ATP to a substrate.

NH2
�
NH2

CH3

CH2COO�

NH PO3
2�

C

N

Creatine Creatine phosphate

ATP ADP
�
NH2

CH3

CH2COO�

C

N

15. (a) Reaction 4; (b) Reaction 1; (c) Reaction 3; (d) Reaction 2

17. 2 H2O2 Δ O2 1 2 H2O

19. Every tenfold increase in rate corresponds to a decrease of about 5.7 kJ ? 
mol�1 in �G ‡. For the nuclease, with a rate enhancement on the order of 
1014, �G ‡ is lowered about 14 � 5.7 kJ ? mol�1, or about 80 kJ ? mol�1.

21. 

G

Fast

G

Slow

G

One-step Two-step

G

G

(a)

(b)

(c) Endergonic Exergonic

G

 

G

Initial slow step Initial fast step

G

(d)

23. Yes. An enzyme decreases the activation energy barrier for both the for-
ward and the reverse directions of a reaction.

25. (a) Gly, Ala, and Val have side chains that lack the functional groups 
required for acid–base or covalent catalysis.

 (b) Mutating one of these residues may alter the conformation at the 
active site enough to disrupt the arrangement of other groups that are 
involved in catalysis.

27. (a) In order for any molecule to act as an enzyme, it must be able to rec-
ognize and bind a substrate specifi cally, it must have the appropriate func-
tional groups to effect a chemical reaction, and it must be able to position 
those groups for reaction.

 (b) Functional groups on the nitrogen bases can participate in chemi-
cal reactions in much the same way as amino acid side chains on 
proteins. For example, the amino groups on adenine, guanine, and 
cytosine bases could act as nucleophiles and could also act as proton 
donors.

 (c) DNA, as a double-stranded molecule, has limited conformational 
freedom. RNA, which is single-stranded, is able to assume a greater 

Ch 6 Solutions 641

BMOddSolutions_629-660.indd Page 641  23/10/12  8:08 PM user-f409BMOddSolutions_629-660.indd Page 641  23/10/12  8:08 PM user-f409



are not as reactive  because they are not directly involved in catalysis and/
or because they are shielded in some way that prevents them from reacting 
with NEM.

47. 
O

Glu 224

His His Glu

O�

OH
H

C
N

(CH2)2 C OH

Zn2�

O

Glu 224

His His Glu

C
OH

(CH2)2 H2NC

O

O�

Zn2�

[From Li, L., Binz, T., Niemann, H., and Singh, B. R., Biochemistry 39, 
2399–2405 (2000).]

49. (a) The deamidation reaction for asparagine is shown. The deamidation 
reaction for glutamine is similar.

O

C

C O

NH CH

CH2

NH2 O�

O

C

C O

NH CH

CH2

NH4
�H2O� �

Asparagine Aspartate

 

(b)

 

C
H

O

CH2

CH2

NH2

A�

O�

O�

NH3
� NH3

�

NH4
�

NH3
�

C O

O H

CH2

CH2

C O

CH2

CH2

A

1

3

C O

O

CH2

CH2

H H

CHO

CH2

CH2

2

4

HA

 (c) Ser and Thr residues could stabilize the transition state. They could 
also serve as bases (if unprotonated) and accept a proton from water to 
form a hydroxide ion that would act as the attacking nucleophile. Ser 
and Thr (in the unprotonated form) could also act as attacking nucleo-
philes themselves.

at pH 8.0 because both the Glu and the Asp are unprotonated. The Glu 
would be unable to donate a hydrogen to cleave the bond between the 
sugar residues.

 (c) 

H2O

COO�

�OOC
Glu 35

COO� O

O

Glu 35
Asp 52

Asp 52

O

OH

HO

�

COOH �OOC

Glu 35

COO� O

HH

O

Glu 35Asp 52
Asp 52

41. (a) In the fi rst part of the reaction, the ester bond is cleaved and the 
chymotrypsin is acetylated. The p-nitrophenolate ion is quickly re-
leased, which accounts for the rapid increase in absorbance seen at 
410 nm. The enzyme must be regenerated before a second round of 
catalysis can  begin, which requires a deacetylation step. This step is 
much slower than the fi rst step. Once the acetate is released, the en-
zyme is regenerated and another molecule of substrate can bind and 
react. Thus a steady state is reached and the absorbance increases at a 
uniform rate until the substrate is depleted.

 

Chymotrypsin
O

O

O

O

C

C

�

CH2OH
H3C NO2

p -Nitrophenylacetate

p -Nitrophenolate
(yellow)

Chymotrypsin
� �

CH2OH
CH3COO�

Chymotrypsin

CH2

CH3

H2O

H�

� H��O NO2
fast

slow

 (b) The reaction coordinate diagram will look like the one in Figure 6-7, 
since this is a two-step reaction. Each step has a characteristic activation 
energy. The acetylated chymotrypsin is the intermediate.

 (c) Yes, chymotrypsin and trypsin use the same catalytic mechanism, so 
trypsin can act as an esterase as well as a protease.

43. This is an example of convergent evolution, in which unrelated proteins 
evolve similar characteristics.

45. Cys 278 is highly exposed and unusually reactive compared to other 
cysteines in creatine kinase. Cys 278, because of its high reactivity, is prob-
ably one of the catalytic residues in the enzyme. The other cysteine residues 
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 (b) Since trypsin is at the “top of the cascade,” it makes sense to inacti-
vate it by using a trypsin inhibitor. [From  Hirota, M., Ohmuraya, M., 
and Baba, H., Postgrad. Med. J. 82, 775–778 (2006).]

69. A protease with extremely narrow substrate specifi city (that is, a protease 
with a single target) would pose no threat to nearby proteins because these 
proteins would not be recognized as substrates for hydrolysis.

Chapter 7

 1. The hyperbolic shape of the velocity versus substrate curve suggests that 
the enzyme and substrate physically combine so that the enzyme becomes sat-
urated at high concentrations of substrate. The lock-and-key model describes 
the interaction between an enzyme and its substrate in terms of a highly spe-
cifi c physical association between the enzyme (lock) and the substrate (key).

 3. 
kcat

K M
5

4.0 s21

1.4 3 1024 M
5 2.8 3 104 s21 ? M21

 5. v 5
d [P]

dt
5

25 3 1026 M

50 d 3 24 h ? day21 3 3600 s ? h21

  v 5 5.8 3 10212 M ? s21

[From Bryant, R. A. R., and Hansen, D. E., J. Am. Chem. Soc., 118, 
5498–5499 (1996).]

 7. (5.8 3 10212 M ? s21)(4.7 3 1011) 5 2.7 M ? s21

 9.  v 5 2 
d [S]

dt

  v 5 2 
0.065 M

60 s
  v 5 21.1 3 1023 M ? s21

11.
Reaction Molecularity Rate equation

A S B 1 C Unimolecular Rate 5 k [A]

A 1 B S C Bimolecular Rate 5 k [A][B]

2 A S B Bimolecular Rate 5 k [A]2

2 A S B 1 C Bimolecular Rate 5 k [A]2

  Reaction velocity
 Units of k proportional to . . . Order

 s21 [A] First

 M21 ? s21 [A] and [B] Second

 M21 ? s21 [A] squared Second

 M21 ? s21 [A] squared Second

13.  rate 5 k [sucrose]

  rate 5 (5.0 3 10211 s21)(0.050 M)

  rate 5 2.5 3 10212 M ? s21

15. (a) The reaction is a second-order reaction because the units of the rate 
constant k are M�1  s�1.

 (b) Convert the partial pressure of CO2 into units of molar concentra-
tion by using the ideal gas law:

  PV 5 nRT

  
n
V

5
P

RT

  
n
V

5

40 torr 3
1 atm

760 torr
0.0821 L ? atm

K ? mol
3 310 K

  
n

V
5 0.0021 M

 (d) The mechanism for the deamidation of an amino  terminal Gln resi-
due is shown. Amino terminal Asn residues are not deamidated because 
a four-membered ring, which is unstable, would result.

O
O

C

C O

NH NHCH

CH2

NH2

NH3

NH2

CH2
CH2

CH2

AH

HA

O

C

C

NHCH

� �

 (e) Water is a substrate in the reaction. The Asn and Gln residues on 
the surface of the protein have much greater access to water molecules 
than interior Asn and Gln residues. [From Wright, H. T., Crit. Rev. Bio-
chem. Mol. Biol. 26, 1–52 (1991).]

51. The ability of an enzyme to accelerate a reaction depends on the free 
energy difference between the enzyme-bound substrate and the enzyme-
bound transition state. As long as this free energy difference is less than 
the free energy difference between the unbound substrate and the 
uncatalyzed transition state, the enzyme-mediated reaction proceeds 
more quickly.

53. In a serine protease, there is no need to exclude water from the active 
site, since it is a reactant for the hydrolysis reaction catalyzed by the enzyme.

55. The zinc ion participates in catalysis by polarizing the water molecule so 
that its proton is more easily abstracted by Glu 224. The positively charged 
zinc ion stabilizes the negatively charged oxygen in the transition state.

57. The transition state structure is likely tetrahedral at position 6 on the 
purine ring, since adenosine is planar whereas 1,6- dihydropurine is tetrahe-
dral at this position. Enzymes bind the transition state much more tightly 
than the substrate.

59. A mutation can increase or decrease an enzyme’s catalytic activity, 
depending on how it affects the structure and activity of groups in the 
active site.

61. (a) Trypsin cleaves peptide bonds on the carboxyl side of Lys and Arg 
residues, which are positively charged at physiological pH. These residues 
fi t into the specifi city pocket and interact electrostatically with Asp 189.

 (b) A mutant trypsin with a positively charged Lys residue in its speci-
fi city pocket would no longer prefer basic side chains because the like 
charges would repel one another. The mutant trypsin might instead pre-
fer to cleave peptide bonds on the carboxyl side of negatively charged 
residues such as Glu and Asp, whose side chains could interact electro-
statically with the positively charged Lys residue.

 (c) If the substrate specifi city pocket does not include a positively 
charged Lys residue, then there would be no reason to expect the mutant 
enzyme to prefer substrates with acidic side chains. Instead, the mutant 
enzyme is more likely to prefer substrates with nonpolar side chains such 
as Leu or lIe. [From Graf, L., Craik, C. S., Patthy, A., Roczniak, S., Flet-
terick, R. J., and Rutter, W. J., Biochemistry 26, 2616–2623 (1987).]

63. During chymotrypsin activation, chymotrypsin cleaves  other chymo-
trypsin molecules at a Leu, a Tyr, and an Asn residue. Only one of these (Tyr) 
fi ts the standard description of chymotrypsin’s specifi city. Clearly, chymo-
trypsin has wider substrate specifi city, probably determined in part by the 
identities of residues near the scissile bond.

65. No, the compound shown in Problem 8 would not be hydrolyzed by 
chymotrypsin. The side chain on the carboxyl side of the amide bond is an 
arginine side chain which would not fi t into the chymotrypsin’s specifi city 
pocket.

67. (a) Persistent activation of trypsinogen to trypsin also results in the 
 activation of chymotrypsinogen to chymotrypsin (see Problem 64) and 
causes proteolytic destruction of the pancreatic tissue.
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 (b) v0 � 0.9 V max, so substitute in:

 0.9 Vmax 5
Vmax [S]

[S] 1 K M

  Vmax cancels out on both sides.

  0.9 5
[S]

[S] 1 K M

  0.9 ([S] 1 K M) 5 [S]

  0.9 K M 5 0.1[S]

  9 K M 5 [S]

 Thus, the substrate concentration is nine times as high as the KM.

29.  kcat 5
Vmax

[E]T

  kcat 5
4.0 3 1027 M ? s21

1.0 3 1027 M

  kcat 5 4.0 s21

The kcat is the turnover number, which is the number of catalytic cycles 
per unit time. Each molecule of the enzyme therefore  undergoes 4 catalytic 
 cycles per second.

31.
  1/V max  V max  �1/K M   K M  
Reaction (s  M�1) (M  s�1) (M�1)   (M)

 1 4 0.25 �4 0.25

 2 2 0.50 �1 1.0

 3 2 0.50 �2 0.5

Reaction 1 has the lowest K M; Reactions 2 and 3 are tied for the highest V max.

33. (a) N-Acetyltyrosine ethyl ester, with its lower K M value, has a higher af-
fi nity for the chymotrypsin enzyme. The aromatic tyrosine residue more 
easily fi ts into the nonpolar “pocket” on the enzyme than does the smaller 
aliphatic valine residue.

 (b) The value of V max is not related to the value of K M, so no conclusion 
can be drawn.

35. The maximum rate at which two molecules can collide with one another 
in solution is 108 to 109 M�1  s�1. Enzymes with kcat/K M values in this range 
can be considered to be diffusion-controlled, which means the reaction is 
catalyzed as rapidly as the two reactants can encounter each other in solution. 
Thus, enzymes B and C are diffusion-controlled but enzyme A is not.

 Enzyme K M kcat kcat/K M

   A 0.3 mM 5000 s21 1.7 3 107 M21 ? s21

   B 1 nM 2 s21 2 3 109 M21 ? s21

   C 2 mM 850 s21 4.2 3 108 M21 ? s21

37. (a) The reaction is a trisubstrate reaction and therefore does not obey 
Michaelis–Menten kinetics.

 (b) The K M value for one substrate is obtained by varying its concentra-
tion while holding the concentrations of the other two substrates con-
stant at saturating levels.

 (c) V max is achieved by saturating the enzyme with each substrate. 
Therefore, the concentration of each substrate must be much greater 
than its K M value. [From Brekken, D. L., and Phillips, M. A., J. Biol. 
Chem. 273, 26317–26322 (1998).]

39. (a) The enzyme catalyzes the hydrolysis of the peptide bond on the 
carboxyl side of the Phe residue. One of the products, p-nitrophenolate, 
is bright yellow, and the rate of its appearance was monitored spectro-
photometrically.

 (b) The K M values are nearly identical, which means that each en-
zyme has the same affi nity for its substrate. The kcat value for the Leu 

 Next, substitute values for concentration and k into the rate law:

  rate 5 k [RNH2][CO2]

  5 4950 M21 ? s21 3 0.6 3 1023 M 3 0.0021 M

  5 6.2 3 1023 M ? s21

 (c) The rate constant k would increase with increasing pH because an 
amino group is more likely to be unprotonated (and thus able to react) 
at a higher pH.

  [From Gros, G., Forster, E., and Lin, L., J. Biol. Chem. 251, 4398–4407 
(1976).]

17. 

v0

[S]

first order

zero order

19. The apparent KM would be greater than the true KM because the experi-
mental substrate concentration would be less than expected if some of the 
substrate has precipitated out of solution during the reaction.

21. (a) Velocity measurements can be made using any convenient units. KM 
is by defi nition a substrate concentration, so its value does not refl ect 
how the velocity is measured.

 (b) It’s not necessary to know the enzyme concentration in order to 
determine KM or V max; only [S] and v0 must be known so that a Line-
weaver–Burk plot can be constructed. The value of [E]T is required to 
calculate kcat since kcat � V max /[E]T, according to Equation 7-23.

23.  v0 5
V max[S]

K M 1 [S]
.

  v0 5
7.5 mmol ? min21 ? mg21 3 0.15 mM

0.5 mM 1 0.15 mM

  v0 5
7.5 mmol ? min21 ? mg21 3 0.15 mM

0.65 mM

  v0 5 7.5 mmol ? min21 ? mg21 3 0.23

  v0 5 1.7 mmol ? min21 ? mg21

[From Phillips, R. S., Parniak, M. A., and Kaufman, S., J. Biol. Chem. 259, 
271–277 (1984).]

25. The Vmax is approximately 30 �M  s�1 and the KM is approximately 
5 �M.

27. (a) v0 � 0.75 V max, so substitute in:

 0.75 V max 5
Vmax [S]

[S] 1 K M

  V max cancels out on both sides.

  0.75 5
[S]

[S] 1 K M

  0.75 ([S] 1 K M) 5 [S]

  0.75 K M 5 0.25[S]

  3 K M 5 [S]

 Thus, the substrate concentration is three times as high as the K M.
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53.  a 5
K M (with I)

K M(no I)

  a 5
40 mM

10 mM
5 4

  a 5 1 1
[I]

K I

  4 5 1 1
30 mM

K I

  K I 5 10 mM

[From Gross, R. W., and Sobel, B. E., J. Biol. Chem. 258, 5221–5226 
(1983).]

55. The inhibitor is a mixed inhibitor. The Vmax is decreased and the K M 
value is increased in the presence of the inhibitor.

The Vmax in the absence of inhibitor can be calculated by taking the recipro-
cal of the y intercept:

 Vmax 5
1

y int

 Vmax 5
1

1.51 (OD21 ? min)

 Vmax 5 0.66 OD ? min21

 The Vmax in the presence of inhibitor can be calculated similarly:

 Vmax 5
1

y int

 Vmax 5
1

4.27 (OD21 ? min)

 Vmax 5 0.23 OD ? min21

The K M value in the absence of inhibitor can be determined by fi rst calculating 
the x intercept and then by taking its reciprocal:

  x int 5 2
b
m

  x int 5 2
1.51 OD21 ? min

1.52 min ? OD21 ? mM

  x int 5 20.99 mM21

  K M 5 2
1

x int

  K M 5 2
1

20.99 mM21

  K M 5 1.0 mM

The KM value in the presence of inhibitor can be similarly determined:

  x int 5 2
b
m

  x int 5 2
4.27 OD21 ? min

1.58 min ? OD21 ? mM

  x int 5 22.70 mM21

  K M 5 2
1

x int

  K M 5 2
1

22.70 mM21

  K M 5 0.37 mM

31 enzyme is nearly six times  greater than the kcat value for the wild-
type enzyme, which means that the mutant enzyme has a greater 
catalytic effi ciency and a higher turnover rate of substrate converted 
to product per minute. The k cat/K M ratio refl ects the specifi c reactiv-
ity of the substrate AAPF with the enzyme, and this ratio is larger in 
the mutant enzyme than in the wild type.

 (c) The mutant enzyme is nearly threefold more active  toward the casein 
substrate than the wild-type enzyme. Thus the improvement in catalytic 
activity seen in the mutant is not just toward an artifi cial substrate but 
toward a natural substrate as well.

 (d) Ile 31 is near the Asp–His–Ser catalytic triad of the subtilisin E 
enzyme. Because Leu 31 improves the catalytic activity, this residue 
must somehow improve the function of the catalytic triad. Residue 31 
is especially close to Asp, so it's possible that this residue plays a role 
in assisting Asp in its function in the catalytic triad. Histidine acts as 
a base catalyst and abstracts a proton from serine. The imidazole ring 
of histidine is positively charged as a result, and the role of Asp is 
to stabilize the positively charged imidazole ring. Thus leucine must 
somehow enable the Asp to fulfi ll this function better than isoleucine. 
Another possibility is that the substitution of leucine for isoleucine has 
altered the three-dimensional protein structure such that the catalytic 
triad residues are closer to one another and thus proton transfer is 
facilitated.

 (e) Subtilisin would remove protein stains by hydrolyzing the peptide 
bonds of the protein and producing amino  acids or short peptides as 
products. These products could be easily washed away from the cloth-
ing. [From Takagi, H., Morinaga, Y., Ikemura, H., and Inouye, M., J. 
Biol. Chem. 263, 19592–19596 (1988).]

41. (a) If an irreversible inhibitor is present, the enzyme's activity would be 
exactly 100 times lower when the sample is diluted 100-fold. Dilution 
would not change the degree of inhibition.

 (b) If a reversible inhibitor is present, dilution would  lower the con-
centrations of both the enzyme and the inhibitor enough that some in-
hibitor would dissociate from the  enzyme. The enzyme’s activity would 
therefore not be exactly 100 times less than the diluted sample; it would 
be slightly greater because the proportion of uninhibited enzyme would 
be greater at the lower concentration.

43. (a) Since the structures are similar (both have choline groups), the in-
hibitor is competitive. Competitive inhibitors compete with the sub-
strate for binding to the active site, so the structures of the inhibitor and 
the substrate must be similar.

 (b) Yes, the inhibition can be overcome. If large amounts of substrate are 
added, the substrate will be able to effectively compete with the inhibi-
tor such that very little inhibitor will be bound to the active site. The 
substrate “wins” the competition when it is in excess.

 (c) Like all competitive inhibitors, the inhibitor binds  reversibly.

45. It is diffi cult to envision how an inhibitor that interferes with the cata-
lytic function (represented by kcat or Vmax) of amino acid side chains at the 
active site would not also interfere with the binding (represented by KM) of a 
substrate to a site at or near those same amino acid side chains.

47. (a) NADPH is structurally similar to NADP� and is likely to be a com-
petitive inhibitor.

 (b) The Vmax is the same in the presence and absence of the inhibitor 
since inhibition can be overcome at high substrate concentrations. The 
K M increases because a higher concentration of substrate is needed to 
achieve half-maximal activity in the presence of an inhibitor.

 (c) The KM is 400 times greater for NAD�, indicating that the enzyme 
prefers NADP� as a cofactor. The differences in Vmax are not as great. 
[From Hansen, T., Schicting, B., and Schonheit, P., FEMS Microbiol. 
Lett. 216, 249–253 (2002).]

49. The compound is a transition state analog (it mimics the planar transi-
tion state of the reaction) and therefore acts as a competitive inhibitor.

51. The structure of coformycin structurally resembles the proposed transi-
tion state for adenosine deaminase (see Section 7-3), and this supports the 
proposed structure. However, 1,6-dihydroinosine has a K I of 1.5 � 10�13 M 
whereas coformycin’s K I is about 0.25 �M; thus, 1,6-dihydroinosine more 
closely resembles the transition state than does coformycin.
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 (b) Homoarginine is an uncompetitive inhibitor. The slopes of the lines 
in the Lineweaver–Burk plot are nearly identical. A proportional de-
crease in Vmax and KM occurs in the presence of the inhibitor.

 (c) Because homoarginine is an uncompetitive inhibitor, it does not 
bind to the active site of the alkaline phosphatase enzyme but to another 
site that interferes with the activity of the enzyme in some way. The 
intestinal alkaline phosphatase catalyzes the same reaction as the bone 
alkaline phosphatase, so the active sites of the two enzymes are likely to 
be similar, but the structures of the enzymes may be suffi ciently differ-
ent that the intestinal enzyme lacks the binding site for homoarginine. 
[From Lin, C.-W., and Fishman, W. H., J. Biol. Chem. 247, 3082–3097 
(1972).]

61. (a) ATCase is an allosteric enzyme because its activity versus [S] curve is 
sigmoidally shaped.

 (b) CTP is a negative effector, or inhibitor, because when CTP is 
added, the KM increases and thus the affi nity of the enzyme for the 
substrate decreases. CTP is the eventual product of the pyrimidine 
biosynthesis pathway; thus, when the concentration of CTP is suf-
fi cient for the needs of the cell, CTP inhibits an early enzyme in the 
synthetic pathway, ATCase, by feedback inhibition.

 (c) ATP is a positive effector, or activator, because when ATP is added, 
the KM decreases and thus the affi nity of the enzyme for its substrate 
increases. ATP is a reactant in the reaction sequence, so it serves as an 
activator. ATP is also a purine nucleotide, whereas CTP is a pyrimidine 
nucleotide. Stimulation of ATCase by ATP encourages CTP synthesis 
when ATP synthesis is high, thus balancing the cellular pool of purine 
and pyrimidine nucleotides.

63. The formation of a disulfi de bond under oxidizing conditions, or its 
cleavage under reducing conditions, could act as an allosteric signal by alter-
ing the conformation of the enzyme in a way that affects the groups at the 
active site.

Chapter 8

 1. H3C

Myristate (14:0)

COO�(CH2)12(a)

H3C

Palmitoleate (16:1 n -7)

COO�CH(CH2)5 (CH2)7(b) CH

H3C

Nervonate (24:1 n -9)

COO�CH(CH2)7 (CH2)13(d) CH

H3C

�-Linolenate (18:3 n -3)

(CHCH2 CH2)3 COO�(CH2)6(c) CH

 3.

Sciadonate (20:3�5, 11, 14)

COO�CH2 (CH2)3CH CH(CH2)4CH CHCH CH(CH2)4H3C

 [From Sayanova, O., Haslam, R., Venegas Caleron, M., and Napier, 
J. A., Plant Physiol. 144, 455–467 (2007).]

 5. 

(a) 

24:2�5, 9

COO�(CH2)2 (CH2)3CH CHCH CH(CH2)13H3C

Dodecyl gallate is an uncompetitive inhibitor. In the presence of the inhibi-
tor, the Vmax and the K M values decreased to a similar extent. The slopes of 
the lines in the Lineweaver–Burk plot are nearly the same. [From Kubo, I., 
Chen, Q.-X., and Nihei, K.-I., Food Chem. 81, 241–247 (2003).]

57. (a) The Lineweaver–Burk plot is shown. The KM is calculated from the 
x intercept, the Vmax from the y intercept.

y � 0.9122x � 0.035

y � 9.1369x � 0.0352

Inhibition of PTP1B by vanadate

0.1

0.2

0.3

0.4

1/[FDP] (�M�1)

Without inhibitor
With inhibitor

0�0.05 0.05 0.1 0.15

1/
v 0

 (
s/

nM
)

  Without vanadate With vanadate

 x intercept (�M�1) �0.038 �0.0039

 KM (�M) 26 260

 y intercept (s  nM�1) 0.035 0.035

 Vmax (nM  s�1) 28.5 28.5

 (b) The inhibitor is a competitive inhibitor. The Vmax is the same in the 
presence and absence of the inhibitor, but the KM has increased tenfold, 
indicating that the vanadate is competing with the substrate for binding 
to the active site of the enzyme.

59. (a) The Lineweaver–Burk plot is shown. The KM is calculated from the 
x intercept, the Vmax from the y intercept.

  Without inhibitor With inhibitor

 y intercept, (mM/min)21  0.704  1.90

 Vmax (mM/min) 1.42  0.52

 x intercept (mM)21 –0.949 –2.54

 K M (mM) 1.05  0.39

1/[S] (mM�1)

1.0

2.0

3.0

4.0

5.0

�3.0 �2.5 �2.0 �1.5 �1.0 �0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0

1/
v 0

 (
m

M
�

1 
. m

in
)

No inhibitor With homoarginine

y � 0.751x � 1.905

y � 0.742x � 0.704
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17. All except phosphatidylcholine have hydrogen-bonding head groups.

19. Both DNA and phospholipids have exposed phosphate groups that are 
recognized by the antibodies.

21. The spicy ingredient in the food is a powder made from peppers that 
contains the hydrophobic compound capsaicin (see Section 8-1). Yogurt con-
taining whole milk also contains hydrophobic ingredients that can cleanse 
the palate of the irritating capsaicin. Water is polar, so it does not dissolve the 
capsaicin and cannot cleanse the palate.

23. Vitamin A, and the compound from which it is derived, �-carotene, are 
lipid-soluble molecules. The vegetables in a typical salad do not contain large 
amounts of lipid. The addition of the lipid-rich avocado provided a means 
to solubilize the �-carotene and thus increase its absorption. [From Unlu, 
N. Z., Bohn, T., Clinton, S. K., and Schwartz, S. J., J. Nutr. 135, 431–436 
(2005).]

25. (b) is polar, (d) is nonpolar, and (a), (c), and (e) are amphipathic.

27. (a) A hydrocarbon chain is attached to the glycerol backbone at position 
1 by a vinyl ether linkage. In a glycerophospholipid, an acyl group is 
attached by an ester linkage.

 (b) The presence of this plasmalogen would not have a great effect since 
it has the same head group and same overall shape as phosphatidylcho-
line.

29. Lipids that form bilayers are amphiphilic, whereas triacylglycerols are 
nonpolar. Amphiphilic molecules orient themselves so that their polar head 
groups face the aqueous medium on the inside and outside of the cell. Also, 
triacylglycerols are cone-shaped rather than cylindrical and thus would not 
fi t well in a bilayer structure, as shown in Figure 8-4.

31. Two factors that infl uence the melting point of a fatty acid are the num-
ber of carbons and the number of double bonds. Double bonds are a more 
important factor than the number of carbons, since a signifi cant change in 
structure (a “kink”) occurs when a double bond is introduced. An increase 
in the number of carbons increases the melting point, but the change is not 
nearly as dramatic. For example, the melting point of palmitate (16:0) is 
63.1�C, whereas the melting point of stearate (18:0) is only slightly higher 
at 69.1�C. However, the melting point of oleate (18:1) is 13.2�C, a dramatic 
decrease with the introduction of a double bond.

33. In general, animal triacylglycerols must contain longer and/or more sat-
urated acyl chains than plant triacylglycerols, since these chains have higher 
melting points and are more likely to be in the crystalline phase at room 
temperature. The plant triacyl glycerols must contain shorter and/or less satu-
rated acyl chains in order to remain fl uid at room temperature.

35. The lipids from the meat of the reindeer slaughtered in February 
contained fewer unsaturated acyl chains than their healthy counterparts. 
Unsaturated fatty acids have a lower melting point due to the presence 
of double bonds that prevent them from packing together tightly. These 
lipids therefore help membranes remain fl uid even at low temperatures 
as the reindeer walks through the snow. Saturated fatty acids, which pack 
together more effi ciently and have higher melting points, decrease mem-
brane fl uidity at low temperatures. The decreased percentage of lipids 
with unsaturated fatty acyl chains result in decreased membrane fl uidity 
and may compromise the ability of the animal to survive a cold win-
ter. [From Suppela, P., and Nieminen, M., Comp. Biochem. Physiol. 128, 
53–72 (2001).]

37. The cyclopropane ring in lactobacillic acid produces a bend in the 
aliphatic chain and thus its melting point should be closer to the melting 
point of oleate, which also has a bend due to the double bond. The presence 

(b) 

(CH2)3

24:2�5, 9, 15, 18

COO�CH2)2 (CH2)3CH CH(CH2)2CH CH(CH CH(CH2)4H3C

 7. 

Elaidic acid

COOH(CH2)7

H

H

C C(CH2)7H3C

 The melting point of elaidic acid is higher than the melting point of oleic 
acid, since the trans double bond of elaidic acid gives it an elongated shape, 
whereas the cis double bond oleic acid gives it a bent shape.

 9. (a) Because it has a head group with just one anionic charge, SQDG is 
likely to substitute for phosphatidylglycerol (net charge �1) rather than 
phosphatidylethanolamine (with a positive and a negative charge).

 (b) When phosphorus is limited, the organism produces relatively more 
of the sulfur-containing SQDG to substitute for phospholipids in the 
cell membrane.

11. R1

O

O

C

O

O

O

O

OC

P

H

H

H
H

H

H

R2

H2C CH CH2

O�

OHHO HO

OH

OH

13. 

H2C

(CH2)14

(CH2)2 N�

C C

O�

O

O

O O

OP

O O

CH3

CH3

CH3

CH2

CH3

(CH2)14

CH3

CH

DPPC

15.  

HO

(CH2)26

CH

C (CH2)6(CH2CH

CH

OGlucose

CH

NH

CH2

C O

CH)2(CH2)4CH3

(H2C)12

CH3

CH

O

CH2

O
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51. A steroid is a hydrophobic lipid that can easily cross a membrane to 
 enter the cell. It does not require a cell-surface receptor, as does a polar mol-
ecule such as a peptide.

53. (a) Glycosphingolipids pack together loosely because their very large 
head groups do not allow tight association. 

 (b) The lipid raft is less fl uid because of both the presence of cholesterol 
and the saturated fatty acyl chains, which pack together more tightly 
than unsaturated acyl chains. [From Pike, L., J. Lipid Res. 44, 655–667 
(2003).]

55. (a) Alcohols, ether, and chloroform are nonpolar molecules and can 
 easily pass through the nonpolar portion of the lipid bilayer, the aliphat-
ic acyl chains of the phospholipids. Salts, sugars, and amino acids are 
highly polar and would not be able to traverse the nonpolar portion of 
the  membrane.

 (b) Cells contain proteins that serve as transporters. Proteins that 
transport water, known as aquaporins, have been identifi ed. [From 
Kleinzeller, A., News Physiol. Sci. 12, 49–54 (1997).]

57. After fusion, the green and red markers were segregated because they 
represent cell-surface proteins derived from two different sets of cells. Over 
time, the cell-surface proteins that could diffuse in the lipid bilayer became 
distributed randomly over the surface of the hybrid cell, so the green and red 
markers were intermingled. At 15�C, the lipid bilayer was in a gel-like rather 
than a fl uid state, which prevented membrane protein diffusion. Edidin’s 
experiment supported the fl uid mosaic model by demonstrating the ability 
of proteins to diffuse through a fl uid membrane.

Chapter 9

 1.  Dc 5 0.058 log 
[Na1]in

[Na1]out

  20.070 5 0.058 log 
[Na1]in

[Na1]out

  21.20 5 log 
[Na1]in

[Na1]out

  1021.20 5
[Na1]in

[Na1]out

  
0.063

1
5

[Na1]in

[Na1]out

 3.  DG 5 RT  ln 
[Na1]in

[Na1]out

1 ZF Dc

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(310 K)ln 
0.063

1
 

  1 (11)(96,485 3 1023 kJ ? V21 ? mol21)(20.070 V)

  DG 5 27.12 kJ ? mol21 2 6.75 kJ ? mol21

  DG 5 213.9 kJ ? mol21

 At the resting potential, the movement of Na� ions into the cell is a favor-
able process.

 5.  DG 5 RT  ln 
[Na1]in

[Na1]out

1 ZF Dc

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(20 1 273 K)

 ln 
40 mM

450 mM
1 (1)(96,485 3 1023 kJ ? V21 ? mol21)(20.070 V)

  DG 5 25.90 kJ ? mol21 2 6.75 kJ ? mol21

  DG 5 212.64 kJ ? mol21

  DG 5 RT  ln 
[Ca21]in

[Ca21]out

1 ZF  Dc

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(20 1 273 K)

of bends decreases the opportunity for van der Waals forces to act among 
neighboring molecules. Less heat is required to disrupt the intermolecular 
forces, resulting in a melting point that is lower than that of a saturated fatty 
acid with a similar number of carbons. Therefore stearate has the highest 
melting point (69.6�C), followed by lactobacillic acid (28�C) and oleate 
(13.4�C).

39. Cholesterol’s planar ring system interferes with the movement of acyl 
chains and thus tends to decrease membrane fl uidity. At the same time, cho-
lesterol prevents close packing of the acyl chains, which tends to prevent their 
crystallization. The net result is that cholesterol helps the membrane resist 
melting at high temperatures and resist crystallization at low temperatures. 
Therefore, in a membrane containing cholesterol, the shift from the crystal-
line form to the fl uid form is more gradual than it would be if cholesterol 
were absent.

41. No. Higher temperatures increase fatty acid fl uidity. To counter the ef-
fect of temperature, the plants make relatively more fatty acids with higher 
melting points. Dienoic acids have higher melting points than trienoic acids 
because they are more saturated. Therefore, the plants convert fewer dienoic 
acids into trienoic acids.

43. (a) PS and PE both contain amino groups.
 (b) PC and SM both contain choline groups.
 (c) PE, PC, and SM are all neutral, but PS carries an overall negative 

charge. Since PS is exclusively found on the cytosolic-facing leafl et, this 
side of the membrane is more negatively charged than the other side.

45. (a) Detergents are required to solubilize a transmembrane protein be-
cause the protein domains that interact with the nonpolar acyl chains 
are highly hydrophobic and would not form favorable interactions with 
water.

 (b) A schematic diagram of the detergent SDS interacting with a trans-
membrane protein is shown here. The polar head group of SDS is rep-
resented by a circle and the nonpolar tail as a wavy line. The  nonpolar 
tail of the SDS interacts with the nonpolar regions of the protein, ef-
fectively masking these regions from the polar solvent. The polar head 
group of the SDS interacts favorably with water. The presence of the 
detergent effectively solubilizes the transmembrane protein so that it can 
be purifi ed.

SDS

47. A. Fatty acyl–anchored protein (the acyl group is myristate)

  B. Prenyl-anchored protein

  C. Glycosylphosphatidylinositol (GPI)-anchored protein

49. The membrane-spanning segment is a stretch of 19 residues that are all 
uncharged and mostly hydrophobic.

LSTTEVAMHTTTSSSVSKSYISSQTNDTHKRDTYAATPRAHEV-
SEISVRTVYPPEEETGERVQLAHHFSEPEITLIIFGVMAGVIGTILLI-
SYGIRRLIKKSPSDVKPLPSPDTDVPLSSVEIENPETSDQ
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15. (a) Glucose has a slightly larger permeability coeffi cient than mannitol 
and therefore moves across the synthetic bilayer more easily. 

 (b) Both solutes have higher permeability coeffi cients for the red blood 
cell membrane, indicating that transport is occurring via a protein trans-
porter rather than diffusion through the membrane. The transporter 
binds glucose specifi cally and transports it rapidly across the membrane, 
whereas it is less specifi c for mannitol and transports it less effectively.

17. (a) Phosphate ions are negatively charged, and lysine side chains most 
likely carry a full positive charge at physiological pH. It is possible that 
an ion pair forms between the phosphate and the lysine side chains and 
that the lysine side chains serve to funnel the phosphate ions through the 
porin.

 (b) If the hypothesis described in part (a) is correct, the replacement 
of lysines with the negatively charged glutamates would abolish phos-
phate transport by the porin, due to charge–charge repulsion. Possibly 
the mutated porin might even transport positively charged ions instead 
of phosphate. [From Sukhan, A., and Hancock, R. E. W., J. Biol. Chem. 
271, 21239–21242 (1996).]

19. (a) Acetylcholine binding triggers the opening of the channel, an example 
of a ligand-gated transport protein.

 (b) Na� ions fl ow into the muscle cell, where their concentration is low.
 (c) The infl ux of positive charges causes the membrane potential to 

 increase.

21. The transfer to pure water increases the infl ux of water by osmosis, and 
the cell begins to swell. Swelling, which puts pressure on the cell membrane, 
causes mechanosensitive channels to open. As soon as the cell’s contents fl ow 
out, the pressure is relieved and the cell can return to its normal size. Without 
these channels, the cell would swell up and burst.

23. The hydroxyl and amido groups act as proton donors to coordinate the 
negatively charged chloride ion. Cations could not interact with the protons 
and so would be excluded.

25. (a) A transport protein, like an enzyme, carries out a chemical reac-
tion (in this case, the transmembrane movement of glucose) but is not 
permanently altered in the process. Because the transport protein binds 
glucose, its rate does not increase in direct proportion to increases in 
glucose concentration, and it becomes saturated at high glucose con-
centrations.

 (b) The transport protein has a maximum rate at which it can operate 
(corresponding to Vmax, the upper limit of the curve). It also binds 
glucose with a characteristic affi nity (corresponding to K M, the glucose 
concentration at  half-maximal velocity). The estimated Vmax for this 
transporter is about 0.8 � 106 mM ? cm ? s�1, and the K M is about 
0.5 mM.

1.0

Vmax

0

[Glucose] (mM)
0 4

G
lu

co
se

 fl
ux

 (
m

M
 . 

cm
 . 

s−
1 

× 
10

6
)

6 8 10

0.5

2

KM

27. Intracellular exposure of the glucose transporter to trypsin indicates that 
there is at least one cytosolic domain of the transport protein that is essen-
tial for glucose transport. Hydrolysis of one or more peptide bonds in this 
domain(s) abolishes glucose transport. But extracellular exposure of the ghost 
transporter to trypsin has no effect, so there is no trypsin-sensitive extracellu-
lar domain that is essential for transport. This experiment also shows that the 
glucose transporter is asymmetrically arranged in the erythrocyte membrane.

ln 
0.0001 mM

4 mM
1 (2)(96,485 3 1023 kJ ? V21 ? mol21)(20.070 V)

  DG 5 225.8 kJ ? mol21 2 13.5 kJ ? mol21

  DG 5 239.3 kJ ? mol21

 Since the concentrations of both ions are greater outside the cell than in-
side and the cell potential is negative, the passive movement of the ions will 
be from outside the cell to inside. In order to maintain the ion concentra-
tions given in the problem, energy-consuming active transport processes are 
 required.

 7. Use Equation 9-4 and let Z � 2 and T � 310 K:

(a)  DG 5 RT  ln 
[Ca21]in

[Ca21]out

1 Z FDc

  DG 5 (8.3145 J ? K21 ? mol21)(310 K)ln 
1027

1023

  1 (2)(96,485 J ? V21 ? mol21)(20.05 V)

  DG 5 223,700 J ? mol21 2 9600 J ? mol21

  DG 5 233,300 J ? mol21 5 233.3 kJ ? mol21

 The negative value of �G indicates a thermodynamically favorable 
 process.

 (b)  DG 5 RT  ln 
[Ca21]in

[Ca21]out

1 ZFDc

   DG 5 (8.3145 J ? K21 ? mol21)(310 K) ln 
1027

1023

   1(2)(96,485 J ? V21 ? mol21)(10.05 V)

   DG 5 223,700 J ? mol21 1 9600 J ? mol21

   DG 5 214,100 J ? mol21 5 214.1 kJ ? mol21

 The negative value of �G indicates a thermodynamically favorable 
 process, but not as favorable as in part (a).

 9. (a) Since all the terms on the right side of Equation 9-1 are constant, 
except for T, the following proportion for the two temperatures (310 K 
and 313 K) applies:

 
270 mV

310 K
5

Dc

313 K

 Dc 5 270.7 mV

  The difference in membrane potential at the higher temperature would 
not signifi cantly affect the neuron’s activity.

 (b) It is more likely that an increased temperature would increase the 
fl uidity of cell membranes. This in turn might alter the activity of 
membrane proteins, including ion channels and pumps, which would 
have a more dramatic effect on membrane potential than temperature 
alone.

11. (a)  DG 5 RT ln 
[glucose]in

[glucose]out

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(310 K)ln 
0.5 mM
15 mM

  DG 5 28.8 kJ ? mol21

(b)  DG 5 RT  ln 
[glucose]in

[glucose]out

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(310 K)ln 
0.5 mM

4 mM

  DG 5 25.4 kJ ? mol21

13. The less polar a substance, the faster it can diffuse through the lipid 
bilayer. From slowest to fastest: C, A, B.
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 (c) It is possible that the choline transporter cotransports hydrogen ions 
and choline. A hydrogen ion might be exported when choline is imported. 
This is an example of antiport transport.

 (d) TEA is structurally similar to choline and acts as a competitive in-
hibitor. TEA might bind to the choline transporter, preventing choline 
from binding. In this manner, TEA is brought into the cell and choline 
transport is inhibited. [From Sinclair, C. J., Chi, K. D., Subramanian, V., 
Ward, K. L., and Green, R. M., J. Lipid Res. 41, 1841–1847 (2000).]

41. The ABC transporters bind ATP, then undergo a conformational change as 
the ATP is hydrolyzed and Pi is released, leaving ADP. Vanadate, a phosphate 
analog, might serve as a competitive inhibitor by binding to the phosphate 
portion of the ATP binding site. With ATP unable to bind, the necessary 
conformational change cannot occur and the transporter is inhibited.

43. Both transporters are examples of secondary active transport. The 
H�/Na� exchanger uses the free energy of the Na� gradient (established by the 
Na,K-ATPase) to remove H� from the cell as Na� enters. Similarly, a preexist-
ing Cl� gradient (see Fig. 2-13) allows the cell to export HCO2

3  as Cl� enters.

45. Di- and tripeptides enter the cell in symport with H� ions. The H� ions 
leave in exchange for Na� via the antiport protein. The Na� ions are ejected 
via the Na,K-ATPase. This is an example of secondary active transport in 
which the expenditure of ATP by the Na,K-ATPase pump is the driving force 
for peptide entry into the cell.

Peptide H+

Peptide H+

H+ Na+

Na+H+

3 Na+ 2 K+

2 K+3 Na+

ATP

47. Acetylcholinesterase inhibitors will prevent the enzyme from breaking 
down acetylcholine (see Section 9-4). This increases the concentration of 
acet ylcholine in the synaptic cleft and increases the chances that acetyl-
choline will bind to a dwindling number of receptors in the postsynap-
tic cell. [From Thanvi, B. R., and Lo, T. C. N., Postgrad. Med. J., 80, 
690–700 (2004).]

49. 

Acetylcholinesterase

CH2OH

� F

O

O

CH(CH3)2

CH(CH3)2

P O DIPF

O(H3C)2HC

O

O

CH2

CH(CH3)2

P O
Modified enzyme

HF

29. As the glutamate (charge �2) enters the cell, four positive charges also 
enter (3 Na�, 1 H�) for a total of two positive charges. Since 1 K� exits the 
cell at the same time, a total of one positive charge is added to the cell for 
each glutamate transported inside.

31. CO2 produced by respiring tissues enters the red blood cell and com-
bines with water to form carbonic acid, which then dissociates to form H� 
and HCO3

� ions. The HCO3
� ions are transported out of the cell by Band 

3 in exchange for Cl� ions, which enter the cell. The HCO3
� ions travel 

through the circulation to the lungs, where they recombine with H� ions to 
form carbonic acid, which subsequently dissociates to form water and CO2. 
The CO2 is then exhaled in the lungs.

33. 

Aspartyl phosphate

CH2

H
N CCH

�O

O�

O

C O

P O

O

35. (a) A transporter similar to a porin would be inadequate since even 
a large � barrel would be far too small to accommodate the massive 
ribosome. Likewise, a transport protein with alternating conforma-
tions would not be up to the task due to its small size relative to 
the ribosome. In addition, neither type of protein would be suited 
for transporting a particle across two membranes. In fact, ribosomes 
and other large particles move between the nucleus and cytoplasm via 
nuclear pores, which are constructed from many different proteins 
and form a structure, even larger than the ribosome, that spans both 
nuclear membranes.

 (b) Initially, one might expect ribosomal transport to be a thermody-
namically favorable process, since the concentration of ribosomes is 
greater in the nucleus, where they are synthesized. However, free energy 
would ultimately be required to establish a pore (which would span two 
membrane thicknesses) for the ribosome to pass through. In fact, the 
nucleocytoplasmic transport of all but very small substances requires the 
activity of GTPases that escort particles through the nuclear pore assem-
bly and help ensure that transport proceeds in one direction.

37. (a) Glucose uptake increases as sodium concentration increases in 
 pericytes. In endothelial cells, glucose uptake is constant regardless of 
sodium ion concentration.

 (b) The shape of the curve for the pericytes indicates that a protein 
transporter is involved. Glucose uptake initially increases as sodium ion 
concentration increases, then reaches a plateau at high sodium ion con-
centration, indicating that the transporter is saturated and is operating 
at its maximal capacity.

 (c) It is likely that the pericytes use secondary active transport to import 
glucose. Sodium ions and glucose molecules enter the cell in symport. 
The sodium ions are then ejected from the cell by the Na,K-ATPase 
transporter.

39. (a) The maximal velocity is estimated to be between 6 and 7 pmol 
choline ? mg�1 ? mL�1. The KM is the substrate concentration at half-
maximal velocity and is about 40 mM.

 (b) The choline transporter responds to increased choline concentra-
tions by increasing its rate of transport so that effi cient uptake occurs 
over a range of choline concentrations near the KM. At low concentra-
tions of choline (10 �M), the transporter operates at 20% of its maxi-
mal velocity, whereas at high concentrations of choline (80 �M), the 
transporter operates at nearly 100% of its maximal velocity. The KM 

value of 40 �M is between the low and high physiological concentra-
tions of choline.
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  K d[RL] 5 [R]T[L] 2 [RL][L]

  (K d[RL]) 1 ([RL][L]) 5 [R]T[L]

  [RL](K d 1 [L]) 5 [R]T[L]

  
[RL]

[R]T
5

[L]

K d 1 [L]

 9.  
[RL]

[R]T
5

[L]

[L] 1 K d

  
100

1000
5

[L]

[L] 1 1.0 3 10210 M

  0.10([L] 1 1.0 3 10210 M) 5 [L]

  0.10[L] 1 1.0 3 10211 M 5 [L]

  1.0 3 10211 M 5 0.9[L]

  [L] 5 1.11 3 10211 M

11.  (a) The binding site with a Kd of 0.35 �M is the high-affi nity binding 
site, and the one with a Kd of 7.9 �M is the low-affi nity binding site. Kd 
is the ligand concentration at which the receptor is half-saturated with 
ligand; therefore, the lower the Kd, the lower the concentration of ligand 
required to achieve half-saturation.

  (b) The high-affi nity binding site with a Kd of 0.35 �M is most effective 
in the 0.1–0.5 �M range because at the upper limit of this range the 
high-affi nity binding sites will be more than 50% occupied, whereas the 
low-affi nity sites will be less than 50% occupied. 

  (c) Both of these agonists can compete at high concentrations, but the 
methylthio-ADP has a lower Kd and will be a more effective inhibitor at 
low concentrations. [From Jefferson, J. R., Harmon, J. T., and Jamieson, 
G. A., Blood 71, 110–116 (1988).]

13. The Kd is obtained from the x intercept in the double-reciprocal plot.

8

10

1/[L] (�M�1)

0�4 �3 �2 �1 1 2 3 4

1/
[R

 . 
L]

 (
�

M
�

1 )

6

4

2
�1/Kd

  x int 5 2
1

K d

  22 mM21 5
1

K d

  K d 5 0.5 mM

15. Cell-surface receptors are diffi cult to purify because they are usually 
integral membrane proteins and require the addition of detergents to dis-
sociate them from the membrane. The receptor proteins constitute a very 
small proportion of all of the proteins in the cell; this makes it diffi cult for 
the experimenter to isolate the receptor protein from other cellular proteins.

17. The different types of G protein–linked receptors are found in differ-
ent types of cells. The cellular response elicited when a ligand binds to a 
receptor depends on how that particular cell integrates and processes the 
signal. Different cells have different intracellular components, which results 
in different responses to what appears to be the same signal.

51. The tetanus toxin cleaves the SNAREs, which are required for the fusion 
of synaptic vesicles with the neuronal plasma membrane. This prevents the 
release of acetylcholine, interrupting communication between nerves and 
muscles and causing paralysis.

53. By adding a phosphate group, the kinase increases the size and negative 
charge of the lipid head group, which then occupies a larger volume and 
more strongly repels neighboring negatively charged lipid head groups. The 
phosphatidylinositol would become more cone-shaped, thereby increasing 
bilayer curvature, which is a necessary step in the formation of a new vesicle 
by budding.

55. Two lipid bilayers separate the damaged organelle from the rest of the cell.

Chapter 10

 1. Signal molecules that are lipids (cortisol and thromboxane) or very small 
(nitric oxide) can diffuse through lipid bilayers and do not need a receptor 
on the cell surface.

 3. Let [R ? L] � x and [R] � 0.010 � x

  K d 5
[R][L]

[R ? L]

  [R ? L] 5 x 5
[R][L]

K d

  x 5
(0.010 2 x)(0.0025)

0.0015

  x 5
(0.000025 2 0.0025x)

0.0015

  0.0015x 5 0.000025 2 0.0025x

  0.0040x 5 0.000025

  x 5 0.00625 5 6.25 mM 5 [R ? L]

 The percentage of receptors occupied by ligand is 6.25 mM/10 mM, 
or 62.5%.

 5. 1.0

Kd

[L] (mM)

0.1 0.40.3

[R
L]

/[R
] T

0.60.5 0.7

0.6

0.2

0.2

 The Kd estimated from the curve is about 0.1 mM.

 7.  K d 5
[R][L]

[RL]

  [R]T 5 [R] 1 [RL]

  [R] 5 [R]T 2 [RL]

  K d 5
([R]T 2 [RL])[L]

[RL]
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35. (a) Upon stimulation by an action potential, acetylcholine-containing 
synaptic vesicles in neurons fuse with the plasma membrane and release 
their contents into the synaptic cleft (see Section 9-4). Acetylcholine 
then diffuses across the synaptic cleft to the endothelial cell.

 (b) Acetylcholine binds to G protein–linked cell-surface receptors in 
the endothelial cell and activates phospholipase C, which hydrolyzes 
phosphatidylinositol bisphosphate to diacylglycerol and inositol tris-
phosphate. The inositol trisphosphate binds to calcium channels in the 
endoplasmic reticulum, which opens the channels and fl oods the cell 
with Ca2�. Calcium ions bind to calmodulin, changing its conforma-
tion and allowing it to bind to NO synthase to activate the enzyme.

 (c) Cyclic GMP is formed, along with pyrophosphate, from GTP. The 
enzyme that catalyzes the reaction is guanylate cyclase.

 

CH2P

O

O O

O�

POP

O

O�

�O

O

O�

GTP

NH

NN NH2

O

N

H
H H

OH OH

H

O

Cyclic GMP

CH2O

NH

NN NH2

O

N

�O
P

O

H
H H

O OH

H

O

guanylate cyclase

 (d) It’s possible that cGMP activates protein kinase G in a manner 
analogous to that of cAMP activating protein kinase A; that is, cGMP 
binding could displace regulatory subunits from protein kinase G to 
release active catalytic subunits. The active protein kinase G would next 
phosphorylate proteins involved in the muscle contraction process, per-
haps myosin or actin, resulting in smooth muscle relaxation.

37. If the NO enzyme is missing, the signaling pathway described in Prob-
lem 35 cannot be completed. NO cannot be synthesized in the absence of 
the NO synthase enzyme, and subsequent steps, including the production 
of the second messenger cGMP and activation of protein kinase G, do not 
occur. Protein kinase G acts on muscle in such a way that the muscle relaxes. 
If this does not occur, muscles lining the blood vessels are constricted, result-
ing in high blood pressure. This makes it more diffi cult for the heart to pump 
blood through the circulatory system, leading to an increased heart rate and 
increased size of the ventricular heart chambers.

39. Nitroglycerin decomposes to form NO, which passes through cell mem-
branes in tissues of the tongue to enter the bloodstream. NO activates gua-
nylate cyclase in smooth muscle cells, as described in Problem 35, produc-
ing cyclic GMP, which subsequently activates protein kinase G. The kinase 
phosphorylates proteins involved in muscle contraction, which leads to the 
relaxation of the smooth muscle cell. This increases blood fl ow to the heart 
and relieves the pain associated with angina.

41. (a) Adenylate cyclase generates the second messenger cAMP in response 
to activation of G proteins by G protein– coupled receptors. The EF 
toxin would generate large amounts of cAMP in the absence of any 
specifi c hormone signal. 

 (b) When Ca2� calmodulin is bound to EF, it is not available to activate any 
other Ca2�-sensitive proteins that might be involved in normal cell signaling.

19. If receptors are removed from the cell surface, the ligand cannot bind 
and an intracellular response cannot occur. If a receptor is phosphorylated, it 
binds to arrestin, which blocks the ligand from binding.

21. 

CH
H
N

CH2

O

C

S

C (CH2)14 CH3

O

23. Epinephrine and norepinephrine are ligands that bind to �2-adrenergic 
receptors. When these ligands bind to their receptors, the signal transduction 
process produces a number of effects, including increases in heart rate, mus-
cle contraction, and blood pressure. In addition, the smooth muscle in the 
bronchial tubes relaxes, making it easier to expand the lungs. These physio-
logical effects are all necessary components of the fi ght-or-fl ight response but 
are harmful to a person suffering from high blood pressure. �-Blockers are 
antagonists that bind to the same �2-adrenergic receptors but do not elicit 
a response. By occupying the receptors, the antagonists prevent epinephrine 
and norepinephrine from doing so. The result is that the heart rate and blood 
pressure decrease and the heart contractions are less intense.

25. Stimulation of GTPase activity by RGS accelerates the hydrolysis of 
GTP to GDP, converting the receptor-associated G protein into its inactive 
form more rapidly. This will shorten the duration of signaling.

27. 

CH

CH CH3

HN C

O(a)

OH

CH

CH CH3

HN C

O

O

P O�O

O�

ATP

protein kinase A

ADP

CH

CH CH3

HN C

O(b)

O

CH

CH CH3

HN C

O

OH

P O�O

O�

H2O

phosphatase

Pi

29. Because of their structural similarity to diacylglycerol, phorbol esters will 
stimulate protein kinase C, as diacylglycerol does. Increased protein kinase C 
activity will lead to an increase in the phosphorylation of the kinase’s cellular 
targets. Because protein kinase C phosphorylates proteins involved in cell 
division and growth, the addition of phorbol esters will have profound effects 
on the rates of cell division and growth if added to cells in culture.

31. The T cell is stimulated when an extracellular ligand binds to a G 
 protein–linked receptor and activates phospholipase C. The activated phos-
pholipase C catalyzes the hydrolysis of phosphatidylinositol bisphosphate, 
yielding diacylglycerol and inositol trisphosphate. The inositol trisphosphate 
binds to channel proteins in the endoplasmic reticulum and allows calcium 
ions to fl ow into the cytosol. Calcium ions then bind to calmodulin, causing 
a conformational change that allows it to bind and activate calcineurin. The 
activated calcineurin then activates NFAT, as described in the problem.

33. Overexpression of PTEN in mammalian cells would promote apopto-
sis. PTEN removes a phosphate group from inositol trisphosphate; when 
this occurs, inositol trisphosphate is no longer able to activate protein kinase 
B. In the absence of protein kinase B, cells are not stimulated to grow and 
proliferate and instead undergo apoptosis.

652 Ch 10 Solutions

BMOddSolutions_629-660.indd Page 652  18/10/12  9:50 PM user-f409BMOddSolutions_629-660.indd Page 652  18/10/12  9:50 PM user-f409



 Without knowing the mechanism of the enzyme, it is not possible to say 
for certain why acetylating the serine inhibits cyclooxygenase activity. But it’s 
possible that the acetylation alters the structure of the active site such that 
the arachidonic acid substrate is unable to bind. It’s also possible that serine 
participates in catalysis, possibly as a nucleophile, as in chymotrypsin. An 
acetylated serine would be unable to function as a nucleophile, which would 
explain why the modifi ed enzyme is catalytically inactive.

61. Phospholipase A2 catalyzes the release of arachidonate from membrane 
phospholipids. Blocking this reaction would prevent the COX-catalyzed 
conversion of arachidonate to proinfl ammatory prostaglandins.

63. 

High osmolarity
(salt or glucose)

Ras

Raf

MEK

MAP kinase

Pi

cAMP

PKA

PFK2

Activation of glycolysis

Accumulation of glycerol

Chapter 11

 1. (a) aldose (b) ketose (c) aldose

 3. Chiral carbons are indicated with an asterisk:

  

CHO

C*

CH2OH

HO

H

H

C* OH

CH2OH

C O

C*

CH2OH

HO

H

H

C* OH

CHO

C*

CH2OH

HO

H

H

C*HO H

C*HO H

C* OH

(a) (b) (c)

 5. (a) D (b) L (c) D (d) L

 7. (a) D-Psicose and D-sorbose are epimers.
 (b) D-Sorbose and D-fructose are structural isomers.
 (c) D-Fructose and L-fructose are enantiomers.
 (d) D-Ribose and D-ribulose are structural isomers.

 9. Fructose and galactose are isomers of glucose.

11. (a) CH2OH

C O

C

C

H OH

CH2OH

C

HO

HO H

H

  

(b)

 

CH2OH

C O

CH OH

CH OH

CH2OH

CHO H

43. Since the growth factor stimulates kinase activity, the H2O2 second 
messenger is likely to produce similar responses, so it must inactivate the 
phosphatases.

45. In the presence of GEF, the activity of the signaling pathway increases, 
since GEF promotes dissociation of bound GDP, and Ras ? GDP is inactive. 
Once GDP has dissociated, GTP can bind and activate Ras. The opposite 
is true in the presence of GAP. Ras ? GTP is active, but when the GTP is 
hydrolyzed to GDP, Ras is converted from the active to the inactive form.

47. Phosphatases that remove phosphate groups from the insulin receptor 
would turn the insulin signaling pathway off and protein kinases B and C 
would not be activated. Without active protein kinase B, glycogen synthase is 
inactive and glycogen cannot be synthesized from glucose. Without protein 
kinase C, glucose transporters are not translocated to the membrane and 
glucose is not brought into the cell but remains in the blood. Drugs that act 
as inhibitors of these phosphatases would potentiate the action of the insulin 
receptor, allowing the receptor to remain active with a lower concentration of 
ligand, and thus are potentially effective treatments for diabetes.
49. As noted in Problem 29, phorbol esters are diacylglycerol analogs that 
can activate protein kinase C. According to the information given in this 
problem, protein kinase C activates the MAP kinase cascade, which leads to 
the phosphorylation of proteins that infl uence gene expression. When these 
genes are expressed, progression through the cell cycle is altered and cells are 
stimulated to grow and proliferate, a characteristic of tumor cells.

51. In order to become activated, two inactive PKR proteins must come 
close enough to phosphorylate each other (autophosphorylation). A 
long RNA molecule can bind two PKR proteins simultaneously, holding 
them in close proximity so that they can activate each other. Short RNA 
molecules prevent PKR activation because when a short RNA molecule 
occupies the PKR RNA-binding site, the PKR cannot bind to another 
RNA where it might encounter a second PKR and get phosphorylated. 
[From Nallagatla, S. R., Toroney, R., and Bevilacqua, P. C., Curr. Opin. 
Struct. Biol. 21, 119–127 (2011).]

53. Substances cannot enter the nucleus unless they possess a nuclear 
localization signal, a sequence that interacts with the nuclear pore and allows 
entry into the nucleus. The nuclear localization signal on the progesterone 
receptor must be exposed, even when ligand is not bound. But the nuclear 
localization signal on the glucocorticoid receptor must be masked. When 
ligand binds, a conformational change occurs that unmasks the nuclear 
localization signal, and the complex can pass through the nuclear pore and 
enter the nucleus.

55. Arachidonate is the substrate for the production of prostaglandins, 
many of which have infl ammatory properties. Stimulating the release of 
arachidonate from the membrane by C1P increases the concentration of 
substrate available for prostaglandin synthesis. One of the enzymes that cata-
lyzes the fi rst step in the production of prostaglandins is COX-2, which is 
stimulated by S1P. Both C1P and S1P can potentially increase production of 
prostaglandins, which accounts for their infl ammatory properties, as shown 
in the diagram.

57. S1P might use a variety of mechanisms to activate Ras, either through 
receptor tyrosine kinases or activation of protein kinase C. Ras then activates 
the MAP kinase pathway (see Problem 49), which leads to the phosphoryla-
tion of transcription factors that promote the expression of proteins involved 
in the cell cycle, ultimately leading to cell survival.

59. 

OH

O

C

O
COCH3

OH

O

C

OH

�

CH2OH

Enzyme

Acetylsalicylic acid Salicylic acid

�

O

CH2O CH3C

Acetylated
enzyme
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OCH3 H
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27. 

Gluconate
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OH

HO

H

H

H

H

OH

OH

COO�

CH2OH

29. 

O

H

H OH

H

H

OH

COO�

KDG

CH2OH

31. Lactose is a reducing sugar because it has a free anomeric carbon (C1 of 
the glucose residue). Sucrose is not a reducing sugar because the anomeric 
carbons of both glucose and fructose are involved in the glycosidic bond.

33. 

HOH

H

H OH

H

O

H

H

H

H

O

O

OH

H

CH2OH CH2OH

OH
HO

H OH

 Cellobiose is a reducing sugar. The anomeric carbon of the glucose on the 
right side is free to reverse the cyclization reaction to re-form the aldehyde 
functional group, which can be reduced.

35. Trehalase digestion produces glucose, which exists in solution as a mix-
ture of the 
 and � anomers.
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HO
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OH
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37. 

H

H

OH H

H

HO
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H H
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H

CH2OH

 (c) Tagatose is less effectively absorbed in the small intestine because the 
transport proteins in the epithelial cells lining the small intestine do not 
bind and transport tagatose as effi ciently as they do sugars that are more 
naturally and commonly present in the diet.

13. The � anomer is more stable because most of the bulky hydroxyl sub-
stituents are in the equatorial position.

HO

H
CH2OH

H
HO

HO

H
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H

O

H

OH

15. 
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OH

OH

17. (a) A fi ve-membered ring results.

HOCH2 CH2OH

OH
H HO

HOH

H

O

�-D-Fructose

HOCH2

CH2OH

OH

H HO

HOH

H

O
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 (b) A six-membered ring results.
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19. All the sugar molecules will be converted to product because the 
 and 
� anomers are in equilibrium. Depletion of molecules in the 
 form will 
cause more of the � anomers to convert to 
 anomers, which will then be 
converted to product.

21. Glucose-6-phosphate is more likely than glucose to remain in the cell 
because the phosphorylated glucose is negatively charged and cannot easily 
cross the nonpolar lipid bilayer by passive diffusion. Glucose-6-phosphate 
cannot exit the cell via transport proteins either, as these transporters are 
specifi c for glucose, not glucose-6-phosphate.

23. Glucose is a reducing sugar because the cyclization reaction can occur in 
reverse to form the straight-chain structure that contains an aldehyde group 
(see Fig. 11-1). Fructose contains a ketone functional group that cannot be 
oxidized by Cu2�, so it is not a reducing sugar. (However, in the presence of 
the strong base in Benedict’s solution, fructose undergoes isomerization to an 
aldose, which does react with Cu2�.)

25. 
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59. The monosaccharide is N-acetylglucosamine.

61. The amide bond forms between Ala and the carboxylate group on the 
C4 substituent in the disaccharide.

n

H

H

OH H

H

H

O

H

NH C

O

H

O

CH2OH

H

CH2OH

H

O
H

O

CH3NH C

O O

CH3

CH3CHCOO�

Chapter 12

 1. (a) chemoautotroph (b) photoautotroph
 (c) chemoautotroph  (d) heterotroph 
 (e) heterotroph  (f ) chemoautotroph
 (g) photoautotroph

 3. The pH of the stomach is �2. At this pH, the salivary amylase is dena-
tured and can no longer catalyze the hydrolysis of glycosidic bonds in dietary 
carbohydrates.

 5. Maltase is required to hydrolyze the 
(1 S 4) glycosidic bonds in 
maltotriose and maltose (see Solution 4). Isomaltase is needed to hydro-
lyze the 
(1 S 6) glycosidic bonds in the limit dextrins because 
-amylase 
only catalyzes the hydrolysis of 
(1 S 4) glycosidic bonds and cannot 
accommodate branch points (see Problem 4). These enzymes are required 
to completely hydrolyze starch to its component monosaccharides, since 
only monosaccharides can be absorbed.

 7. Sugar alcohols are not present in abundance naturally, which explains 
the absence of transporters for these molecules. Passive diffusion is less effec-
tive than passive transport (as shown in Problem 9-15).

 9. Because the products of nucleic acid digestion are relatively large, 
charged nucleotides, a transport protein is required to facilitate their move-
ment across the cell membrane. The transport protein most likely uses the 
free energy of a Na� gradient (active transport), as is the case for intestinal 
monosaccharide and amino acid transporters.
11. The low pH denatures the protein, unfolding it so peptide bonds are 
more accessible to proteolytic digestion by stomach enzymes.

13. The pH optimum for pepsin is 2, which is the pH of the stomach. The 
pH optimum for trypsin and chymotrypsin is 7–8, as the small intestine is 
slightly basic (see Table 2-3). Each enzyme functions optimally in the condi-
tions of its environment.

15. Amino acids enter the cells lining the small intestine via secondary active 
transport. This system is similar to the process for glucose absorption shown 
in Figure 9-18.

INTESTINAL SPACE

Na,K-ATPase

Na+

Amino acid transporter

Na-amino acid transporter

Amino acid

Amino acid

Amino acid

Na+

Na+

ATP

ADP + Pi

INTESTINAL
CELL

K+

K+

39. In order for sorbitol to be catabolized to yield energy, it would need 
to enter the same catabolic pathway as glucose. The enzymes that catalyze 
glucose catabolism are specifi c for glucose and do not bind to sorbitol, so the 
sugar alcohol is not metabolized and passes through the body undigested. In 
this manner, sorbitol contributes no calories to the food containing it, but it 
is nearly identical to its parent monosaccharide in taste and sweetness.

41. Humans do not have one of the enzymes needed to hydrolyze the gly-
cosidic bonds in order to convert the trisaccharide raffi nose to its constituent 
monosaccharides. The glycosidic linkages in raffi nose are an 
(1 S 6) link-
age between galactose and glucose and an 
(1 S 2) glycosidic linkage be-
tween glucose and fructose. Humans have the enzymes to digest the second 
glycosidic bond but not the fi rst.

43. Starch, glycogen, cellulose, and chitin are homopolymers. Peptidoglycan 
and chondroitin sulfate are heteropolymers.

45. (a) 
CH2 HO

H HO
CH2OH

HOH
O

CH2 HO

O

H HO
CH2OH

HOH

 (b) Humans do not have the enzymes to digest �(2 S 1) glycosidic 
bonds (although the bacteria that inhabit the small intestine possess the 
necessary enzymes and do have this capability). Nondigestible carbohy-
drates are often classifi ed by food manufacturers as “fi ber”; thus, inulin 
extracted from chicory root is often added to processed foods to boost 
their fi ber content.

47. Pectin is a highly hydrated polysaccharide, so it thickens the fruit prepa-
ration and helps turn it into a gel.

49. The cellulose-based plant cell wall is strong and rigid, but it must be 
remodeled as the plant cell grows. The cell uses cellulase to weaken the cell 
wall so that the cell can expand.

51. 

H

H OH

H

O
O

H
H

H

H

O O

OH

H
H H

HOCH2 HOCH2

HO HO

53. The N-linked saccharide is N-acetylglucosamine, and the bond has the 
� confi guration. The O-linked oligosaccharide is N-acetylgalactosamine, and 
the bond has the 
 confi guration.

55. The residues of the disaccharide are glucuronate linked by a �(1 S 3) 
glycosidic bond to N-acetylgalactosamine-4-sulfate. Disaccharides are linked 
to each other by �(1 S 4) bonds.

57. 

H
OH H

OH

H

H

O O

OH

CH2OH

C
H

CH3

CH

NH

C O
H

Ch 12 Solutions 655

BMOddSolutions_629-660.indd Page 655  18/10/12  9:50 PM user-f409BMOddSolutions_629-660.indd Page 655  18/10/12  9:50 PM user-f409



ria. A defi ciency in haptocorrin or intrinsic factor would be manifested as a 
vitamin B12 defi ciency, since these proteins are essential for absorption of the 
vitamin. Vegetarians and vegans who consume no animal products would 
also be at risk for a defi ciency of vitamin B12.

31. (a) 
H
N CH

	-Carboxyglutamate

CH2

CH
�OOC COO�

C

O

 (b) The additional carboxylate group on the glutamate residue confers a 
�2 charge on the side chain, generating a high-affi nity binding site for the 
Ca2� ions essential for blood clotting.

33. (a) Vitamin C (b) biotin
 (c) pyridoxine (d) pantothenic acid

35. Because K eq is the ratio of the product concentration to the reactant con-
centration at equilibrium, the reaction with the larger K eq will have a higher 
concentration of product. Therefore, the concentration of B in Tube 1 will be 
greater than the concentration of D in Tube 2.

37. (a) Since K eq � 1, ln K eq � 0 and �G �	 is also equal to zero (Equa-
tion 12-2).

 (b) Since K eq � 1, the concentrations of reactants and products must 
be equal at equilibrium. If the reaction started with 1 mM F, the equilib-
rium concentrations will be 0.5 mM E and 0.5 mM F.

39.  DG 5 DG 8¿ 1 RT ln 
[B]

[A]

  DG 5 25.9 kJ ? mol21 1 (8.3145 3 1023 kJ ? K21 ? mol21)

 (310 K)ln a0.1 3 1023 M

0.9 3 1023 M
b

  DG 5 211.6 kJ ? mol21

 The reaction will proceed as written, with A converted to B until the ratio 
of [B]/[A] � 10/1.

41. (a) The equilibrium constant can be determined by rearranging Equa-
tion 12-2 (see Sample Calculation 12-2):

   K eq 5 e2DG 8¿yRT

   K eq 5 e210 kJ?mol21y(8.3145 3 1023 kJ?K21?mol21)(298 K)

   K eq 5 e24.04

   K eq 5 0.018

   K eq 5 e2DG 8¿yRT

   K eq 5 e220 kJ?mol21y(8.3145 3 1023 kJ?K21?mol21)(298 K)

   K eq 5 e28.07

   K eq 5 0.000313

  Small changes in �G �	 result in large changes in K eq. Doubling the �G �	 
value (a positive, unfavorable value) leads to a 60-fold decrease in K eq.

 (b)  K eq 5 e2DG 8¿yRT

   K eq 5 e2(210 kJ?mol21)y(8.314531023 kJ?K21?mol21)(298 K)

   K eq 5 e4.04

   K eq 5 56.6

   K eq 5 e2DG 8¿yRT

   K eq 5 e2(220 kJ?mol21)y(8.3145 3 1023 kJ?K21?mol21)(298 K)

   K eq 5 e8.07

   K eq 5 3200

17. (a)

O

CR2 O
Gastric lipase

Fatty acid

DiacylglycerolTriacylglycerol

CH

O

H2C O C R3

H2C

O

CR3 O�

O

C R1

O

O

CR2 O CH

O

H2C OH

H2C C R1

O

H2O

 (b) Both diacylglycerol and fatty acids are amphipathic molecules—
they have both hydrophilic and hydrophobic domains. These molecules 
can form micelles that emulsify the dietary triacylglycerols, which are 
nonpolar and are unable to form micelles.

19. 

Cholesteryl ester

Cholesteryl esterase

Fatty acid

O

CH3C (H2C)17 O

O

CH3C (H2C)17 O�

Cholesterol
HO

21. (a) The polar glycogen molecule is fully hydrated, so its weight refl ects 
a large number of closely associated water molecules. Fat is stored in 
anhydrous form. Therefore, a given weight of fat stores more free energy 
than the same weight of glycogen.

 (b) Because it must be hydrated, a glycogen molecule occupies a large 
effective volume of the cytoplasm, which it shares with other glycogen 
molecules, enzymes, organelles, and so on. Because hydrophobic fat 
molecules are sequestered from the bulk of the cytoplasm, they do not 
have the same potential for interfering with other cellular constituents, 
so their collective volume is virtually unlimited.

23. The phosphorylated glucose molecule is not recognized by the glucose 
transporter. Removal of the phosphate group allows the glucose to more eas-
ily leave the cell.

25.
  Citric acid Fatty acid
 Glycolysis cycle metabolism

Acetyl-CoA  ✓ ✓

Glyceraldehyde-3-P ✓  

Pyruvate ✓  

 Triacyl-  
  glycerol Photo- Trans-
  synthesis synthesis amination

Acetyl-CoA   

Glyceraldehyde-3-P ✓ ✓ 

Pyruvate   ✓

27. (a) NAD�  (b) NADPH (c) NADH  (d) NADP�

29. Individuals with gastrointestinal disorders might have a gastrointestinal 
tract that is not colonized by the appropriate vitamin B12–synthesizing bacte-
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55. Reactions involving phosphoenolpyruvate, 1,3-bisphosphoglycerate, 
and phosphocreatine could drive the synthesis of ATP because transfer of a 
phosphoryl group from one of these compounds occurs with a greater change 
in free energy than the transfer of a phosphoryl group to ADP.

57. (a) The equilibrium constant can be determined by rearranging Equa-
tion 12-2 (see Sample Calculation 12-2):

  K eq 5 e2DG 8¿yRT

  K eq 5 e25 kJ?mol21y(8.3145 3 1023 kJ?K21?mol21)(298 K)

  K eq 5 e22.02

  K eq 5 0.133

 (b) Since

  K eq 5
[isocitrate]

[citrate]
5 0.133

  [isocitrate] 5 0.133 [citrate]

  The total concentration of isocitrate and citrate is 2 M, so

[isocitrate] 5 2 M 2 [citrate]

  Combining the two equations gives

  0.133 [citrate] 5 2 M 2 [citrate]

  1.133 [citrate] 5 2 M

     [citrate] 5 1.77 M

  [isocitrate] 5 2 M 2 1.77 M 5 0.23 M

 (c) The preferred direction under standard conditions is toward the for-
mation of citrate.

 (d) The reaction occurs in the direction of isocitrate synthesis because 
standard conditions do not exist in the cell. Also, the reaction is the sec-
ond step of an eight-step pathway, so isocitrate is removed as soon as it is 
produced in order to serve as the reactant for the next step of the pathway.

59. 
Mechanism 1: glutamate 1 NH3 S glutamine

 ATP 1 H2O S ADP 1 Pi

glutamate 1NH3 1 ATP 1 H2O S  glutamine 1 ADP 1 Pi

Mechanism 2: glutamate 1 ATP S g- glutamylphosphate 1 ADP
g- glutamylphosphate 1 H2O 1 NH3 S glutamine 1 Pi

glutamate 1 NH3 1 ATP 1 H2O S glutamine 1 ADP 1 Pi

Mechanism 2 is the more likely mechanism because it proceeds through a 
phosphorylated intermediate that “captures” the energy of the phosphoanhy-
dride bond of ATP. In the fi rst mechanism, the two reactions are not linked 
to a common intermediate. ATP is hydrolyzed, but this energy is not “har-
nessed” in any way and is simply dissipated as heat.

61. The equilibrium constant can be determined by rearranging Equa-
tion 12-2 (see Sample Calculation 12-2):

 (a) K eq 5 e2DG 8¿yRT

  K eq 5 e247.7 kJ?mol21y(8.3145 3 1023 kJ?K21?mol21)(298 K )

  K eq 5 e219.2

  K eq 5 4.4 3 1029

      K eq 5
[fructose-1,6-bisphosphate]

[fructose-6-phosphate][Pi ]

  4.4 3 1029 5
[fructose-1,6-bisphosphate]

[fructose-6-phosphate](5.0 3 1023)

  
[fructose-1,6-bisphosphate]

[fructose-6-phosphate]
5 2.2 3 10211

  The same conclusion can be made: Small changes in �G �	 lead to large 
changes in K eq. Doubling a (favorable) �G �	 results in a K eq value that 
is nearly 60 times as large.

43. The complete reaction is ATP � H2O S ADP � Pi. Use Equation 
12-3 and the value of �G �	 from Table 12-4. The concentration of water is 
assumed to be equal to 1.

 DG 5 DG 8¿ 1 RT ln 
[ADP][Pi ]

[ATP]

 DG 5 230.5 kJ ? mol21 1 (8.3145 3 1023 kJ ? K21 ? mol21)

 (310 K)ln 
(0.001)(0.005)

(0.003)

 DG 5 230.5 kJ ? mol21 2 16.5 kJ ? mol21

 DG 5 247 kJ ? mol21

45. First, convert Calories to joules: 72,000 cal � 4.184 J/cal � 300,000 J 
or 300 kJ. Since the ATP S ADP � Pi reaction releases 30.5 kJ ? mol�1, the 
apple contains 300 kJ/30.5 kJ ? mol�1 or the equivalent of about 9.8 moles 
of ATP.

47. a

c

b

G

Reaction coordinate

49. (a) The phosphate groups on the ATP molecule would be less negative 
at a lower pH. Therefore, there would be less charge–charge repulsion 
and therefore less energy released upon hydrolysis. The �G � would be 
less negative at a lower pH.

 (b) Magnesium ions are positively charged and form ion pairs with the 
negatively charged phosphate groups. Thus, magnesium ions serve to 
decrease the charge–charge repulsion associated with the phosphate 
groups. In the absence of magnesium ions, the charge–charge repul-
sion is greater; thus, more free energy is released upon the removal of 
one of the phosphate groups. This results in a �G �	 value that is more 
negative.

51. (a) The synthesis of ATP from ADP requires 30.5 kJ ? mol�1 of energy:

   ADP � Pi S ATP � H2O �G �	 � �30.5 kJ ? mol�1

   
2850 kJ ? mol21

30.5 kJ ? mol21 3 0.33 5 30.8 ATP

 (b) 
9781 kJ ? mol21

30.5 kJ ? mol21 3 0.33 5 105.8 ATP

 (c) For glucose, 30.8 ATP/6 carbons � 5.1 ATP/carbon. For palmitate, 
105.8 ATP/16 carbons � 6.6 ATP/carbon. Most of the carbon atoms of 
fatty acids are fully reduced ¬CH2¬ groups. Most of the carbon atoms 
of glucose have hydroxyl groups attached to them (¬CHOH¬) and 
are therefore already partly oxidized. Consequently, more free energy 
is available from a carbon in a triacylglycerol than from a carbon in a 
glycogen molecule.

53. The apple provides 9.8 moles of ATP (see Solution 45). The moderately 
active female described in Problem 52 requires 100 moles ATP daily. There-
fore, 100 moles ATP/9.8 apples mol�1 � 10.2 apples. Keeping the 33% 
effi ciency in mind, 10.2/0.33 � 31 apples would be required.
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  K eq 5 e21.0 kJ?mol21y(8.314531023 kJ?K21?mol21)(298 K)

  K eq 5 e20.40

  K eq 5 0.67

  K eq 5
[palmitoyl-CoA][ADP][Pi ]

[palmitate][CoA][ATP]

  0.67 5
[palmitoyl-CoA][ADP][Pi ]

[palmitate][CoA][ATP]

 Coupling the synthesis of palmitoyl-CoA with the hydrolysis of ATP to 
ADP has improved the [product]/[reactant] ratio considerably, but the for-
mation of products is still not favored.

 (c) Coupling the synthesis of palmitoyl-CoA with ATP hydrolysis to 
AMP produces a standard free energy change of �14.1 kJ ? mol�1 for 
the coupled process [31.5 kJ ? mol�1 � (�45.6 kJ ? mol�1) � �14.1 kJ 
? mol�1].

palmitate 1 CoA 1 ATP S palmitoyl-CoA 1 AMP 1 PPi

  DG 8¿ 5 214.1 kJ ? mol21

  K eq 5 e2DG 8¿yRT

  K eq 5 e2(214.1 kJ ? mol21)y(8.314531023 kJ ? K21 ? mol21)(298 K)

  K eq 5 e5.7

  K eq 5 296

  296 5
[palmitoyl-CoA][AMP][PPi ]

[palmitate][CoA][ATP]

 Coupling the synthesis of palmitoyl-CoA with the hydrolysis of ATP 
to AMP has improved the [product]/[reactant] ratio. The formation of 
products is now favored.

 (d) Coupling the synthesis of palmitoyl-CoA with ATP hydrolysis to 
AMP and PPi  followed by PPi hydrolysis produces a standard free energy 
of –34.2 kJ ? mol�1 for the coupled process [–14.1 kJ ? mol�1 � (�19.2 
kJ ? mol�1) � �33.3 kJ ? mol�1].

palmitate 1 CoA 1 ATP 1 H2O S palmitoyl-CoA 1 AMP 1 2 Pi

DG 8¿ 5 233.3 kJ ? mol21

 K eq 5 e2DG 8¿yRT

 K eq 5 e2(233.3 kJ ? mol21)y(8.314531023 kJ ? K21 ? mol21)(298 K)

 K eq 5 e13.4

 K eq 5 6.9 3 105

 6.9 3 105 5
[palmitoyl-CoA][AMP][Pi ]

2

[palmitate][CoA][ATP]

 Coupling the activation of palmitate to palmitoyl-CoA with the hydro-
lysis of ATP to AMP, with subsequent hydrolysis of pyrophosphate, is a 
thermodynamically effective means of accomplishing the reaction. Cou-
pling the reaction with hydrolysis of ATP to ADP is not effective.

Chapter 13

 1. (a) Reactions 1, 3, 7, and 10; (b) Reactions 2, 5, and 8; (c) Reaction 6; 
(d) Reaction 9; (e) Reaction 4.

 3. (a)  DG 8¿ 5 2RT ln 
[glucose-6-phosphate][ADP]

[glucose][ATP]

  216.7 kJ ?  mol21 5 2(8.3145 3 1023 kJ ?  K21 ?  mol21)

  (298 K)ln 
[glucose-6-phosphate][ADP]

[glucose][ATP]

  16.7 kJ ? mol21 5 2.48 kJ ? mol21

  ln 
[glucose-6-phosphate][ADP]

[glucose][ATP]

 (b) 
 fructose-6-phosphate 1 Pi Δ fructose-1,6-bisphosphate

DG 8¿ 5 47.7 kJ ? mol21

 ATP 1 H2O Δ ADP 1 Pi DG 8¿ 5 230.5 kJ ? mol21

 fructose-6-phosphate 1 ATP 1 H2O Δ
  fructose-1,6-bisphosphate 1 ADP  DG 8¿ 5 17.2 kJ ? mol21

 (c)

  K eq 5 e2DG 8¿yRT

  K eq 5 e217.2 kJ ? mol21y(8.314531023

 kJ ? K21

 ? mol21)(298 K)

  K eq 5 e26.94

  K eq 5 1.0 3 1023

 K eq 5
[fructose-1,6-bisphosphate][ADP]

[fructose-6-phosphate][ATP]

 1.0 3 1023 5
[fructose-1,6-bisphosphate][ADP]

[fructose-6-phosphate][ATP]

 
(1.0 3 1023)[ATP]

[ADP]
5

[fructose-1,6-bisphosphate]

[fructose-6-phosphate]

 
(1.0 3 1023)(3.0 3 1023)

(1.0 3 1023)
5

[fructose-1,6-bisphosphate]

[fructose-6-phosphate]

 3.0 3 1023 5
[fructose-1,6-bisphosphate]

[fructose-6-phosphate]

 (d) The conversion of fructose-6-phosphate to fructose-1,6-bisphosphate 
is unfavorable. The ratio of products to reactants at equilibrium is 
2.2 � 10�11 under standard conditions. But if the conversion of fruc-
tose-6-phosphate to fructose-1,6-bisphosphate is coupled with the 
hydrolysis of ATP, the reaction becomes more favorable and the ratio 
of fructose-1,6-bisphosphate to fructose-6-phosphate increases to 3 � 
10�3, a change of eight orders of magnitude.

 (e) The second mechanism is biochemically feasible because the two 
steps are coupled via a common phosphorylated intermediate that “cap-
tures” the energy of ATP. In the fi rst mechanism, the two steps are not 
coupled. The ATP is hydrolyzed and the energy is lost as heat instead 
of being used to assist the conversion of fructose-6-phosphate to fruc-
tose-1,6-bisphosphate.

63. (a) The equilibrium constant can be determined by rearranging Equa-
tion 12-2 (see Sample Calculation 12-2):

  K eq 5 e2DG 8¿yRT

  K eq 5 e231.5 kJ ? mol21y(8.314531023 kJ ? K21 ? mol21)(298 K)

  K eq 5 e212.7

  K eq 5 3.0 3 1026

  K eq 5
[palmitoyl-CoA]

[palmitate][CoA]

  3.0 3 1026 5
[palmitoyl-CoA]

[palmitate][CoA]

  Therefore the ratio of products to reactants is 3.0 � 10�6:1. 
The reaction is not favorable.

 (b) Coupling the synthesis of palmitoyl-CoA with ATP hydrolysis to 
ADP produces a standard free energy change of 1.0 kJ ? mol�1 for 
the coupled process [31.5 kJ ? mol�1 � (–30.5 kJ ? mol�1) � 1.0 kJ ? 
mol�1].

 palmitate � CoA � ATP S palmitoyl-CoA � ADP � Pi

  DG 8¿ 5 1.0 kJ ? mol21

  K eq 5 e2DG 8¿yRT
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fructose-1,6-bisphosphate, requires the phosphofructokinase enzyme. Thus, 
glycerol is a suitable substrate for this mutant, but glucose is not.

13. In the presence of iodoacetate, fructose-l,6-bisphosphate accumulates, 
which suggests that iodoacetate inactivates the enzyme that uses fructose-
l,6-bisphosphate as a substrate. Because iodoacetate reacts with Cys residues, 
the inactivation of the enzyme by the reagent suggests that a Cys residue is in 
the active site. Later studies showed that Cys was not part of the active site; 
instead, the reaction of the Cys with iodoacetate probably caused a conforma-
tional change that rendered the enzyme inactive.

15.  DG 5 DG 8¿ 1 RT  ln 
[GAP]

[DHAP]

  4.4 kJ ? mol21 5 7.9 ? mol21

 1 (8.3145 3 1023 kJ ? K21 ? mol21)(310 K) ln 
[GAP]

[DHAP]

  23.5 kJ ? mol21 5 2.58 kJ ? mol21 ln 
[GAP]

[DHAP]

  21.36 5 ln 
[GAP]

[DHAP]

  e21.36 5
[GAP]

[DHAP]

  0.26 5
[GAP]

[DHAP]

The ratio of [GAP] to [DHAP] is 0.26:1, which seems to indicate that the 
formation of DHAP, not the formation of GAP, is favored. However, GAP, 
the product of the triose phosphate isomerase reaction, is the substrate for 
the glyceraldehyde-3-phosphate dehydrogenase reaction. The continuous 
removal of the product GAP by the action of the dehydrogenase shifts the 
equilibrium toward formation of GAP from DHAP.

17. Arsenate is a metabolic poison, and the cells eventually die. In the pres-
ence of arsenate, 1,3-bisphosphoglycerate is not formed; instead, this step 
is essentially skipped. Two moles of ATP per mole of glucose are normally 
generated at this step. If ATP is not generated at this step, the net ATP yield 
for the glycolytic pathway is zero, and the cells die because they are unable to 
meet their energy requirements.

19. Phosphoglycerate kinase catalyzes the conversion of 1,3-bisphosphoglyc-
erate to 3-phosphoglycerate with concomitant production of ATP from ADP. 
The kinase can generate the ATP required by the ion pump, and the ADP 
produced when the pump is phosphorylated can serve as a substrate in the 
kinase reaction.

21. Phosphate levels increase because phosphate is a reactant for the 
 GAPDH enzyme. ATP levels decrease, since ATP is a product of the GAPDH 
reaction. Levels of 2,3-BPG decrease as well, since levels of 1,3-BPG decrease 
as a result of GAPDH inhibition.

23. Fluoride inhibits the enzyme enolase. If the enzyme is inactive, its 
substrate, 2-phosphoglycerate, will accumulate. The previous reaction is at 
equilibrium, so 3-phosphoglycerate will accumulate as 2-phosphoglycerate 
accumulates.

25. In cells with a pyruvate kinase defi ciency the [ADP]/[ATP] ratio in-
creases and the [NAD�]/[NADH] ratio decreases. Pyruvate kinase catalyzes 
the second ATP-generating step in glycolysis; in the absence of this reac-
tion, ATP levels decrease and the [ADP]/[ATP] ratio increases. The substrate 
PEP accumulates in a pyruvate kinase defi ciency, stimulating PFK and in-
creasing the concentration of F16BP. This ultimately leads to an increase in 
glyceraldehyde-3-phosphate, which reacts with NAD� to form NADH. In 
the absence of pyruvate kinase, pyruvate is not produced, so lactate cannot 
subsequently re-oxidize NADH to NAD�; therefore, the [NAD�]/[NADH] 
decreases.

27. The alcohol dehydrogenase enzyme catalyzes the reduction of acetalde-
hyde to ethanol. Concomitantly, NADH is oxidized to NAD�. The NADH 
reactant is produced by glycolysis in the GAPDH reaction. The NAD� pro-
duced in the alcohol dehydrogenase reaction can serve as a reactant for the 
glycolytic GAPDH reaction, allowing glycolysis to continue.

  6.73 5 ln 
[glucose-6-phosphate][ADP]

[glucose][ATP]

  e6.73 5
[glucose-6-phosphate][ADP]

[glucose][ATP]

  840 5
[glucose-6-phosphate][ADP]

[glucose][ATP]

  840 5
[glucose-6-phosphate](1)

[glucose](10)

  8.4 3 103 5
[glucose-6-phosphate]

[glucose]

(b)  DG 8¿ 5 2RT ln 
[glucose][ADP]

[glucose-6-phosphate][ADP]

  16.7 kJ ? mol21 5 2(8.3145 3 1023 kJ ? K21 ? mol21)

  (298 K)ln 
[glucose][ATP]

[glucose-6-phosphate][ADP]

        216.7 kJ ? mol21 5 2.45 kJ ? mol21 ln 
[glucose][ATP]

[glucose-6-phosphate][ADP]

  26.73 5 ln 
[glucose][ATP]

[glucose-6-phosphate][ADP]

  e26.73 5
[glucose][ATP]

[glucose-6-phosphate][ADP]

  1.2 3 1023 5
[glucose][ATP]

[glucose-6-phosphate][ADP]

  1.2 3 1023 5
[glucose](10)

[glucose-6-phosphate](1)

  1.2 3 1024 5
[glucose]

[glucose-6-phosphate]

 In order to reverse the reaction, the ratio of glucose-6-phosphate to 
glucose would have to be 8.3 � 103:1.

 5. (a) Because the brain relies on glucose from the blood, it stores very 
little glucose in the form of glycogen. Therefore, glucose rather than 
phosphorylated glucose is the substrate that enters the glycolytic path-
way. The fi rst step of glucose catabolism in the brain is catalyzed by 
hexokinase, so this step is the rate-determining step of the pathway. In 
other tissues that break down glycogen for glycolysis, the hexokinase 
step is bypassed.

 (b) The low KM means that the enzyme will be saturated with glucose 
and will therefore operate at maximum velocity. Even if the concentra-
tion of glucose were to fl uctuate slightly, the brain’s ability to catabolize 
glucose would not be affected.

 7. One might expect the product of a reaction to inhibit the enzyme that 
catalyzes the reaction, while the reactant would act as an activator. Although 
it is true that ADP is a direct product of the PFK reaction, PFK is sensitive 
to the ATP needs of the cell as a whole. Rising ADP concentrations are an 
indication that ATP is needed; the subsequent stimulation of PFK increases 
glycolytic fl ux and generates ATP as a fi nal pathway product.

 9. In the presence of the inhibitor, the curve is sigmoidal and the KM in-
creases dramatically (nearly 10-fold, to 200 �M), indicating that a greater 
quantity of substrate is required to achieve ½ Vmax. PEP stabilizes the T form 
of PFK (see Solution 8).

11. Glycerol can serve as an energy source because glycerol can be converted 
to glyceraldehyde-3-phosphate, which can then enter the glycolytic pathway 
“below” the phosphofructokinase step. The mutants cannot grow on glucose 
because glucose enters the glycolytic pathway by fi rst being converted to glu-
cose-6-phosphate, then fructose-6-phosphate. The next step, conversion to 
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43. The starch in the grains must be converted to glucose because the yeast 
that carry out fermentation use glucose as their starting material.

45. Production of glucose-1-phosphate requires only an iso merization reac-
tion catalyzed by phosphoglucomutase to convert it to glucose-6-phosphate, 
which can enter glycolysis. This skips the hexokinase step and saves a mol-
ecule of ATP. Hy drolysis, which produces glucose, would require expenditure 
of an ATP to phosphorylate glucose to glucose-6-phosphate.

47. This observation revealed that the pathways for glycogen degradation 
and synthesis must be different, since a defect in the degradative pathway has 
no effect on the synthetic pathway.

49. Normally, muscle glycogen is degraded to glucose-6-phosphate, which 
enters glycolysis to be oxidized to yield ATP for the active muscle. In an-
aerobic conditions, pyruvate, the end product of glycolysis, is converted to 
lactate, which is released from the muscle into the blood and enters the liver 
to be converted back to glucose via gluconeogenesis. The patient’s muscle 
cells are unable to degrade glycogen to glucose-6-phosphate; thus, there is 
no glucose-6-phosphate to enter glycolysis and lactate formation does not 
occur. [From Stanbury, J. B., Wyngaarden, J. B., and Fredrickson, D. S., 
The Metabolic Basis of Inherited Disease, pp. 151–153, McGraw-Hill, New 
York (1978).]

51. Glucose-6-phosphatase catalyzes the last reaction in gluconeogenesis (and 
glycogenolysis) in the liver. Glucose-6-phosphate is converted to glucose, 
and the glucose transporters export glucose to the circulation, where it is 
available to other body tissues that do not carry out gluconeogenesis and that 
do not store glycogen. In the absence of this enzyme, glucose-6-phosphate 
cannot be converted to glucose and instead accumulates in the liver and is 
converted to glucose-1-phosphate, which is used for glycogen synthesis. Gly-
cogen synthesis is therefore elevated in the livers of patients with this disease. 
The accumulation of glycogen enlarges the liver and causes the abdomen to 
protrude.

53. In order for the enzyme to be active, the serine in the active site must 
be phosphorylated. This phosphate group is donated to C1 of the glucose-
6-phosphate in the fi rst step of the conversion of glucose-6-phosphate to 
glucose-1-phosphate. If glucose-1,6-bisphosphate dissociates prematurely, 
the serine is not phosphorylated, the enzyme is not regenerated, and further 
rounds of catalysis cannot occur.

55. The ATP yield for the pathway is 2 ATP. T. tenax stores energy in the 
form of glycogen, which is phosphorolyzed to glucose-1-phosphate. The 
glucose-1-phosphate is converted to glucose-6-phosphate, an isomerization 
reaction that does not require an investment of ATP. Glucose-6-phosphate 
is then converted to fructose-6-phosphate. The next step, in which fruc-
tose-6-phosphate is converted to fructose-1,6-bisphosphate, also does not 
require an investment of ATP, since the phosphofructokinase reaction in 
T. tenax is reversible and uses pyrophosphate rather than ATP. Since the 
GAPDH reaction does not produce 1,3-bisphosphoglycerate, there is no 
ATP produced until the last step, when phosphoenolpyruvate is converted 
to pyruvate. Since this reaction occurs twice for each glucose molecule, 
the pathway yields two moles ATP per mole of glucose. [From Brunner, 
N. A., Brinkmann, H., Siebers, B., and Hensel, R., J. Biol. Chem. 273, 
6149–6156 (1998).]

57. (a) The fi rst committed step of the pentose phosphate pathway is the 
fi rst reaction, which is catalyzed by glucose-6-phosphate dehydrogenase 
and is irreversible. Once glucose-6-phosphate has passed this point, it 
has no other fate than conversion to a pentose phosphate.

 (b) The hexokinase reaction does not commit glucose to the glycolytic 
pathway, since the product of the reaction, glucose-6-phosphate, can also 
enter the pentose phosphate pathway.

59. The pentose phosphate pathway in the red blood cell generates NADPH, 
which is used to regenerate oxidized glutathione. Glucose-6-phosphate dehy-
drogenase is the enzyme that catalyzes the fi rst step of the oxidative branch of 
the pathway. Its defi ciency results in a decreased output of NADPH from the 
pathway. As a result, glutathione remains in the oxidized form and cannot 
fulfi ll its roles of decreasing the concentrations of organic peroxides, main-
taining red blood cell shape, and keeping the iron ion of hemoglobin in the 
�2 form. Hemolytic anemia is the likely result.

29. (a) Methanol reacts with alcohol dehydrogenase (as ethanol does) to 
produce formaldehyde (Section 13-1).

 Methanol

H3C OH

Formaldehydealcohol dehydrogenase

HCH

ONAD� NADH, H�

 (b) Administering ethanol is a good antidote because ethanol will 
compete with methanol for binding to alcohol dehydrogenase and will 
produce the less harmful acetaldehyde. This allows time for methanol 
to be eliminated from the system. [From Cooper, J. A., and Kini, M., 
Biochem. Pharmacol. 11, 405–416 (1962).]

31. (a) One mole of ATP is invested when KDG is converted to KDPG. 
One mole of ATP is produced when 1,3-BPG is converted to 3PG. One 
mole of ATP is produced when phosphoenolpyruvate is converted to 
pyruvate. Therefore, the net yield of this pathway (per mole of glucose) 
is one mole of ATP.

 (b) In order to keep the pathway going, subsequent reactions would 
need to reoxidize the NADPH that is produced when glucose is convert-
ed to gluconate and the NADH that is produced by GAPDH. [From 
Johnsen, U., Selig, M., Xavier, K. B., Santos, H., and Schönheit, P., 
Arch. Microbiol. 175, 52–61 (2001).]

33. (a) Acetyl-CoA produced from pyruvate is a substrate for the citric acid 
cycle, an energy-producing pathway. When the cell's need for energy is 
low, acetyl-CoA accumulates and activates pyruvate carboxylase, which 
catalyzes the fi rst step of gluconeogenesis. As a result, the cell can syn-
thesize glucose when the need to catabolize fuel is low.

 (b) Following its deamination, alanine is a substrate for gluconeogen-
esis. By inhibiting pyruvate kinase, alanine suppresses glycolysis so that 
fl ux through the shared steps of glycolysis and gluconeogenesis will favor 
gluconeogenesis.

35. Insulin, the hormone of the fed state, might be expected to suppress 
the transcription of the gluconeogenic enzymes pyruvate carboxylase, 
PEPCK, fructose-1,6-bisphosphatase, and glucose-6-phosphatase. [In 
fact, insulin has been shown to suppress the transcription of PEPCK and 
glucose-6-phosphatase.]

37. (a) The phosphatase activity is active under fasting conditions. The 
phosphatase removes the phosphate group from F26BP, forming 
 fructose-6-phosphate. Thus F26BP is not present to stimulate glycolysis 
(or to inhibit gluconeogenesis); therefore, gluconeogenesis is active. 

 (b) The hormone of the fasted state is glucagon. 
 (c) When glucagon binds to its receptors, cellular cAMP levels rise as 

described in Section 10-2. This activates protein kinase A, which phos-
phorylates the bifunctional enzyme, resulting in the activation of the 
phosphatase activity and the inhibition of the kinase activity.

39. (a) Increasing the activity of the enzyme that produces F26BP would 
increase the concentration of this metabolite, which stimulates PFK 
and inhibits fructose-1,6-bisphosphatase. This would have the effect 
of stimulating glycolysis and inhibiting gluconeogenesis. Stimulation 
of PFK would increase the concentration of fructose-1,6-bisphosphate, 
which activates pyruvate kinase via feed-forward activation. Additional 
stimulation of pyruvate kinase by brazilin would lead to an increase in 
fl ux through the glycolytic pathway.

 (b) If brazilin is able to act on the liver to increase glycolysis and de-
crease gluconeogenesis, this could help alleviate the high blood glucose 
concentrations that occur in diabetes. An active gluconeogenic pathway 
in the liver would result in effl ux of glucose from the liver, which is not 
desirable in the diabetic patient. [From You, E.-J., Khill, L.-Y., Kwak, 
W.-J., Won, H.-S., Chae, S.-H., Lee, B.-H., and Moon, C.-K., J. Ethno-
pharmacol. 102, 53–57 (2005).]

41. A diagram of this pathway, referred to as the Cori cycle, is shown in 
Figure 19-3. Lactate is released from the muscle as a result of anaerobic gly-
colytic activity. It travels via the bloodstream to the liver, where it is taken up, 
converted to pyruvate, and then transformed back to glucose via gluconeo-
genesis. The cost of running this cycle is 4 ATP, since 2 ATP are generated in 
glycolysis and the cost of running gluconeogenesis is 6 ATP.
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11. The phosphofructokinase reaction is the major rate-control point 
for the pathway of glycolysis. Inhibiting phosphofructokinase slows the 
entire pathway, so the production of acetyl-CoA by glycolysis followed 
by the pyruvate dehydrogenase complex can be decreased when the citric 
acid cycle is operating at maximum capacity and the citrate concentration 
is high.

13. In the citrate synthase mechanism, a proton is removed from the acetyl 
group of acetyl-CoA. The histidine then forms a hydrogen bond to stabilize the 
resulting enediolate intermediate. The alanine side chain cannot form this hydro-
gen bond; thus, the reaction cannot continue. [From Pereira, D. S., Donald, L. J., 
Hosfi eld, D. J., and Duckworth, H. W., J. Biol. Chem. 269, 412–417 (1994).]

15. 

CoA S C

OH

CH2

17. (a) Aconitase is the enzyme that catalyzes the reversible isomerization of 
citrate to isocitrate. Because this reaction is followed by and preceded by 
irreversible reactions, the inhibition of aconitase leads to an accumulation 
of citrate. The concentrations of other citric acid cycle intermediates will 
be decreased.

 (b) If the citric acid cycle and mitochondrial respiration are not func-
tioning, the cell turns to glycolysis to produce the ATP required for its 
energy needs. Consequently, fl ux through glycolysis increases. The in-
crease in the rate of the pentose phosphate pathway is required to meet 
the increased demand for reducing equivalents during hyperoxia. [From 
Allen, C. B., Guo, X. L., and White, C. W., Am. J. Physiol. 274 (3 Pt. 1), 
L320–L329 (1998).]

19. Cis-aconitate is an intermediate in the reaction when citrate is converted 
to isocitrate by aconitase. Trans-aconitate structurally resembles cis-aconitate 
and would be expected to compete with cis-aconitate for binding to the en-
zyme. But because trans-aconitate is a noncompetitive inhibitor when citrate 
is used as the substrate, the citrate binding site must be distinct from the 
aconitate binding site. Citrate and trans-aconitate do not compete for bind-
ing and can bind to the enzyme simultaneously, but when both substrate and 
inhibitor are bound, the substrate cannot be converted to product. [From 
Villafranca, J. J., J. Biol. Chem. 249, 6149–6155 (1974).]

21. See Sample Calculation 12-2. K eq can be calculated by rearranging 
Equation 12-2:

 K eq 5 e2DG 8¿yRT

 K eq 5 e2(221 kJ?mol21)y(8.314531023 kJ?K21?mol21)(298 K)

 K eq 5 e8.5

 K eq 5 4.8 3 103

23. (a) Usually, phosphorylation of an enzyme causes a conformational 
change in the protein that subsequently alters its activity. For the bacte-
rial isocitrate dehydrogenase, however, phosphorylation of an active site 
Ser residue introduces negative charges that repel the negatively charged 
isocitrate and prevent it from binding. 

 (b) Construction of the mutant supports this hypothesis. The introduc-
tion of the negatively charged Asp residue in place of the Ser residue 
similarly introduces a negative charge to the active site and prevents iso-
citrate binding in the same manner. [From Dean, A. M., Lee, M. H. I., 
and Koshland, D. E., J. Biol. Chem. 264, 20482–20486 (1989).]

25.  Step 1. In the fi rst step, �-ketoglutarate is decarboxylated, a process that 
requires TPP. The carbon of the carbonyl group becomes a carbanion, 
which forms a bond with TPP.

COO�

COO�

CH2

CH2
CO2

HO C�

TPP

C O

�-Ketoglutarate

COO�

CH2

CH2
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63. G16BP inhibits hexokinase but stimulates PFK and pyruvate 
kinase. This means that glycolysis will be active, but only if the substrate 
is  glucose-6-phosphate, since glucose cannot be phosphorylated in the 
absence of hexokinase activity. The pentose phosphate pathway is inac-
tive, since 6-phosphogluconate dehydrogenase is inhibited. Phosphoglu-
comutase is activated, which converts glucose-1-phosphate (the product 
of glycogenolysis) to glucose-6-phosphate. Thus, in the presence of 
G16BP, glycogenolysis is active and produces substrate for glycolysis but 
not the pentose phosphate pathway. This is a more efficient process than 
using glucose taken up from the blood, which would need to be phos-
phorylated at the expense of ATP. [From Beitner, R., Trends Biol. Sci. 4, 
228–230 (1979).]

Chapter 14

 1. In mammalian cells, pyruvate can be converted to lactate by lactate 
dehydrogenase. Pyruvate can also be transformed into oxaloacetate; this re-
action is catalyzed by pyruvate carboxylase. Pyruvate can be converted to 
 acetyl-CoA by the pyruvate dehydrogenase complex. Pyruvate can be con-
verted to alanine by transamination.

 3. The purpose of steps 4 and 5 is to regenerate the enzyme. In step 3, 
the product acetyl-CoA is released, but the lipoamide prosthetic group 
of E2 is reduced. In step 4, the E3 reoxidizes the lipoamide group by 
accepting the protons and electrons from the reduced lipoamide. In step 
5, the enzyme is reoxidized by NAD�. The product NADH then dif-
fuses away.

5. Arsenite reacts with the reduced lipoamide group on E2 of the pyruvate 
dehydrogenase complex to form a compound with the structure shown in 
the fi gure. The enzyme cannot be regenerated and can no longer catalyze the 
conversion of acetyl-CoA to pyruvate. The �-ketoglutarate dehydrogenase 
complex has a lipoamide group on its E2 subunits and will be inhibited as 
well. The entire citric acid cycle cannot function, glucose cannot be oxidized 
aerobically, and respiration comes to a halt, which explains why these com-
pounds are so toxic.

 7. In both cases, the activity of the pyruvate dehydrogenase complex 
decreases, as both NADH and acetyl-CoA are products of the reaction. 
Rising concentrations of NADH and acetyl-CoA decrease pyruvate dehy-
drogenase activity by competing with NAD� and CoASH for binding sites 
on the  enzyme.

 9. The E1 subunit of the pyruvate dehydrogenase complex requires TPP, 
the phosphorylated form of thiamine, as a cofactor. Administering large 
doses of thiamine might be a successful treatment option if the E1 mutation 
happens to occur in the thiamine-binding site.
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The ratio of malate to fumarate is 3.7 to 1, indicating that the reaction pro-
ceeds in the direction of formation of malate. This is not a control point for 
the citric acid cycle because the �G is close to zero, indicating it is a near-
equilibrium reaction.

35. (a) malate 1 NAD1 S oxaloacetate 1 NADH 1 H1

 DG 8¿ 5 29.7 kJ ? mol21

   oxaloacetate 1 acetyl-CoA S citrate 1 coenzyme A
 DG 8¿ 5 231.5 kJ ? mol21

malate 1 NAD1 1 acetyl-CoA S citrate 1 NADH 1 H1 1 CoA
DG 8¿ 5 21.8 kJ ?  mol 21

 (b) The equilibrium constant for the coupled reaction is 3.4 � 105

times greater than the equilibrium constant for the uncoupled 
 reaction.

 Reactions 1 and 8

 K eq 5 e2DG 8¿yRT

 K eq 5 e2(21.8 kJ?mol21)y(8.314531023 kJ?K21?mol21)(298 K)

 K eq 5 e0.73

 K eq 5 2.1

 Uncoupled Reaction 8

 K eq 5 e2DG 8¿yRT

 K eq 5 e2(29.7 kJ?mol21)y(8.314531023 kJ?K21?mol21)(298 K)

 K eq 5 e212.0

 K eq 5 6.2 3 1026

37. (a) The isotopic label on C4 of oxaloacetate is released as 14CO2 in the 
�-ketoglutarate dehydrogenase reaction.

 (b) The isotopic label on C1 of acetyl-CoA is scrambled at the succinyl-
CoA synthetase step. Because succinate is symmetrical, C1 and C4 are 
chemically equivalent, so in a population of molecules, both C1 and C4 
would appear to be labeled (half the label would appear to be at C1 and 
half at C4). Consequently, one round of the citric acid cycle would yield 
oxaloacetate with half the labeled carbon at C1 and half at C4. Both of 
these labeled carbons would be lost as 14CO2 in a second round of the 
citric acid cycle.

39. (a) Substrate availability: Acetyl-CoA and oxaloacetate levels regulate 
citrate synthase activity.

 (b) Product inhibition: Citrate inhibits citrate synthase, NADH inhib-
its isocitrate dehydrogenase and �-ketoglutarate dehydrogenase, and 
 succinyl-CoA inhibits �-ketoglutarate dehydrogenase.

 (c) Feedback inhibition: NADH and succinyl-CoA inhibit citrate 
 synthase.

41. Pyruvate carboxylase converts pyruvate to oxaloacetate, one of the reac-
tants for the fi rst reaction of the citric acid cycle. If the fi rst reaction of the 
cycle cannot take place, the remaining reactions cannot proceed.

43. (a) The citric acid cycle is a multistep catalyst. Degrading an amino 
acid to a citric acid cycle intermediate boosts the catalytic activity of the 
cycle but does not alter the stoichiometry of the overall reaction (acetyl-
CoA S 2 CO2).

 (b) Pyruvate derived from the degradation of an amino acid can be 
converted to acetyl-CoA by the pyruvate dehydrogenase complex; these 
amino acid carbons can then be completely oxidized by the citric acid 
cycle.

45. Any metabolite that can be converted to oxaloacetate can enter gluco-
neogenesis and serve as a precursor for glucose. Biological molecules that are 
degraded to acetyl-CoA cannot be used as glucose precursors because acetyl-
CoA enters the citric acid cycle and its two carbons are oxidized to carbon 
dioxide. Thus, glyceraldehyde-3-phosphate, tryptophan, phenylalanine, and 
pentadecanoate can serve as gluconeogenic substrates because at least one of 
their breakdown products can be converted to oxaloacetate. Palmitate and 
leucine are not glucogenic because their breakdown products are acetyl-CoA 
or one of its derivatives. Acetyl-CoA cannot be converted to pyruvate in 
mammals.

  Step 2. The succinyl group is then transferred to the lipo amide prosthetic 
group of E2 of the �-ketoglutarate dehydrogenase complex.

COO�

S
S

S

CH2

CH2

HO

HS

C�

TPP

TPP

C O

COO�

CH2

CH2

R

R
Lipoamide

  Step 3. The succinyl group is transferred to coenzyme A, and the 
 lipoamide group is reduced.

  

COO�

S

CH2

CH2

HS

C O

COO�

CH2

CoA

CH2

C O

R

HS

HS

R

reduced
lipoamide

Coenzyme A
Succinyl-CoA

  Steps 4 and 5. The last two steps are the same as for the pyruvate dehydro-
genase complex. E3 reoxidizes the lipoamide when its disulfi de group ac-
cepts two protons and two electrons. The NAD� reoxidizes the enzyme, 
and the NADH and H� products diffuse away.

27. Succinyl-CoA resembles acetyl-CoA suffi ciently that it is able to com-
pete with acetyl-CoA for binding to the active site of citrate synthase. Like-
wise, succinyl-CoA competes with CoASH binding to the active site of 
�-ketoglutarate dehydrogenase. Both cases are examples of feedback inhi-
bition: Succinyl-CoA inhibits the enzyme that produces it and inhibits an 
earlier enzyme in the pathway.

29. When operating in reverse, succinyl-CoA synthetase catalyzes a kinase-
type reaction, the transfer of a phosphoryl group from a nucleotide triphos-
phate (GTP or ATP).

31. Succinate accumulates because it cannot be converted to fumarate. 
 Succinyl-CoA also accumulates because the succinyl-CoA synthetase reac-
tion is reversible. However, the succinyl-CoA ties up some of the cell’s CoA 
supply, so the �-ketoglutarate dehydrogenase reaction, which requires CoA, 
slows. As a result, �-ketoglutarate accumulates.

33. DG 5 DG 8¿ 1 RT  ln 
[malate]

[fumarate]

   0 5 23.4 kJ ? mol211 (8.3145 3 1023 kJ ? K21 ? mol21)

  (310 K) ln 
[malate]

[fumarate]

  3.4 kJ ? mol21 5 2.58 kJ ? mol21 ln 
[malate]

[fumarate]

  1.32 5 ln 
[malate]

[fumarate]

  e1.32 5
[malate]

[fumarate]

  3.7 5
[malate]

[fumarate]
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and isocitrate instead of NADH). H. pylori lacks �-ketoglutarate 
dehydrogenase and instead has �-ketoglutarate oxidase. The enzyme 
succinyl-CoA synthetase is missing in H. pylori. This enzyme catalyzes 
the only substrate-level phosphorylation reaction in the citric acid cycle; 
therefore, no GTP is produced in the citric acid cycle of this organ-
ism. Succinate dehydrogenase is missing. Fumarate reductase is present. 
Mammals do not have the glyoxylate pathway, but most bacteria do. 
H. pylori has only one step, catalyzed by malate synthase (isocitrate lyase 
is not present).

 (b) High KM values indicate a low affi nity of the enzyme for the sub-
strate. The high values indicate that substrate concentrations must be 
relatively high for the enzyme to attain half-maximal velocity. This in-
dicates that the pathway does not operate unless the concentrations of 
the citric acid cycle intermediates are relatively high, which occurs when 
the H. pylori is in a nutrient-rich environment with plentiful resources 
(which would occur when the human “host” ingested a meal). Since the 
primary purpose of the citric acid cycle in H. pylori is to provide biosyn-
thetic intermediates, it makes sense that the pathway operates only when 
metabolic resources are plentiful.

 (c) H. pylori citrate synthase is inhibited by ATP but is not affected by 
NADH or any of the other citric acid cycle intermediates. Since the 
 citric acid cycle in this organism is not used to produce metabolic energy 
in the form of reducing equivalents for oxidative phosphorylation, it 
makes sense that NADH would not serve as an inhibitor.

 (d) Citrate synthase, isocitrate dehydrogenase, and �-ketoglutarate oxi-
dase may serve as regulatory control points since these enzymes catalyze 
irreversible reactions and are subject to activation and inhibition by 
 allosteric modulators.

 (e) Enzymes unique to H. pylori would be good therapeutic targets: �-
ketoglutarate oxidase, fumarate reductase, and malate synthase. [From 
Pitson, S. M., Mendz, G. L., Srinivasan, S., and Hazell, S. L., Eur. J. 
Biochem. 260, 258–267 (1999).]

61. Enzymes of the glyoxylate pathway, particularly malate dehydrogenase 
and isocitrate lyase (which are unique to this pathway), would be inacti-
vated. The glyoxylate pathway produces glucose from noncarbohydrate 
sources but is not required when glucose is available. Enzymes required 
for gluconeogenesis that are not involved in glycolysis would also be 
inactivated, mainly phosphoenolpyruvate carboxykinase and fructose-
1,6-bisphosphatase.

63. (a) This reaction is an anaplerotic reaction in bacteria and plants, anal-
ogous to the pyruvate carboxylase reaction in animals. PPC produces 
oxaloacetate for the citric acid cycle to ensure its continued operation 
as a pathway for oxidizing fuel molecules and for producing interme-
diates for biosynthetic reactions.

 (b) Acetyl-CoA and oxaloacetate are required in equimolar amounts 
as substrates for the citrate synthase reaction that begins the citric 
acid cycle. If the concentration of acetyl-CoA rises, the concentra-
tion of oxaloacetate will need to increase as well, so acetyl-CoA stim-
ulates the enzyme that produces its cosubstrate. The activation by 
fructose-1,6-bisphosphate appears to be a feed-forward mechanism 
to ensure that suffi cient oxaloacetate is present to condense with the 
acetyl-CoA produced by glycolysis and the pyruvate dehydrogenase 
reaction.

65. (a) Glutamine is converted to glutamate by deamidation, and glutamate is 
converted to �-ketoglutarate by transamination. 

 (b) �-Ketoglutarate dehydrogenase, succinyl-CoA synthetase, succinate 
dehydrogenase, fumarase, and malic enzyme.

Chapter 15

 1. Reverse the NADH half-reaction and the sign of its E�� value to indicate 
oxidation, then combine the half-reactions and their E�� values.

pyruvate 1 2 H1 1 2 e2 S lactate   E89 5 20.185 V

NADH S NAD1 1 H1 1 2 e2   E89 5 0.315 V

NADH 1 pyruvate 1 H1 S NAD1 1 lactate DE89 5 0.130 V

47. Alanine can be converted to pyruvate via the transamination reaction 
shown in Problem 44. In gluconeogenesis, pyruvate is converted to oxalo-
acetate via the pyruvate carboxylase reaction, then oxaloacetate is converted 
to phosphoenolpyruvate, and so on to produce glucose. But if pyruvate car-
boxylase is defi cient, alanine is converted to pyruvate, but the gluconeogenic 
pathway can go no further.

49. Pyruvate carboxylase requires biotin as a cofactor (see Table 12-2). If the 
nature of the defect involves a mutated pyruvate carboxylase with a decreased 
affi nity for biotin, administering large doses of the vitamin might help treat the 
disease. Biotin treatment is ineffective for more severe forms of the disease in 
which the mutation does not occur in the biotin-binding region or in which 
the enzyme is expressed at extremely low levels or not at all.

51. The exercising muscle required greater concentrations of ATP to power 
it, so the rates of glycolysis and the citric acid cycle increased. Phosphoenol-
pyruvate was converted to pyruvate more rapidly, so the concentration of 
phosphoenolpyruvate decreased. Some of the pyruvate was converted to ace-
tyl-CoA via the pyruvate dehydrogenase reaction. Since equimolar amounts 
of acetyl-CoA and oxaloacetate are required for the fi rst step of the citric 
acid cycle, some of the pyruvate was converted to oxaloacetate via the pyru-
vate carboxylase reaction. This explains why oxaloacetate concentrations in-
creased. The concentration of pyruvate did not increase because a steady state 
was reached: The rate of production of pyruvate from phosphoenolpyruvate 
was equal to the rate of consumption of pyruvate.

53. (a) Isocitrate is a branch point between the citric acid cycle and the gly-
oxylate pathway in organisms such as E. coli, which have the glyoxylate 
pathway. When acetate is the only food source, isocitrate dehydrogenase 
is inactive and acetate enters the glyoxylate pathway (as acetyl-CoA). This 
pathway pro duces glucose (by gluconeogenesis) and other intermediates 
that can be used as precursors in other biosynthetic reactions.

Citrate Isocitrate
isocitrate
lyase

Succinate

Glyoxylate
�

Acetate Acetyl-CoA
malate
synthase

Malate
malate
dehydrogenase

Oxaloacetate

 (b) When glucose is the substrate for the cultured E. coli, the glyoxylate 
pathway, which leads to glucose, is no longer necessary. Isocitrate dehydro-
genase then becomes active so that glucose enters glycolysis and then the 
citric acid cycle.

55. If the fatty acid is broken down, the resulting acetyl-CoA units can enter 
the citric acid cycle for further oxidation. Because the labeled carbons are not 
lost as CO2 in the fi rst round of the cycle (see Fig.14-10), some of the label 
will appear in oxaloacetate. If some of this oxaloacetate is siphoned from the 
citric acid cycle for gluconeogenesis, some of the label will appear in glucose. 
This sequence of reactions does not violate the statement that fatty acids 
cannot be converted to carbohydrates because two carbons have already been 
lost as CO2. Thus, there is no net conversion of fatty acid carbons to glucose 
carbons.

57. The concentration of AMP in muscle cells rises during periods of high 
muscle activity, indicating the need for ATP production via glycolysis and 
the citric acid cycle. AMP is converted to IMP by adenosine deaminase, as 
shown in the fi gure. Breakdown of muscle protein produces aspartate, which 
joins with IMP to produce adenylosuccinate. This substrate is lysed to form 
AMP and fumarate. Fumarate is a citric acid cycle intermediate, and increas-
ing its concentration leads to greater citric acid cycle activity. Thus, the purine 
nucleotide cycle acts as an anaplerotic mechanism for the citric acid cycle (at 
the expense of muscle protein).

59. (a) NADH, citrate, and succinyl-CoA inhibit citrate synthase in mam-
mals but do not inhibit citrate synthase in H. pylori. Isocitrate dehy-
drogenase is NADP�-dependent rather than NAD�-dependent and is 
regulated differently (by higher concentrations of its substrates NADP� 
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 E 5 E8¿ 2
0.026 V

n
 ln 
[cyt c (Fe21 )]
[cyt c (Fe31 )]

 E 5 0.235 V 2
0.026 V

2
 ln 

1

5

 E 5 0.235 V 1 0.021 V 5 0.256 V

QH2 S Q 1 2 H1 1 2 e2  E 5 20.075 V

2 cyt c (Fe31) 1 2 e2 S 2 cyt c (Fe21)  E 5 0.256 V

QH2 1 2 cyt c (Fe31) S Q 1 2 H1 1 2 cyt c (Fe21) DE 5 0.181 V

 (b) Use Equation 15-4 to calculate DG for this reaction:

   DG 5 2nFDE

  DG 5 2(2)(96,485 J ? V21 ? mol21)(0.181 V)

  DG 5 234.9 kJ ? mol21

11. Consult Table 15-1 for the relevant half-reactions involving O2 and 
NADH. Reverse the NADH half-reaction and the sign of its E�� value to 
indicate oxidation, then combine the half-reactions and their E�� values.

½ O2 1 2 H1 1 2 e2 S H2O  E89 5 0.815 V

NADH S NAD1 1 H1 1 2 e2  E89 5 0.315 V

NADH 1 ½ O2 1 H1 S NAD1 1 H2O DE89 5 1.13 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(1.13 V)

  DG 8¿ 5 2218 kJ ? mol21

The synthesis of 2.5 ATP requires a free energy investment of 2.5 � 30.5 kJ � 
mol	1, or 76.3 kJ � mol	1. The effi ciency of oxidative phosphorylation is 
therefore 76.3/218 
 0.35, or 35%.

13. The relevant reactions and their E�� values are obtained from Table 15-1:

succinate S fumarate 1 2 H1 1 2 e2 E8¿ 5 20.031 V

Q 1 2 H1 1 2 e2 S QH2 E8¿ 5 0.045 V

succinate 1 Q S fumarate 1 QH2 DE8¿ 5 0.014 V

 Use Equation 15-4 to calculate �G �� for this reaction:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(0.014 V)

  DG 8¿ 5 22.7 kJ ? mol21

15. (a) Since all of these inhibitors interfere with electron transfer some-
where in the electron transport chain, oxygen consumption will decrease 
when any of the inhibitors are added to a suspension of respiring mito-
chondria. Adding any of these inhibitors prevents electrons from being 
transferred to the oxygen, the fi nal electron acceptor.

 (b) In rotenone- or amytal-blocked mitochondria, NADH and Com-
plex I redox centers are reduced while components from ubiquinone on 
are oxidized. In antimycin A–blocked mitochondria, NADH, Complex I 
redox centers, ubiquinol, and Complex III redox centers are reduced while 
cytochrome c and Complex IV redox centers are oxidized. In cyanide-
blocked mitochondria, all of the electron transport components are reduced 
and only oxygen remains oxidized.

17. The donation of a pair of electrons to Complex IV will result in the synthesis 
of about 1.3 ATP per atom of oxygen (½ O2). Therefore, the P:O ratio of this 
compound is 1.3 (see Solution 12c).

19. Adding tetramethyl-p-phenylenediamine to rotenone-blocked and 
antimycin A–blocked mitochondria effectively bypasses the block as the 
compound donates its electrons to Complex IV and electron transport 
resumes. Adding tetramethyl-p-phenylenediamine is not an effective by-
pass for cyanide-blocked mitochondria because cyanide inhibits electron 
transport in Complex IV. Similarly, ascorbate, which donates its elec-
trons to cytochrome c and then to Complex IV, can act as an effective 

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nF DE8¿

  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(0.130 V)

  DG 8¿ 5 225.1 kJ ? mol21

The reduction of pyruvate by NADH (Section 13-1) is spontaneous under 
standard conditions.

 3. The relevant reactions and their E�� values are obtained from 
Table 15-1:

Dihydrolipoic acid S lipoic acid 1 2 H1 1 2 e2   E89 5 0.29 V

NAD1 1 H1 1 2 e2 S NADH   E89 5 20.315 V

Dihydrolipoic acid 1 NAD1 S lipoic acid 1 NADH DE89 5 20.025 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nF DE8¿

  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(20.025 V)

  DG 8¿ 5 4.8 kJ ? mol21

 5. Consult Table 15-1 for the relevant half-reactions involving acetalde-
hyde and NAD�. Reverse the acetaldehyde half-reaction and the sign of its 
E�� value to indicate oxidation, then combine the half-reactions and their 
E�� values.

acetaldehyde 1 H2O S acetate 1 3 H1 1 2 e2   E89 5 0.581 V

NAD1 1 H1 1 2 e2 S NADH   E89 5 20.315 V

acetaldehyde 1 H2O 1 NAD1 S NADH 1 acetate 1 2 H1 DE89 5 0.266 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nF DE8¿

  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(0.266 V)

  DG 8¿ 5 251.3 kJ ? mol21

 The oxidation of acetaldehyde by NAD� is spontaneous, as shown by the 
negative �G �� value.

 7. Consult Table 15-1 for the relevant half-reactions involving ubiquinol 
and cytochrome c1. Reverse the ubiquinol half- reaction and the sign of its 
E�� value to indicate oxidation, multiply the coeffi cients in the cytochrome 
c1 equation by 2 so that the number of electrons transferred will be equal, 
then combine the half-reactions and their E�� values.

QH2 S Q 1 2 H1 1 2 e2 E89 5 20.045 V

2 cyt c1 (Fe31) 1 2 e2 S 2 cyt c1 (Fe21) E89 5 0.220 V

QH2 1 2 cyt c1 (Fe31) S Q 1 2 cyt c1 (Fe21) DE89 5 0.175 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nF DE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(0.175 V)

  DG 8¿ 5 233.8 kJ ? mol21

The reaction is spontaneous under standard conditions.

 9. (a) Use Equation 15-2 to determine the E values for these two half-
reactions.

QH2 S Q 1 2 H1 1 2 e2 E89 5 20.045 V

 E 5 E8¿ 2
0.026 V

n
 ln 

[QH
2
]

[Q]

 E 5 20.045 V 2
0.026 V

2
 ln 10

 E 5 20.075 V

2 cyt c (Fe31) 1 2 e2 S 2 cyt c (Fe21)      E89 5 0.235 V
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  DG 5 ZFDc

  DG 5 (1)(96,485 J ? V21 ? mol21)(0.081 V)

  DG 5 7.8 kJ ? mol21

39. (a) The pH of the intermembrane space is lower than the pH of the 
mitochondrial matrix because protons are pumped out of the matrix, 
across the inner membrane, and into the intermembrane space. The in-
crease in concentration of protons in the intermembrane space decreases 
the pH; the defi cit of protons in the matrix results in an increase in pH.

 (b) Detergents disrupt membranes. An intact inner mitochondrial 
membrane is required for oxidative phosphorylation to take place. 
Without an intact membrane, an electrochemical gradient, which is the 
energy reservoir that drives ATP synthesis, cannot be established, and 
ATP synthesis does not occur.

 (c) Uncouplers such as DNP ferry protons across the inner mitochon-
drial membrane and dissipate the proton gradient established by elec-
tron transport. In the presence of DNP, electron transport still occurs, 
but the free energy released by the process is dissipated as heat instead of 
being  harnessed to synthesize ATP.

41. (a) K+

K+
H+

Valinomycin

Nigericin

MATRIX

INTERMEMBRANE SPACE

CYTOSOL

 (b) Potassium ions enter the matrix with the assistance of valinomy-
cin. These ions are then exported by nigericin in exchange for protons. 
Importing protons into the mitochondrial matrix dissipates the proton 
gradient. Since the proton gradient serves as the energy reservoir that 
drives ATP synthesis, no ATP can be synthesized.

43. A total of 32 ATP are obtained from the exergonic oxidation of glucose 
under aerobic conditions:

glycolysis 2 ATP 2 ATP

2 NADH 2 3 2.5 5 5 ATP

2 pyruvate S 2 acetyl-CoA 2 NADH 2 3 2.5 5 5 ATP

citric acid cycle (2 rounds) 2 3 3 NADH 
2 3 1 QH2 

2 3 1 GTP

6 3 2.5 5 15 ATP 
2 3 1.5 5 3 ATP 
2 3 1 5 ATP

Total 32 ATP

 A total of 2 ATP per glucose are obtained when glucose is  oxidized in the 
absence of oxygen by conversion to lactate or ethanol (Section 13-1).

45. Aerobic respiration yields 32 ATP (see Problem 43), each of which re-
quires 30.5 kJ ? mol	1 to synthesize:

  
32 ATP 3 30.5 kJ ? mol21 ATP

2850 kJ ? mol21  3 100 5 34%

 Lactate fermentation yields 2 ATP:

  
2 ATP 3 30.5 kJ ? mol21 ATP

196 kJ ? mol21  3 100 5 31%

 Alcoholic fermentation yields 2 ATP:

  
2 ATP 3 30.5 kJ ? mol21 ATP

235 kJ ? mol21  3 100 5 26%

bypass for antimycin A–blocked mitochondria but not cyanide-blocked 
 mitochondria.

21. Cyanide binds to the Fe2� in the Fe–Cu center of cytochrome a3 (see 
Problem 15). When the iron in hemoglobin is oxidized from Fe2� to Fe3�, 
cytochrome a3 can donate an electron to reoxidize the hemoglobin to Fe2�. 
This oxidizes the iron in cytochrome a3 to Fe3�. Cyanide does not bind to 
Fe3�, so it is released and Complex IV can again function normally. The 
cyanide binds to the Fe2� in hemoglobin, where it does not interfere with 
respiration (although it does interfere with oxygen delivery).

HbO2 (Fe2�)

HbO2 (Fe3�)

HbO2 (Fe2�)

cytochrome a3 (Fe2� Cu)

cytochrome a3 (Fe3� Cu)

CN�

23. All these enzymes catalyze reactions in which electrons are transferred 
from reduced substances, such as NADH, to ubiquinone, a compound with 
a higher reduction potential. The fl avin group, whose reduction potential is 
lower than that of ubiquinone (Table 15-1), is ideally suited to shuttle elec-
trons between the reduced NADH and the ubiquinone.

25. Like the lipids that compose the membrane, coenzyme Q is amphi-
philic, with a hydrophilic head and a hydrophobic tail. “Like dissolves like,” 
and coenzyme Q literally dissolves in the membrane, which facilitates rapid 
diffusion.

27. Cytochrome c is a water-soluble, peripheral membrane protein and is 
easily dissociated from the membrane by adding salt solutions that inter-
fere with the ionic interactions that tether it to the inner mitochondrial 
membrane. Cytochrome c1 is an integral membrane protein and is largely 
water insoluble due to the nonpolar amino acids that interact with the 
acyl chains of the membrane lipids. Detergents are required to dissociate 
cytochrome c1 from the membrane because amphiphilic detergents can 
disrupt the membrane and coat membrane proteins, acting as substitute 
lipids in the solubilization process.

29. The dead algae are a source of food for aerobic microorganisms lower 
in the water column. As the growth of these organisms increases, the rates 
of respiration and O2 consumption increase to the point where the con-
centration of O2 in the water becomes too low to sustain larger aerobic 
organisms.

31. In the absence of myoglobin function, the mice developed several com-
pensatory mechanisms to ensure adequate oxygen delivery to tissues. The 
symptoms described all involve increasing the amount of available hemo-
globin. In this manner, hemoglobin takes over some of the functions usually 
performed by myoglobin.

33. Myoglobin functions in muscle cells to facilitate oxygen diffusion 
throughout the cell and possibly assumes this same role in tumor cells. The 
resulting increase in oxygen concentration may allow the tumor cells to oxi-
dize a higher percentage of the available glucose aerobically and thus obtain 
more ATP per molecule of glucose than if glucose were oxidized anaerobical-
ly. [From Kristiansen, G., et al., J. Biol. Chem., 286, 43417–43428 (2011).]

35. As a result of the exercise program, the number of mitochondria in the 
 muscle cells of the participants increased, as indi cated by an increase in DNA 
content. The increase in Complex II  activity is of similar magnitude, which 
might be the result of the increased number of mitochondria. However, the 
total electron transport chain activity is twofold greater after the exercise 
 intervention, indicating that mitochondrial function increased as well. These 
results suggest that even though oxidative damage to mitochondria increases 
with age, exercise can help maintain or increase mitochondrial function. [From 
Menshikova, E. V., Ritov, V. B., Fairfull, L., Ferrell, R. E., Kelley, D. E., and 
Goodpaster, B. H., J. Gerontol. A Biol. Sci. Med. Sci. 61, 534–540 (2006)].

37. The free energy change for generating the electrical imbalance is calcu-
lated using Equation 15-6:
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effi ciently reoxidized when electron transport and oxidative phosphorylation 
are not operating normally. The added aspartate helps to eliminate the excess 
NADH: Aspartate is transaminated to oxaloacetate (Section 14-3), which is 
then converted to malate by malate dehydrogenase in a reaction that con-
sumes the NADH. [From Sgarbi, G., Casalena, G. A., Baracca, A., Lenaz, G., 
DiMauro, S., and Solaini, G., Arch. Neurol. 66, 951–957 (2009).]

63. During anaerobic fermentation, only 2 ATP molecules can be obtained 
from each glucose molecule. Thus, in order to get enough ATP to satisfy 
the energy needs of the cell, glucose consumption by the glycolytic pathway 
predominates, and only a small amount is left over for the pentose phosphate 
pathway. But during aerobic respiration, 32 ATP are available per glucose 
molecule. Thus, less glucose is needed to synthesize the same amount of ATP, 
so a larger fraction of glucose can enter the pentose phosphate pathway.

65. (a) In the root system of the skunk cabbage, starch is broken down to 
yield glucose, which is catabolized via glycolysis, the citric acid cycle, 
and the electron transport chain. The oxidation of glucose provides the 
reduced cofactors (NADH and QH2) required to keep electron trans-
port going so that thermogenesis can occur.

 (b) In the skunk cabbage, thermogenesis increases as the temperature 
decreases. Thus, the rate of aerobic oxidation of glucose increases to 
increase the fl ux of NADH and QH2 through the electron transport 
chain. Since oxygen is the fi nal electron acceptor, an increase in electron 
transport will also increase oxygen consumption. When the ambient air 
temperature is warmer, the need for heat production is less, so there is 
less fl ux through the electron transport chain. Thus, oxygen consump-
tion decreases during the day.

67. (a) Glutamate enters the mitochondrion through a specifi c transporter 
and is then oxidized to �-ketoglutarate by glutamate dehydrogenase in 
the mitochondrial matrix. Concomitantly, NAD� is reduced to NADH, 
which can then enter electron transport.

 (b) Ceramide could inhibit the glutamate transporter, the glutamate 
dehydrogenase enzyme, any of the three complexes involved in the elec-
tron transport chain, ATP synthase, or the ATP translocase.

 (c) Ceramide doesn’t interfere with ATP synthase.  Ceramide must block 
respiration at an earlier step because the rate of respiration did not in-
crease in the presence of the uncoupler.

 (d) Ceramide does not inhibit the glutamate transporter or glutamate 
dehydrogenase. Ceramide must inhibit one of the three complexes in-
volved in electron transport. (In fact, ceramide inhibits the activity of 
Complex III.) [From Gudz, T. I., Tserng, K.-Y., and Hoppel, C. L., J. 
Biol. Chem. 272, 24154–24158 (1997).]

Chapter 16

 1. proton translocation C, M
 photophosphorylation C
 photooxidation C
 quinones C, M
 oxygen reduction M
 water oxidation C
 electron transport C, M
 oxidative phosphorylation M
 carbon fi xation C
 NADH oxidation M
 Mn cofactor C
 heme groups C, M
 binding change mechanism C, M
 iron–sulfur clusters C, M
 NADP1 reduction C

 3. 
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47. (a) Aerobic oxidation of glucose yields 32 ATP per glucose, whereas 
alcoholic fermentation of glucose by the yeast yields only 2 ATP per 
glucose. Assuming that the energy needs of the yeast cell remain con-
stant under both aerobic and anaerobic conditions, the catabolism of 
glucose by the yeast will be 16-fold greater in the absence of oxygen 
than in the presence of oxygen in order to produce the same amount 
of ATP. Thus, the rate of consumption of glucose decreases when the 
cells are exposed to oxygen because fewer glucose molecules must be 
oxidized to yield the same amount of ATP.

 (b) Both ratios will initially increase, as the citric acid cycle (which does 
not operate under anaerobic conditions) produces more NADH equiva-
lents for electron transport. The [ATP]/[ADP] ratio will also increase, since 
aerobic oxidation of glucose produces more ATP per mole of glucose than 
anaerobic oxidation [as described in part (a)]. ATP and NADH will “reset” 
the equilibrium by inhibiting the regulatory enzymes of glycolysis and the 
citric acid cycle, slowing down these processes. Eventually, the [NADH]/
[NAD�] and [ATP]/[ADP] ratios return to their “original” values.

49. (a) The import of ADP (net charge –3) and the export of ATP (net 
charge –4) represent a loss of negative charge inside the mitochondria. 
This decreases the difference in electrical charge across the membrane, 
since the outside is positive due to the translocation of protons during 
electron transport. Consequently, the gradient is diminished by the ac-
tivity of the adenine nucleotide translocase.

 (b) The activity of the Pi	H� symport protein diminishes the proton 
gradient by allowing protons from the intermembrane space to reenter 
the matrix.

 (c) Both transport systems are driven by the free energy of the electro-
chemical proton gradient.

51. Inactivation of one c subunit by DCCD blocks all proton transloca-
tion by F0 since the movement of protons across the membrane requires 
conti nuous rotation of the c ring. Without this rotation, the � subunit of F1 
cannot move, and therefore the � subunits cannot undergo the conforma-
tional changes necessary to synthesize or hydrolyze ATP by the binding 
change mechanism.

53. DNP uncouples the electron transport chain from oxidative phosphory-
lation by dissipating the proton gradient. Electron transport still occurs, but 
the energy released by electron transport is dissipated as heat instead of be-
ing harnessed to synthesize ATP. One might think that DNP would be an 
effective diet aid because the sources of the electrons that go down the elec-
tron transport chain are dietary carbohydrates and fatty acids. If the energy 
of these compounds is dissipated as heat instead of used to synthesize ATP 
(which would then be used for, among other processes, the synthesis of fatty 
acids in adipocytes), weight gain from the ingestion of food could theoreti-
cally be prevented.

55. Organic compounds are oxidized by oxygen through the activity of the 
electron transport complexes of mitochondria. This activity generates the 
proton gradient that is dissipated during phosphorylation of ADP. When 
there is no more ADP, ATP synthase is inactive and unable to dissipate the 
proton gradient. As a result of the tight coupling between oxidative phos-
phorylation and electron transport, electron transport and oxygen consump-
tion also come to a halt.

57. F0 acts as a proton channel as the c ring rotates, feeding protons through 
the a subunit (see Fig. 15-23). The addition of F1 blocks proton movement 
because the � shaft rotates along with the c ring. In this system, the � subunit 
and the c ring can rotate only when the binding change mechanism is in 
operation, that is, when the � subunits are binding and releasing nucleotides. 
ATP or ADP � Pi must be added to the system in order for the � subunit 
to move.

59. Since it has 10 c subunits, the bacterial enzyme can theoretically produce 
3 ATP for every 10 protons translocated. In the chloroplast, 3 ATP are syn-
thesized for every 14 protons. Thus, the bacterium is more effi cient in its use 
of the proton gradient established during electron transport and has a higher 
ratio of ATP produced per oxygen consumed.

61. �-Ketoglutarate is an intermediate of the citric acid cycle, so increas-
ing its concentration can increase fl ux through the  citric acid cycle, con-
tributing to ATP synthesis by substrate-level phosphorylation. However, the 
�-ketoglutarate dehydrogenase reaction generates NADH, which cannot be 
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  DG 5 20,000 J ? mol21 2 4800 J ? mol21

  DG 5 15.2 kJ ? mol21

23. Consult Table 15-1 for the reduction potentials of the  relevant half-
reactions, reversing the sign for the water oxidation half-reaction.

H2O S ½ O2 1 2 H1 1 2 e2  E89 5 20.815 V

NADP1 1 H1 1 2 e2 S NADPH  E89 5 20.320 V

H2O 1 NADP1 S  ½ O2 1 NADPH 1 H1 DE89 5 21.135 V

 Use Equation 15-4 to calculate �G ��:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(21.135 V)

  DG 8¿ 5 219,000 J ? mol21

 Divide by Avogadro’s number to obtain the free energy change per molecule:

219,000 J ? mol21

6.022 3 1023 molecules ? mol21 5 3.6 3 10219 J ? molecule21

25. The fi nal electron acceptor in photosynthesis is NADP�. The fi nal elec-
tron acceptor in mitochondrial electron transport is oxygen.

27. (a) An uncoupler dissipates the transmembrane proton  gradient by pro-
viding a route for translocation other than ATP synthase. Therefore, 
chloroplast ATP production would decrease.

 (b) The uncoupler would not affect NADP� reduction since light- 
driven electron-transfer reactions would continue regardless of the state 
of the proton gradient.

29. (a) More c subunits means that more protons are required to rotate the 
ATP synthase through one ATP-synthesizing step. Therefore, more pho-
tons must be absorbed to drive the translocation of more protons, so the 
quantum yield decreases.

 (b) Cyclic electron fl ow contributes to the proton gradient and there-
fore leads to ATP synthesis. However, carbon  fi xation by the Calvin 
cycle requires NADPH also, so the additional photons that drive cyclic 
fl ow do not lead to more carbon fi xed. Consequently, the quantum yield 
 decreases.

31. This statement is false. The “dark” reactions do not require dark-
ness in order to proceed. Sometimes the “dark” reactions are called “light- 
independent” reactions in order to specify that these reactions do not directly 
require light energy. This term is also misleading because the “dark” reactions 
of the Calvin cycle do require the products of the light reactions—ATP and 
NADPH—in order to proceed. Thus, for a majority of plants, the “dark” re-
actions actually occur during the day when the light reactions are operational 
and can produce the needed ATP and NADPH.

33. 3-Phosphoglycerate is the fi rst stable radioactive inter mediate that 
forms when algal cells are exposed to 14CO2. The radioactive label is found 
on the carboxyl group of the compound.

35. The increase in mass comes from carbon dioxide. CO2 is the carbon 
source for cellulose, a major structural component of the tree. Water also 
contributes to the increase in mass. Soil nutrients contribute a very small 
percentage of the mass of the full-grown oak tree.

37. Normally, plants must synthesize large quantities of  rubisco, a protein 
whose constituent amino acids all contain nitrogen. If rubisco had greater 
catalytic activity, the plant might produce less of the enzyme, thereby de-
creasing its need for nitrogen.

39. The unprotonated Lys side chain serves as a nucleophile when reacting 
with CO2. At high pH, a higher percentage of ´-amino groups are in the 
unprotonated form.

41. Grasses turn brown because they undergo photorespiration in hot, 
dry conditions. Rubisco reacts with oxygen to form 2-phosphoglycolate, 
which subsequently consumes large amounts of ATP and NADPH. CO2 
concentrations are low because the plants close their stomata in order to 
avoid loss of water when the weather is hot and dry (see Box 16-A). With-
out CO2, photosynthesis does not occur and the grass turns brown. But 

 5. (a) Use Planck’s law multiplied by Avogadro’s number (N ) to calculate 
the energy of the photons:

 E 5
hc
l

3 N

  E 5
(6.626 3 10234 J ? s)(2.998 3 108 m ? s21)

4 3 1027 m

   3 (6.022 3 1023 photons ? mol21)

  E 5 300 kJ ? mol21

 (b)  E 5
hc
l

3 N

   E 5
(6.626 3 10234 J ? s)(2.998 3 108 m ? s21)

7 3 1027 m

     3 (6.022 3 1023 photons ? mol21)

   E 5 170 kJ ? mol21

 7. The difference in reduction potential between P680* and P680 is 
–0.8 V 	 1.15 V 
 	1.95 V.

  DG 8¿ 5 2nFDE8¿
  5 2(1)(96,485 J ? V21 ? mol21)(21.95 V)

  5 188,000 J ? mol21 5 188 kJ ? mol21

 9. Because the algae appear red, red light is transmitted rather than 
absorbed. Therefore, the photosynthetic pigments in the red algae do not 
absorb red light but absorb light of other wavelengths.

11. 

N
A B

D C

N

N N

 •  The central metal ion in chlorophyll a is Mg2�, whereas in heme a the 
central metal ion is Fe2�.

 •  In chlorophyll a, there is a cyclopentanone ring fused to ring C.
 •  Ring B in chlorophyll a has an ethyl side chain; the chain in heme b is 

unsaturated.
 •  The propionyl side chain in ring D of chlorophyll a is esterifi ed to a 

long, branched-chain alcohol.

13. The buildup of the proton gradient indicates a high level of activity of 
the photosystems. A steep gradient could therefore trigger photoprotective 
activity to prevent further photooxidation when the proton-translocating 
machinery is operating at maximal capacity.

15. The order of action is water–plastoquinone oxidoreductase (Photosys-
tem II), then plastoquinone–plastocyanin oxidoreductase (cytochrome b6 f  ), 
then plastocyanin–ferredoxin oxidoreductase (Photosystem I).

17. If electrons cannot be transferred to Photosystem I, then Photosystem II 
remains reduced and cannot be reoxidized. The photosynthetic production 
of oxygen ceases. No proton gradient is generated, so ATP synthesis does not 
occur in the presence of DCMU.

19. Like the lipids that compose the membrane, plastoquinone is amphi-
philic, with a hydrophilic head and a hydrophobic tail. “Like dissolves like,” 
so plastoquinone literally dissolves in the membrane, which facilitates rapid 
diffusion.

21. Use Equation 15-7, as applied in Sample Calculation 15-3.

 The matrix and the stroma are both in.

  DG 5 2.303 RT (pHin 2 pHout) 1 ZFDc

  DG 5 2.303(8.3145 J ? K21 ? mol21)(298 K)(3.5)

    1 (1)(96,485 J ? V21 ? mol21)(20.05 V)
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 5. The hydrolysis of pyrophosphate releases 	19.2 kJ ? mol	1.
 (a)
fatty acid 1 CoA 1 ATP Δ acyl-CoA 1 AMP 1 PPi

 DG 8¿ 5 0 kJ ? mol21

PPi 1 H2O S 2 Pi  DG 8¿ 5 219.2 kJ ? mol21

fatty acid 1 CoA 1 ATP 1 H2O S acyl- CoA 1 AMP 1 2 Pi

 DG 8¿ 5 219.2 kJ ? mol21

 (b)  K eq 5 e2DG 8¿yRT

  K eq 5 e2(219.2 kJ?mol21)y(8.314531023 kJ?K21?mol21)(310 K)

  K eq 5 e7.4

  K eq 5 1.7 3 103

 7. If carnitine is defi cient, fatty acid transport from the cytosol to the mi-
tochondrial matrix (the site of � oxidation) is impaired. Fatty acid oxidation 
generates a great deal of ATP to power the muscle, so in the absence of fatty 
acid oxidation the muscle must rely on stored glycogen or uptake of circu-
lating glucose to obtain the necessary ATP. Muscle cramping is exacerbated 
by fasting because the concentration of circulating glucose is decreased and 
glycogen stores are depleted. Exercise also increases muscle cramping because 
the demand for ATP by the muscle is greater.

 9. Medium-chain acyl-CoA (4–12 carbons) would accumulate in indi-
viduals with MCAD defi ciency, since the conversion of fatty acyl-CoA to 
enoyl-CoA is blocked. Acyl-carnitine esters would also accumulate.

11. The conversion of fatty acyl-CoA to enoyl-CoA is similar to the conver-
sion of succinate to fumarate because both reactions involve oxidation of 
the substrate and concomitant reduction of FAD to FADH2 (see Section 
14-2). The conversion of enoyl-CoA to hydroxyacyl-CoA is similar to the 
conversion of fumarate to malate because both reactions involve the addition 
of water across a trans double bond. The conversion of hydroxyacyl-CoA to 
 ketoacyl-CoA is similar to the conversion of malate to oxaloacetate because 
both reactions involve the oxidation of an alcohol to a ketone with concomi-
tant reduction of NAD� to NADH.

� Oxidation
Fatty acyl-CoA

Enoyl-CoA

Hydroxyacyl-CoA

Ketoacyl-CoA

Citric acid cycle
Succinate

Fumarate

Malate

Oxaloacetate

13. (a) Benzoate was produced when the dogs were fed phenylpropionate.
 (b) Phenylacetate was produced when the dogs were fed phenylbutyrate.

Phenylpropionate

Benzoate
Acetyl-CoA

Phenylbutyrate

Phenylacetate

�

O

SCH3C CoACOO�

Acetyl-CoA

�

O

SCH3C CoA

CH2

�
CH2

�
COO�

COO�CH2

CH2

�
CH2

�
COO�CH2

C4 plants such as crab grass can generate CO2 from oxaloacetate, which 
can enter the Calvin cycle. Carbon fi xation occurs, and the crab grass 
thrives even in hot, dry weather.

43. 

STROMA

CYTOSOL

Dihydroxyacetone
phosphate

Glyceraldehyde
3-phosphate

1,3-Bisphospho-
glycerate

Dihydroxyacetone
phosphate

3-Phospho-
glycerate

Glyceraldehyde
3-phosphate

1,3-Bisphospho-
glycerate

3-Phospho-
glycerate

ATP

NAD+

NADP+

ATP

ADP

ADP

NADPH

NADH

45. (a) PEPC catalyzes the formation of oxaloacetate, one of the two reac-
tants for the fi rst reaction of the citric acid cycle. Anaplerotic reactions 
are important because they replenish citric acid cycle intermediates (see 
Fig. 14-18). If oxalo acetate is unavailable, the citric acid cycle cannot 
continue.

 (b) Acetyl-CoA is an allosteric activator of PEPC. When the concen-
tration of acetyl-CoA rises, additional oxaloacetate will be required 
to react with it in the fi rst reaction of the citric acid cycle. Activa-
tion of PEPC by  acetyl-CoA will lead to increased production of the 
 required oxaloacetate.

47. The primers should have the following sequences: GTAGTGGGATT-
GTGCGTC and GCTCCTACAAATGCCATC (see Fig. 3-17).

49. Glyphosate herbicides are effective at killing weeds because glyphosate 
inhibits the plant EPSPS enzyme required for the synthesis of aromatic 
amino acids. The transgenic crops are protected from this inhibitor because 
these crops contain the bacterial enzyme that is not subject to inhibition by 
glyphosate.  Using this strategy allows for weed eradication while preserving 
the desired crop.

Chapter 17

 1. The lipoproteins increase in density as the percentage of  protein content 
increases and the percentages of lipid content decreases. Thus, chylomicrons 
have the lowest density and HDL have the highest density.

 3. The products are one palmitoyl methyl ester, two oleoyl methyl esters, 
and one glycerol:

CH3(CH2)14H3C C O

O

CH

HO

H2C

OH OH

CH2

CH3(CH2)7 (CH2)7CH CHH3C C O

O
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25. Phase I

Phase II

Adenosine
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OH

NH

NH
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HN

HO
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O
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C N
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ATP

Carboxyphosphate

biotinyl-enzyme

Pi

(CH2)4 (CH2)4

NH

NHC

O

O

H

O

S
E
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O�

C N
O

NH

O

(CH2)4 (CH2)4

Carboxybiotinyl-enzyme

Carboxybiotinyl-enzyme

Biotinyl-enzyme

CoAS

Acetyl-
CoACH2

C
O

C O

CoASCoAS

CH2

C
O

CH2

NH

O

�

�

C
O

H

N NH

CoAS

CH2

Acetyl-CoA enolate

Biotinyl-enzyme

Malonyl-CoA

27. All three enzymes involve the ATP-dependent addition of a carboxylate 
group (donated by bicarbonate) to a substrate. The bicarbonate is activated via 
its attachment to biotin, a cofactor required by all three enzymes. The carboxy-
biotin, a prosthetic group of all three enzymes, transfers the carboxylate group 
to the substrate, increasing the number of carbons in the substrate by one.

29. The K I is lower when the enzyme is phosphorylated. Phosphorylation de-
creases the activity of the enzyme (see Solution 28). Palmitoyl-CoA (a pathway 
product) allosterically inhibits the enzyme; a lower concentration is required 
for inhibition if the enzyme is already phosphorylated. A low K I value indi-
cates more effi cient inhibition (see Section 7-3); therefore, palmitoyl-CoA 
binds more tightly to the phosphorylated enzyme. The allosteric inhibition 
of acetyl-CoA carboxylase by palmitoyl-CoA is a method of “fi ne-tuning” the 
regulation of the enzyme by phosphorylation.

31. The synthesis of palmitate from acetyl-CoA costs 42 ATP. Seven 
rounds of the synthase reaction are required. ATP is required to convert 
each of 7 acetyl-CoA to malonyl-CoA for a total of 7 ATP. Two NADPH 
are required for seven rounds of synthesis, which is equivalent to 2 � 7 � 
2.5 
 35 ATP.

33. Mammalian fatty acid synthase is structurally different from bacterial 
fatty acid synthase; thus, triclosan can act as an inhibitor of the bacterial 
enzyme but not the mammalian enzyme. The mammalian fatty acid synthase 

15. (a) Palmitate goes through seven cycles of � oxidation. The fi rst six cycles 
produce 1 QH2, 1 NADH, and 1 acetyl-CoA. The seventh cycle pro-
duces 1 QH2, 1 NADH, and 2 acetyl-CoA. Each QH2 generates 1.5 
ATP in the electron transport chain, each NADH generates 2.5 ATP in 
the electron transport chain, and each acetyl-CoA generates a total of 10 
ATP (1 QH2 � 1.5 
 1.5 ATP; 3 NADH � 2.5 
 7.5 ATP; 1 GTP 
 
1 ATP for a total of 10 ATP per acetyl-CoA). The total is 108 ATP. Two 
ATP must be subtracted from this total to account for the ATP spent 
in activating palmitate to palmitoyl-CoA. This gives a total of 106 ATP.

 (b) The same logic is used for stearate, except that stearate goes through 
eight cycles of � oxidation. The total is 120 ATP.

17. A C17 fatty acid goes through seven cycles of � oxidation. The fi rst six 
cycles produce 1 QH2, 1 NADH, and 1 acetyl-CoA. The seventh cycle pro-
duces 1 QH2, 1 NADH, 1 acetyl-CoA, and 1 propionyl-CoA. Each QH2 
generates 1.5 ATP in the electron transport chain, each NADH generates 
2.5 ATP, and each acetyl-CoA generates a total of 10 ATP (1 QH2 � 1.5 
 
1.5 ATP; 3 NADH � 2.5 
 7.5 ATP; 1 GTP 
 1 ATP for a total of 10 
ATP per acetyl-CoA). The total is 98 ATP. Propionyl-CoA is metabolized 
to succinyl-CoA (at a cost of 1 ATP; see Fig. 17-7) and enters the citric acid 
cycle. Conversion of succinyl-CoA to succinate yields 1 GTP (which offsets 
the cost of the propionyl-CoA S succinyl-CoA conversion), and conver-
sion of succinate to fumarate yields 1 QH2 (equivalent to 1.5 ATP). Fuma-
rate is converted to malate, then malate is converted to pyruvate, yielding 
1 NADPH (equivalent to 2.5 ATP). The pyruvate dehydrogenase reaction 
converts pyruvate to acetyl-CoA (which is subsequently oxidized by the citric 
acid cycle to yield 10 ATP) and 1 NADH, which yields 2.5 ATP. Therefore, 
oxidation of propionyl-CoA yields an additional 16.5 ATP. The total is 98 
ATP � 16.5 ATP 
 114.5 ATP. Two ATP must be subtracted from this 
total to account for the ATP spent in activating the C17 fatty acid to fatty 
acyl-CoA. This gives a fi nal total of 112.5 ATP. Note that a C17 fatty acid 
yields more ATP than palmitate (106 ATP) and less than oleate (118.5 ATP).

19. The patient could be treated with injections of vitamin B12 directly into 
the bloodstream. Alternatively, the patient could be treated with high doses 
of oral vitamin B12. In the presence of high concentrations of the vitamin, 
suffi cient amounts may be absorbed even in the absence of intrinsic factor.

21. A fatty acid cannot be oxidized until it has been activated by its attach-
ment to coenzyme A in an ATP-requiring step. The fi rst phase of glycolysis 
also requires the investment of free energy in the form of ATP. Consequently, 
neither � oxidation nor glycolysis can produce any ATP unless some ATP is 
already available to initiate these catabolic pathways.

23.
Fatty acid degradation Fatty acid synthesis

Cellular location Mitochondrial matrix Cytosol

Acyl-group carrier Coenzyme A Acyl-carrier protein

Electron carrier(s) Ubiquinone and 
NAD1  accept 
 electrons to 
become 
ubiquinol and 
NADH

NADPH donates elec-
trons and  becomes 
oxidized to NADP1

ATP requirement One ATP (two high-
energy phospho-
anhydride bonds) 
required to activate 
the fatty acid

Consumes one ATP 
per two carbons 
incorporated into 
the growing fatty 
acyl chain.

Unit product/unit 
donor

Two-carbon acetyl units 
(acetyl-CoA)

C3 intermediate 
(malonyl-CoA)

Confi guration of 
 hydroxyacyl 
 intermediate

L D

Shortening/growth 
occurs at which end 
of the fatty 
acyl chain?

Thioester end Thioester end
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43. In the absence of pyruvate carboxylase, pyruvate cannot be converted 
to oxaloacetate. Without suffi cient oxaloacetate to  react with acetyl-CoA in 
the fi rst reaction of the citric acid cycle, acetyl-CoA accumulates. The excess 
acetyl-CoA is converted to ketone bodies.

45. All cells can obtain glycerol-3-phosphate from glucose because glucose 
enters glycolysis to form dihydroxyacetone phosphate, which is subsequently 
transformed to glycerol-3-phosphate via the glycerol-3-phosphate dehydroge-
nase reaction. Cells capable of carrying out gluconeogenesis, such as liver cells, 
can transform pyruvate to dihydroxyacetone phosphate. (Interestingly, adipo-
cytes do not carry out gluconeogenesis but do express PEPCK and are thus able 
to convert pyruvate to glycerol-3-phosphate.)

47. (a) Fumonisin inhibits ceramide synthase. The concentration of the fi nal 
product, ceramide, decreased, while other lipid synthetic pathways were 
not affected. The fi rst enzyme in the pathway, serine palmitoyl transfer-
ase, was not the target of fumonisin B1 because there was no signifi cant 
decrease in the production of its product, 3-ketosphinganine. The sec-
ond enzyme in the pathway, 3-ketosphinganine reductase, was also not 
a target because if it were, the substrate of this reaction would have ac-
cumulated in the presence of fumonisin. Accumulation of sphinganine 
indicates that  ceramide synthase is inhibited. When ceramide synthase 
is inhibited, sphinganine cannot be converted to dihydroceramide and 
instead accumulates.

 (b) Fumonisin likely acts as a competitive inhibitor. It is structurally 
similar to sphingosine and its derivatives and thus can bind to the ac-
tive site and prevent substrate from binding. The fumonisin may form 
a covalent bond with the enzyme, or it may bind to the enzyme’s active 
site noncovalently with high affi nity. Alternatively, fumonisin may act 
as a substrate and be converted to a product that cannot be subsequently 
converted to ceramide. [From Wang, E., Norred, W. P., Bacon, C. W., Ri-
ley, R. T., and Merrill, A. H., J. Biol. Chem. 266, 14486 –14490 (1991).]

49. A hydrolysis reaction removes a fatty acyl group from a triacylglycerol, 
leaving a diacylglycerol. The intent is to reduce the total fatty acid content 
of the oil, thereby reducing its caloric value, without drastically altering the 
fl uidity of the product.

51. (a) The enzyme transfers a methyl group from a donor molecule three 
times in order to convert phosphoethanolamine to phosphocholine.

Phosphoethanolamine Phosphocholine

2�O3P CH2O NH3
�CH2

2�O3P CH2O N(CH3)3
�CH2

 (b) The methyltransferase would be a suitable drug target only if the 
enzyme were unique to the parasite and was not expressed in humans. 
[In fact, this is the case.]

53. (a) Because cholesterol is water insoluble, it is commonly found associ-
ated with other lipids in cell membranes. Only an integral membrane 
protein would be able to recognize cholesterol, which has a small OH 
head group and is mostly buried within the lipid bilayer.

 (b) Proteolysis releases a soluble fragment of the SREBP that can travel 
from the cholesterol-sensing site to other  areas of the cell, such as the 
nucleus.

 (c) The DNA-binding portion of the protein might bind to a DNA 
 sequence near the start of certain genes to mark them for transcription. 
In this way, the absence of cholesterol could stimulate the expression of 
proteins required to synthesize or take up cholesterol.

55. (a) Insuffi cient apolipoprotein B-100 affects the production of LDL. 
Without enough of the protein portion of the lipoprotein, these in-
dividuals are less able to export triacylglycerols and other lipids from 
the liver in the form of LDL, and the lipids remain in the liver.

 (b) LDL are a major vehicle for cholesterol transport from the liver to 
other tissues, so low levels of LDL would cause hypocholesterolemia.

Chapter 18

 1. The ATP-induced conformational change must decrease the E��, from 
	0.29 V to about 	0.40 V. The decrease in reduction potential allows the 
protein to donate electrons to N2, since electrons fl ow spontaneously from 

is a multifunctional enzyme made up of two identical polypeptides. In bac-
teria, the enzymes of the fatty acid synthetic pathway are separate proteins. 
Triclosan actually inhibits the bacterial enoyl-ACP reductase. The enzymes 
of the mammalian multifunctional enzyme must be  arranged in such a way 
as to preclude the binding of triclosan to the active site of the enoyl-ACP 
reductase.

35. The shorthand form for fatty acids is described in Problem 8-1. Fatty acids 
that cannot be synthesized from palmitate using cellular elongases and desatur-
ases are essential fatty acids and must be obtained from the diet. Mammals do not 
have a desaturase enzyme that can introduce double bonds beyond C9.  Oleate 
and palmitoleate, with a double bond at the 9,10 position, are not  essential fatty 
acids. Linoleate has a second double bond at the 12,13 position. Because a dou-
ble bond could not be introduced at the 12,13 position, linoleate is an essential 
fatty acid. �-Linolenate has double bonds at positions 9,10, 12,13, and 15,16 
and is also essential.

(CH2)7

CH3
Oleate

CH

CH

(CH2)7

C

O

O�

(CH2)5

Palmitoleate

CH

CH

(CH2)7

C

O

O�

CH3CH3

(CH2)7

C

O

O�

(CH2)4

Linoleate

CH

CH

CH2

CH

CH

CH3

(CH2)7

C

O

O�

CH2

�-Linolenate

CH

CH

CH2

CH

CH

CH2

CH

CH

37. In gluconeogenesis, the input of free energy is required to undo the 
exergonic pyruvate kinase reaction of glycolysis. Pyruvate is carboxylated 
to produce oxaloacetate, and then oxalo acetate is decarboxylated to pro-
duce phosphoenolpyruvate. Each of these reactions requires the cleavage of 
one phosphoanhydride bond (in ATP and GTP, respectively). In fatty acid 
synthesis, ATP is consumed in the acetyl-CoA carboxylase reaction, which 
produces malonyl-CoA. The decarboxylation reaction is accompanied by 
cleavage of a thioester bond, which has a similar change in free energy to 
cleaving a phosphoanhydride bond.

39. (a) Acetoacetate is a ketone body. It is converted to acetyl-CoA, 
which can be oxidized by the citric acid cycle to supply free energy 
to the cell.

 (b) Intermediates of the citric acid cycle are also substrates for other 
metabolic pathways. Unless they are replenished, the catalytic activity 
of the cycle is diminished. Ketone bodies are metabolic fuels, but they 
cannot be converted to  citric acid cycle intermediates. A three-carbon 
glucose-derived compound such as pyruvate can be converted to oxalo-
acetate to increase the pool of citric acid cycle intermediates and keep 
the cycle operating at a high rate.

41. The synthesis of the ketone body acetoacetate does not  require the input 
of free energy (the thioester bonds of 2 acetyl-CoA are cleaved; see Fig. 17-16). 
Conversion of acetoacetate to 3-hydroxybutyrate consumes NADH (which 
could otherwise generate 2.5 ATP by oxidative phosphorylation). However, 
the conversion of 3-hydroxybutyrate back to 2 acetyl-CoA  regenerates the 
NADH (see Fig. 17-17). This pathway also  requires a CoA group donated by 
succinyl-CoA. The conversion of succinyl-CoA to succinate by the citric acid 
cycle enzyme succinyl-CoA synthetase generates GTP from GDP � Pi , so the 
conversion of ketone bodies to acetyl-CoA has a free energy cost equivalent to 
one  phosphoanhydride bond.
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15. Phosphoglycerate dehydrogenase converts 3-phosphoglycerate to 
3-phosphohydroxypyruvate, which then undergoes transamination with 
glutamate to yield 3-phosphoserine and �-ketoglutarate, a citric acid cycle 
intermediate. The additional �-ketoglutarate allows greater fl ux through the 
cycle to meet the cell’s energy needs. [From Possemato, R. et al., Nature 476, 
346–350 (2011).]

17. 

Pyruvate transamination Ala

transamination
transamination

�-Ketoglutarate Glu
Gln synthetase

Asn synthetase

Gln

3-Phosphoglycerate Ser

Cys

Gly

Arg

Asp

Glu

Pro

Asn

Oxaloacetate

19. Cysteine is the source of taurine. The cysteine sulfhydryl group is oxidized 
to a sulfonic acid, and the amino acid is decarboxylated.

21. If an essential amino acid is absent from the diet, then the rate of pro-
tein synthesis drops signifi cantly, since most proteins contain an assortment 
of amino acids, including the defi cient one. The other amino acids that would 
normally be used for protein synthesis are therefore broken down and their 
nitrogen excreted. The decrease in protein synthesis, coupled with the normal 
turnover of body proteins, leads to the excretion of  nitrogen in excess of the 
intake.

23. (a) The sigmoidal shape of the velocity versus substrate concentration 
plot indicates that threonine deaminase binds its substrate in a positively 
cooperative manner. As the threonine concentration increases, threo-
nine binds to the enzyme with increasing affi nity.

 (b) Isoleucine is an allosteric inhibitor of threonine deaminase and binds 
to the T form of the enzyme. Velocity decreases by about 15%, but the 
nearly 10-fold increase in K M is more dramatic. The decrease in velocity 
and increase in K M indicate that isoleucine, the end product of the path-
way, acts as a negative allosteric inhibitor of the enzyme that catalyzes an 
early, committed step of its own synthesis. The velocity versus substrate 
concentration curve obtained for threonine deaminase in the presence 
of isoleucine has greater sigmoidal character, which means that binding 
of threonine is even more cooperative in the presence of the inhibitor.

 (c) Valine stimulates threonine deaminase by binding to the R form. 
The maximal velocity is somewhat increased, but the K M is decreased, 
indicating that the threonine substrate has a higher affi nity for the 
enzyme in the presence of valine. The cooperative binding of threo-
nine to threonine deaminase is abolished in the presence of  valine, 
however, as indicated by the hyperbolic shape of the curve.

25. In an autoimmune disease, the body’s own white blood cells become ac-
tivated to mount an immune response that leads to pain, infl ammation, and 
tissue damage. The activity of the white blood cells, which proliferate rapidly, 
can be diminished by methotrexate, as occurs in rapidly dividing  cancer cells.

27. (a) ADP and GDP both serve as allosteric inhibitors of  ribose phosphate 
pyrophosphokinase.

 (b) PRPP, the substrate of the amidophosphoribosyltransferase, stimulates 
the enzyme by feed-forward activation. AMP, ADP, ATP, GMP, GDP, and 
GTP are all products and inhibit the enzyme by feedback inhibition.

29. Inhibiting HGPRT would block production of IMP, which is a precur-
sor of AMP and GMP. In order to be an effective drug target, HGPRT must 
be essential for parasite growth; that is, the parasite cannot synthesize its own 
purine nucleotides de novo but instead relies on salvage reactions using the 
host cell’s hypoxanthine.

a substance with a lower reduction potential to a substance with a higher 
reduction potential. Without the conformational change, nitrogenase could 
not reduce N2.

 3. Leghemoglobin, like myoglobin, is an O2-binding protein. Its presence 
decreases the concentration of free O2 that would otherwise inactivate the 
bacterial nitrogenase.

 5. (a)
Glu 1 ATP 1 NH1

4 S Gln 1 Pi 1 ADP
Gln 1 a-ketoglutarate 1 NADPH S 2 Glu 1 NADP1

Glu 1 a-keto acid Δ a-ketoglutarate 1 amino acid

NH1
4 1 ATP 1 NADPH 1 a-keto acid S

ADP 1 Pi 1 NADP1 1 amino acid
 (b)

a-ketoglutarate 1 NH1
4 1 NAD(P)H Δ

Glu 1 H2O 1 NAD(P)1

Glu 1 a-keto acid Δ a-ketoglutarate 1 amino acid

a-keto acid 1 NAD(P)H 1 NH1
4 Δ

NAD(P)1 1 amino acid 1 H2O

 7. Cancer cells upregulate glutamine membrane transport proteins, which 
results in the effective uptake of glutamine from the circulation. Another 
strategy used by cancer cells is upregulation of the glutamine synthetase 
enzyme, which converts glutamate to glutamine. Glutamine analogs (com-
pounds that are structurally similar to glutamine) could be used to either 
block the transport proteins or to bind to the enzyme and interfere with 
substrate binding.

 9. 

�H3N CH2 O�

Glu

�-Ketoglutarate

COO�O

C OC

H

�H3N CH

NH

CH2

CH2

NH2
� NH2

�

O�

Glu
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COO�O

C

C
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CH2

NH2

NH

CH2

CH2

C

CH2

NH2

�H3N CH

CH2

OH OH

O�

Glu
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COO�O

C OC

CH2

�H3N CH

CH2

O�

Glu

�-Ketoglutarate

COO�O

C OC

CH2

(a)

(b)

(c)

(d)

11. (a) Leucine  (b) Methionine (c) Tyrosine (d) Valine

13. In the glutamine synthetase reaction, ATP donates a phosphoryl 
group to glutamate, which is then displaced by an ammonium ion, pro-
ducing glutamine and phosphate. The ammonium ion is the nitrogen 
source. The asparagine synthetase reaction also requires ATP as an energy 
source, but the nitrogen donor is glutamine, not an ammonium ion. As-
partate is converted to asparagine, and the glutamine becomes glutamate 
after donating an amino group. ATP is hydrolyzed to AMP and pyro-
phosphate instead of ADP and phosphate as in the glutamine synthetase 
reaction.
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neurotransmitter, in the cerebrospinal fl uid explains the effects on the 
nervous system.

47. The glutamate dehydrogenase reaction converts �-ketoglutarate to 
glutamate. In the presence of excess ammonia, �-ketoglutarate in the brain 
could be depleted, diminishing fl ux through the citric acid cycle.

49. Glutamine is degraded to glutamate with the release of ammonia, which 
can bind protons to form NH4

�. This helps counteract the acidosis that occurs 
when the concentration of acidic ketone bodies in the blood increases during 
starvation.

51. The reaction of serine and homocysteine to produce cysteine and 
�- ketobutyrate, the catabolism of the pyrimidine breakdown products 
�-ureidopropionate and �-ureidoisobutyrate, the reaction catalyzed by as-
paraginase, the conversion of serine to pyruvate, the conversion of cysteine 
to pyruvate, the glycine cleavage system, and the glutamate dehydrogenase 
reaction all generate free ammonia.

53. (a) A urea cycle enzyme defi ciency decreases the rate at which nitrogen 
can be eliminated as urea. Since the sources of nitrogen for urea synthe-
sis include free ammonia, low urea cycle activity may lead to high levels 
of ammonia in the body.

 (b) A low-protein diet might reduce the amount of nitrogen to be  excreted.

55. Adding arginine, the product of the argininosuccinase reaction, would 
increase fl ux through the urea cycle.

57. (a) The condensation of ammonia and �-ketoglutarate produces the 
amino acid glutamate.

 (b) The reverse reaction, in which glutamate is deaminated to produce 
�-ketoglutarate, replenishes the citric acid cycle intermediate.

59. The amino acids released by protein degradation are used as meta-
bolic fuels. The amino groups are removed and the nitrogens are eventu-
ally  excreted in the form of urea. The carbon skeletons can be completely 
 catabolized to CO2 by muscle cells to produce ATP via the citric acid cycle 
and oxidative phosphorylation, or they can be partially broken down and 
transported to the liver to be used in gluconeogenesis, which indirectly 
 supplies the muscle cells with glucose.

61. (a) UTase is stimulated by �-ketoglutarate and ATP, both substrates 
 (either directly or indirectly) of glutamine synthetase. UTase is inhibited 
by glutamine and inorganic phosphate, both products of the reaction. 
UR is stimulated by glutamine, a product of the glutamine synthetase 
reaction. High concentrations of glutamine decrease the activity of glu-
tamine synthetase.

 (b) Histidine, tryptophan, carbamoyl phosphate, glucosamine-6- 
phosphate, AMP, CTP, and NAD� are all end products of glutamine 
metabolic pathways. Alanine, serine, and glycine refl ect the overall 
 cellular nitrogen level. When nitrogen levels are adequate, glutamine 
synthetase activity is inhibited.

 (c) The fi rst batch of glutamine synthetase was adenylylated and was in 
its less active form and more susceptible to inhibition by allosteric mod-
ulators. The enzyme was in the adenylylated form because the growth 
medium contained glutamate, and under these conditions, glutamine 
synthetase activity is inhibited. The second batch of enzyme was not 
adenylylated and was in its fully active form, which is what would be ex-
pected when NH1

4  is the sole nitrogen source. Because the second batch 
of enzyme was not adenylylated, it was not susceptible to inhibition by 
the allosteric modulators. [From Stadtman, E. R., J. Biol. Chem. 276, 
44357–44363 (2001).]

Chapter 19

 1. The two main metabolites at the “crossroads” are pyruvate and 
 acetyl-CoA. Pyruvate is the main product of glycolysis. It can be converted 
to acetyl-CoA by pyruvate dehydrogenase. Pyruvate is produced from a 
 transamination reaction involving alanine. Pyruvate can be carboxylated 
to oxaloacetate for gluconeogenesis. Acetyl-CoA is a product of fatty acid 
degradation and one of the reactants in the citric acid cycle. Acetyl-CoA is 
a product of the degradation of ketogenic amino acids. Acetyl-CoA can be 
used to synthesize fatty acids and ketone bodies.

 3. The Na,K-ATPase pump requires ATP to expel Na� ions while im-
porting K� ions, both against their concentration gradients. Inhibition by 
oubain reveals that the brain devotes half of its ATP production solely to 

31. Lymphocytes that have not fused with a myeloma cell are unable to use 
the de novo synthetic pathway because it is blocked. These cells are still able 
to use the HGPRT salvage pathway, but the cells will not survive beyond 
7–10 days. Myeloma cells cannot survive in HAT medium because the amino-
pterin blocks the de novo pathway and these cells lack HGPRT and cannot 
use the salvage pathway. Only hybridomas that result from the fusion of a 
lymphocyte (which can carry out the salvage pathway) and a myeloma cell 
(which can divide in culture indefi nitely) will survive in HAT medium.

33. (a) Arginine residues are converted to citrulline residues by a process 
of deamination (water is a reactant and ammonia is a product). Note 
that free citrulline produced by the urea cycle or in the generation of 
nitric oxide is not incorporated into polypeptides by ribosomes since 
there is no codon for this nonstandard amino acid.

 (b) The nonstandard amino acid citrulline is not normally incorpo-
rated into polypeptides, so its presence appears foreign to the immune 
system, increasing the risk of triggering an autoimmune response.

35. Pyruvate can be transaminated to alanine, carboxylated to oxaloac-
etate, or oxidized to acetyl-CoA to enter the citric acid cycle. �-Ketoglu-
tarate, succinyl-CoA, fumarate, and oxaloacetate are all citric acid cycle 
intermediates; they can also all enter gluconeogenesis. Acetyl-CoA can 
enter the citric acid cycle, be converted to acetoacetate, or be used for 
fatty acid synthesis. Acetoacetate is a ketone body and can be converted to 
acetyl-CoA for the citric acid cycle or fatty acid synthesis.

37. Threonine catabolism yields glycine and acetyl-CoA. The acetyl-CoA 
is a substrate for the citric acid cycle, which ultimately provides ATP for 
the rapidly dividing cell. Glycine is a source of one-carbon groups, which 
become incorporated into methylene-tetrahydrofolate via the glycine cleav-
age system. THF delivers one-carbon groups for the synthesis of purine 
nucleotides and for the methylation of dUMP to produce dTMP; nucleo-
tides are needed in large amounts in rapidly dividing cells. [From Wang, 
J., Alexander, P., Wu, L., Hammer, R., Cleaver, O., and McKnight, S. L., 
Science 325, 435–439 (2009).]

39. The fate of propionyl-CoA produced upon degradation of isoleucine is 
identical to that of propionyl-CoA produced in the oxidation of odd-chain 
fatty acids (see Fig. 17-7). Propionyl-CoA is converted to (S )-methylmalonyl-
CoA by propionyl-CoA carboxylase. A racemase converts the (S )-methyl-
malonyl-CoA to the (R ) form. A mutase enzyme converts the (R )-methyl-
malonyl-CoA to succinyl-CoA, which enters the citric acid cycle.

41. (a) Acetyl-CoA can enter the citric acid cycle if suffi cient oxaloacetate 
is available; if not, excess acetyl-CoA is converted to ketone bodies. 
Leucine differs from isoleucine in that leucine is exclusively ketogenic, 
generating a ketone body and a ketone body precursor upon degrada-
tion. Isoleucine produces propionyl-CoA along with acetyl-CoA; the 
former can be converted to succinyl-CoA (see Solution 39) and then 
to glucose. Thus, isoleucine is glucogenic as well as ketogenic. 

 (b) Persons defi cient in HMG-CoA lyase are unable to degrade leucine 
and must restrict this amino acid in their diets. A low-fat diet is also rec-
ommended  because this same enzyme is involved in the production of 
ketone bodies (see Reaction 3 in Fig. 17-16). A diet high in fat would 
generate a high concentration of acetyl-CoA, which would not be able to 
be converted to ketone bodies in the absence of this enzyme.

43. (a) Insulin inhibits the enzyme, whereas glucagon stimulates the  enzyme.
 (b) In the presence of Phe, the activity of the enzyme increases dra-

matically, more so in the presence of glucagon. Phe acts as an allosteric 
activator of phenylalanine hydroxylase and plays a role in converting the 
enzyme from the inactive dimeric form to the active tetrameric form.

 (c) The incorporation of phosphate into the active form of phenylalanine 
hydroxylase indicates that the enzyme is regulated by phosphorylation as 
well as allosteric control. Glucagon signaling must lead to phosphoryla-
tion of the enzyme.

 (d) Phenylalanine hydroxylase is most active when the glucagon con-
centration is high, corresponding to the fasting state. Under these cir-
cumstances, phenylalanine can be degraded to produce acetoacetate 
(a ketone body) and fumarate (which can be converted to glucose); 
both compounds provide necessary resources in the fasting state.

45. Persons with NKH lack a functioning glycine cleavage  system. 
This is the major route for the disposal of glycine, and in its absence, 
 glycine accumulates in body fl uids. The presence of excessive glycine, a 
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amino acids required for milk production. The main source of these intermedi-
ates is the muscle. Amino acids released from the muscle travel via the blood-
stream to the liver, where they are converted to glucose via gluconeogenesis. 
Rather than returning to the muscle (which would occur during the Cori cycle), 
the glucose and amino acids are diverted to the mammary gland for milk pro-
duction. [From Khula, B., Nuernberg, G., Albrecht, D., Goers, S., Hammon, 
H. M., and Metges, C. C., J. Proteome Res., 10, 4252–4262 (2011).]

19. Because glucokinase is not saturated at physiological glucose concentra-
tions, it can respond to changes in glucose availability with an increase or de-
crease in reaction velocity. Consequently, the entry of glucose into glycolysis 
and subsequent metabolic pathways depends on the glucose concentration. 
Because hexokinase is saturated at physiological glucose concentrations, its 
rate does not change with changes in glucose concentration.

21. Insulin binding to its receptor stimulates the tyrosine kinase activity 
of the receptor. Proteins whose tyrosine residues are phosphorylated by 
the receptor tyrosine kinase can then interact with additional compo-
nents of the signaling pathway. These interactions could not occur if a 
tyrosine phosphatase removed the phosphoryl groups attached to the Tyr 
residues.

23. Phosphorylation of glycogen synthase by GSK3 inactivates the enzyme 
so that glycogen synthesis does not occur. But when insulin activates protein 
kinase B, the kinase phosphorylates GSK3. Phosphorylated GSK3 is inactive 
and unable to phosphorylate glycogen synthase. In the dephosphorylated 
state glycogen synthase is active and glycogen synthesis can occur.

25. If the phosphorylation of GSK3 is blocked, GSK3 remains active and 
can phosphorylate glycogen synthase, rendering it inactive (see Solution 23). 
This decreases the ability of the cell to take up glucose and convert it to a 
storage form and exacerbates insulin resistance (see Problem 24).

27. (a) Stimulation of the rate of phosphate removal from glucose-6- 
phosphate explains why the glucose concentration increased and the 
glucose-6-phosphate concentration decreased. The phosphoenolpyru-
vate concentration increased because fl ux from dihydroxyacetone phos-
phate to phosphoenolpyruvate increased (the glycolytic reactions are all 
near equilibrium).

 (b) Removing the phosphate from glucose-6-phosphate is the fi nal step 
of gluconeogenesis (and glycogenolysis) and allows glucose to leave the 
liver. Increasing the rate of this step enhances the overall rate of gluco-
neogenesis. At the same time, glycolysis is inhibited because the very 
fi rst step of glycolysis is the phosphorylation of glucose to glucose-6- 
phosphate. If phosphate groups are continually detached, glucose-6-
phosphate cannot enter glycolysis and thus glycolysis is effectively inhib-
ited. [From Ichai, C., Guignot, L., El-Mir, M. Y., Nogueira, V., Guigas, 
B., Chauvin, C.,  Fontaine, E., Mithieux, G., and Leverve, X. M., J. Biol. 
Chem. 276, 28126–28133 (2001).]

29. Phosphorylase kinase is regulated by phosphorylation, which causes a 
conformational change that activates the enzyme. The enzyme is phosphor-
ylated by protein kinase A (see Figure 19-11). The activity of the enzyme 
therefore depends somewhat on the G protein–coupled receptor pathway 
activated by either glucagon or epinephrine. But phosphorylase kinase is not 
fully active until calmodulin (a calcium-binding protein that is part of its 
structure) binds calcium and undergoes its own conformational change. The 
intracellular concentration of calcium increases when the phosphoinositide 
signaling system is activated (see Section 10-2), so the activation of phos-
phorylase kinase depends on this signaling pathway as well.

31. (a) AMPK increases the expression of GLUT4, since this will increase 
ATP production via glucose catabolism.

 (b) AMPK decreases glucose-6-phosphatase expression, since this is 
a gluconeogenic enzyme that would contribute to cellular ATP con-
sumption.

33. AMPK stimulates pathways involved in ATP production, so the rates of 
glycolysis and fatty acid oxidation increase. Cancer cells normally rely on an-
aerobic metabolism to meet their energy needs, so the stimulation of AMPK has 
the effect of increasing aerobic metabolism, which increases the production of 
reactive oxygen species.

35. Overexpression of IRS-1 would increase the rate of translocation of 
GLUT4 transporters to the cell surface. IRS-1 triggers the downstream acti-
vation of proteins such as the phosphatase enzyme that removes phosphate 

power this pump. Because the brain does not store much glycogen, it must 
 obtain  glucose from the circulation. Glucose is oxidized aerobically in order 
to maximize ATP production.

 5. (a) Phosphorolytic cleavage
  glycogen(n residues) � Pi S glycogen(n21 residues) � glucose-1-phosphate

 Hydrolytic cleavage
  glycogen(n residues) � H2O S glycogen(n21 residues) � glucose

 (b) Phosphorolytic cleavage yields glucose-1-phosphate, which is nega-
tively charged due to its phosphate group and cannot exit the cell via the 
glucose transporter. In addition, glucose-1-phosphate can be isomerized 
to glucose-6-phosphate (and can enter glycolysis) without the expendi-
ture of ATP. Hydrolytic cleavage yields neutral glucose, which can leave 
the cell via the glucose transporter. Converting free glucose to glucose-6-
phosphate so that it can enter glycolysis requires the expenditure of ATP 
in the hexokinase reaction.

 7. (a) The fumarate is used to boost the level of citric acid cycle intermedi-
ates to increase fl ux through this pathway and increase ATP synthesis by 
oxidative phosphorylation.

 (b) Transamination of aspartate would produce oxaloacetate, but an-
other �-keto acid, such as pyruvate or �-ketoglutarate, would become 
an amino acid in the process. Consequently, there would be no net 
change in the level of citric acid cycle intermediates.

 9. Glycolysis produces two moles of ATP per mole of glucose. Synthesis of 
one mole of glucose via gluconeogenesis costs six moles of ATP. Therefore, 
the cost of running one round of the Cori cycle is four ATP. The extra ATP 
is generated from the  oxidation of fatty acids in the liver.

11. During starvation, muscle proteins are broken down to produce gluco-
neogenic precursors. The amino groups of the amino acids are transferred to 
pyruvate via transamination reactions. The resulting alanine travels to the 
 liver, which can dispose of the nitrogen via the urea cycle and produce glucose 
from the alanine skeleton (pyruvate) and other amino acid skeletons. This 
glucose circulates not just to the muscles but to all tissues that need it, so the 
metabolic pathway is not truly a cycle involving just the liver and muscles.

13. (a) Since pyruvate carboxylase catalyzes the carboxylation of pyruvate to 
oxaloacetate, a defi ciency of the enzyme would result in increased pyru-
vate levels and decreased oxaloacetate levels. Some of the excess pyruvate 
would also be converted to alanine, so alanine levels would be elevated.

 (b) Some of the excess pyruvate is converted to lactate, which explains 
why the patient suffers from lactic acidosis. Decreased oxaloacetate 
 levels decrease the activity of the  citrate synthase reaction, the fi rst step of 
the citric acid cycle. This causes the accumulation of acetyl-CoA, which 
forms ketone bodies that accumulate in the blood to cause ketosis.

 (c) A pyruvate carboxylase defi ciency results in decreased oxaloacetate 
levels. Aspartate is formed by transamination of oxaloacetate, so as-
partate levels are decreased as well. Low levels of oxaloacetate decrease 
the levels of all the  citric acid cycle intermediates due to the decreased 
activity of the citrate synthase reaction. This results in lower levels of 
�-ketoglutarate, which can be transaminated to glutamate. Therefore, 
glutamate levels are low, as are GABA levels, since GABA is produced 
from glutamate (see Section 18-2).

 (d) Acetyl-CoA stimulates pyruvate carboxylase activity. Adding acetyl-
CoA would allow the investigators to determine whether there was a slight 
amount of pyruvate carboxylase activity that could be detected by adding 
this activator. [From Stanbury, J. B., Wyngaarden, J. B., Fredrickson, D. S., 
Goldstein, J. L., and Brown, M. S., The Metabolic Basis of Inherited Disease, 
pp. 196–198, McGraw-Hill Book Company, New York (1983).]

15. (a) The antibiotics affect the composition of the intestinal microbiome, 
favoring species that allow the animal to gain more weight from a given 
amount of food. 

 (b) The presence of antibiotics selects for the growth of microbial spe-
cies that can resist the antibiotic. The result is a large number of  bacteria 
with antibiotic-resistance genes that can be transferred to other species, 
including those that cause disease in humans.

17. The increase in glycolytic activity and the decrease in citric acid cycle activ-
ity indicate that aerobic metabolism is decreased. Instead, metabolic intermedi-
ates are funneled into pathways that will ultimately produce the glucose and 
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 (b) These amino acids are positively charged. Since a negatively charged 
aspartate residue in the glucagon receptor has been shown to be essen-
tial for binding, it’s possible that an ion pair forms between a positively 
charged amino acid side chain (His, Lys, or Arg) and the essential aspar-
tate. This  hypothesis can be tested by modifying His1, Lys12, and Arg18 
to neutral or negatively charged side chains and assessing the resulting 
analogs’ binding and signal-transducing capabilities.

 (c) Eliminating the Asp at position 9 results in an analog with decreased 
affi nity for the receptor and with little biological activity, indicating 
that the Asp plays a role in both binding and signal transduction. Sub-
stituting the Asp with a positively charged Lys decreases the binding 
affi nity by about half but completely eliminates the biological activity. 
The Asp evidently plays an important role in binding, but conserva-
tion of the negative charge does not seem to be critical, since a positive 
charge does not abolish binding. Hence some other aspect of the Asp 
side chain structure is important for binding. The Asp at position 9 
does seem to be important for biological activity, since deletion or sub-
stitution of the Asp greatly decreases biological activity.

 Abolishing the positive charge at position 12 greatly decreases bind-
ing affi nity. But once the analogs are bound, they are still capable of elic-
iting a biological response. The addition of a negative charge at position 
12 virtually abolishes binding, so it’s possible that the positively charged 
group at position 12 forms an ion pair with a negatively charged amino 
acid on the glucagon receptor.

 Leu18 binds more effectively to receptors than does Ala18, support-
ing the hypothesis that hydrophobic interactions between the hormone 
and the receptor are important, since leucine has a more hydrophobic 
side chain than alanine. Substitution with a Glu residue also decreases 
binding, but not as much as at position 12. The positive charge is im-
portant, since replacement with the negatively charged Glu abolishes 
more than 90% of the binding ability of the analog.

 The des-His1-glucagon has decreased binding affi nity and has a 
greater decrease in biological activity, indicating that the histidine at 
position 1 is important for binding but plays a greater role in signal 
transduction. This is also supported by the other des-His1 analogs. The 
des-His1-des-Asp9 analog does not bind well (only 7% of the control) 
and has no biological activity. Interestingly, the des-His1-Lys9 derivative 
binds well (70%) but has no biological activity. This indicates that the 
substitution of aspartate for lysine at position 9 preserves characteristics 
that are important for binding. However, once bound, the analog does 
not trigger signal transduction.

 (d) The des-His1-Lys9 is the best antagonist because it binds to the recep-
tor with 70% of the affi nity of the native hormone but has no biological 
activity. In this derivative, the two amino acids important in signal trans-
duction have been modifi ed, while the positively charged residues at posi-
tions 12 and 18, which are critical for binding, have been retained. [From 
Unson, C. G., et al., J. Biol. Chem. 266, 2763–2766 (1991); and Unson, 
C. G., et al., J. Biol. Chem. 273, 10308–10312 (1998).]

53. AMPK phosphorylates and activates phosphofructokinase-2, the en-
zyme that catalyzes the synthesis of fructose-2,6-bisphosphate. This metabo-
lite is a potent activator of the glycolytic enzyme phosphofructokinase and 
an inhibitor of  fructose-1,6-bisphosphatase, which catalyzes the opposing 
reaction for gluconeogenesis. Stimulation of AMPK would increase the con-
centration of fructose-2,6-bisphosphate and would therefore stimulate gly-
colysis and inhibit gluconeogenesis. The increase in glucose utilization and 
decrease in glucose production would lower the level of glucose in the blood 
in the diabetic patient. [From Hardie, D. G., Hawley, S. A., and Scott, J. W., 
J. Physiol. 574, 7–15 (2006).]

groups from glycogen phosphorylase (which inactivates the enzyme) and 
glycogen synthase (which activates the enzyme). The result is that glycogen 
synthesis in the cultured muscle cells would increase.

37. These two enzymes are part of the gluconeogenic pathway. Their con-
centrations increase when dietary fuels are not available so that the liver can 
supply other tissues with newly synthesized glucose.

39. If 3,000 g of fat are utilized at a rate of 75/g day, the fast can last for 40 
days before death occurs.

41. After a few days of a diet low in carbohydrate, glycogen stores are de-
pleted and the liver converts fatty acids to ketone bodies to be used as fuel 
for muscle and other tissues. Acetone is produced from the nonenzymatic 
decarboxylation of the ketone body acetoacetate. The relatively nonpolar 
 acetone passes from blood capillaries into the lung alveoli, and its smell can 
be detected in exhaled breath.

43. (a) Leptin stimulates glucose uptake by skeletal muscle.
 (b) Glycogenolysis is inhibited, probably by direct inhibition of gly-

cogen phosphorylase, which catalyzes the committed step in glycoge-
nolysis.

 (c) Leptin increases the activity of cAMP phosphodiesterase; the re-
sult is that cAMP cellular concentration decreases. In this way, leptin 
acts as a glucagon antagonist in the same manner that insulin does; 
glucagon’s signal transduction pathway leads to an increase in cAMP 
concentration.

45. Both of these observations indicate a decrease in the ability of the mito-
chondrion to oxidize fatty acids. Carnitine acyltransferase transports fatty acids 
from the cytosol to the mitochondrial matrix, the site of � oxidation. Products 
of � oxidation, the reduced coenzymes NADH and QH2, are reoxidized by 
the electron transport chain, with concomitant production of ATP. If fatty acid 
oxidation cannot occur, fatty acids will be used to synthesize triacylglycerols for 
storage in adipose tissue instead.

47. (a) Malonyl-CoA, the product of the acetyl-CoA carboxylase reaction 
(the committed reaction of fatty acid synthesis), inhibits simultaneous 
fatty acid oxidation by inhibiting carnitine acyltransferase, an enzyme 
required for shuttling fatty acids into the mitochondrial matrix for 
 oxidation. This mechanism prevents the oxidation of newly synthesized 
 fatty acids because they cannot enter the mitochondrion.

 (b) In the absence of ACC2, heart and muscle are unable to synthesize 
fatty acids. This increases the demand on the liver to provide fatty acids 
for heart and muscle. In the knockout mice, liver glycogen is degraded 
to glucose, then oxidized to pyruvate and acetyl-CoA in order to provide 
acetyl-CoA for fatty acid synthesis.

 (c) Fatty acid levels decrease because of the lack of ACC2. Triacyl-
glycerols are released by adipose tissue and travel to the muscle and 
heart for oxidation, since the muscle and heart cannot synthesize 
their own fatty acids. This accounts for the increased blood levels of 
triacylglycerols.

 (d) Insulin stimulates the activity of ACC2 in the muscle cells of nor-
mal mice, which promotes fatty acid synthesis and inhibits fatty acid 
oxidation (due to increased malonyl-CoA levels). The muscle cells in 
the knockout mice lack ACC2 and are not subject to insulin-mediated 
control. Fatty acid synthesis does not occur, malonyl-CoA levels do not 
rise, and fatty acid oxidation proceeds normally, even in the presence 
of insulin.

 (e) Knockout mice are leaner because their heart and muscle tissue 
 cannot synthesize fatty acids, so triacylglycerols are mobilized to provide 
fatty acids for these tissues, as described in part (d). Knockout mice 
have a higher rate of  fatty acid oxidation and a lower rate of synthesis, 
as described in part (c), which also accounts for their lower weight gain 
despite the increased caloric intake.

 (f ) Molecular modeling techniques could be used to design a drug 
that inhibits the enzyme activity of ACC2 but not ACC1. The drug 
would have to be targeted in such a way that it would be delivered to 
the  mitochondrial matrix, where ACC2 is located. [From Abu-Elheiga, 
L., Matzuk, M. M., Abo-Hashema, K. A. H., and Wakhil, S. J., Science 
291, 2613–2616 (2001).]

49. The drugs can activate the intracellular tyrosine kinase  domains of the 
insulin receptor, bypassing the need for insulin to bind to the receptor.
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 (b) Bacterial growth slows and then stops because the role of DnaA is to 
locate the replication origin (see Problem 7). When the temperature shifts 
to the nonpermissive temperature, DNA replication already under way is 
not affected (those cells can complete cell division), but another round of 
replication cannot begin in the absence of functioning DnaA.

13. The ddNTP lacks the 3� hydroxyl group that serves as the attacking 
nucleophile for the incoming dNTP.

15. DNA polymerase ´ would need to have greater processivity because it 
synthesizes the leading strand continuously. Polymerase � can be less proces-
sive because it synthesizes only a short DNA segment at the start of each 
Okazaki fragment.

17. First, the cell contains roughly equal concentrations of the four deoxynu-
cleotide substrates for DNA synthesis; this minimizes the chance for an over-
abundant dNTP to take the place of another or for the wrong dNTP to take 
the place of a scarce dNTP. Second, DNA polymerase requires accurate pairing 
between the template base and the incoming base. Third, the 3� S 5�exo-
nuclease proofreads the newly formed base pair. Fourth, the removal of the 
RNA primer and some of the adjacent DNA helps minimize errors introduced 
by primase and by the DNA polymerase at the 5� end of a new DNA segment. 
Finally, DNA repair mechanisms can excise mispaired or damaged nucleotides.

19. PPi is the product of the polymerization reaction catalyzed by DNA 
polymerase. This reaction also requires a template DNA strand and a primer 
with a free 3� end.
 (a) There is no primer strand, so no PPi is produced.
 (b) There is no primer strand, so no PPi is produced.
 (c) PPi is produced.
 (d) No PPi is produced because there is no 3� end that can be extended.
 (e) PPi is produced.
 (f ) PPi is produced.

21. The DNA molecule (chromosome) is much longer than an Okazaki 
fragment and must be condensed and packaged in some way to fi t inside 
the nucleus (in a eukaryote) or cell (in a prokaryote). If the cell waited until 
the entire DNA molecule had been replicated, the newly synthesized lagging 
strand, in the form of many Okazaki fragments, might already be packaged 
and inaccessible to the endonuclease, polymerase, and ligase necessary to 
produce a continuous lagging strand.
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Chapter 20

 1. Topoisomerase I reactions are driven by the free energy change of DNA 
shifting from a supercoiled conformation to a relaxed conformation, so no 
external source of free energy is needed. The enzyme merely accelerates a 
 reaction that is already favorable. Topoisomerase II reactions involve more 
extensive mechanical intervention because both strands of the DNA are 
cleaved and held apart while another segment of DNA passes through the 
break. This process requires the free energy of ATP, since it is not thermody-
namically favorable on its own.

 3. Novobiocin and ciprofl oxacin are useful as antibiotics because they in-
hibit prokaryotic DNA gyrase but not eukaryotic topoisomerases. They can 
kill disease-causing prokaryotes without harming host eukaryotic cells. Doxo-
rubicin and etoposide inhibit eukaryotic topoisomerases and can be used as 
anticancer drugs. Although these drugs inhibit topoisomerases from both can-
cer cells and normal cells, cancer cells have a higher rate of DNA replication 
and are more susceptible to the effects of the inhibitors than are normal cells.

 5. Parental 15N-labeled DNA strands are shown in black, and newly 
synthesized 14N DNA strands are shown in gray. The original 15N-labeled 
 parental DNA strands persist throughout succeeding generations, but their 
proportion of the total DNA decreases as new DNA is synthesized.
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 7. Negatively supercoiled DNA is more easily unwound, and thus the sepa-
ration of the DNA strands occurs more easily, which facilitates the replica-
tion process.

 9. (a) Yes. By moving along a single DNA strand, the helicase can act as a 
wedge to push apart the double-stranded DNA ahead of it.

 (b) The free energy of dTTP hydrolysis is similar to the free energy of 
ATP hydrolysis. Each hydrolysis reaction drives the helicase along two 
to three bases of DNA.

 (c) The T7 helicase is probably a processive enzyme. Its hexameric ring 
structure is reminiscent of the clamp structure that promotes the pro-
cessivity of DNA polymerase (see Fig. 20–12). [From Kim, D.-E., 
 Narayan, M., and Patel, S. S., J. Mol. Biol. 321, 807–819 (2002).]

11. (a) DNA replication (and hence bacterial growth) halts immediately at 
the nonpermissive temperature because the DNA cannot be unwound 
ahead of the replication fork in the absence of the helicase.
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 (c) An A:T base pair is converted to a C:G base pair.

41. All of these deaminations produce bases that are foreign to DNA; there-
fore, they can be quickly spotted and repaired before DNA has replicated and 
the damage is passed on to the next generation.
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 [From Sowers, L. C., Boulard, Y., and Fazakerley, G. V., Biochemistry 
29, 7613–7620 (2000).]

45. Most likely, the thymine–thymine dimer, since this lesion forms upon 
exposure of the DNA to ultraviolet light.

47. The mutant bacteria are unable to repair deaminated cytosine (uracil). 
In these cells, the rate of change of G:C base pairs to A:T base pairs is much 
greater than normal.

49. DNA polymerase III replicates DNA until a thymine dimer is en-
countered. Polymerase III is accurate but cannot quickly bypass the dam-
age. Polymerase V, which can more quickly proceed through the damaged 
site, does so, but at the cost of misincorporating G rather than A opposite 
T. Thus, replication can continue at a high rate. The tendency for DNA 
polymerase V to continue to introduce errors is minimized by its low 
processivity: Soon after passing the thymine dimer, it dissociates, and the 
more accurate polymerase III can continue replicating the DNA with high 
fi delity.

25. (a) DNA polymerase, (b) reverse transcriptase or telomerase, 
 (c) primase or RNA polymerase.

27. (a) 

H

H

H

H

H

H

H

H

H

H

H

H

H

H

H

H

N

N

N N

N

N

N

N

N

N

N N

N

N

N

N

NN

N

N
O

O O

O

 

(b)

 

T

T
T

T

A

G

T

T

G

G

A

G

G

G

A

G

G

G

T
T

G

G

G

A

29. The resulting telomeres will have a sequence complementary to the 
mutated sequence of the telomerase-associated RNA template. This experi-
ment was important because it established the mechanism of the enzyme 
and verifi ed the role of the RNA template in extending chromosome 
length.

31. Without functional DNA repair enzymes, additional mutations may 
arise in genes that are involved in regulating cell growth. In the absence of 
proper growth controls, cells may  begin to proliferate at an accelerated rate.

33. The triphosphatase removes nucleotides containing the modifi ed base 
before they can be incorporated into DNA during replication.

35. The O 6-methylguanine produced by the methylation of guanine pro-
duces a residue that can base pair with either cytosine or thymine. If the 
O 6-methylguanine residue base pairs with thymine, the G:C base pair will 
eventually be changed to an A:T base pair.

37. Bromouracil causes an A:T to G:C transition.

O

O
H

H

H

N

N

N

N

N
N

N
H

5-Bromouracil
(keto tautomer)

5-Bromouracil
(enol tautomer)

Guanine

NH
Br

H
O

O

ON
H

Br

39. (a)

 

NN

N

O

Hypoxanthine

NH
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 5. The promoter region is shaded.
�1

AAAATAAATGCTTGACTCTGTAGCGGGAAGGCGTATTATCCAACACCC

 7. Affi nity chromatography takes advantage of the ability of the desired 
protein to bind to a specifi c ligand (see Section 4-5). To purify Sp1, the 
GGGCGG oligonucleotide is covalently attached to tiny beads, which con-
stitute the stationary phase of a chromatography column. A cellular extract 
containing the Sp1 protein is loaded onto the column and a buffer (the 
mobile phase) is washed through the column to elute proteins that do not 
bind to the oligonucleotide ligand. Next, a high-salt buffer is applied to the 
column to disrupt the strong interactions between the Sp1 and the GC box, 
and the Sp1 protein is eluted. [From Kadonaga, J. T., et al., Trends Biochem. 
Sci. 11, 20–23 (1986) and Kadonaga, J. T., and Tjian, R., Proc. Natl. Acad. 
Sci. 83, 5889–5893 (1986).]

 9. A:T base pairs have weaker stacking interactions (see Section 3-1) and are 
easier to melt apart than G:C base pairs, which have stronger stacking interac-
tions. This facilitates DNA unwinding to expose the template for transcription.

11. O

CH CNH

CH2

NH2

CH2

CH2

CH2

CH3

O

CH CNH

CH2

C N
H�

CH2

CH2

NH

CH3

NH2

�

13. Upregulation of the methylase will increase the extent of methyla-
tion of Lys 4 (K4) and Lys 27 (K27) in histone 3. Since H3K4me3-associ-
ated genes normally tend to be in transcriptionally active chromatin (see 
Table 21-2), these genes are hyperactivated in cancer cells. The opposite 
occurs with H3K27me3-associated genes, which are normally transcrip-
tionally inactive and will be hypersilenced in cancer cells. [From Stark, 
G. R., Wang, Y., and Lu, T., Cell Res., 21, 375–380 (2011).]

15. (a) The polymerase binds most tightly to the DNA segment with the 
largest bulge. This DNA mimics the transcription bubble, in which the 
DNA strands have already been separated.

 (b) Since Kd is a dissociation constant, the apparent equilibrium constant 
for the binding reaction is 1/Kd. Equation 12-2 gives the relationship 
 between �G and K:

 DG 5 2RT  ln K or DG 5 2RT  ln(1yK d)

 (c) For double-stranded DNA:

 DG 5 2(8.3145 J ? K21 ? mol21)(298 K)ln(1y315 3 1029)

 5 237 kJ ? mol21

 For the eight-base bulge,

 DG 5 2(8.3145 J ? K21 ? mol21)(298 K)ln(1y1.3 3 10212)
 5 268 kJ ? mol21

 Polymerase binding to the melted DNA is more favorable than binding 
to double-stranded DNA.

 (d) Melting open a DNA helix is thermodynamically  unfavorable. 
Some of the favorable free energy of binding the polymerase to the 
DNA is spent in forming the transcription bubble. When the tran-
scription bubble is preformed (for example, in the DNA with an eight-
base bulge), this energy is not spent and is refl ected in the  apparent 
energy of polymerase binding. The difference in �G values for poly-
merase binding to double-stranded DNA and to the eight base bulge is 
	68 	 (	37) 
 	31 kJ ? mol	1. This value estimates the free energy 
cost (�31 kJ ? mol	1) of melting open eight base pairs of DNA.

 (e) The AT-rich sequence is easier to melt open than the GC-rich se-
quence because GC-rich DNA experiences stronger stacking interac-
tions. [From Bandwar, R. P., and Patel, S. S., J. Mol. Biol. 324, 63–72 
(2002).]

51. The side chains of lysine and arginine residues have high pK values 
and are positively charged at physiological pH. The positively charged 
groups can form ion pairs with the negatively charged phosphate groups 
on the backbone of the DNA molecule.

53. 
CH2

CH3

NH

�O O�

NH2
�

C

C

O

O

N

N

CH2

CH2

CH2

CH2

CH3

CH3NH

CH2

CH2

CH2 NH

NH

CH2

CH2

CH2

CH2 CH2

O

P

�O

O�

O

P

(a) (b)

(d)

(c)

(e)

  Both acetylation and methylation of the lysine produce a neutral side 
chain and remove the lysine residue’s positive charge; phosphorylation 
of the serine and histidine side chains produces a side chain with two 
negative charges; methylation of the arginine residue increases the size of 
the side chain somewhat but does not alter the charge of the side chain.

55. (a) The nonstandard amino acid is homocysteine, which can accept a 
methyl group donated by methyl-tetrahydrofolate to regenerate methio-
nine (see Section 18-2).

HC

COO�

�H3N

CH2

SH

CH2

 (b) The other product is methanol, CH3OH.

57. No, histones modifi ed with ubiquitin are not marked for proteolytic 
destruction by the proteasome because the amino acid side chains of the 
histone proteins have only one ubiquitin attached. In order to enter the 
proteasome for degradation, a chain of at least four ubiquitin molecules is 
required (see Section 12-1).

59. (a) Because the protamine–DNA complexes occupy less volume than 
nucleosomes, DNA can be more easily packed into the small volume of 
the sperm nucleus.

 (b) DNA in nucleosomes is less compact and therefore more accessible 
for transcription, so one would expect  nucleosomal DNA to contain 
genes that would need to be expressed immediately following fertiliza-
tion, that is, genes essential for early embryogenesis.

Chapter 21

 1. Messenger RNA is translated into protein, and a single mRNA can be used 
to translate many proteins. In this way, the mRNA is “amplifi ed.” Ribosomal 
RNA performs a structural role and is not amplifi ed, so many more rRNA genes 
are needed to express suffi cient rRNA to meet the needs of the cell.

 3. Sequence-specifi c interactions require contact with the bases of DNA, 
which can participate in hydrogen bonding and van der Waals interactions 
with protein groups. Electrostatic interactions involve the ionic phosphate 
groups of the DNA backbone and are therefore sequence independent.
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37. As transcription proceeds, the nascent RNA forms a variety of secondary 
structures as portions of the transcript form complementary base pairs. The 
formation of these secondary structures may cause transcription to pause but 
not necessarily terminate.

39. (a) 

RNA polymerase

Operator

Operon

DNA

transcription

Product absent

Product present

Repressor

Product

RNA polymerase

no transcription

Repressor

 (b) 

Operon

mRNA

DNA

translation

Product absent

Product present

DNA

mRNA

RNA-binding protein

Product

terminate transcription
or block translation

 (c) If no protein were involved, the operon’s product would have to 
interact directly with the mRNA.

17. The lactose permease allows lactose to enter the cell, which increases the 
intracellular lactose concentration. Allolactose can then bind to the repressor 
protein to remove it from the operator. The presence of additional lactose 
assists in the full expression of the operon.

19. If the repressor cannot bind to the operator, the genes of the lac operon 
are constitutively expressed; that is, the genes are expressed irrespective of 
whether lactose is present or absent in the growth medium. Adding lactose 
has no effect on gene expression.

21. Wild-type cells cannot grow in the presence of phenyl-Gal. The wild-
type cells produce a small amount of �-galactosidase in the absence of lac 
operon expression, but not in suffi cient amounts to be able to cleave phenyl-
Gal to phenol and  galactose. The lacI mutants, however, will thrive in this 
growth medium. The mutation in the lacI gene results in the expression of 
a nonfunctional repressor (or perhaps no repressor); in any case, the lac op-
eron is constitutively expressed and �-galactosidase is produced in suffi cient 
amounts to act on phenyl-Gal to release galactose. The use of this growth 
medium permits selection of repressor mutants, since the mutants survive 
while the wild type cells do not.

23. The accurate transmission of genetic information from one genera-
tion to the next requires a high degree of fi delity in DNA replication. A 
higher rate of error in RNA transcription is permitted because the cell’s 
survival usually does not depend on accurately synthesized RNA. If trans-
lated, an RNA transcript containing an error may lead to a defective pro-
tein, which is likely to be destroyed by the cell before it can do much 
damage. The gene can be transcribed again and again to generate accurate 
transcripts.

25. Cordycepin, which resembles adenosine, can be phosphorylated and 
used as a substrate by RNA polymerase. However, it blocks further RNA 
polymerization because it lacks a 3� OH group.

27. Rifampicin inhibits the transition from RNA chain initiation to 
elongation. Normally, RNA polymerase initiates RNA synthesis repeat-
edly, releasing many short transcripts before committing to elongation. 
In the presence of rifampicin, the RNA polymerase cannot convert from 
initiation mode to elongation mode and remains bound to its promoter. 
Synthesis of longer RNA transcripts is not possible in the presence of 
the drug.

29. G U C C G A U C G A A U G C A U G

31. If �-amanitin were added to cells in culture, the synthesis of mRNA 
would be inhibited, but the synthesis of all other types of RNA would be 
relatively unaffected. RNA polymerase II is responsible for mRNA synthesis 
and is the most sensitive to inhibition by �-amanitin. Experiments with this 
toxin permitted investigators to determine the types of RNA synthesized by 
each polymerase.

33. The C-terminal domain (CTD) is phosphorylated on multiple serine 
residues when RNA polymerase transitions to elongation mode. The pres-
ence of many negatively charged phosphate groups causes charge–charge 
repulsions that cause this domain to be positioned away from the globular 
domain of the RNA polymerase as well as away from the negatively charged 
DNA.

35. (a) 59? ? ? NNAAGCGCCGNNNNCCGGCGCUUUUUUNNN ? ? ? 39

 (b) 

G C
CN

N
N

N

G C

G C
A U
A U

C G
C G

C G

UUUU 3�NN5�
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55. Introns are removed co-transcriptionally rather than post-transcription-
ally because the former strategy makes it less likely that exons will be skipped 
during the intron-removal process.

57. (a) U69 is more important for catalysis, since deleting this residue or 
substituting it with another residue generally resulted in a dramatic de-
crease in the catalytic constant (k ) but had a modest effect on K d.

 (b) Increasing the size of the bulge dramatically decreased substrate 
binding affi nity, suggesting that although the presence of the bulge is 
necessary for catalysis, the geometry of the bulge is important for sub-
strate binding. [From Kaye, N. M., Zahler, N. H., Christian, E. L., and 
Harris, M. E., J. Mol. Biol. 324, 429–442 (2002).]

59. 5� · · · GGAGUACCCUGAUGAGAUC · · · 3�
 3� · · · CCUCAUGGGACUACUCUAG · · · 5�

[From Takei, Y., Kadomatsu, K., Yuzawa, Y., et al., Cancer Res. 64, 3365–3370 
(2004).]

61. The primary structure of a protein refers to its sequence of amino acids; 
in the RNase P RNA this corresponds to the sequence of 417 nucleotides. 
Secondary structure in proteins refers to regular, repeating structural motifs 
such as � helices and � sheets. In the ribozyme, secondary structure refers to 
the base-paired stem and loop structures. Tertiary structure in proteins refers 
to the overall three-dimensional shape of the macromolecule; similarly for 
the ribozyme, the tertiary structure refers to the three-dimensional shape of 
the molecule.

Chapter 22

 1. A hypothetical quadruplet code would have 44, or 256, possible com-
binations.

 3. (a) Poly(Phe), (b) poly(Pro), and (c) poly(Lys).

 5. (a) A polypeptide consisting of a repeating Tyr–Leu–Ser–Ile tetrapep-
tide will be produced. 

 (b) Depending on the reading frame, the polypeptide may begin with 
Tyr, Ile, or Ser.

 7. Because the tRNAs that match the common codons are most abundant 
in the yeast cell, protein synthesis is normally effi cient. If a mutation alters 
a codon so that it is not one of the 25 commonly used codons, it is likely 
that the isoacceptor tRNA for that codon is relatively scarce. Consequently, 
waiting for the appropriate tRNA to deliver the amino acid to the ribosome 
would result in a lower rate of protein synthesis, even though the sequence 
of the protein is unchanged.

 9. The 5� nucleotide is at the wobble position, which can participate in non–
Watson–Crick base pairings with the 3� nucleotide of an mRNA  codon. Be-
cause the fi rst two codon positions are more important for specifying an amino 
acid (see Table 22-1), wobble at the third position may not affect  translation.

11. 

I:A

N

N

N

N N

N

N

NNO

H

H

H

13. If the adenosine of an mRNA codon were changed to inosine, then the 
codon could pair with a tRNA anticodon containing guanosine rather than 
uridine. This could result in the incorporation of a different amino acid at 
that codon position. A given gene could give rise to several different polypep-
tide products, depending on how many A residues were edited to I residues 
and how many of these changes resulted in amino acid substitutions.

15. Gly is the smallest amino acid, so the aminoacylation site in GlyRS can 
be small enough to prevent the entry of any other amino acid.

17. (a) AlaRS can generate Ala–tRNAAla, Gly–tRNAAla, and Ser–RNAAla. 
 (b) An editing active site that admits amino acids smaller than alanine 

would destroy Gly–tRNAAla, but it would not get rid of Ser–RNAAla, 
since it cannot fi t into the editing active site (serine is larger than ala-
nine). (c) AlaXp functions as a free-standing editor for AlaRS by elimi-
nating Ser–tRNAAla after it has been synthesized by AlaRS.

 (d) U A
U A
U G

A U

GAU AGC

G C

C G
U A

 (e) Researchers could probe the conformation of an RNA molecule 
in the presence and absence of FAD by monitoring a conformation- 
dependent property of the RNA molecule, such as its susceptibility to 
an endonuclease.

 (f ) The FMN component of FAD is the most effective, since it has 
the lowest dissociation constant. The phosphate group is important for 
RNA binding, since ribofl avin, which lacks a phosphate group, binds 
much less tightly. [From Winkler, W. C., Cohen-Chalamish, S., and 
Breaker, R. B., Proc. Nat. Acad. Sci. 99, 15908–15913 (2002).]

41. 

DNA

RNA

43. Bacterial mRNAs have a 5� triphosphate group. The pyrophospho-
hydrolase removes two of the phosphoryl groups as pyrophosphate (PPi), 
leaving a 5� monophosphate (this apparently makes the mRNA a better 
substrate for the endonuclease).

45. Messenger RNAs are transcribed only by RNA polymerase II. The phos-
phorylated tail of RNA polymerase II recruits the enzymes needed for cap-
ping and polyadenylation. Other types of RNAs are synthesized by different 
RNA polymerases that do not have phosphorylated tails and cannot recruit 
enzymes involved in post-transcriptional modifi cation. Thus, only mRNAs 
are capped and polyadenylated.

47. The active site of poly(A) polymerase is narrower because it does not 
need to accommodate a template strand.

49. The PABP binds to the poly(A) tails and protects the mRNA from 
 degradation by the nucleases. Increasing the concentration of PABP extends 
the half-lives of the mRNAs bound to this protein.

51. (a) The phosphate groups of the phosphodiester backbone of RNA will 
be labeled wherever �-[32P]-ATP is used as a substrate by RNA poly-
merase.

 (b) 32P will appear only at the 5� end of RNA molecules that have A as 
the fi rst residue (this residue retains its � and � phosphates). In all other 
cases where �-[32P]-ATP is used as a substrate for RNA synthesis, the 
�- and �-phosphates are released as PPi (see Fig. 20-9).

 (c) No 32P will appear in the RNA chain. During polymerization, the 
�- and �-phosphates are released as PPi. The terminal (�) phosphate 
of an A residue at the 5� end of an RNA molecule is removed during 
the capping process.

53. The splicing reactions are mediated by the spliceosome, a large RNA– 
protein complex. The intron must be large enough to include spliceosome 
binding site(s). In addition, the formation of a lariat-shaped intermediate (see 
Fig. 21-22) requires a segment of RNA long enough to curl back on itself 
without strain.
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59 · · · CUACCAGGAGCAAAGCUAAUGGCUUUA · · · 39
       39 · · · UCCUC · · · 59

35. Colicin E3 is lethal to the cells because it prevents accurate and effi cient 
translation. Cleavage of the 16S rRNA at A1493 destroys the part of the 
30S ribosomal subunit that verifi es codon–anticodon pairing. As a result, 
the  ribosome is less able to incorporate the correct aminoacyl group into a 
growing polypeptide. In addition, EF-Tu hydrolysis of GTP is slow because 
EF-Tu does not receive a signal from the ribosome that an mRNA–tRNA 
match has occurred, so the speed of translation decreases.

37. The correctly charged tRNAs (Ala–tRNAAla and Gln–tRNAGln) bind 
to EF-Tu with approximately the same affi nity, so they are delivered to the 
 ribosomal A site with the same effi ciency. The mischarged Ala–tRNAGln 
binds to EF-Tu more loosely, indicating that it may dissociate from EF-Tu 
before it reaches the ribosome. The mischarged Gln–tRNAAla binds to EF-Tu 
much more tightly, indicating that EF-Tu may not be able to dissociate from 
it at the ribosome. These results suggest that either a higher or a lower bind-
ing affi nity could affect the ability of EF-Tu to carry out its function, which 
would decrease the rate at which mischarged aminoacyl–tRNAs bind to the 
 ribosomal A site during translation.

39. In a living cell, EF-Tu and EF-G enhance the rate of protein synthe-
sis by rendering various steps of translation irreversible. They also promote 
the accuracy of protein synthesis through proofreading. In the absence of 
the elongation factors, translation would be too slow and too inaccurate to 
 support life. These constraints do not apply to an in vitro translation system, 
which can proceed in the absence of EF-Tu and EF-G. However, the result-
ing protein is likely to contain more misincorporated amino acids than a 
protein synthesized in a cell.

41. The mRNA has the sequence

CGAUAAUGUCCGACCAAGCGAUCUCGUAGCA

The start codon and stop codon are highlighted. The encoded protein has 
the sequence 

Met–Ser– Asp –Gln–Ala – Ile – Ser.

43. To encode 1480 amino acids, 1480 codons or 4440 nucleotides (1480 � 
3) are needed, plus a stop codon. The 1686 additional mRNA nucleotides 
(6129 	 4443) include segments at the 3� and 5� ends where translation fac-
tors and the ribosome bind.

45. In prokaryotes, both mRNA and protein synthesis take place in the 
 cytosol, so a ribosome can assemble on the 5� end of an mRNA even while 
RNA polymerase is synthesizing the 3� end of the transcript. In eukaryotes, 
RNA is produced in the nucleus, but ribosomes are located in the cytosol. 
Because transcription and translation occur in separate compartments, they 
cannot  occur simultaneously. A eukaryotic mRNA must be transported from 
the nucleus to the cytosol before it can be translated.

47. (a) The ribosome positions the peptidyl group for reaction with the 
incoming aminoacyl group, so a peptidyl group with a constrained 
 geometry, like Pro, is unable to react  optimally.

 (b) Because Arg and Lys (both with positively charged side chains)  react 
much faster than Asp (negatively charged side chain), the active site 
must be more accommodating of cationic groups than anionic groups.

 (c) Transpeptidation of Ala is faster than for Phe or Val, so for nonpolar 
amino acids, small size is more favorable. [From Wohlgemuth, I., Brenner, 
S., Beringer, M., and  Rodnina, M. V., J. Biol. Chem. 283, 32229–32235 
(2008).]

49. (a) Transpeptidation involves the nucleophilic attack of the amino 
group of the aminoacyl–tRNA on the carbonyl carbon of the peptidyl–
tRNA (see Fig. 22-15). The higher the pH, the more nucleophilic the 
amino group (the less likely it is to be protonated).

51. (a) The mutation would allow the aminoacylated tRNA rather than a 
release factor to enter the ribosome and pair with a stop codon. The 
result would be incorporation of an amino acid into a polypeptide rather 
than translation termination, so the ribosome would continue to read 
mRNA  codons and produce elongated polypeptides. The inability of 
the mutated tRNA to recognize its amino acid–specifying codons would 

19. The two Lys codons are AAA and AAG. Substitution with C would yield 
CAA and CAG, which code for Gln; substitution with G would yield GAA 
and GAG, which code for Glu; and substitution with U would yield AUU 
and UAG, which are stop codons. Replacing a Lys codon with a stop codon 
would terminate protein synthesis prematurely, most likely producing a non-
functional protein. Replacing Lys with Glu or Gln could disrupt the protein’s 
structure and therefore its function if the Lys residue was involved in a struc-
turally essential interaction such as an ion pair in the protein interior. If the 
Lys residue was on the surface of the protein, replacing it with Glu or Gln, 
both of which are hydrophilic, might not have much impact on the protein’s 
structure or function.
21. Like other nucleic acid–binding proteins we have studied (histones are 
an example), proteins containing the positively charged Lys and Arg residues 
interact favorably with the polyanionic RNA. The most important interac-
tions between the protein and the nucleic acid are likely to be ion pairs.
23. In protein-coding genes, a high degree of conservation indicates a seg-
ment of protein that is intolerant of substitution.  Mutations that produce 
amino acid substitutions in these regions are likely to produce nonfunctional 
proteins. It is the same for ribosomal RNA. Mutations in the rRNA that dis-
rupt its function are likely to be lethal and will not be passed on to progeny. 
Consequently, the sequences of the rRNAs are intolerant of substitution and 
are highly conserved.
25. The small and large ribosomal subunits are held together by RNA–RNA 
contacts that are stabilized by Mg2� ions. The tRNAs that bind to the A and 
P sites in the ribosome contact the rRNA; these interactions have the same 
structural features. Adding EDTA chelates the magnesium ions and causes 
loss of ribosomal stability; this may be accompanied by the unfolding of the 
ribosomal RNA and the dissociation of the ribosomal  proteins, so translation 
cannot occur.

27. Acetylation removes the positive charge on the N-terminus, as shown 
below. If some copies of the protein are acetylated whereas others are not, 
two spots will appear on the gel, which separates proteins based on charge 
as well as size (the difference in size is not signifi cant). [From Kaltschmidt, 
E., and Wittmann, H. G., Proc. Natl. Acad. Sci. 67, 1276–1282 (1970).]

O

CCH

R

�H3N
H
N

O

CCH

RO

CH3C

29. The start codon is likely near the 5� end of the mRNA, and the stop 
codon near the 3� end (neither is at the very end of the mRNA molecule).

I

III

II

1

5�

3�

2

3

4

5
6

7

IV

V

VI

VII

mRNA

DNA
Start

Stop

poly A

31. The polypeptide would contain all Lys residue with an Asn at the 
C-terminus. If the mRNA were read from 3� S 5�, the polypeptide would 
consist of an N-terminal Gln followed by a series of Lys residues. Transcription 
and translation both take place in the 5� S 3� direction; this allows bacterial 
cells to begin translating nascent mRNA before transcription is complete. If 
translation took place in the 3� S 5� direction, the ribosome would have to 
wait for mRNA synthesis to be completed before translation could begin.

33. The sequence on the 16S rRNA that aligns with the Shine–Dalgarno 
sequence is shown. The initiation codon is highlighted in gray.
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61. The hydrophobic cleft of this particular protein might allow it to recognize 
the hydrophobic core of the signal sequence (see Problem 59). Other proteins in 
the SRP might be involved in pausing translation and promoting translocation.

63. In the cell-free system, SRP can bind to the exit tunnel of the ribo-
some, but translation is not arrested when no membrane is present. This 
indicates that the SRP must interact with both the nascent polypeptide and 
the ER membrane in order to pause translation. When microsomal mem-
branes are subsequently added, the protein is not translocated, indicating 
that translocation must occur co-translationally, not post-translationally. 
Proteins that are not translocated retain their signal sequences because they 
do not have access to the signal peptidase, which is located in the micro-
somal lumen.

65. (a) O

CH C
H
N

CH2

O

O�

O P O�

      (b) O

CH C

O

C Ubiquitin

H
N

CH2

CH2

CH2

CH2

HN

Polyglutamine protein

 (c) The acetyltransferase acetylates Lys residues in histones, neutralizing 
the positive charge of the Lys side chain and weakening its interaction 
with the DNA, so transcriptional activity is increased. If the acetyl-
transferase is inactive, the DNA will be less transcriptionally active and 
certain genes will not be expressed. The loss of transcriptional activ-
ity could contribute to the progression of the polyglutamine disease. 
[From  Pennuto, M., Palazzolo, I., and Poletti, A., Hum. Mol. Gen. 18, 
R40–R47 (2009).]

67. O

CH(H2C)12H3C C

O

C
H
N

H

have a minor impact on protein synthesis, since the cell likely contains 
other isoacceptor tRNAs that can recognize the same codons.

 (b) Not all proteins would be affected. Only proteins whose genes  include 
the stop codon that is read by the mutated tRNA would be  affected. 
 Proteins whose genes include one of the other two stop codons would be 
synthesized normally.

 (c) Aminoacyl–tRNA synthetases usually recognize both the anticodon 
and acceptor ends of their tRNA substrates. A mutation in the tRNA 
anticodon, such as a nonsense suppressor mutation, might interfere with 
tRNA recognition, so the mutated tRNA molecule might not undergo 
aminoacylation. This would minimize the ability of the mutated tRNA 
to insert the amino acid at a position corresponding to a stop codon.

53. Anfi nsen’s ribonuclease experiment demonstrated that a protein’s pri-
mary structure dictates its three-dimensional structure. The purifi ed ribonu-
clease was able to refold without the assistance of chaperones because other 
cellular components were absent. Chaperones are required in vivo because 
they prevent the interaction and aggregation of the many proteins and other 
components that exist in the cell. Molecular chaperones assist in the protein-
folding process and do not contribute any additional information regarding 
the tertiary structure of the protein; that information is contained within the 
primary structure of the protein, as demonstrated by Anfi nsen.

55. Mitochondria contain ribosomes that synthesize proteins encoded by 
mitochondrial DNA. Like cytosolic proteins, mitochondrial proteins require 
the assistance of chaperones for proper folding. Other proteins are synthe-
sized in the cytosol and are transported partially unfolded through pores in 
the mitochondrial membranes; these proteins also require the assistance of 
chaperones to fold properly once they reach their destination.

57. The different domains in a multidomain protein associate with one 
 another via van der Waals forces, since the domain interfaces eventually end 
up in the interior of the protein. A cagelike chaperonin structure allows these 
proteins to fold in a protected environment where the hydrophobic regions 
of the protein are not exposed to other intracellular proteins with which they 
could potentially aggregate.

59. The basic residue is highlighted in gray; the hydrophobic core is un-
derlined.

MKWVTFISLLLLFSSAYSRGV
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 pH 5 pK 1 log 
[A2]

[HA]

 5 9.24 1 log 
7.5 3 1024

9.4 3 1024

 5 9.24 2 0.10 5 9.14

5.  pH 5 pK 1 log 
[A2]

[HA]

  log 
[A2]

[HA]
5 pH 2 pK 5 5.0 2 4.76 5 0.24

  
[A2]

[HA]
5 1.74 or [A2] 5 1.74 [HA]

  [A2] 5 1.74[HA] 5 1.74(0.05 M 2 [A2])

  [A2] 5 0.087 2 1.74[A2]

  2.74[A2] 5 0.087 M

  [A2] 5 0.032 M or 32 mM

6.  pH 5 pK 1 log
[A2]

[HA]

  log 
[A2]

[HA]
5 pH 2 pK 5 3.0 2 2.15 5 0.85

  
[A2]

[HA]
5 7.08 or [HA] 5

[A2]

7.08

  [HA] 5
[A2]

7.08
5

(0.05 M 2 [HA])

7.08

  7.08[HA] 5 0.05 M 2 [HA]

  8.08[HA] 5 0.05 M

  [HA] 5 0.0062 M or 6.2 mM

7. At pH 6, pH , pK 2, so the H2PO4
� form predominates.

8. At pH 8, pH . pK2, so the HPO4
2� form predominates.

9. The pK of the ammonium ion is 9.25, so at pH 9.25, 
[NH3] 5 [NH4

�].

10. Since the dicarboxylic acid has a pK of 4.2 and the monocarboxylic 
acid has a pK of 5.64, the monocarboxylate form  predominates between 
pH 4.2 and pH 5.64 (above pH 5.64, the dicarboxylate form predomi-
nates).

11.  pH 5 pK 1 log 
[A2]

[HA]

  log 
[A2]

[HA]
5 pH 2 pK

  
[A2]

[HA]
5 10(pH2pK )

  
[A2]

[HA]
5 10(9.629.24) 5 100.36 5 2.29

Chapter 1

1. Since DH is positive, heat is absorbed during the reaction.

2. Because entropy increases, DS is positive.

3.  DG 5 DH 2 T DS

  5 215,000 J ? mol21 2 298 K(275 J ? K21 ? mol21)
  5 215,000 1 22,400 J ? mol21

  5 7400 J ? mol21 or 7.4 kJ ? mol21

 Because DG is greater than 0, the reaction is not spontaneous.

4. DG would be zero when the DH and TDS terms are equal:

 DH 5 T DS
 T 5 DHyDS

 5 (15,000 J ? mol21)y(75 J ? K21 ? mol21)
 5 200 K  or 2738C

Chapter 2

1. HCl dissociates completely, so the added [H�] is equal to [HCl]:

 [H1] 5
(0.05 L)(0.025 M)

0.55 L
5 0.0023 M

 pH 5 2log[H1] 5 2log 0.0023 5 2.6

2. NaOH dissociates completely, so the added [OH�] is equal to 
[NaOH]:

 [OH2] 5
(0.25 L)(0.005 M)

0.5 L
5 0.0025 M

 K w 5 10214 5 [H1][OH2]

 [H1] 5
10214

0.0025
5 4 3 10212 M

 pH 5 2log[H1] 5 11.4

3. The fi nal volume is 1 L 1 25 mL 1 25 mL 5 1.05 L

 [acetic acid] 5 [HA] 5
(0.025 L)(0.01 M)

1.05 L
5 2.4 3 1024 M

 [acetate] 5 [A2] 5
(0.025 L)(0.03 M)

1.05 L
5 7.1 3 1024 M

 pH 5 pK 1 log
[A2]

[HA]

 5 4.76 1 log 
7.1 3 1024

2.4 3 1024

 5 4.76 1 0.47 5 5.23

4. The fi nal volume is 500 mL 1 10 mL 1 20 mL 5 0.53 L

 [boric acid] 5 [HA] 5
(0.01 L)(0.05 M)

0.53 L
5 9.4 3 1024 M

 [borate] 5 [A2] 5
(0.02 L)(0.02 M)

0.53 L
5 7.5 3 1024 M

PP-1
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PP-2 Answers to Practice Problems

5. In order for glutamate to have no net charge, its a-carboxyl group 
must be unprotonated (negatively charged), its side chain must be pro-
tonated (neutral), and its a-amino group must be protonated (positively 
charged). Because deprotonation of the side chain or the a-amino group 
would change the amino acid’s net charge, the pK values of these groups 
(4.0 and 9.0) should be used to calculate the pI:

pI � 1⁄2 (4.0 � 9.0) � 6.5

Chapter 5

1.  Y 5
pO2

K 1 pO2

  5
5.6

2.8 1 5.6
5 0.67

2. Y increases.

 Y 5
pO2

K 1 pO2

 5
5.6

1.4 1 5.6
5 0.80

3.  Y 5 0.75 5
pO2

2.8 1 pO2

  Y 5 0.75(2.8 1 pO2) 5 pO2

  2.1 1 0.75 pO2 5 pO2

  2.1 5 0.25 pO2

  pO2 5 8.4 torr

Chapter 7

1.  Since v 5 k [X][Y], k 5 v/([X][Y])

  k 5 (5 mM ? s21)y[(5 mM)(5 mM)]

  5 0.2 mM21 ? s21

2.  v 5 k [X][Y]

  5 (0.2 mM21 ? s21) (20 mM)(10 mM)

  5 40 mM ? s21

3. Since v 5 k[X][Y], [X][Y] 5 [X]2 5 v/k

 [X]2 5 (8 mM ? s21)y(0.5 mM21 ? s21) 5 16 mM2

 [X] 5 [Y] 5 4 mM

4.  v0 5
(5 nM ? s21) (1.5 mM)

(1 mM) 1 (1.5 mM)

  5
7.5
2.5

 nM ? s21

  5 3 nM ? s21

5.  v0 5
(5 nM ? s21)(10 mM)

(1 mM) 1 (10 mM)

  5
50

11
 nM ? s21 5 4.5 nM ? s21

6.  v0 5
Vmax [S]

K M 1 [S]

  K M 5
Vmax[S]

v0
2 [S]

  KM 5
(7.5 mM ? s21)(1 mM)

5 mM ? s21 2 1 mM

  5 1.5 mM 2 1 mM 5 0.5 mM

Since the starting solution contains (0.2 L)(0.05 mol ? L�1) 5 
0.01 mole of boric acid (HA), the amount of borate (A�) needed is 
2.29(0.01 mol) 5 0.023 moles. The stock sodium borate is 5.0 M, so the 
volume of sodium borate to be added is

0.023 mol

5.0 mol ? L21 5 0.0046 L or 4.6 mL

12.  pH 5 pK 1 log 
[A2]

[HA]

  log 
[A2]

[HA]
5 pH 2 pK

  
[A2]

[HA]
5 10(pH2pK )

  
[A2]

[HA]
5 10(6.527.0) 5 1020.5 5 0.316

 Since the starting solution contains (0.5 L)(0.01 mol ? L�1) 5 0.005 
mole of imidazole (A�), the amount of imidazolium chloride (HA) 
needed is 0.005 mol/0.316 5 0.016 moles. The stock imidazolium 
chloride is 1 M, so the volume of imidazolium chloride to be added is

0.016 mol

1.0 mol ? L21 5 0.016 L or 16 mL

Chapter 4

1. At pH 6.0, groups with pK values less than 6.0 are mostly deproton-
ated, and groups with pK values greater than 6.0 are mostly protonated. 
The dipeptide has a net charge of 21.

 Group Charge

 N-terminus 11
 Glu 21
 Tyr   0
 C-terminus 21
 Net charge 21

2. At pH 7.0, groups with pK values less than 7.0 are mostly deproton-
ated, and groups with pK values greater than 7.0 are mostly protonated. 
The tripeptide has a net charge of 23.

 Group Charge

 N-terminus 11
 3 Asp 23
 C-terminus 21
 Net charge 23

3. At pH 8.0, groups with pK values less than 8.0 are mostly deproton-
ated, and groups with pK values greater than 8.0 are mostly protonated. 
The tripeptide has a net charge of 0.

 Group Charge

 N-terminus 11
 His   0
 Lys 11
 Glu 21
 C-terminus 21
 Net charge   0

4. In order for alanine to have no net charge, its a-carboxyl group 
(pK < 3.5) must be unprotonated (negatively charged) and its a-amino 
group (pK < 9.0) must be protonated (positively charged):

pI � 1⁄2 (3.5 � 9.0) � 6.25
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Answers to Practice Problems PP-3

4.  DG 5 RT (24.6)
  5 (8.3145 J ? K21 ? mol21)(293 K) (24.6)
  5 211,200 J ? mol21 5 211.2 kJ ? mol21

5.  DG 5 RT In 
[glucose]in

[glucose]out

  5 RT In 
(0.0005)

(0.005)

  5 (8.3145 J ? K21 ? mol21) (293 K) (22.3)
  5 25610 J ? mol21 5 25.61 kJ ? mol21

6.  DG 5 RT In 
[glucose]in

[glucose]out

  5 RT In 
(0.005)

(0.0005)

  5 (8.3145 J ? K21 ? mol21) (293 K) (2.3)
  5 15610 J ? mol21 5 15.61 kJ ? mol21

7.  DG 5 RT In 
[X]in

[X]out
1 Z  FDc

  5 (8.3145 J ? K21 ? mol21) (293 K) ln 
(0.050)

(0.010)

  1 (1)(96,485 J ? V21 ? mol21) (20.05 V)
  5 3920 J ? mol21 2 4820 J ? mol21

  5 2900 J ? mol21 5 20.9 kJ ? mol21

 This process is spontaneous.

8.  DG 5 RT In 
[X]in

[X]out
1 ZFDc

  5 (8.3145 J ? K21 ? mol21) (293 K) ln 
(0.025)

(0.100)
  1 (1)(96,485 J ? V21 ? mol21) (0.05 V)

  5 23380 J ? mol21 1 4820 J ? mol21

  5 1440 J ? mol21 5 1.44 kJ ? mol21

 This process is not spontaneous.

Chapter 10

1. Because 40% of the receptors are occupied, [R ? L] 5 
9.6 mM and [R] 5 14.4 mM.

  K d 5
[R][L]

[R ? L]

  5
(14.4 3 1026) (10 3 1026)

(9.6 3 1026)

  5 15 3 1026 M 5 15 mM

2.  K d 5
[R][L]

[R ? L]

  [R ? L] 5
[R][L]

K d

  5
(0.005)(0.018)

(0.003)

  5 0.03 M 5 30 mM

3. Let [R ? L] 5 x and [R] 5 20 mM 2 x.

  K d 5
[R][L]

[R ? L]

  [R ? L] 5 x 5
[R][L]

K d

7.  v0 5
Vmax[S]

K M 1[S]

  [S] 5
Vmax[S]

v0
2 KM

  Vmax[S] 5 v0 K M 1 v0[S]

  Vmax[S] 2 v0[S] 5 v0 K M

  [S](Vmax 2 v0) 5 v0K M

  [S] 5
v0 K M

Vmax 2 v0

  5
(2.5 mM ? s21) (0.5 mM)

7.5 mM ? s21 2 2.5 mM ? s21

  5 1.25 mMy5 5 0.25 mM

8. Calculate the reciprocals of [S] and v0 and construct a plot of 1/vo 
versus 1/[S]. The intercept on the 1/[S] axis is 20.1 mM�1, which is 
equal to 21/KM. Therefore, KM 5 10 mM. The intercept on the 1/v0 
axis is 0.05 mM�1 ? s, which is equal to 1/Vmax. Therefore, Vmax 5 20 
mM ? s�1.

9. Since K M
app 5 3KM, a 5 3.

K I 5
[I]

a 2 1
5

10 mM

3 2 1
5

10 mM

2
5 5 mM

10. First, calculate a using Equation 7-29:

a 5 1 1
[I]

K I
5 1 1

4 mM

2 mM
5 1 1 2 5 3

 The apparent KM is aKM 5 (3)(10 mM) 5 30 mM.

11. For inhibitor A, a 5 2 and K I 5
[I]

a 2 1
5

2 mM

2 2 1
5 2 mM

 For inhibitor B, a 5 4 and K I 5
[I]

a 2 1
5

9 mM

4 2 1
5 3 mM

 The ratio is 3 mM/2 mM or 1.5.

Chapter 9

1.  Dc 5 0.058 log 
[Na1]in

[Na1]out

  log [Na1]in 5
Dc

0.058
1 log [Na1]out

  log [Na1]in 5
20.100

0.058
1  log (0.160)

  log [Na1]in 5 21.72 2 0.796
  log [Na1]in 5 22.52
  [Na1]in 5 0.003 M 5 3 mM

2.  Dc 5 0.058 log 
[Na1]in

[Na1]out

  5 0.058 log 
(0.010)

(0.100)

  5 0.058 log (0.10)
  5 20.058 V 5 258 mV

3.  Dc 5 0.058 log 
[Na1]in

[Na1]out

  5 0.058 log 
(0.040)

(0.025)

  5 0.058 log (1.6)
  5 0.012 V 5 12 mV
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PP-4 Answers to Practice Problems

Chapter 15

1. Use Equation 15-1.

  E5 E8¿ 2
RT
nF

 ln 
[A reduced ]

[A oxidized ]

  5 0.031  V 2
(8.3145 J ? K21 ? mol21)(310 K)

(2) (96,485 J ? V 21 ? mol21)
 ln 

(131024)

(8 31025)

  5 0.031 V 2 0.003 V 5 0.028 V

2. Rearrange Equation 15-2:

  E 5 E8¿ 2
0.026 V

n
 ln 

[Areduced 
]

[Aoxidized 
]

  E8¿ 5 E 1
0.026 V

n
 ln 

[Areduced 
]

[Aoxidized 
]

  5 0.50 V 1
0.026 V

2
 ln 

(5 3 1026)

(2 3 1024)

  5 0.50 V 1 (20.048 V) 5 0.452 V

3. The relevant half-reactions are

malate S oxaloacetate 1 2 H1 1 2  e2  E8¿ 5 10.166 V

ubiquinone 1 2 H1 1 2 e2 S ubiquinol  E8¿ 5 10.045 V

net : malate 1 ubiquinone S   DE8¿ 5 0.211 V
       oxaloacetate 1 ubiquinol

 DG 8¿ 5 2nFDE8¿
 5 2(2) (96,485 J ? V21 ? mol21) (0.211 V)
 5 240,700 J ? mol21 5 240.7 kJ ? mol21

4. The relevant half-reactions are

acetaldehyde 1 2 H1 1 2  e2 S ethanol E8¿ 5 20.197 V

NADH S NAD1 1 H1 1 2  e2 E8¿ 5 10.315 V

net : acetaldehyde 1 NADH S  DE8¿ 5 0.118 V
          ethanol 1 NAD1

 DG 8¿ 5 2nFDE8¿
 5 2(2) (96,485 J ? V21 ? mol21) (0.118 V)
 5 222,800 J ? mol21 5 222.8 kJ ? mol21

5. For the reverse reaction,
cytochrome c1  (Fe 31) 1 e2 S cytochrome c1(Fe21 ) E8¿ 5 0.22 V
cytochrome c (Fe 21) S cytochrome c (Fe31 ) 1 e2 E8¿ 5 20.235 V

 DE8¿ 5 0.22 V 1 (20.235 V) 5 20.015 V
 DG 8¿ 5 2nFDE8¿

 5 2(1)(96,485 J ? V21 ? mol21) (20.015 V)

 5 1400 J ? mol21 5 1.4 kJ ? mol21

6. Use the equation derived in Sample Calculation 15-3:

 DG 5 2.303 RT (pHin 2 pHout ) 1ZFDc

 DG 5 2.303 (8.3145 J ? K21 ? mol21) (310 K)(7.6 2 7.3)

   1 (1)(96,485 J ? V21 ? mol21) (0.170 V)

  5 1780 J ? mol21 1 16,400 J ? mol21

  5 18,200 J ? mol21 5 18.2 kJ ? mol21

  x 5
(0.02 2 x) (0.005)

(0.01)

  x 5
0.0001 2 0.005x

0.01

  0.01x 5 0.0001 2 0.005x
  0.015x 5 0.0001
  x 5 0.0067 M 5 6.7 mM

 The percentage of receptors occupied by ligand is 6.7 mM/20 mM or 33%.

Chapter 12

1.  DG 8¿ 5 2RT ln K eq

  5 2(8.3145 J ? K21 ? mol21) (298 K) ln 0.25
  5 3400 J ? mol21 5 3.4 k J ? mol21

2.  DG 8¿ 5 2RT ln K eq

  5 2(8.3145 J ? K21 ? mol21) (310 K) ln 0.25
  5 3600 J ? mol21 5 3.6 kJ ? mol21

 Increasing the temperature makes the change in free energy slightly more 
positive.

3. Since DG 89 5 2RT ln Keq,

 ln K eq 5 2DG 8¿yRT
 K eq 5 e2DG 8¿yRT

 5 e2(210,000 J?mol21)y(8.3145 J?K21?mol21)(310 K)

 5 e 3.88 5 48

4.  DG 5 DG 8¿ 1 RT ln 
[glucose-6-phosphate]

[glucose-1-phosphate]

  5 27100 J ? mol21

  1 (8.3145 J ? K21 ? mol21)(310 K)ln(0.020y0.005)

  5 27100 J ? mol21 1 3600 J ? mol21

  5 23500 J ? mol21 5 23.5 kJ ? mol21

 Because DG , 0, the reaction is spontaneous

5.  K eq 5 17.6 5
[glucose-6-phosphate]

[glucose-1-phosphate]

  [glucose-1-phosphate] 5 [glucose-6-phosphate]y17.6
  5 0.035y17.6
  0.002 M 5 2 mM

6. DG 5 DG 8¿1RT ln 
[glucose-6-phosphate]

[glucose-1-phosphate]

 ln 
[glucose-6-phosphate]

[glucose-1-phosphate]
5

DG 2 DG 8¿
RT

 ln 
[glucose-6-phosphate]

[glucose-1-phosphate]
5

22000 2 (27100  J ? mol21)

(8.3145 J ? K 21 ? mol21)(310 K)

 ln 
[glucose-6-phosphate]

[glucose-1-phosphate]
5

5100
2600

 ln 
[glucose-6-phosphate]

[glucose-1-phosphate]
5 2.0

 
[glucose-6-phosphate]

[glucose-1-phosphate]
5 7.4

BMPracticeProblems.indd Page PP-4  02/10/12  4:56 PM user-f502BMPracticeProblems.indd Page PP-4  02/10/12  4:56 PM user-f502 /203/MH01832/mor34949_disk1of1/0078034949/mor34949_pagefiles/203/MH01832/mor34949_disk1of1/0078034949/mor34949_pagefiles



Answers to Practice Problems PP-5

Chapter 16

1. E 5 (3.6 3 10219 J) (6.022 3 1023 mol21)
 5 217,000 J ? mol21 5 217 kJ ? mol21

2. E 5
hc
l

3 N

 l 5
hcN
E

 5
(6.626 3 10234 J ? s) (2.998 3108 m ? s21) (6.022 31023 mol21)

250 3 103 J ? mol21

 5 479 3 1029 m 5 479 nm

7. Use the equation derived in Sample Calculation 15-3:

 DG 5 2.303 RT (pHin 2 pHout) 1 ZFDc

 (pHin 2 pHout) 5
DG 2 ZFDc

2.303 RT

5
30,500 J ? mol21 2 (1)(96,485 J ? V21 ? mol21) (0.170 V)

2.303 (8.3145 J ? K21 ? mol21) (298 K)

 5
30,500 J ? mol21 2 16,400 J ? mol21

5700 J ? mol21

 5 2.5

 The pH of the matrix must be 2.5 units greater than the pH of the 
cytosol.
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7. The cell-surface carbonic anhydrase can catalyze the conversion of 
H� 1 HCO3

� to CO2, which can then diffuse into the cell (the ionic 
H� and HCO3

� cannot cross the hydrophobic lipid bilayer on their 
own). Inside the cell, carbonic anhydrase converts the CO2 back to 
H� 1 HCO3

�.

8. The lungs can compensate for metabolic acidosis through an increase 
in the breathing rate in order to eliminate more CO2. The kidneys can 
compensate for respiratory acidosis by increasing the breakdown of 
glutamine to produce NH3 (excreted in urine as NH4

�); however, this 
mechanism requires the synthesis of enzymes, which takes several hours 
at least.

Box 3-A Discovery of the Cystic Fibrosis Gene

1. Whereas the deletion of an amino acid dramatically affects a protein’s 
structure and function, other defects, such as an amino acid substitution, 
may not have a large effect on the protein. Likewise, a modest diminu-
tion in the amount of functional CFTR protein may not impair mucus 
secretion as much as the near-complete absence of the protein.

2. The mutated DNA sequence is missing two nucleotides (T and A). 
The deletion alters the sequence of codons so that past this point, all the 
codons specify different amino acids. The resulting protein is likely to 
be nonfunctional.

3. Individuals with two copies of the defective CF gene develop CF 
and die before passing on their genes. Individuals with two copies of 
the normal CF gene do not develop CF but could die from infectious 
disease. Individuals with one normal and one defective gene would not 
die from CF and would be more resistant to infection, since the mutant 
CFTR would help prevent pathogen entry. These individuals would be 
most likely to survive and pass on their genes (including the defective CF 
gene) to the next generation.

4. Because CF is caused by a single-gene defect, it would be a good 
candidate for correction by replacing the defective gene with a copy 
of the normal gene. However, CFTR is located in the membranes of 
 certain types of cells; in other words, it does not circulate. Consequently, 
CFTR function would need to be restored in a tissue-specifi c manner; 
the protein would not be able to reach all tissues in the body after being 
introduced at one site.

Box 4-C Protein Misfolding and Disease

1. The extra copy of chromosome 21 increases the amount of the pre-
cursor protein and therefore contributes to a higher concentration of 
the amyloid-b fragment. As a result, amyloid fi bers begin forming in 
the brains of these individuals at a younger age.

2. Since the mice without PrPC do not develop TSE, the disease must 
require the presence of PrPC, not just PrPSc. These results also suggest 
that PrPC is not an essential protein since mice that lack the PrP gene 
are normal.

3. (a) The extensive a-helical secondary structure in myoglobin makes 
it unlikely to easily adopt the all-b conformation  necessary for amyloid 
formation.
(b) This result suggests that any polypeptide—even one whose native 
conformation is all a-helical—can assume the b conformation if condi-
tions permit.

Box 2-D Acid–Base Balance in Humans

1. H1 (aq) 1 HCO2
3  (aq) Δ H2CO3 (aq)

 Δ H2O (l ) 1 CO2 (aq)

 Failure to eliminate CO2 in the lungs would cause a buildup of CO2(aq). 
This would shift the equilibrium of the above equations to the left. The 
increase in CO2(aq) would lead to the increased production of carbonic 
acid, which would in turn dissociate to form additional hydrogen ions, 
causing acidosis.

2. (a) Mechanical hyperventilation removes CO2 from the  patient’s lungs. 
Carbonic acid in the blood would produce more water and CO2 to make 
up for the loss of CO2. This in turn would cause additional hydrogen ions 
and bicarbonate ions to form more carbonic acid. The loss of hydrogen ions 
would result in an increased pH, bringing the patient’s pH back to normal.
(b) The additional bicarbonate would combine with hydrogen ions to 
form carbonic acid. The additional carbonic acid would dissociate to 
form water and carbon dioxide. This helps alleviate the acidosis because 
the bicarbonate combines with excess hydrogen ions, thus decreasing the 
hydrogen ion concentration and increasing the pH. However, it is not 
acceptable for use in patients with ALI because of the increased produc-
tion of aqueous CO2 in the blood. The CO2 produced would need to 
be exhaled in the lungs, which would be diffi cult in patients with ALI.
(c) Tris becomes protonated to form its conjugate base. This removes H� 
from circulation and increases the pH back to normal. The protonated 
form of Tris is excreted in the urine. This method of acidosis treatment 
does not involve exhalation of CO2 and is therefore an acceptable treat-
ment for patients with ALI.

CH2OH

CH2OH

HOH2C C NH3
�NH2

CH2OH

CH2OH

HOH2C C H��

3. During hyperventilation, too much CO2 (which is equivalent to H� 
in the form of carbonic acid) is given off, resulting in respiratory alka-
losis. By repeatedly inhaling the expired air, the individual can recover 
some of this CO2 and restore acid–base balance.

4. (a) The NH3 molecule is small and uncharged and can diffuse 
through the cell membrane. The cationic ammonium ion cannot diffuse 
through the membrane and so must travel through an anion exchange 
protein.
(b) Na�, which is present at high concentrations outside the cell, moves 
into the cell as NH4

� moves out.

5. The concentrations of both Na� and Cl� are greater outside the cell 
than inside (see Fig. 2-13). Therefore, the movement of these ions into the 
cell is thermodynamically favorable. Na� movement into the cell drives 
the exit of H� via an exchange protein in the plasma membrane (the favor-
able movement of Na� into the cell “pays for” the unfavorable movement 
of H� out of the cell). Similarly, the movement of Cl� into the cell drives 
the movement of HCO3

� out of the cell through another exchange protein.

6. Acetoacetate and 3-hydroxybutyrate are acids (they are ionized at 
physiological pH). The accumulation of the ketone bodies therefore 
causes metabolic acidosis. The body attempts to compensate by increas-
ing the breathing rate in order to eliminate more CO2.
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an ion pair with the negatively charged BPG. BPG binds to the T form 
but not the R form of hemoglobin. Therefore, decreased BPG binding 
means the R form is favored and the oxygen affi nity of the mutant is 
increased.

(c) 

HN CH

CH2

NH2

H2O

O�

O

O

C

C

NH3 H�� HN CH

CH2

O

O

C

C

(d) 
A

� �

Prov
Asn

Prov
Asp

 (e) The oxygen affi nity of Hb Providence Asp is even greater than that of 
Hb Providence Asn. The presence of the negatively charged Asp repels the 
negatively charged phosphate groups of BPG, resulting in an even greater 
decrease in  affi nity for BPG. Since BPG binds only to deoxyhemoglobin, 
the inability of BPG to bind to Hb Providence Asp results in a stabiliza-
tion of the oxygenated form of hemoglobin and an increase in its oxygen 
affi nity.

5. (a) Hb Syracuse

Hb A

� �

(b) Hb Syracuse has increased oxygen affi nity. Proline cannot accept pro-
tons, as His 146 does. His 146 on the b chain of hemoglobin forms ion 
pairs in the deoxy form. The inability of Hb Syracuse to form these ion 
pairs results in the greater stability of the oxygenated form of hemoglo-
bin, so increased oxygen affi nity is the result.

Box 5-E Genetic Collagen Diseases

1. Delivery of nutrients is slow in avascular tissues such as ligaments, so 
tissue regeneration is slow. Even though bone has a high mineral con-
tent, the cells are supplied with blood, so bone remodeling (removal and 
replacement of the tissue) is more rapid.

2. Bone becomes stronger when stressed, so muscles pulling on bones 
during exercise will lead to remodeling that counters the osteoporosis.

3. Since individuals with a severe case of osteogenesis imperfecta do not 
survive to reproductive age, their particular genetic defect is not passed 
on. Hence, most cases arise from new mutations.

4. First, the collagen would have to travel from the skin surface through 
the hard keratinized layers of dead cells, even as those cells are being 

4. The experiment with myoglobin, which suggests that any polypep-
tide can form a b sheet, and the model for PrP misfolding indicate that 
the ability to form an amyloid fi ber is a property of the polypeptide 
backbone, not its side chains. However, it is possible that amino acid 
side chains, particularly if they were hydrophobic, would promote the 
aggregation of individual  amyloid fi bers into larger structures.

Box 5-C Hemoglobin Mutations

1. The decreased stability of the b146His–b94Asp ion pair decreases 
the stability of the deoxy form of hemoglobin. Thus, the oxygenated 
form of Hb Ohio is more stable, resulting in a decreased p50 value. Hb 
Ohio’s increased oxygen affi nity means that it does not deliver oxygen 
to cells as effectively as Hb A. In fact, Hb Ohio has a p50 of 16.8 torr, 
whereas Hb A has a p50 of 27.2 torr.
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2. Hb S migrates more slowly because the Glu S Val mutation makes 
the protein less negatively charged. The Ala S Asp  mutation in Hb 
Ohio makes the protein more negatively charged, so it migrates faster.

Hb Ohio

Hb A

� �

3. Hb Milledgeville has an increased oxygen affi nity because a mutation 
has occurred at the a1b2 interface. Leu is larger and more elongated than 
Pro and may interfere with important contacts at this interface. Since these 
contacts occur in the deoxy form, the substitution of Leu for Pro destabi-
lizes the deoxy form and thus the oxygenated form is more stable. There-
fore, the  oxygen affi nity of Hb Milledgeville is greater than that of Hb A.

4. (a) The two codons for Lys are AAA and AAG (see Table 3-3). The 
two codons for Asn are AAU and AAC. Therefore, there has been a muta-
tion in the coding strand of the DNA in the third position of the codon. 
Either an A or a G has been mutated to a T or C.
(b) The oxygen affi nity of Hb Providence is increased. The substitution 
of the neutral Asn for the positively charged Lys results in decreased 
binding of BPG in the central cavity of hemoglobin, since Lys forms 
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(b) 

−OOC

NH

NCH3

−OOC

O

Box 8-B The Lipid Vitamins A, D, E, and K

1. Oxidation of retinal (an aldehyde) yields retinoic acid (a carboxylic 
acid).

2. Infl ammatory diseases may result from overactivation of the immune 
system such that normal tissues (not just pathogens) are attacked or 
damaged. By further stimulating immune system cells, retinoic aid can 
worsen the infl ammation.

3. Because vitamin D3 can be produced from cholesterol, it is not 
strictly a vitamin. However, its production does require  ultraviolet light, 
which an individual must obtain through exposure to the sun and which 
may not always be available.

4. At higher latitudes, the intensity of ultraviolet light from the sun 
is less than at lower latitudes, leading to lower rates of production of 
vitamin D.

5. The antibiotics suppress the growth of the intestinal bacteria that 
produce vitamin K, leading to vitamin K defi ciency.

6. In obese individuals, the excess body fat acts as a sink for the fat-
soluble vitamins. Higher dietary intake is therefore required to provide 
the necessary amounts of vitamins needed for normal metabolism.

7. Vitamins are natural products and therefore cannot be patented. 
Without the protection of a patent, market competition keeps the pric-
es of vitamins low. Consequently, the sale of vitamins cannot generate 
enough money to offset the cost of conducting large clinical trials.

Box 9-C Antidepressants Block Serotonin Transport

1. Because serotonin is derived from tryptophan, a protein-rich diet that 
supplied ample tryptophan could promote serotonin production.

2. Serotonin recycling depends on a transporter that uses the free en-
ergy of the Na� gradient to move serotonin back into the cell. The Na� 
gradient is established through the action of the Na,K-ATPase.

3. The reduction in serotonin transport capacity increases the concen-
tration of serotonin in synapses, prolonging the mood-elevating effects 
of serotonin.

4. No; preventing serotonin reuptake would prolong its signaling po-
tential, but blocking its receptor would be expected to have the opposite 
effect. [In fact, due to the complexity of serotonin signaling pathways, 
blocking a receptor may have an antidepressive effect.]

5. Together, the drugs could contribute to excessive serotonin signaling, 
the MAO inhibitor by slowing serotonin’s degradation and the SSRI by 
prolonging its time in the synaptic space.

Box 13-B Alcohol Metabolism

1. Normally, the skin is cooler than the core of the body, which helps 
conserve body heat. Ethanol triggers vasodilation, which increases the 
fl ow of blood in the skin and allows a greater loss of heat from the body. 
In situations where conserving body heat is important (staying warm 
when outdoors during the winter), hypothermia may result.

2. Ethanol acts as a diuretic, an agent that increases urination and leads 
to dehydration. Consuming extra water can help offset the water loss 
from the kidneys.

shed. Second, even if the exogenous collagen molecules were able to 
reach the living dermal layers, it is not clear how they would be incorpo-
rated into newly synthesized collagen fi bers, which are laid down in an 
organized fashion by fi broblasts.

Box 6-B Blood Coagulation Requires a Cascade 
of Proteases

1. The function of factor IXa is to activate factor X in order to promote 
thrombin activation and fi brin formation. Factor VIIa can also activate 
factor X, so the physiological effect is similar.

2. Factor IXa leads to the activation of thrombin, so the absence of fac-
tor IX delays clot formation, causing bleeding. Although factor XIa also 
leads to thrombin production, factor XI plays no role until it is activated 
by thrombin itself. By this point, coagulation is already well under way, 
so a defi ciency of factor XI may not signifi cantly delay coagulation.

3. Because factor IX is not the only trigger for blood coagulation, partial 
restoration of factor IX function is enough to  supplement factor VIIa–
tissue factor. Even if initiation of coagulation is slower than normal, once 
thrombin has been  generated, fi brin production is guaranteed.

4. Thrombin must have been the fi rst protease to evolve, since it acts 
directly on fi brinogen to produce a fi brin clot. Over time, additional 
proteases evolved, appearing in the inverse order of their action in the 
modern coagulation pathway.

5. In DIC, the high rate of coagulation actually leads to depletion of 
platelets and the various coagulation factors. This prevents normal coagu-
lation from occurring, so the patient bleeds.

6. The thrombin variant can promote coagulation but cannot be inhibited 
normally, so it would lead to an increased risk of clotting.

7. Heparin must enter the bloodstream (via intravenous administra-
tion) in order to act with antithrombin as an anticoagulant. If consumed 
orally, it will not enter the circulation but will be degraded to its mono-
saccharide components.

8. The leech is a parasite that feeds on blood. In order to maintain the 
fl uidity of the blood during a meal, the leech produces anticoagulants to 
prevent the host’s blood from clotting.

Box 7-A Drug Development

1. A drug candidate’s small size and limited hydrogen-bonding capacity 
indicate that the compound would be able to diffuse across biological 
membranes in order to enter cells to exert its effects.

2. With a mass of about 357 g ? mol�1, only one hydrogen bond donor 
group, and only six hydrogen bond acceptor groups, the drug obeys the 
rules.

3. Digestive enzymes in the stomach and small intestine may destroy 
the drug before it has a chance to be absorbed by the body. Therefore, 
some drugs must bypass the digestive system and be delivered directly to 
the bloodstream.

4. The liver is damaged by acetamidoquinone because the cytochrome 
P450 enzymes that convert acetaminophen to its more toxic derivative 
are located in the liver.

5. Because cytochrome P450 enzymes can modify warfarin to hasten 
its excretion, it is helpful to know which P450 variants are present. The 
clinician can then use this information to predict how quickly the drug 
will be modifi ed and can select the appropriate dose to achieve the de-
sired anticoagulant effect.

6. (a) Hypertension (high blood pressure) can be treated with enalapril 
(or a similar drug), which blocks angiotensin II production and thereby 
keeps blood vessels in a more relaxed (lower-pressure) state.
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6. Arginine is encoded by four codons: CGU, CGC, CGA, and CGG. 
A G S A point mutation in the fi rst or second codon would generate a 
His codon: CAU or CAC (Table 3-3).

7. The conversion of a-ketoglutarate to 2-hydroxyglutarate is a reduc-
tion reaction, so it is accompanied by the conversion of NADPH to 
NADP�. This shifts the cell’s balance of cofactors to more oxidized.

Box 17-B Inhibitors of Fatty Acid Synthesis

1. Mutations that alter active-site residues in enoyl-ACP reductase 
could make bacteria resistant to triclosan. Such mutations might intro-
duce bulkier side chains that would prevent triclosan from slipping into 
the active site. Amino acid substitutions might reduce the ability of the 
enzyme to form hydrogen bonds with triclosan, without affecting sub-
strate binding.

2. In mammals, fatty acid desaturation requires O2 for dehydrogena-
tion. Because bacteria use a different enzyme to introduce a double 
bond, inhibition of that enzyme could block bacterial growth without 
harming the mammalian host.

3. 

H3C (CH2)46

HO

αβ

COO−

C C (CH2)25 CH3

4. (a) Approximately 10,000 (104) cells will be resistant.
(b) The probabilities are multiplied:

1

108 3
1

108 3
1

108 5
1

1024

  In theory, it is highly unlikely that even one cell could survive the 
combination of three drugs.

5. Yes; by blocking fatty acid synthesis and by promoting fatty acid oxi-
dation, cerulenin decreases the levels of fatty acids available in the cell, 
thereby preventing fungal growth.

Box 19-A Cancer Metabolism

1. 

2-Deoxy-2-fluoroglucose

O

H

H

HH

HO

OH

F

H
OH

CH2OH

2. (a) The negatively charged phosphate group makes glucose unable to 
fi t in the glucose transporter.
(b) The lack of a hydroxyl group at C2 prevents the sugar from being 
isomerized to fructose-6-phosphate and continuing through the steps of 
glycolysis.

3. The brain maintains a high metabolic rate and relies on glucose to 
supply its energy needs, so a signifi cant portion of the FDG tracer accu-
mulates in the brain. Since FDG is injected into the bloodstream, some 
of it is fi ltered out by the kidneys and is stored in the bladder until it can 
be eliminated. (For these reasons, PET scans using FDG are not suitable 
for monitoring brain or bladder cancers.)

4. Pyruvate can be transaminated to alanine, and 3-phosphoglycerate is 
used to produce serine, which is also a precursor of glycine (Section 18-2).

3. Increased expression of cytochrome P450 would allow more rapid 
modifi cation and excretion of the drug molecules, thereby making them 
less effective.

4. Both enzymes consume NAD�. Since the lactate dehydrogenase re-
action that converts lactate to pyruvate requires NAD�, this process is 
slowed. Less pyruvate means less glucose produced by gluconeogenesis, 
and less glucose is released from the liver into the bloodstream, produc-
ing hypoglycemia.

5. Production of acetate consumes NAD�, which decreases the ability 
of the cell to produce ATP by glycolysis. As a result, there is less ATP 
available to convert acetate to acetyl-CoA for further catabolism.

Box 13-C Glycogen Storage Diseases

1. Chronic hypoglycemia apparently limits growth and development. 
Because the glycogen storage diseases are genetic, they are present at 
birth and therefore may have lifelong consequences.

2. Glucose-6-phosphatase is normally present in both the liver and 
the kidneys, the two gluconeogenic tissues. In the absence of the en-
zyme, both the liver and the kidneys swell as glycogen accumulates, 
since glycogen-derived glucose-6-phosphate is  unable to exit the cell 
as glucose.

3. Yes; the corn starch is a source of glucose. Frequent feedings would 
increase the amount of glucose leaving the intestine and entering the 
circulation, thereby relieving the hypoglycemia caused by the inability of 
the liver to stockpile glucose as  glycogen.

4. Because the defect (lack of glycogen debranching enzyme) affects all 
types of tissues, a liver transplant would cure only the disease in the liver. 
Muscles and other tissues that synthesize and degrade glycogen would 
not be directly affected by the transplant, although they might benefi t 
from the restoration of  normal liver function.

5. GLUT2 normally functions to allow glycogen-derived glucose to 
leave the liver and enter the circulation. The same transporter must 
also facilitate galactose transport, because galactose cannot enter cells 
and remains in the blood (hypergalactosemia) when the transporter is 
defective.

Box 14-A Mutations in Citric Acid Cycle Enzymes

1. Pyruvate increases because the patient relies on glycolysis in the ab-
sence of proper citric acid cycle function. Fumarate increases because 
it cannot be converted to malate in the absence of fumarase. This also 
explains why the concentration of malate decreases.

2. The reactions catalyzed by these two enzymes are part of the suc-
cinate S oxaloacetate regeneration phase of the citric acid cycle (Reac-
tions 6–8), so both defi ciencies have the effect of slowing the cycle by 
preventing the production of oxaloacetate.

3. In the absence of succinate dehydrogenase, the substrate succinate ac-
cumulates. This in turn slows the production of succinate from succinyl-
CoA, leading to a buildup of succinyl-CoA and making less coenzyme A 
available for other cellular processes.

4. The low activity of the citric acid cycle, caused by the  fumarase de-
fi ciency, means that the cycle cannot accommodate the usual fl ux of 
carbon produced by glycolysis. As a result, the  pyruvate generated by 
glycolysis is converted to lactate (lactic acid), which causes the blood pH 
to decrease (see Box 2-D).

5. −OOC CH

OH
2-Hydroxyglutarate

CH2CH2 COO−
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defective copy of an oncogene or tumor suppressor gene also have another 
normal copy of the gene that helps protect them from carcinogenesis.

4. The same genetic changes that alter the growth behavior of a cancer-
ous cell may also affect genes for many proteins, resulting in the display 
of abnormal proteins on the cell surface.

5. The ring shape of PCNA allows it to slide along the DNA helix with-
out making sequence-specifi c contacts. A protein with a similar struc-
ture could likewise slide along the DNA. Distortions in the DNA helix 
caused by nicks, gaps, missing bases, or bulky chemical adducts could 
halt the progress of the sensor and allow it to recruit DNA repair pro-
teins.

6. According to the pathway described in the question, overactivation of 
Ras would lead to less ubiquitinated p53. p53 would be less rapidly de-
graded and so would be more available to halt the cell cycle. This would 
actually counteract the growth- promoting activity of the Ras pathway.

7. p53 increases the production of cytochrome c oxidase, the  terminal 
enzyme of the electron transport chain, which consumes oxygen and 
contributes to the proton gradient that powers ATP synthesis (Section 
15-3). In the absence of p53, less cytochrome c oxidase is made, so the 
cell relies less on aerobic respiration as a source of ATP and switches to 
anaerobic glycolysis.

8. A damaged unicellular organism does not harm others of its kind; 
it can go on to proliferate or die according to natural selection. In a 
multicellular organism, a runaway cell could threaten the well-being of 
the whole organism. Thus, apoptosis is necessary only in multicellular 
organisms.

5. Glutamine is a precursor for the synthesis of both purine and py-
rimidine nucleotides. It is also a source of two amino groups: One is 
removed as free ammonia and the other is part of glutamate, which can 
donate its amino group in transamination reactions. The carbons, as 
a-ketoglutarate, can be used in other biosynthetic reactions.

6. Nucleotide biosynthesis requires aspartate (derived from  oxaloacetate) 
and glutamine (derived from a-ketoglutarate via glutamate; Section 18-3).

7. The result of the pathway is that pyruvate, a precursor for anabolic 
reactions, is produced without the ATP that is normally produced by the 
pyruvate kinase reaction. In a cancer cell, the need for molecular build-
ing blocks is greater than the need to make additional ATP.

Box 20-B Cancer Is a Genetic Disease

1. Cancer results from damage to DNA, for example, from environmental 
agents (UV light or hydroxyl radicals) or viral infections. DNA damage 
most likely accumulates over time (more quickly if there is already an inher-
ited genetic defect). Consequently, the cells of older individuals have more 
DNA mutations and are more likely than the cells of younger individuals 
to undergo transformation.

2. Normally, the retinoblastoma protein acts as a tumor suppressor by 
preventing the cell from synthesizing DNA, a prerequisite for cell divi-
sion. A mutation in the retinoblastoma gene would allow the cell to 
synthesize DNA and proceed with cell division, possibly leading to 
cancer.

3. According to the multiple-hit hypothesis, more than one genetic 
change is required to initiate tumor growth. In addition, individuals with a 
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ences followed by F indicate fi gures. 

   A 
 Abasic sites, 546 
 ABO blood group system, 235, 300, 301 
 ACES (N - (2-Acetamido)-2-aminoethanesulfonic acid), 

p K,  38T 
 Acetaldehyde, 13T, 161 

 in alcohol metabolism, 352 
 in fermentation, 351 
 standard reduction potential, 396T 

 Acetaldehyde dehydrogenase, in alcohol 
metabolism, 352 

 N - (2-Acetamido)-2-aminoethanesulfonic acid (ACES), 
p K,  38T 

 Acetaminophen, 201, 284 
 Acetate: 

 from acetylcholine hydrolysis, 208 
 in alcohol metabolism, 352 
 standard reduction potential, 396T 
 synthesis by acetylcholinesterase, 255 

 Acetic acid, 13T 
 laboratory synthesis, 15 
 p K,  37, 38T 
 titration, 41F 

 Acetimidoquinone, 201 
 Acetoacetate: 

 decarboxylacion, 167–168 
 in ketogenesis, 461, 461F 
 in ketone body catabolism, 462F 
 standard reduction potential, 396T 

 Acetoacetyl-ACP, in fatty acid synthesis, 455 
 Acetoacetyl-CoA: 

 in cholesterol synthesis, 466F 
 in ketogenesis, 461F 

 Acetone, 13T 
 from decarboxylation of acetoacetate, 167–168 
 from ketone body breakdown, 461F 

 Acetylcholine: 
 hydrolysis, 208 
 and nerve transmission, 255, 256F 

 Acetylcholine receptors, 256F, 270 
 Acetylcholinesterase, 264 

 aluminum effect on, 208 
 and nerve transmission, 255, 256F 

 Acetyl-CoA, 351, 353 
 in cholesterol synthesis, 466F 
 in citric acid cycle, 376, 377F 
 conversion of pyruvate to, 350F, 372–374, 

384–385, 395F 
 as energy currency, 330 
 in fatty acid  �  oxidation, 446–449, 451F 
 in fatty acid synthesis, 454 
 in ketogenesis, 461F 
 from ketone body catabolism, 462F 
 in metabolism, 315, 511 

 Acetyl-CoA carboxylase, 527 
 and AMP-dependent protein kinase, 519 
 in fatty acid synthesis, 454F, 459 
 regulation of, 472 

 Acetyl-dihydrolipoamide, 374F 
 Acetylene, 13T 
  N- Acetylgalactosamine, 301 
  N- Acetylglucosamine, 299, 301 
  N- Acetylglutamate, 501 
 Acetylsalicylic acid (aspirin), 49, 283–284 
  O -Acetylserine, 483 
 Acids, 36–40 
 Acid-base catalysis, 165–166 
 Acid-base chemistry, 33–44 
 Acid catalysis, 165 

 Acid dissociation constant ( K  a ), 37 
 Acidic solution, 35 
 Acidifi cation, ocean, 35 
 Acidosis, 44 
 Aconitase, 375F, 376 
 Aconitate, 376 
 Acquired immune defi ciency syndrome (AIDS), 206.  

See also  HIV (human immunodefi ciency virus) 
 Acridine orange, 558 
 Actin: 

 in microfi laments, 133–134 
 role with myosin in muscle contraction, 

145–146, 147F 
 treadmilling of, 134–136 

 F-Actin, 134 
 G-Actin, 134 
 Action potential, 243, 256F 
 Activation energy, 162–164 
 Activators, 567 
 Active chromatin, 564T 
 Active site, 160, 571 
 Active transport, 252–255 
 Active transporters, 246, 253–254 
 Acyl carrier protein, 453F 
 Acyl-CoA: 

 in fatty acid activation, 445–446 
 in fatty acid  �  oxidation, 446–453 

 Acyl-CoA: cholesterol acyltransferase, 467F 
 Acyl-CoA dehydrogenase, in fatty acid oxidation, 

403, 446–449 
 Acyl-CoA oxidase, in fatty acid � oxidation in 

peroxisomes, 450–453 
 Acyl-CoA synthetase, 445–446, 463F 
 Acylcovir, 201 
 Acyl-enzyme intermediate, 170F 
 Acyl groups, 4T, 223 
 Acyl homoserine lactones, 268 
 Acyl phosphate, 346 
 Acyltransferase, in triacylglycerol synthesis, 463F 
 Adenine, 8, 54T.  See also  DNA 

 and Chargaff ’s rules, 53 
 as complement of T (or U), 59 
 and DNA structure, 56–57, 59 
 genetic code, 63T, 591T 
 as purine base, 53 

 Adenine nucleotide translocase, 400 
 Adenosine, 54T, 205–206, 269 
 Adenosine deaminase, 160T, 186 
 Adenosine diphosphate,  see  ADP 
 Adenosine monophosphate,  see  AMP 
 Adenosine triphosphate,  see  ATP 
  S -Adenosylmethionine, 560 
 Adenylate,  see  AMP 
 Adenylate cyclase, 273, 517–518 
 Adipocytes, 312F, 516T 
 Adiponectin, 518T, 519, 523 
 Adipose tissue: 

 brown and white, 521, 522F 
 hormones produced by, 518–519 
 lipolysis, 518 
 metabolic roles of, 511, 511F 
 mobilization of fat stores, 313 

 A-DNA, 59, 572F 
 ADP, 54T 

 allosteric activation of phosphofructokinase, 211 
 in AMP synthesis, 488–489 
 in Calvin cycle, 435, 436 
 in citric acid cycle (plants and bacteria), 378–379 
 and coupled reactions, 325–328 
 in gluconeogenesis, 355–357 
 in glycolysis, 339–342, 347, 348 
 in kinesin action, 149F 

 in myosin action, 146, 147F 
 in nitrogen fi xation, 476 
 in phospholipid synthesis, 464F 
 in signal transduction, 270F 
 in starch synthesis, 437 

  �  2 -Adrenergic receptors, 272, 276 
 Adrenoleukodystrophy, 79T 
 Adult onset diabetes, 522–524 
 Aerobic muscle operation, 328–329, 381 
 Aerobic organisms, 16 
 Affi nity chromatography, 110, 286 
 Aging, free radicals and, 407 
 Agonists, 269 
 Agre, P, 250 
 AIaRS, 594T 
 AIDS (acquired immune defi ciency syndrome), 206.  See 

also  HIV (human immunodefi ciency virus) 
 Alanine: 

 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 glucose–alanine cycle, 514F 
 hydrophobic amino acid, 89, 90F 
 hydrophobicity, 101T 
 metabolic roles, 315F 
 from muscle activity, 511 
 nonessential amino acid, 481T 
 representations, 5F 
 synthesis, 481 
 in transamination, 387 

  � -Alanine, 493 
 Alanine aminotransferase, 162, 387, 480 
 Alanine transaminase, 481 
 Albinism, 497 
 Albumin: 

 fatty acids bound to, 444F 
 kwashiorkor and levels of, 520 

 Alcaptonuria, 497–498 
 Alcohol(s): 

 ethanol,  see  Ethanol 
 functional group, 4T 
 metabolism of, 352 

 Alcohol dehydrogenase: 
 in alcohol metabolism, 352 
 in fermentation, 351 
 zinc ion stabilizes, 168–169 

 Aldehydes, functional group, 4T 
 Aldolase: 

 in gluconeogenesis, 355F 
 in glycolysis, 340F, 343–344 

 Aldose, 291 
 Aldose reductase, 522–523 
 Algal blooms, 416, 439 
 Alkalosis, 498 
 Alleles, 74 
 Allolactose, induces  lac  operon, 571 
 Allosterically activated enzymes, 211 
 Allosteric enzymes, 199–200 
 Allosteric proteins, 129 
 Allosteric regulation, 209–211 
  � -Adrenergic receptors, in phosphoinositide signaling 

pathway, 276 
  � -Amino acids, 89 
  �  Anomer, 292F, 293 
  �  Carbon (C � ), 89 
  � -chain, hemoglobin, 131T 
  �  Helix: 

 crossing of lipid bilayers by, 231–232 
 proteins, 97, 99, 100F 

  Alu I, 75T 
 Aluminum, effect on acetylcholinesterase, 208 
 Alzheimer’s disease, 87, 105 
 Amides, functional group, 4T 
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 Amido group, 4T 
 Amines, functional group, 4T 
 2-Amino-4-oxo-6-methylpterin, 482F 
  D  Amino acids, 89 
  L  Amino acids, 89 
 Amino acids.  See also  Proteins; specifi c Amino acids 

 about, 5 
 aminoacyl-tRNA synthetases, 594T 
 anaplerotic reactions, 385–388 
 biosynthesis of, 480–488 
 charged, 90F, 91 
 chemical properties, 89–91 
 citric acid cycle as pathway for fi nal catabolism of, 

371, 371F, 374 
 defi ned, 89 
 essential, 320, 321T, 480–486 
 formation by laboratory synthesis, 14–16 
 genetic code, 591 
 glucogenic, 494–497 
 hydrophobicity, 89–90, 101T 
 ketogenic, 494–497 
 as metabolic fuel, 312–313, 520 
 metabolic roles, 315F 
 neurotransmitter synthesis from, 486–487 
 nonessential, 480–482 
 from nucleotide degradation, 492–493 
 nucleotide synthesis from, 488–494 
 peptide bonds linking, 91–95 
 polar, 90–91 
 polymerization, 6–7, 92–94 
 precursors formed by photosynthesis, 421F 
 standard, 90F 
 storage as proteins, 310 
 synthesis from citric acid cycle intermediates, 384–388 
 takeup of digested, 310 
 variants of, in translation, 595–596 

 Amino acid residues, 92 
 Amino acid sequencing, 95–96 
 Aminoacyl site (A site), ribosomes, 598, 600–601, 

603, 605 
 Aminoacyl-tRNA synthetases, 593, 594 

 classes of, 594T 
 in protein elongation, 601–602 
 in transpeptidation, 602–605 

  p -Aminobenzoate, 482F 
  � -Aminobutyrate (GABA), 486 
 Amino groups, 4T, 89 

 ionic interactions, 26 
 p K,  40 

  � -Aminoisobutyrate, 493 
 2-Aminopurine, 559 
 Aminotransferase, 478–480 
 Ammonia, 476 

 assimilation, 477–478 
 diffusion of, 262 
 neurotoxicity, 498 
 p K,  37 
 in prebiotic world, 14–15 

 Ammonium ion, 475, 476 
 in acid-base balance of humans, 43–44 
 p K,  37, 38T 

 Ammonium sulfate, 46 
  Amoeba proteus,  220 
 AMP, 54, 54T 

 with aminoacyl-tRNA synthetases, 593 
 and coupled reactions, 326F 
 in fatty acid activation, 445–446 
 in replication, 539 
 synthesis, 488–489 
 in triacylglycerol synthesis, 463F 
 in urea cycle, 500F 

 AMP-dependent protein kinase (AMPK), 519, 
519F, 523 

 Amphipathic molecules, 31–32, 224, 227 
 Amphiphilic molecules, 31–32 
 Amphotericin B, 248 
 AMPK,  see  AMP-dependent protein kinase 
  amp  R  gene, 76, 77 
 AMU (atomic mass units), 7 
 Amylase, 309, 332 
 Amylin, 518T 

 Amylo-1,6-glucosidase, 360 
 Amyloid deposits, 105F, 106 
 Amylopectin, 309 
 Amylose, 296, 296F, 309 
 Amylo-transglycosylase, 360 
  Anabaena:  

 ferredoxin from, 430F 
 laws of thermodynamics for, 1 

 Anabolism, 309 
 Anaerobic autotrophs, 383 
 Anaerobic muscle operation, 328–329, 381 
 Anaerobic organisms, 16 
 Anaplerotic reactions, citric acid cycle, 385–388 
 Androgens, 281 
 Anemia, 130, 321T 
 Anesthetics, 257 
 Anfi nsen, Christian, 118 
 Angiogenin, 183 
 Angstroms, 7 
 Animals: 

 ammonia assimilation, 477 
 digestion of cellulose, 296–298 
 evolution, 18F 
 fatty acid elongation and saturation, 458–459 
 gene knockouts, 78–80 
 genome size and gene number of selected, 66T 
 membrane potential, 242 
 sweating, 33 
 transgenic, 79 

 Annealing, of DNA, 60 
  �  Anomer, 293 
  �  Anomer, 293 
 Antagonists, 269 
 Antenna pigments, 424 
 Antibiotics: 

 cell wall disruption, 303 
 DNA gyrase inhibition, 532 
 fatty acid synthesis inhibition, 460 
 membrane disruption, 248 
 protein synthesis inhibitors, 604–605 

 Antibiotic resistance: 
 and ABC transporters, 253–254 
 plasmid role in, 76–77 

 Antibodies, ABO blood group system and, 301 
 Anticancer drugs, 138 
 Anticodons, 592.  See also  tRNA 
 Antidepressants, 258 
 Antidiabetic drugs, 523T 
 Antifolates, 492 
 Antifungal agents, 248 
 Antimycin A, 440 
 Antiparallel  �  sheets, 97–99 
 Antiparallel polynucleotide strands, 58 
 Antiport, 251 
 Antithrombin, 178 
 Anxiety disorders, 258 
 AOT (bis-(2-ethylhexyl)sulfosuccinate), 47 
 AP endonuclease, 548–549 
 Apoptosis, 287, 543 
 Apurinic site, 546 
 Apyrimidinic site, 546 
 Aquaporins, 250, 251F 
 Aquaporin 1, 250 
 Aqueous chemistry, 24–45.  See also  Water 

 acid-base chemistry, 33–44 
 buffers, 40–44 
 hydrogen bonding, 25–30 
 hydrophobic effect, 30–33 

  Arabidopsis thaliana,  67 
 genome size and gene number, 66T 
 model organism for genome studies, 66 

 Arachidic acid, 222T 
 Arachidonate, 226 

 in eicosanoid synthesis, 282–283 
 synthesis, 458F 

 Arachidonic acid, 222T 
 Archaea: 

 evolution, 16, 18F 
 genome size and gene number of selected, 66T 

  Archaeoglobus fulgidus,  genome size and number 
of genes, 66T 

 Arginase, in urea cycle, 500, 500F 
 Arginine: 

 catabolism, 495 
 charged amino acid, 91 
 essential amino acid, 481T 
 as essential amino acid, 480–481 
 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 glutamate as precursor, 384 
 nitric oxide synthesized from, 487 
 p K  value of ionizable groups, 93T 
 structure and abbreviations, 90F 
 synthesis, 481–482 
 in urea cycle, 499, 500F–501F 

 Argininosuccinase, in urea cycle, 500, 500F 
 Argininosuccinate, in urea cycle, 500F 
 Argininosuccinate synthetase, in urea cycle, 500, 500F 
 ArgRS, 594 
 Arrestin, 275–276 
 Arsenate, 366 
 Arsenite, 388 
 Artifi cial selection, 17 
 Asbestos exposure, cancer and, 544 
 Ascorbate, 141 
 Ascorbic acid, 321T 
 A site, ribosomes,  see  Aminoacyl site, ribosomes 
 Asn,  see  Asparagine 
 AsnRS, 594 
 Asp,  see  Aspartate 
 Asparagine, 5 

 catabolism, 495 
 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 hydrophobicity, 101T 
 nonessential amino acid, 481T 
 polar amino acid, 90, 90F 

 Asparagine synthetase, 481 
 Aspartame, 116 
 Aspartate: 

 in amino acid synthesis, 483 
 catabolism, 495 
 charged amino acid, 90F, 91 
 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 hydrophobicity, 101T 
 nonessential amino acid, 481T 
 p K  value of ionizable groups, 93T 
 in purine nucleotide synthesis, 312, 488, 489F 
 synthesis, 480 
 in transamination, 387 
 in UMP synthesis, 489–490 
 in urea cycle, 499, 500F–501F 

 Aspartate aminotransferase, 215, 480 
 Aspartate transaminase, 480 
 Aspartyl aminopeptidase, 187 
  Aspergillus nidulans,  369 
 Aspirin (acetylsalicylic acid), 49, 283–284 
 AspRS, 594 
 Association studies, genome-wide, 69 
 Asthma, 281 
  Asu I, 75T 
 Atherosclerosis, 222, 443, 458, 483 
 Atkins diet, 462, 527 
 Atomic mass units (AMU), 7 
 Atorvastatin, 188, 205, 467F 
 ATP, 54T, 317 

 about, 5, 6 
 in actin action, 134 
 with aminoacyl-tRNA synthetases, 593 
 in AMP synthesis, 488, 489F 
 binding to actin, 134F 
 in Calvin cycle, 435–436 
 in cAMP synthesis, 273 
 in citric acid cycle (plants and bacteria), 378–381 
 and coupled reactions, 325–328 
 in DNA rearrangement, 532 
 as energy currency of cell, 327 
 in fatty acid activation, 445–446 
 in fatty acid synthesis, 453 
 function, 308 
 in gluconeogenesis, 355–357 
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 in glycolysis, 339–342, 347, 348 
 with helicases, 533–534 
 in kinesin action, 149F 
 in myosin action, 145–146, 147F 
 in nitrogen fi xation, 476 
 in phospholipid synthesis, 464F 
 phosphoryl group transfer to NDP, 329–330 
 in replication, 539 
 required for glucose metabolism, 339 
 in signal transduction, 270F 
 in starch synthesis, 437 
 in triacylglycerol synthesis, 463F 
 in urea cycle, 500F 

 ATPase: 
 in chaperones, 608 
 types of, 253 

 ATP-citrate lyase, 384–385, 454F 
 ATP synthase, 410–414, 431 

 binding change mechanism, 412 
 stoichiometric considerations, 412–414 

 ATP synthesis.  See also  Oxidative phosphorylation 
 driven by citric acid cycle, 371 
 in photosynthesis, 425, 428, 431 
 P:O ratio, 412–414 

 Autoactivation, 176, 179 
 Autophosphorylation, 278–280 
 Auxin, 267T 
 Avandia (rosiglitazone), 523, 523T 
 Avery, O., 52 
 Axons, 243 

 events at nerve-muscle synapse, 256F 
 myelination, 244F 
 nerve impulse propagation, 244F 

3�Azido-2�,3�-dideoxythymidine, Zidovudine (AZT), 542

B
  Bacillus amyloliquefaciens,  subtilisin structure, 175F 
  Bacillus  bacteria, 215 
  Bacillus stearothermophilus,  583, 583F 

 phosphofructokinase, 209–210 
 pyruvate dehydrogenase complex, 372F 

  Bacillus thuringiensis,  79 
 Bacteria.  See also  Cyanobacteria 

 aromatic amino acid synthesis, 483–485 
 biofi lms of, 298–299 
 cancers caused by infections, 543 
 cell walls of, 303F 
 citric acid cycle in, 379 
 DNA photolyase, 547 
 DNA supercoiling in, 530 
 evolution, 16 
 fatty acid synthesis, 457 
 genome size and gene number of selected, 66T 
 membrane proteins, 230 
 metabolism, 318–319 
 mismatch repair, 547 
 nitrate reduction, 476 
 Okazaki fragments, 536 
 origin, of DNA replication, 533 
 phosphofructokinase, 342F 
 pyruvate dehydrogenase reaction in, 371–372 
 quorum sensing in, 268 
 ribosomes, 596, 598F 
 RNA polymerase, 571 
 topoisomerase II (DNA gyrase), 532 
 tRNA processing, 583 
 tRNAs of, 592, 595 

 Bacterial artifi cial chromosome, 77T 
 Bacteriophages: 

 DNA identifi ed as infectious agent of, 52 
 triplet codons read sequentially, 591 

 Bacteriophage  � , restriction digests, 75, 75F 
 Bacteriophage T7: 

 helicase, 534F 
 RNA polymerase, 585 

 Bacteriophage T-type, 52F 
 Baker’s yeast,  see  Yeast 
 Banting, E, 522 
 Bases, 36–38, 53, 54T 
 Base catalysis, 165 
 Base excision repair, 548–549 

 Base pairs (bp), 57–59 
 axial view of, 60F 
 and DNA melting temperature, 59–60 
 nonstandard in RNA, 582 

 Basic solution, 35 
 Bassham, J., 434 
 B-DNA, 58F, 59, 572F 
 Beadle, G., 497 
 Beeswax, 226 
 Behenic acid, 222T 
 Benedict’s reagent, 293–294 
 Benson, A., 434 
 Benzene, dielectric constant for, 29T 
 Beriberi, 321T, 322, 388 
 Best, C., 522 
  �  Anomer, 292F, 293 
  �  Barrel, 232 
  � -Blockers, 272 
  �  Cell exhaustion, 524 
  � -chain, of hemoglobin, 130, 131T 
  � -Lactam antibiotics, 303 
  �  Oxidation, 446–449 

 energy yield, 447–448 
 odd-chain fatty acids, 450, 451F–452F 
 regulation, 449 
 unsaturated fatty acids, 449 

  �  Sheet, 97, 99, 100F 
 Bicarbonate: 

 in blood buffering, 43 
 in C4 pathway, 433 
 in oceans, 35 
 in UMP synthesis, 489–490 
 in urea cycle, 499 

 Biguanides, 523T 
 Bilayers,  see  Lipid bilayers 
 Bile acids, 468 
 Bimolecular reactions, 191–192 
 Binding change mechanism, of ATP synthase, 412 
 Biochemical standard conditions, 324 
 Biochemistry, 2–3 

 reductionist vs. holistic approaches, 2 
 units in, 7 

 Bioconversion, of wood, 297 
 Biofi lms, 268, 299F 
 Biofuels, cellulosic, 297–298 
 Bioinformatics, 2–3 
 Biological membranes,  see  Lipid bilayers; Membranes 
 Biological molecules, 3–10 

 elements found in, 3F 
 laboratory synthesis, 15F 
 relative strength of bonds in, 27F 
 solvated nature  in vivo,  29 
 types in cells, 5, 6–10 

 Biological polymers.  See also  Carbohydrates; Nucleic 
acids; Polysaccharides; Proteins 

 digestion, 310F 
 functions summarized, 10T 
 types, 6–10 

 Biotin, 321T, 353, 453F 
 Birds, fl ight muscles in, 329 
 Bis-(2-ethylhexyl)sulfosuccinate (AOT), 47 
 1,3-Bisphosphoglycerate: 

 in Calvin cycle, 435 
 in gluconeogenesis, 355F 
 in glycolysis, 340F, 347 

 2,3-Bisphosphoglycerate: 
 effect on hemoglobin binding, 132 
 in glycolysis, 347 

 Bisubstrate reactions, 198–199 
 Blackburn, E., 540 
 Black smokers, 15F 
 Blinding, of drug trials, 201 
 Blindness, 321T 
 Blood: 

 ABO blood group system, 235 
 buffering, 43–44 
 glucose concentrations in, 515 
 pH of, 35, 35T 

 Blood coagulation, 177–178, 226 
 Blood pressure,  � -blockers and, 272 
 Blue-green algae,  see  Cyanobacteria 

 Blue-white screening, 77 
 Blunt ends, 75 
 Bohr effect, 131 
 Bone, collagen in, 143 
 Bone-resorbing compartment, 263 
 Boric acid, p K,  38T 
 Botox, 264–265 
 Botulinum toxin, 264–265 
 Bovine chymotrypsin, 175T 
 Bovine pancreatic trypsin inhibitor, 179F 
 Bovine spongiform encephalopathy, 105 
 Bovine trypsin, 175T 
 Boyer, P, 412 
 bp,  see  Base pairs 
 Brain, glucose for, 511 
 Branching proteins, 135 
 Brazilin, 367 
 Bromodomains, 567F 
 5-Bromouracil, 558 
 Brown adipose tissue, 521, 522F 
 Buffers, 40–44 
 1-Butanol, dielectric constant for, 29T 
 Butter, 458 

C
Ca2� ATPase, 255
Caenorhabditis elegans, as model organism, 66
 Caffeine, 269, 275 
 Calcifi cation, in atherosclerosis, 443 
 Calcium: 

 as element found in biological molecules, 3F 
 enzyme regulation by release of stored, 211 
 in oxygen-evolving Center of Photosystem II, 427 
 pumping against gradient, 254 
 role of vitamin D in absorption, 226 

 Calcium carbonate, in shells, 35 
Calcium (Ca2�) channels, 255, 256F, 276
Calcium ions (Ca2�):

 and calmodulin, 277 
 in eicosanoid synthesis, 282 

 Calmodulin, 277 
 Calorie (cal), 324 
 C �  ( �  carbon), 89 
 Calvin, M., 434 
 Calvin cycle, 433–438 
 cAMP (cyclic AMP): 

 and adenylate cyclase pathway, 517–518 
 and G protein-coupled receptors, 273–275 

 Cancer, 472.  See also  DNA repair 
 and cell signaling, 280 
 and DNA damage, 544–546 
 genetic aspects, 544–546 
 metabolism of cancer cells, 512 
 and mutations in citric acid enzymes, 382 

 Cancer therapy: 
 fatty acid synthase inhibitors, 459 
 and RNA interference, 581 

 Cap, 576 
 Capping proteins, 135 
 Capsaicin, 227 
 Carbamoyl phosphate, in urea cycle, 500F, 501F 
 Carbamoyl phosphate synthetase: 

 composition, 94T 
 in urea cycle, 499–500, 501F 

 Carbanion, 165 
 Carbohydrates, 290–304.  See also  Fructose; Glucose; 

Monosaccharides 
 and ABO blood group system, 301 
 about, 5 
 citric acid cycle as pathway for fi nal catabolism of, 

371–372, 374 
 defi ned, 291 
 glycoproteins, 299–304 
 monosaccharides, 291–294 
 polysaccharides, 294–299 
 precursors formed by photosynthesis, 421F 
 on surface of red blood cells, 309 

 Carbon: 
 electronegativity of, 27T 
 as element found in biological molecules, 3F 
 oxidation states, 13T, 14 
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 Carbon cycle, photosynthesis and, 421 
 Carbon dioxide, 13T 

 and coral, 35 
 exhaled, 370 
 fi xation in photosynthesis, 432–438 
 metabolic roles, 315F 
 from pyruvate, 350F 
 release in citric acid cycle, 377–378 

 Carbonic acid: 
 in blood buffering, 43–44 
 in oceans, 35 

 Carbonic anhydrase: 
  k  cat , 195T 
 rate enhancement, 160T 

 Carbon monoxide, 13T 
 Carbon monoxide poisoning, 127 
 Carbonyl groups, 4T, 292–293 
 2-Carboxyarabinitol-1-phosphare, 440 
 Carboxyhemoglobin, 127 
 Carboxylate groups, 4T, 89 

 ionic interactions, 26 
 p K,  40 

 Carboxyl group, 4T 
 Carboxymethyl (CM) groups, 109, 110 
 Carboxypeptidase A,  �  sheets, 98F 
 Carcinogens, 547 
 Carcinogenesis, 382, 544 
 Carnitine, defi ciency in, 471 
 Carnitine acyltransferase, 446F, 459 
 Carnitine shuttle, 446F 
  � -Carotene, 423F 

 from genetically modifi ed rice, 79 
 vitamin A derived from, 225 

 Carotenoids, 423F 
 Catabolism, 309 
 Catalase, 452 
 Catalysts, 12, 159.  See also  Enzymes 

 enzymes as, 14 
 ribozymes as, 583 

 Catalytic constant,  see  ( k  cat ) 
 Catalytic perfection, 196 
 Catalytic triad, 169–171 
 Cataracts, 523F 
 Catechol, 486 
 Catecholamines, 486, 515, 517–518 
 cDNA (complementary DNA), 542 
 CDP, 54T 
 CDP-choline, in phospholipid synthesis, 464F 
 CDP-ethanolamine, in phospholipid synthesis, 464F 
 Celccoxib, 201 
 Celebrex, 201, 284 
 Cells, 2F, 3 

 evolution, 14 
 gene expression in, 75 
 origins of modern, 16–18 
 types of biological molecules, 5–10 

 Cell biology, 2 
 Cell crawling, microfi laments, 135F 
 Cell death (apoptosis), 287, 543 
 Cell division, drugs interfering with, 138 
 Cell membranes,  see  Membranes 
 Cellobiose, 306 
 Cellulases, 298 
 Cellulose, 9F 

 glycosidic bonds in, 296–298 
 photosynthesis, 438 
 in plant cell walls, 297 

 Cell walls, of bacteria, 303, 303F 
 Central dogma of molecular biology, 61 
 Central nervous system, 354 
 Ceramide, 277, 472 
 Ceramide-1-phosphate, 288 
 Cerebrosides, 224F 
 Cerulenin, 460 
 Cervical cancer, 544 
 CF,  see  Cystic fi brosis 
 CF 1 CF 0  complex, 431F 
 CFTR (cystic fi brosis transmembrane conductance 

regulator), 64–65, 249 
 Chain terminators, 542, 557 
 Channels, 245 

 Channeling, 485 
 Chaperones, 608–609 
 Chargaff, E., 53 
 Chargaff ’s rules, 53, 57 
 Charged amino acids, 90F, 91 
 Chase, M., 52 
 Chemical kinetics, 191–192 
 Chemical labeling, 169 
 Chemiosmosis, in oxidative phosphorylation, 395, 

408–410, 431 
 Chemiosmotic theory, 408–409 
 Chemoautotrophs, 309 
 Chemotherapy, 253 
 Chickens, citrate synthase of, 376F 
 Chinese restaurant syndrome, 92 
 Chirality, 89, 291–292 
 Chitin, 298 
  Chlamydomonas reinhardtii,  439 
 Chloramphenicol, 604, 605 
 Chlorine: 

 CFTR regulation, 65 
 concentration in intra- and extracellular fl uids, 32F 
 as dement found in biological molecules, 3F 
 diffusion across thylakoid membrane, 431 
 solvated, 28F 
 in sweat, 33 

 Chlorophyll: 
 dissipation of energy in photoexcited, 423F 
 in light-harvesting complex, 425F 
 in Photosystem I, 429F 
 in Photosystem II, 425–426 

 Chlorophyll  a,  423F, 424 
 Chlorophyll  b,  423F, 424 
 Chloroplasts, 317, 422–424 

 ATPases of, 253 
 evolution, 17, 18 
 fatty acid synthesis, 457 
 light-harvesting complexes, 424–425 
 in photosynthesis, 422–425, 428, 431 
 as relic of bacterial symbiont, 422 
 structure, 422–424 

 Cholecystokinins, 518T, 519 
 Cholesterol, 6, 225, 474.  See also  HDL; LDL 

 in atherosclerosis, 443 
 from citric acid cycle intermediates, 384F 
 fate of, 467–468 
 and heart disease, 458 
 lipoprotein handling of, 443 
 in membrane rafts, 229 
 movement of, in bilayers, 230 
 percentage in lipoproteins, 443T 
 synthesis, 466–467 
 transport by chylomicrons, 310 
 vitamin D, derived from, 225–226 

 Cholesteryl esters, 310, 467F 
 in atherosclerosis, 443 
 handling by lipoproteins, 443 
 percentage in lipoproteins, 443T 

 Cholesteryl stearate, 310 
 Choline, 263–264, 321T 

 from acetylcholine hydrolysis, 208 
 in phospholipid synthesis, 464F 
 synthesis by acetylcholinesterase, 255 

 Chondroitin sulfate, 302 
 Chorismate, in amino acid synthesis, 484–485 
 Chorismate mutase, rate enhancement, 160T 
  Chorispora bungearza,  238 
 Chromatin, remodeling of, 563–565 
 Chromatography, 108–110, 286 
 Chromosomes, 52, 138F, 540–543 
 Chylomicrons, 310 
 Chymotrypsin, 111T 

 activation, 176, 179 
 broad range of substrates, 160–161 
 catalytic mechanism, 170F 
 catalytic triad, 169–171 
 digestion by, 309 
 multistep reaction mechanism, 199 
 naming, 162 
  p -nitrophenylacetate as substrate, 160–161, 184 
 rate enhancement, 160T 

 ribbon model of, 160F 
 specifi city pocket, 175F 
 substrate specifi city, 175F, 176 
 transition state stabilization, 171 
 X-ray structure, 175F 

  �  Chymotrypsin, 176F 
  �  Chymotrypsin, 176F 
  	  Chymotrypsin, 176F 
 Cigarette smoking, 443, 544 
 Ciprofl oxacin, 28, 532 
 Circadian cycles, 487 
 Cirrhosis, 352 
 Citrate, 335 

 in citric acid cycle, 375–377, 382–387 
 in fatty acid synthesis, 454F, 459 
 transport system, 385F 

 Citrate synthase, 375–376, 377F, 381–382, 
387, 454F 

 Citrate transport system, 454F 
 Citric acid cycle, 316, 370–388 

 aconitase, 375F, 376–377 
 anaplerotic reactions, 385–388 
 carbon atoms in, 378F 
 catabolic and anabolic cycles, 384–388 
 citrate synthase, 375–376, 377F, 381–382, 387 
 context, 371 
 as energy-generating catalytic cycle, 380–381 
 evolution, 371, 382–383 
 fumarase, 375F, 380 
 and glyoxylate cycle, 385, 386 
 intermediates as precursors, 384–388 
 isocitrate dehydrogenase, 375F, 377–378, 387 
  � -ketoglutarate dehydrogenase, 375F, 378, 381–382, 

387–388 
 malate dehydrogenase, 375F, 380 
 as multistep catalyst, 371 
 net equation, 374, 375F 
 oxidation-reduction reactions, 317 
 pyruvate dehydrogenase reaction, 371–374 
 regulation, 381–382 
 succinate dehydrogenase, 375F, 379–380 
 succinyl-CoA synthetase, 375F, 378–379 
 summary of reactions, 375F 

 Citrulline, 487, 500F, 501F 
 Clamp: 

 DNA polymerase, 537F 
 RNA polymerase, 572F, 573 

 Claws, keratins, 138 
 Clay, in polymerization of nucleotides, 15–16 
 Clinical trials, of drugs, 201 
 Clones, 76–77 
 Cloned DNA, 76 
  Clostridium butyricum,  DNA melting temperature, 60T 
  Clostridium perfrigens,  154–155 
  Clostridium tetani,  264 
 Clover, root nodules, 476F 
 Cloverleaf secondary structure, tRNA, 592F 
 CM groups,  see  Carboxymethyl groups 
 CMP, 54T 
 Coagulation, of blood, 177–178, 226 
 Coagulation factors, 78T, 178T 
 Cobalamin, 321T, 450 
 Cochlea, 147 
 Cockayne syndrome, 549 
 Coding strand, 62, 68 
 Codons, 62, 591.  See also  mRNA 
 Coenzymes, 165, 316–317 
 Coenzyme A, 55F, 453F.  See also  Acetyl-CoA 

 as energy currency, 330 
 in fatty acid activation, 445–446 
 functions of, 54 
 transfer of acetyl unit to by pyruvate dehydrogenase 

complex, 372–374 
 Coenzyme Q,  see  Ubiquinol; Ubiquinone 
 Cofactors, 165, 316–317 
 Coffee, 266 
 Coiled coils: 

 keratin, 138–139 
 kinesin, 147, 148F 
 myosin, 144–145 

 Colchicine, 137, 154 
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 Collagen, 122 
 cross-linking, 142–143 
 electron micrograph of fi bers, 140F 
 genetic diseases, 143–144 
 structure, 140–142 
 triple helix, 142F 
 vitamin C and formation of, 322 

 Collagen type I, 144 
 Collagen type II, 144 
 Colon cancer, MutS in, 548 
 Colony stimulating factor, 78T 
 Compartmentation, 510 
 Competitive inhibition, 203–205 
 Complement, 16, 248 
 Complements, of nucleotides, 59 
 Complementary DNA (cDNA), 549 
 Complex I, oxidative phosphorylation, 398F, 401–403, 

408, 412 
 Complex II, oxidative phosphorylation, 403, 404F 
 Complex III, oxidative phosphorylation, 398F, 403–406, 

408, 412 
 Complex IV, oxidative phosphorylation, 398F, 406–408, 412 
 Complex V, oxidative phosphorylation, 410–414 
 Concentration units, 7 
 Condensation reaction, 91–93, 223 
 Conformation: 

 of mechanosensitive channels, 249F 
 proteins, 8 
 RNA, 59 

 Conjugate base, 37, 41 
 Connective tissues, collagen in, 143 
 Consensus sequences, 565 
 Conservative replication, of DNA, 530 
 Conservative substitution, 125 
 Constitutive recombination repair, 552 
 Contraction, 145–146 
 Convergent evolution, 175, 536–537 
 Cooperative binding, 126–127, 199–200 
 Coral, atmospheric carbon dioxide and, 35 
 Corey, R., 97 
 Cori, C., 513 
 Cori, G., 513 
 Cori cycle, 514, 514F 
 Cori’s disease, 360 
 Corn (maize): 

 C 4  pathway used by, 433 
 chloroplast, 422F 
 genetically modifi ed Bt corn, 79 
 genome size and gene number, 66T 
 repetitive DNA in, 67 

 Cortisol, 267T, 281 
 Cosmids, 77T 
 Cosubstrates, 165F 
 Covalent bonds, 26–27 
 Covalent catalysis, 166–168 
 Covalent modifi cation: 

 DNA, 554 
 and enzyme inhibition, 211 
 histones, 553, 554F 
 and insulin action, 517 
 proteins, 106F 

 COX (cyclooxygenase) inhibitors, 283–284 
 C 4  pathway, 433–434 
 CpG islands, 554 
 C-reactive protein, 94T 
 Creatine, 328 
 Creatine kinase, 328–329 
 Crick, F., 53, 57, 61, 99, 530, 591, 595 
 Crinia-angiotensin, 119 
 Cristae, 399, 422 
 Cross-linking: 

 collagen, 142–143 
 and protein stability, 102–104 

 Cross-talk, in signaling pathways, 277, 279 
  Cryptococcus neoformans,  241, 248 
  �  � -Crystallin, 100F 
 C-terminal groups, post-translational modifi cation, 611 
 C-terminus, 93 
 CTP, 54 

 in phospholipid synthesis, 464F 
 synthesis, 489F 

 CTP synthase, 490 
 C-value paradox, 84 
 Cyanide poisoning, 416 
 Cyanobacteria: 

 chloroplasts descended from, 421 
 photosynthesis in, 421F, 425, 428–429 

 Cyanogen bromide, 111 
 Cyclic AMP,  see  cAMP 
 Cyclic electron fl ow, in photosynthesis, 430–431 
 Cyclization, in carbohydrates, 292–293 
 Cyclooxygenase (COX) inhibitors, 283–284 
 Cyclophilin,  k  cat , 195T 
 Cyclosporine A, 287 
 CysRS, 594T 
 Cysteine, 5.  See also  Disulfi de bonds 

 catabolism, 495 
 as essential amino acid, 481 
 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 groups capable of acting as covalent catalysts, 168F 
 hydrophobicity, 101T 
 nonessential amino acid, 481T 
 p K  value of ionizable groups, 93T 
 polar amino acid, 90, 91 
 structure and abbreviations, 90F 
 synthesis, 483 

 Cystic fi brosis (CF), 64, 555, 615 
 and gene therapy, 79 
 and protein folding, 105 

 Cystic fi brosis gene, sequencing, 64–65 
 Cystic fi brosis transmembrane conductance regulator 

(CFTR), 64–65, 249 
 Cystinuria, 497 
 Cytidine, 54T 
 Cytidine deaminase, kcat, 195T 
 Cytidine diphosphate (CDP), 54T 
 Cytidine monophosphate (CMP), 54T 
 Cytidine triphosphate,  see  CTP 
 Cytidylate, 54T 
 Cytochromes, 403–406 
 Cytochrome a, standard reduction potential, 396T 
 Cytochrome a3, standard reduction potential, 396T 
 Cytochrome  b:  

 in Complex III, 403, 404 
 standard reduction potential, 396T 

 Cytochrome  b  6 , 428 
 Cytochrome  b  6  f  complex, 428–431 
 Cytochrome  c,  239, 404, 406–408 

 reduction potential of, 398F 
 standard reduction potential, 396T 

 Cytochrome  c  1 : 
 in Complex III, 404 
 standard reduction potential, 396T 

 Cytochrome  c  oxidase, 406–408, 414 
 Cytochrome  f,  428 
 Cytochrome P450, in metabolism of foreign 

compounds, 201 
 Cytokinesis, 146 
 Cytosine, 8, 54T.  See also  DNA 

 and Chargaff ’s rules, 53 
 as complement of guanine, 59 
 deamination, 546 
 degradation of, 493 
 and DNA structure, 56–57, 59 
 genetic code, 63T 
 and genetic code, 591T 
 hydrogen bonding with guanine, 27 
 as pyrimidine base, 53 

 Cytoskeletal proteins, 131.  See also  Intermediate 
fi laments; Microfi laments; Microtubules 

 Cytoskeleton, 122 
 Cytosol, 401F 

 cholesterol synthesis in, 466–467 
 citric acid cycle in, 371 
 fatty acid activation in, 446F 
 fatty acid synthesis in, 453 

 Cytosolic peptidases, 314 

   D 
 D1 protein, 439 
 Daltons (D), 7 

 dAMP (deoxyadenosine monophosphate), 54 
 Dark reactions, of photosynthesis, 432–438 
 Darwin, C., 15 
 dATP, 72, 491 
 dCTP (deoxycytidine triphosphate), 54, 72, 491 
 ddATP, 70 
 ddC (2�, 3�-Dideoxycytidine, Zalcitabine), 542 
 ddCTP, 70 
 ddGTP, 70 
 ddNTP (2�, 3�-dideoxynucleoside triphosphate), 70, 72 
 ddTTP, 70 
 DEAE groups,  see  Diethylaminoethyl groups 
 Deafness, myosin mutations and, 147–148 
 Deamination, DNA damage caused by, 546 
 Degeneracy, of genetic code, 591 
 Denaturation: 

 of DNA, 59–61 
 proteins, 104–106 

 Denitrifi cation, 476 
 Deoxyadenosine monophosphate (dAMP), 54 
 Deoxycytidine triphosphate (dCTP), 54, 72 
 Deoxyguanosine diphosphate (dGDP), 54 
 Deoxyhemoglobin, 128–132 
 Deoxynucleotides, 54, 54T 
 Deoxyribonuclease (DNase), 555–556 
 Deoxyribonuclease I (DNase I), 556 
 Deoxyribonucleic acid,  see  DNA 
 Deoxyribonucleotides, proportions of, 491 
 2-Deoxyribose, 53, 54T, 294 
 Deoxyuridylate,  see  dUMP 
 Depolarization, 243, 244F, 249 
 Desaturases, 457 
 Desensitization, to extracellular signals, 272 
 Desfl urane, 257 
 dGDP (deoxyguanosine diphosphate), 54 
 dGTP, 72, 491 
 DHA (4,7,10,13,16,19-docosahexaenoic acid), 222 
 Diabetes, 218, 462, 522–524, 528 
 Diabetes mellitus, 313, 515, 522 
 Diabetic ketoacidosis, 523 
 Diabetic retinopathy, 263 
 Diacylglycerol: 

 in phosphoinositide signaling pathway, 276 
 in phospholipid synthesis, 464–465 
 in triacylglycerol synthesis, 463F 

 Diazotrophs, 476 
 Dicer (ribonuclease), 580–581 
  Dichapetalum cymosum,  389 
  Dictyostelium discoideum,  DNA melting 

temperature, 60T 
2�, 3�-Dideoxycytidine, Zalcitabine (ddC), 542
Dideoxy DNA sequencing, 70–71
2�, 3�-Dideoxynucleoside triphosphate (ddNTP), 72
Dielectric constants, for solvents, 29T
 Diet: 

 in atherosclerosis, 443 
 Atkins, 462 
 fats and heart disease, 458 

 Dietary guidelines, 311 
 Diethylaminoethyl (DEAE) groups, 109, 110 
 Diffraction pattern, 113 
 Diffusion, through lipid bilayers, 32F 
 Diffusion-controlled limit, 196 
 Digestion, 309–310 
 Dihydrofolate, 492 
 Dihydrofolate reductase, 492 
 1,6-Dihydroinosine, 206 
 Dihydrolipoic acid, standard reduction potential, 396T 
 Dihydrouridine, 584F 
 Dihydroxyacetone, 291 
 Dihydroxyacetone phosphate: 

 from fructose metabolism, 350 
 in gluconeogenesis, 355F 
 in glycolysis, 340F, 343–344 
 kinetics of interconversion reaction, 189, 205 
 in triacylglycerol synthesis, 463F 

 Diisopropylphosphofl uoridate (DIPF), 169, 202 
N 2, N 2-Dimethylguanosine, 584F
Dipalmitoylphosphatidylcholine, 237
 Dipalmitoyl phosphatidylcholine bilayer, 228F 
 DIPF (diisopropylphosphofl uoridate), 169, 202 
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 Diphosphoric acid esters (phosphodiesters), functional 
group, 4T 

 Diphosphoryl group, 4T 
 Diploid state, 67 
 Dipole–dipole interactions, 28 
 Disaccharides, 291, 295, 301, 302 
 Discontinuous DNA synthesis, 536 
 Dissociation constant ( K  d ), of receptor–ligand 

binding, 267 
 Disulfi de bonds, 91 

 human hair, 140F 
 in insulin receptor, 278 
 and protein stability, 103 

 DNA, 51–80.  See also  Genes; Protein synthesis; 
Replication 

 about, 8 
 in chloroplasts, 422 
 covalent modifi cation, 554 
 denaturation/renaturation, 59–61 
 discovery, 53 
 double helix, 56–59 
 evolution, 14 
 in gene therapy, 79–80 
 as genetic material, 52–61 
 in genomics, 65–69 
 hydrogen bonding in, 27 
 information contained in, 51 
 manipulating in laboratory, 70–80 
 melting temperature, 59–60 
 models of, 58F 
 mutations in, 63–65 
 palindromic, 75 
 polymerase chain reaction, 73–75 
 recombinant, 76–77 
 restriction enzymes, 75 
 size, 59 
 structure, 56–59 

 A-DNA, 59, 572F 
 B-DNA, 58F, 59, 572F 
 DNA binding proteins, 567–568 
 DNA chips, 319 
 DNA damage, cancer and, 544–546 
 DNA fi ngerprinting, 74 
 DNA gyrase, 532 
 DNA helicases, 533–534 
 DnaK, 608 
 DNA ligase, 76, 538–539, 549 
 DNA markers, 64 
 DNA methylation, 554 
 DNA methyltransferases, 554 
 DNA packaging, 552–554 
 DNA photolyase, 547 
 DNA polymerases, 88F 

 in base excision repair, 549 
 in DNA sequencing, 71–72 
 error-prone nature of, 552 
 evolution, 536–537 
 and helicase, 533–534 
 in mismatch repair, 547–548 
 in nucleotide excision repair, 549–550 
 problems at 3’ ends, 540 
 problems faced by, 534–536 
 proofreading, 537–538 
 structure and mechanism, 536–537 
 use in dideoxy DNA sequencing, 70–72 
 use in polymerase chain reaction, 73–75 

 DNA polymerase  
 , 550 
 DNA repair, 543–552 

 base excision repair, 548–549 
 and cancer, 544–546 
 and DNA damage, 543, 546–547 
 enzymes for, 547–548 
 mismatch repair, 547–548 
 nonhomologous end-joining, 550 
 nucleotide excision repair, 549–550 
 recombination, 551–552 

 DNA replication,  see  Replication 
 DNA–RNA hybrid, 59F, 572F 
 DNA scrunching, 573 
 DNase (deoxyribonuclease), 555–556 

 DNase I (deoxyribonuclease I), 556 
 DNA topology, 530–531 
 dNTP, 70 
 4,7,10,13,16,19-Docosahexaenoic acid (DHA), 222 
 Docosanoic acid, 222T 
 Dodecane, 30 
 Dodecanoic acid, 222T 
 Domains, 101F 
 Dopamine, synthesis, 486 
 Double-stranded DNA, conversion to single-stranded, 

533–534 
  Drosophila melanogaster,  66T, 69 
 Drugs.  See also  Pharmaceuticals 

 development of, 200–201 
 and neuronal signaling, 257 

 Drug design, rational, 200–201, 206 
 Drug resistance, ABC transporters and, 253–254 
 dTMP, 202, 491–492 
 dTTP, 72, 491, 492 
 Dual specifi city phosphatases, 274 
 dUMP, 202, 491–492 
 dUTP, 491–492 

   E 
  E. coli,  48 

 ATP synthase, 410–414 
 citric acid cycle, 383 
 coordinated gene expression, 570–571 
 DnaK in, 608 
 DNA ligase of, 557 
 DNA polymerase, 88F, 536–539, 559 
  Eco RI, 75, 75T 
  Eco RV, 75, 75T 
 elongation factor, 601–602 
 evolution, 17F 
 genome, 66T, 68 
 GInRS, 594F 
 glutamine synthetase, 477, 478F 
 GroEL/GroES complex, 608–609 
 isocitrate dehydrogenase in, 391–392 
  lac  operon, 570–571 
 lactose permease, 252 
 maltoporin, 88F 
 model organism for genome studies, 66 
 OmpF protein, 247F, 262 
 OmpX protein, 232F 
 promoters, 564 
 pyruvate dehydrogenase complex, 372 
 recombination repair using RecA, 551, 551F 
 release factors, 605, 606 
 ribosome components of, 596T 
 ribosomes, 597 
 signal peptide binding domain, 610F 
 signal recognition particle, 609–610 
 succinyl-CoA, 379F 
 time for complete generation, 17 
 transcription termination, 574–575 
 translation termination, 607F 
 transpeptidation, 603 
 triclosan resistant, 460 
 tRNA initiation, 599–600 

 EBS (epidermolysis bullosa simplex), 140 
 EC (Enzyme Commission), 162 
  Eco RI, 75, 118 
  Eco RV, 75T, 118 
 Edman, P, 111 
 Edman degradation, 111 
 EF-G, 602T, 605, 606, 614 
 EF-Tu, 601–603, 614, 616 
 Ehlers–Danlos syndrome, 144 
 Eicosanoic acid, 222T 
 Eicosanoids, synthesis of, 282–283 
 5,8,11,14,17-Eicosapentaenoic acid (EPA), 222, 222T 
 eIF2, 600 
 Elastase, 111F 

 activation, 176 
 digestion by, 309 
 specifi city pocket, 175F 
 substrate specifi city, 175F, 176 
 X-ray structure, 175F 

 Electrons, in reaction mechanisms, 167 
 Electron crystallography, 114 
 Electronegativity, 27, 28 
 Electrophile, 168 
 Electrophoresis, 70 
 Electrostatic catalysis, 174 
 Electrostatic forces, 26–28 
 Elements, found in biological molecules, 3F 
 Elongases, 457 
 Elongation factors, 601–603 
 Elongator (yeast), 574F 
 Enantiomers, 291–292 
 ( � )End: 

 microfi laments, 134 
 microtubules, 136–137, 149 

 (�)End: 
 microfi laments, 134 
 microtubules, 136–137, 149 

 Endergonic reactions, 12 
 End-joining recombination, 550, 551F 
 Endocytosis, 260 
 Endonucleases, 59 
 Endopeptidases, 92 
 Endoplasmic reticulum: 

 calcium release from as enzyme regulator, 211F 
 evolution, 17 

 Endothelial cell-derived relaxation factor, 487 
 Endothelin, structure of human, 8F 
 Energy, 3 

 citric acid cycle, 380–381 
 and metabolism, 10–14 

 Energy currency: 
 ATP as, 327 
 phosphorylated compounds as, 328–330 
 reduced cofactors as, 330 
 thioesters as, 330 

 Energy transduction, by nucleotides, 54 
 Energy yield: 

  �  oxidation, 447–448 
 glucose, 380–381 
 quantum yield of photosynthesis, 27 

 Enhancers, 566–569 
 Enkephalins, 116 
 Enolase: 

 in gluconeogenesis, 355F 
 in glycolysis, 340F, 348 

 Enolate, 166 
 Enolpyruvate, in glycolysis, 340F, 348 
 Enoyl-CoA, in fatty acid  �  oxidation, 448F, 450 
 Enoyl-CoA hydratase, in fatty acid  �  oxidation, 448f, 

449 
 Enoyl-CoA isomerase, 449 
 Enthalpy ( H ) ,  10–14 
 Enthalpy change ( �  H ), 11 
 Entner-Doudoroff pathway, 367 
 Entropy ( S ) ,  10–11, 14, 30 
 Entropy change ( �  S ), 10–11 
 Environment, cancer and, 544 
 Enzymes.  See also  Proteins; Ribozymes; specifi c Enzymes 

 about, 159–162 
 acid-base catalysis, 165–166 
 autoactivation, 176, 179 
 as catalysts, 14 
 classifi cation, 161T 
 covalent catalysis, 166–168 
 defi ned, 159 
 electrostatic catalysis, 174 
 features of, 171–179 
 induced fi t, 173–174 
 mechanism of action, 162–171 
 multifunctional, 455 
 nomenclature, 161–162 
 nucleophilic catalysis, 168 
 proximity and orientation effects, 173 
 rate enhancement of selected, 160T 
 regulation by nucleotides, 54 
 transition state stabilization, 171–173 

 Enzyme Commission (EC), 162 
 Enzyme inhibition, 200–211 

 allosteric, 209–211 
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 competitive, 203–205 
 by covalent modifi cation, 211 
 by drugs, 200–201 
 factors infl uencing, 211 
 feedback, 209–210 
 irreversible, 202 
 mixed, 208–209 
 noncompetitive, 207–208 
 transition state analogs, 205–207 
 uncompetitive, 208–209 

 Enzyme–inhibitor complex, 204–205 
 Enzyme kinetics, 188–212 

 about, 189–191 
 defi ned, 189 
 and enzyme inhibition, 200–211 
 Michaelis-Menten equation, 190–200 
 multistep reactions, 199 
 multisubstrate reactions, 198–199 
 nonhyperbolic reactions, 199–200 
 non-Michaelis-Menten enzymes, 198–200 

 Enzyme specifi city, 160, 175–176 
 Enzyme–substrate (ES) complex, 190 
 EPA (5,8,11,14,17-eicosapentaenoic acid), 222, 222T 
 Epidermolysis bullosa simplex (EBS), 140 
 Epigenetic modifi cations, of DNA, 554 
 Epimers, 292 
 Epinephrine, 267T, 286, 486, 515 

 and glucagon action, 517–518 
 as ligand, 272 
 in phosphoinositide signaling pathway, 276 

 EPO,  see  Erythropoietin 
 Equilibrium, 12, 14 
 Equilibrium constant ( K  eq ), 323–325 
 Ergosterol, 241 
 Erythrocyte ghosts, 262 
 Erythromycin, 604 
 Erythropoietin (EPO), 78T, 126, 267T 
 Erythrose-4-phosphate, 198, 199, 483–484 
  Escherichia coli,   see  E. coli 
 ES (enzyme–substrate) complex, 190 
 E site, ribosomes, 598 
 Essential amino acids, 320, 321T, 480–486 
 Essential fatty acids, 320, 321T, 458–459 
 Esters, functional group, 4T 
 Ester bonds, in triglycerides, 223 
 Ester linkage, 4T 
 Estrogen(s), 225, 281, 282 
 Ethane, 13T 
 Ethanol, 13T 

 as biofuel, 298 
 dielectric constant for, 29T 
 metabolism of, 352 
 from pyruvate, 350F, 351 
 standard reduction potential, 396T 

 Ethanolamine, in phospholipid synthesis, 464F 
 Ethene, 13T 
 Ethers, functional group, 4T 
 Ether linkage, 4T 
 Ethidium bromide, 558 
 Ethyl alcohol,  see  Ethanol 
  N- Ethylmaleimide (NEM), 183 
 Eubacteria, evolution, 16 
 Eukarya, 17 
 Eukaryotes: 

 cellular oxidation-reduction reactions, 317 
 chaperones of, 608 
 citric acid cycle in, 371 
 cytoskeletal proteins of, 131 
 DNA-binding proteins, 568 
 DNA polymerases, 536–537 
 evolution, 17 
 in extreme conditions, 25 
 glycosylated extracellular proteins, 611 
 lipid-linked proteins, 233 
 membrane translocation of secretory protein, 611F 
 microfi laments, 131 
 mismatch repair, 547–548 
 mRNA splicing, 578F 
 Okazaki fragments, 536 
 oligosaccharides of, 299 

 origin recognition complex in, 534 
 peroxisomes, 452F 
 protein movement in, 104 
 recombination repair, 550 
 ribosomal subunits, 598, 598F 
 ribosome recycling factor in, 606 
 RNA polymerases, 571–572 
 rRNA processing in, 581F 
 signal recognition particle in, 609–610 
 telomeres, 540 
 transcription elongation in, 573 
 transcription factors, 566 
 transcription initiation, 563–565 
 transcription promoters of, 564 
 transcription termination in, 575 
 translation factors of, 602T 
 TRiC chaperonin complex, 609 
 tRNA initiation, 599 
 tRNA splicing in, 582 
 ubiquitin in, 313–314 

 Evolution, 14–18 
 citric acid cycle, 371, 382–383 
 convergent, 175 
 DNA polymerases, 536–537 
 globins, 125F 
 horizontal gene transfer in, 68 
 photosynthetic organisms, 16, 421 
 process of, 17 
 and serine proteases, 174–175 

 Evolutionary tree, 18F 
 Exciton transfer, 424 
 Excitotoxicity, 498 
 Exercise, 33, 514 
 Exergonic reactions, 12, 395 
 Exit site (E site), ribosomes, 598 
 Exocytosis, 255 
 Exons, 562, 576–579 
3�S5� Exonuclease, 538
5�S3� Exonuclease, 538–539
Exonucleases, 59, 576
 Exopeptidases, 92 
 Explosives, detection of, 113 
 Expression,  see  Gene expression 
 Extracellular fl uid, 32F, 243 
 Extracellular signals, 267T, 270–271 
 Extrinsic membrane proteins, 231 

   F 
 F-actin, 134 
 Factor VIIa-tissue factor, 177, 178T 
 Factor IXa, 177, 178T 
 Factor X, 177, 178T 
 Factor Xa, 177, 178T 
 Factor XIa, 177–178 
 Factory model, of replication, 533 
 FAD (fl avin adenine dinucleotide), 54, 395 

 in citric acid cycle, 379 
 in pyruvate dehydrogenase complex, 55F 
 standard reduction potential, 396T 

 FADH 2  (fl avin adenine dinucleotide, reduced form), 395 
 in citric acid cycle, 379 
 in pyruvate dehydrogenase complex, 373 
 standard reduction potential, 396T 

 Familial hypercholesterolemia, 468 
 Faraday constant, 242 
 Fasting, 520–521 

 amino acids mobilized for energy, 313 
 and ketogenesis, 461 

 Fats,  see  Fatty acids 
 Fat-soluble (lipid) vitamins, 225–226, 321 
 Fat toxicity, 524 
 Fatty acids: 

 anaplerotic reactions (odd-chain), 387 
 citric acid cycle as pathway for fi nal catabolism of, 

371, 374, 446 
 concentration of free, 445 
 defi ned, 221 
 essential, 320, 321T, 458–459 
 geometry of, 227 
 and heart disease, 458 

 insulin stimulates uptake, 516 
 as metabolic fuel, 312–313, 520 
 metabolic roles, 315F 
 names and structures of common, 222T 
 omega-3, 222–223 
 omega-6, 222 
 release from triacylglycerols, 309, 445 
 synthesis from citric acid cycle intermediates, 

384, 384F 
 takeup of digested, 310 
 types of, 221–224 

 Fatty acid oxidation, 445–453 
 activation, 445–446 
 odd-chain fatty acids, 450, 451F–452F 
  �  oxidation, 446–449 
 in peroxisomes, 450–453 
 synthesis vs., 453 
 unsaturated fatty acids, 449 

 Fatty acid synthase, 455–457, 459 
 Fatty acid synthesis, 453–462 

 elongation and desaturation of newly synthesized, 
457–459 

 inhibitors, 460 
 ketogenesis, 461–462 
 regulation, 459 
 summary, 456F 

 Feedback inhibition, 209–210 
 Feed-forward activation, 349 
 FeMo complex, in nitrogenase, 476, 476F 
 Fermentation, 351, 366–367 
 Ferredoxin, 430F, 476 
 Fe-S proteins,  see  Iron-sulfur proteins 
 Fetal DNA, PCR sequencing of, 75 
 Fetal hemoglobin, 125–126, 132, 153 
 F 1 F 0  ATP synthase, 410–414 
 Fibrin, 178 
 Fibrinogen, 178 
 Fibrous proteins, 99, 122.  See also  Motor proteins 
 First-order reactions, 191 
 Fischer, E., 158 
 Fischer projections, 292–293 
 Fish, actin microfi lament dynamics, 135F 
 Fish oil, 222 
5� Capping, 576
5� end, 56, 63T, 591T
5�S3� Exonuclease, 538–539
Flap endonuclease, 539F
 Flavin adenine dinucleotide,  see  FAD 
 Flavin adenine dinucleotide, reduced form,  see  FADH 2  
 Flavin mononucleotide (FMN), 402F 
 Flavin mononucleotide, reduced form (FMNH 2 ), 402F 
 Flavodoxin, 100F 
 Flip-fl op, in lipid bilayers, 230 
 Flippases, 230 
 Fluid mosaic model, membrane proteins, 233–235 
 Fluorescence, 424 
 Fluorine: 

 electronegativity of, 27T 
 in pharmaceuticals, 28 

 Fluorouracil, 28 
 5-Fluorouracil, 202, 506 
 Fluoxetine, 28, 258, 416 
 Fluvastatin, 458F 
 fMet, 599–600 
 fMet–tRNA f Met, 599–600 
 FMN (fl avin mononucleotide), 402F 
 FMNH 2  (fl avin mononucleotide, reduced form), 

402F 
 Folate, 482, 483 
 Folic acid, 321T 
 Food: 

 digestion of, 309–310 
 genetically modifi ed, 79 

 Food and Drug Administration, 201 
 Formaldehyde, 13T, 15 
 Formamide, dielectric constant for, 29T 
 Formic acid, 13T, 38T 
 Fossils, 14 
 Fractional saturation ( Y ) ,  123 
 Franklin, R., 57 

BMIndex.indd Page I-7  12/10/12  8:35 PM user-f409BMIndex.indd Page I-7  12/10/12  8:35 PM user-f409



I-8 Index

 Free energy, 10–14 
 concentration effect, 323–325 
 and hydrophobic effect, 30 
 lipid bilayers, 229 

 Free energy change, 12–13 
 mammalian fuel metabolism, 323–331 
 and reduction potential, 397–399 

 Free energy change of reaction ( �  G  reaction ), 
163–164 

 Free energy of activation, 162–164 
 Free radicals, 407, 546, 547 
 Fructokinase, 350 
 Fructose, 291 

 metabolism, 349–350 
 in sucrose, 296 

 Fructose bisphosphatase, in gluconeogenesis, 357 
 Fructose-1,6-bisphosphate, 209–211 

 in gluconeogenesis, 355F, 356–357 
 in glycolysis, 340F, 342–343 

 Fructose-2,6-bisphosphate: 
 and AMP-dependent protein kinase, 519 
 in glycolysis, 340F, 342 
 inhibits fructose bisphosphatase, 357 

 Fructose intolerance, 369 
 Fructose-1-phosphate, 350 
 Fructose-6-phosphate, 198–199, 209–211, 294 

 in gluconeogenesis, 355F, 356–357 
 in glycolysis, 340F, 341–342 
 in sucrose synthesis, 437 

 Fructose-1-phosphate aldolase, 350 
 Fruit fl ies,  see   Drosophila melanogaster  
 F-type ATPases, 253 
 Fucose, 301 
 Fumarase, 161 

 in  �  oxidation of odd-chain fatty acids, 451F 
 in citric acid cycle, 375F 
 mutations in, 382 
 quaternary structure, 108F 
 in urea cycle, 501F 

 Fumarate: 
 in  �  oxidation of odd-chain fatty acids, 451F 
 in citric acid cycle, 375F, 384F, 386, 387F, 395F 
 standard reduction potential, 396T 
 in urea cycle, 500F 

 Fumonisins, 473 
 Functional groups, 4T, 40.  See also  specifi c Functional 

groups 
 Fungi: 

 evolution, 18F 
 genome size and gene number, 66T 
 nitrate reduction, 476 

 Funk, C., 321 
 Futile cycles, 357 

  G
G, see Free energy
�G, see Free energy change
�G ‡ (free energy of activation), 162–164
�G °� (standard free energy change of reaction), 

323–325
  �  G  reaction  (free energy change of reaction), 163–164 
 GABA ( � -aminobutyrate), 486 
 G-actin, 134 
 Galactose, 349 

 in ABO blood group system, 301 
 formation from lactose by E. coli, 570 
 in lactose, 295 

  D -Galactose, 292 
  � -Galactosidase, 570–571 

 in  lac  operon, 570 
 and lacZ gene, 76–77 

 Galactosidase permease, in  lac  operon, 570 
 Galactosyl transferase, 215 
 Galacturonate, 297 
 Gangliosides, 224F 
 Garrod, A., 497 
 Gas constant ( R ) ,  242 
 Gastric bypass surgery, 528 
 Gastric juice, pH of, 35T 
 Gastric ulcers, 284, 508 
 Gated ion channels, 247–249, 270 

 GDP, 54 
 in citric acid cycle, 374, 379F 
 in gluconeogenesis, 355F 
 in GMP synthesis, 488–489 
 in G protein cycle, 273 
 in insulin receptor autophosphorylation, 278–279 
 in protein elongation, 602 
 in translation termination, 606 
 in transpeptidation, 605 
 tubulin binding, 136 

 Gel electrophoresis, SDS-PAGE, 110 
 Gel fi ltration chromatography, 108 
 Genes, 52–53, 562.  See also  DNA 

 in atherosclerosis, 443 
 and cancer, 544–546 
 encoding of proteins by, 61–65 
 homologous, 68 
 orphan, 68 
 percentage encoding transport proteins, 251 

 Gene expression, 562–563.  See also  Transcription 
 coordinated expression, 570–571 
 and imprinting, 554 
 and protein encoding, 61–62 

 Gene knockouts, 79–80 
 Gene number: 

 and complexity, 67 
 for selected organisms, 66T 

 General transcription factors, 566, 573 
 Gene therapy, 79–80 
 Genetics, 2 
 Genetically modifi ed crops/food, 79 
 Genetic code, 63T, 591T 

 degenerate nature of, 591 
 and protein encoding, 62 

 Genetic collagen diseases, 144 
 Genetic diseases, 69, 143–144 
 Genetic Testing Registry, 63 
 Gene transfer, horizontal vs. vertical, 68 
 Genome, 62 

 model organisms for studies, 66 
 size and gene number for selected organisms, 

66T 
 Genome maps, 68, 68F 
 Genome sequencing, 68, 68F 
 Genome-wide association studies (GWAS), 69 
 Genomics, 65–69 
 Geraniol, 227 
 Ghrelin, 518T, 519 
  Giardia,  121 
 GIyRS, 594T 
 Gleevec (imatinib), 280 
 Glipizide, 523T 
 Gln,  see  Glutamine 
 GlnRS, 594 
 Global warming, C 4  pathway and, 434 
 Globins, 124, 125F 
 Globular proteins, 99, 122 
 Glu,  see  Glutamate 
 Glucagon: 

 in mammalian fuel metabolism, 517–518 
 structure, 517F 

 Glucagon antagonist, for diabetes, 528 
 Glucocorticoid receptors, 282F 
 Glucogenic amino acids, 494–497 
 Glucokinase, 349, 515–516 
 Gluconeogenesis, 339 

 and Cori cycle, 514F 
 fructose-1,6-bisphosphate to glucose, 355F 
 and glucose–alanine cycle, 514F 
 glycogen synthesis, 358–359 
 increases in diabetes, 522 
 oxaloacetate from citric acid cycle as substrate for, 

386, 395F 
 phosphoenolpyruvate to fructose-1,6-bisphosphate, 

355F 
 pyruvate to phosphoenolpyruvate, 355–356 
 regulation, 356–357 
 and starvation, 520–521 
 summary of reactions, 355F 

 Glucophage (Metformin), 523T 
 Glucosamine, 294 

 Glucose, 5, 291, 365.  See also  Glycogen; Glycolysis 
 aqueous solubility, 29 
 central role, 339 
 combustion, 339 
 in diabetes, 522–523 
 energy yield, 380–381 
 formation from lactose by E. coli, 570 
 glycosidic bonds, 9, 294 
 Haworth and Fischer projections of, 292F 
 hydration shell in aqueous solution, 174 
 as hydrophilic substance, 30 
 insulin’s control of, 515–517 
 in lactose, 295 
 as metabolic fuel, 520–521 
 near universality as fuel, 14 
 polymers of, 9F 
 reaction with methanol, 293–294 
 structure, 292F 
 in sucrose, 295 
 synthesis from citric acid cycle intermediates, 

384F 
 takeup of digested, 312 
 transport into intestinal cells, 254F 

  D -Glucose, 292 
 Glucose-alanine cycle, 514F 
 Glucose metabolism, 338–364.  See also  Gluconeogenesis; 

Glycolysis 
 central role, 339 
 context, 339F 
 glycogen degradation, 359–360 
 glycogen synthesis, 358–359 
 net reaction for anaerobic, 351, 353 
 pentose phosphate pathway, 361–364 
 standard free energy changes, 353T 
 summary, 363, 364F 

 Glucose-6-phosphatase, 359, 360 
 in gluconeogenesis, 355F, 356 
 in glycogenolysis, 359 

 Glucose-1-phosphate, 312–313 
 in glycogenolysis, 359 
 in glycogen synthesis, 358–359 
 in starch synthesis, 437 
 in sucrose synthesis, 437 

 Glucose-6-phosphate, 525 
 conversion of digested to ribose-5-phosphate, 312–313 
 in gluconeogenesis, 355F, 356 
 in glycolysis, 340F, 341 
 in pentose phosphate pathway, 361 
 in sucrose synthesis, 437 

 Glucose-6-phosphate dehydrogenase: 
 defi ciency of, 361 
 in pentose phosphate pathway, 361 

 Glucose transporter, 251, 312 
 intestinal cells, 254F 
 red blood cell, 251F 

  � -1,4-Glucosidase, 360 
 Glucotrol (glipizide), 523T 
 Glucouronic acid, 294F 
 GluRS, 594 
 GLUT2 transporter, 360 
 Glutamate, 162 

 amino acids derived from, 481 
 in ammonia assimilation, 477 
 catabolism, 495 
 charged amino acid, 91 
 from citric acid cycle intermediates, 384, 387 
 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 hydrophobicity, 101T 
 nervous system signaling activity, 92 
 nonessential amino acid, 481T 
 p K  value of ionizable groups, 93T 
 in purine nucleotide synthesis, 312, 488, 489F 
 structure and abbreviations, 90F 
 synthesis, 481 
 in transamination, 478 
 and urea cycle, 499–501 

 Glutamate dehydrogenase, 384, 501F 
 Glutamine: 

 amino acids derived from, 481 
 in ammonia assimilation, 477–478 
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 catabolism, 495 
 circulation of, 500 
 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 glutamate as precursor, 384 
 hydrophobicity, 101T 
 metabolism of, 44 
 nonessential amino acid, 481T 
 polar amino acid, 90 
 structure and abbreviations, 90F 
 synthesis, 481 
 in UMP synthesis, 312, 489–490 

 Glutamine synthase, 477–478, 508 
 Glutamine synthetase: 

 in amino acid synthesis, 481 
 in ammonia assimilation, 477–478 
 composition, 94T 

  � -Glutamylcysteine synthetase, 214–215 
 Glutaredoxin, 114F 
 Glutathione, 116, 369 
 Gly,  see  Glycine 
 Glycans, 294–295 
 Glyceraldehyde, 291, 350 
  D -Glyceraldehyde, 292 
  L -Glyceraldehyde, 292 
 Glyceraldehyde-3-phosphate, 198, 199, 294 

 in amino acid synthesis, 485 
 in Calvin cycle, 435 
 from fructose metabolism, 350 
 in gluconeogenesis, 355F 
 in glycolysis, 340F, 343–346 
 kinetics of interconversion reaction, 189, 205 
 metabolic roles, 315 
 in rubisco, 432 
 in starch synthesis, 437 
 in sucrose synthesis, 437 

 Glyceraldehyde-3-phosphate dehydrogenase: 
 in Calvin cycle, 435 
 in citric acid cycle, 383 
 in gluconeogenesis, 355F, 356 
 in glycolysis, 340F, 345–346 
 as two-domain protein, 101F 

 Glycerol, 223, 445 
 Glycerol-3-phosphate: 

 from fructose metabolism, 350 
 in triacylglycerol synthesis, 463F 

 Glycerol-3-phosphate dehydrogenase: 
 in oxidative phosphorylation, 403, 404F 
 in triacylglycerol synthesis, 463F 

 Glycerophospholipids: 
 in bilayers, 227 
 defi ned, 223–224 
 synthesis, 464–465 

 Glycinamide, p K,  38T 
 Glycine, 46 

 catabolism, 496 
 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 hydrophobicity, 101T 
 nonessential amino acid, 481T 
 polar amino acid, 91 
 structure and abbreviations, 90F 

 Glycogen, 312, 516–517.  See also  Glucose 
 and Cori cycle, 514F 
 degradation, 312–313, 359–360 
 glycosidic bonds in, 296 
 in muscle cells, 511 
 synthesis, 358–359 

 Glycogen debranching enzyme, 359, 360 
 Glycogenolysis, 359 
 Glycogen phosphorylase, 274, 312, 359, 516–517 
 Glycogen storage diseases, 359–360 
 Glycogen synthase, 360, 516–517 
 Glycogen synthase kinase 3, 526 
 Glycolipids, 224, 235 
 Glycolysis, 339 

 aldolase, 340F, 343–344 
 in cancer cells, 512 
 common intermediates, 315–316 
 and Cori cycle, 514F 
 enolase, 340F, 348 

 free energy changes, 349F 
 and glucose–alanine cycle, 514F 
 glyceraldehyde-3-phosphate dehydrogenase, 340F, 

345–346 
 hexokinase, 340F, 341 
 overall reaction, 339 
 phosphofructokinase, 340F, 342–343 
 phosphoglucose isomerase, 340F, 341–342 
 phosphoglycerate kinase, 340F, 346–347 
 phosphoglycerate mutase, 340F, 347 
 pyruvate kinase, 340F, 348–349 
 pyruvate’s fate, 350–354 
 summary of reactions, 340F 
 triose phosphate isomerase, 340F, 345 

 Glycolytic pathway, 339 
 Glycoproteins, 235, 299–304, 611 
 Glycosaminoglycans, 301–302 
 Glycosidases, 300 
 Glycosides, 294 
 Glycosidic bonds, 9, 294, 295, 359 
 Glycosylated proteins, 611 
  N- Glycosylation, 300 
 Glycosylphosphatidylinositol, 233, 233F 
 Glycosyltransferases, 300, 300F 
 Glyomics, 295 
 Glyoxisome, 386 
 Glyoxylate cycle, 385, 395F 
 Glyphosate, 484, 504 
 GMP, 54T, 488–489 
 Golgi apparatus, in oligosaccharide synthesis, 300 
 Gout, 137, 154, 493 
 G proteins, 600 

 in glucagon action, 517–518 
 receptor activation of, 272–273 
 receptors for, 269–270 

 G protein-coupled receptors (GPCRs), 269–277 
 Green fl uorescent protein, 116 
 Green sulfur bacteria, photosynthesis in, 421F 
 GroEL/GroES complex, 608–609 
 Ground substance, 143 
 Growth hormone, 78T, 100F, 267T 
 GTP, 54T 

 in citric acid cycle, 374, 378–380 
 as energy currency, 329 
 in fatty acid  �  oxidation, 447, 448 
 in gluconeogenesis, 355F 
 in GMP synthesis, 488, 489F 
 in G protein cycle, 273 
 in insulin receptor autophosphorylation, 278–279 
 in protein elongation, 600–601 
 in translation termination, 606 
 in transpeptidation, 605 
 tubulin binding, 136 

 GTPases, in insulin receptor autophosphorylation, 
278–279 

 Guanine, 8, 54T.  See also  DNA 
 and Chargaff ’s rules, 53 
 as complement of C, 59 
 and DNA structure, 56–57, 59 
 genetic code, 63T, 591T 
 and G proteins, 269 
 hydrogen bonding with cytosine, 27 
 oxidative damage, 546 
 as purine base, 53 

 Guanosine, 54T 
 Guanosine diphosphate,  see  GDP 
 Guanosine monophosphate,  see  GMP 
 Guanosine triphosphate,  see  GTP 
 Guanylate,  see  GMP 
 GWAS (genome-wide association studies), 69 

   H 
  H  (enthalpy), 11–14 
  �  H  (enthalpy change), 11 
  Haemophilus infl uenza,  65, 66T 
 Hair: 

 altering shape of, 140F 
 keratins, 138 

 Half-reactions, 396 
  Halococcus saccharolyticus,  367 
 Hangover, 352 

 Haploid state, 67 
 HATs (histone acetyleransferases), 564, 566 
 Haworth projections, 292–293 
 HDL (high-density lipoproteins) (good cholesterol): 

 cholesterol removal by, 468 
 properties, 443T 
 role of, 443–444 

 Head group, glycerophospholipids, 223 
 Heart, fuel for, 313, 511 
 Heart attack, 443, 480 
 Heart disease: 

 and atherosclerosis, 443, 458 
 and obesity, 521 
 and omega-3 fatty acids, 222 
 role of dietary fats, 458 

 Heat exhaustion, 33 
 Heat-shock proteins (Hsp), 608 
 Helical wheel, 117 
 Helicases, 533–534, 574 
  Helicobacter pylori,  392, 394, 508 
 Hematocrit, 126 
 Heme, 99, 316 

 in cytochromes, 404F 
 in hemoglobin, 126 
 in myoglobin, 122, 123F 
 synthesis from citric acid cycle intermediates, 384F 

 Hemicellulose, 297, 307 
 Hemoglobin: 

 affi nity for carbon monoxide, 127 
  �  and  �  chains, 124F, 125F 
 amino acid sequence, 125F 
 composition, 94T 
 evolution, 124–125 
 fetal, 125–126, 132, 153 
 as globular proteins, 122 
 levels of structure, 95F 
 mutations in, 130–131 
 oxygen binding, 124–132 
 quaternary structure, 107, 108F 
 subunit interactions, 129F 

 Hemoglobin S, 130F 
 Hemoglobin    (fetal), 125–126, 132 
 Hemophilia, 79T, 178 
 Henderson-Hasselbalch equation, 37–40 
 Hen egg white lysozyme, disulfi de bonds in, 103F 
 Henseleit, K., 498 
 Heparin, 178 
 Hepatitis viruses, 75, 544 
 Hepatocytes, 2F 
 HEPES (N - 2-Hydroxyethylpiperazine-N ’ -2-ethanesul-

fonic acid), p K,  38T 
 Herbicides, 484 
 Herceptin (trastuzumab), 280 
 Herpes virus, 201 
 Hershey, A., 52 
 Heteroautotrophs, 309 
 Hexadecanoic acid, 222T 
 9-Hexadecenoic acid, 222T 
 Hexokinase, 326, 515 

 in gluconeogenesis, 355F, 356 
 in glycolysis, 340F, 341 
 induced fi t, 174 

 Hexoses, 291, 293 
 HIFs (hypoxia-inducible factors), 382 
 High-density lipoproteins,  see  HDL 
 High fructose corn syrup, 349–350 
 Highly repetitive sequences, in DNA, 67 
 High-performance liquid chromatography (HPLC), 110 
 Hill coeffi cient, 152 
  Hind III,  75F 
 HisRS, 594T 
 Histidine: 

 catabolism, 495 
 as essential amino acid, 481, 481T 
 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 groups capable of acting as covalent catalysts, 168F 
 hydrophobicity, 101T 
 polar amino acid, 90–91 
 structure and abbreviations, 90F 
 synthesis, 485–486 
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 Histones, 82, 553, 554F 
 Histone acetyltransferases (HATs), 564, 566 
 Histone code, 553 
 Histone H1, 566 
 Histone H3, 552 
 HIV (human immunodefi ciency virus): 

 genome of, 206 
 PCR detection, 74 
 reverse transcriptase in, 541–542 
 treatment for, 207 

 HIV A protease, 217 
 HIV protease, inhibitors, 206–207 
 HMG-CoA: 

 in cholesterol synthesis, 466–467 
 in ketogenesis, 461F 

 HMG-CoA lyase, in ketogenesis, 461F 
 HMG-CoA reductase: 

 atorvastatin and activity of, 188, 205 
 in cholesterol synthesis, 466–468 

 HMG-CoA synthase: 
 in cholesterol synthesis, 466F 
 in ketogenesis, 461F 

 Homeostasis, signaling pathways and, 271 
 Homoarginine, 218 
 Homocysteine, 483 
 Homocystinuria, 483 
 Homodimer, 107 
 Homologous genes, 68 
 Homologous proteins, 125 
 Homologous recombination, 550 
  Homo sapiens,   see  Humans 
 Homotetramer, 107 
 Horizontal gene transfer, 68 
 Hormones: 

 catecholamines as, 517 
 defi ned, 267 
 in fuel metabolism, 518–519 
 isoprenoids, 225, 466–467 
 in mammalian metabolism, 515–519 
 and tyrosine kinases, 277 

 Hormone response elements, 281 
 HPLC (high-performance liquid chromatography), 110 
 Hsp (heat-shock proteins), 608 
 Humans, 2F.  See also  Cancer; Mammals; Mammalian 

fuel metabolism 
 acid-base balance, 43–44 
 altering shape of hair, 140F 
 chromosomes from amniocentesis, 52F 
 DNA melting temperature, 60T 
 endothelin structure, 8F 
 essential and nonessential amino acids, 481T, 

482–483 
 fatty acid synthesis in, 222 
 gene functions, 69, 69F 
 genome size and gene number, 66T 
 physiological pH of blood, 35 
 SEM of sectioned skin, 138F 
 splicing variants, 578–579 
 sweating, 33 
 telomeric DNA length, 540, 543 
 topoisomerase I, 532F 
 water make up, 25 

 Human diet, 309–310 
 Human genome, 67 

 orphan genes, 68 
 percentage noncoding, 67 

 Human immunodefi ciency virus,  see  HIV 
 Human papillomavirus, cervical cancer caused by, 544 
 Hydrated ions, 29 
 Hydrochloric acid, 36, 41 
 Hydrofl uoric acid, p K,  38T 
 Hydrogen: 

 electronegativity of, 27T 
 as element found in biological molecules, 3F 
 in prebiotic world, 14–15 

 Hydrogenated vegetable oils, 458 
 Hydrogen bonding: 

 and hydrophobic effect, 30–31 
 low-barrier, 173 
 in pharmaceuticals, 28 

 and protein folding, 101–102 
 relative strength of, vs. other bonds, 27F 
 in transmembrane  �  barrel, 232 
 in transmembrane  �  helix, 231–232 
 in water, 25–30 

 Hydrogen cyanide, formation by laboratory synthesis, 15 
 Hydrogen ion: 

 in acid-base chemistry, 33–41 
 inverse relationship to hydroxide ion, 34–35 

 Hydrogen sulfi de: 
 around black smokers, 15F 
 gas at room temperature, 26 
 standard reduction potential, 396T 

 Hydrolases, reaction type catalyzed, 161T 
 Hydrolysis, 92–93, 159 
 Hydrolytic enzymes, 309 
 Hydronium ion, 34, 36 
 Hydrophilic substances, 30 
 Hydrophobic amino acids, 89–90 
 Hydrophobic cores: 

 lipid bilayers, 32, 227–228 
 proteins, 100–101 

 Hydrophobic effect, 30–33 
 Hydrophobicity, 101–102 
 Hydrophobic substances, 30 

 lipids, 227 
 triacylglycerols, 223 

 Hydrothermal vents, 15F, 421 
 Hydroxide ion: 

 in acid-base chemistry, 33–41 
 inverse relationship to hydrogen ion, 34–35 

 3-Hydroxyacyl-CoA, in fatty acid  �  oxidation, 448F 
 3-Hydroxyacyl-CoA dehydrogenase, in fatty acid  �  

oxidation, 448F, 453 
  N- Hydroxyarginine, 487 
 3-Hydroxybutyrate: 

 in ketogenesis, 461 
 in ketone body catabolism, 462F 
 standard reduction potential, 396T 

 3-Hydroxybutyrate dehydrogenase, in ketone body 
catabolism, 462F 

 N - 2-Hydroxyethylpiperazine-N ’ -2-ethanesulfonic acid 
(HEPES), p K,  38T 

 Hydroxyethyl-TPP, 372F, 374F 
 Hydroxyl groups, 4T, 293 
 Hydroxyl radical, 546 
 Hydroxyurea, 153 
 Hyperammonemia, 506 
 Hyperglycemia, 522 
 Hyperoxia, 389 
 Hypoglycemia, 360 
 Hypothalamus, 518 
 Hypoxanthine, 82, 488 
 Hypoxia, 382 
 Hypoxia-inducible factors (HIFs), 382 

   I 
 Ibuprofen, 283 
 Ice, 26F 
 IDL (intermediate-density lipoproteins), 443 
 IF1, 599–600 
 IF2, 599–600 
 IF-2, 602T 
 IF3, 599–600 
 IIeRS, 594 
 Ile,  see  Isoleucine 
 Imatinib (Gleevec), 280 
 Imidazole, p K,  38T 
 Imines, 4T, 167–168, 478 
 Imino group, 4T 
 Immortal cells, telomerase and, 543 
 Immunoglobulin, composition, 94T 
 Immunology, 2 
 IMP, in purine nucleotide synthesis, 488–489 
 Imprinting, 554 
 Inborn errors of metabolism, 497–498 
 Incretins, 518T, 519 
 Indole, in amino acid synthesis, 485 
 Indole-3-glycerol phosphate, in amino acid 

synthesis, 485 

 Induced fi t, 173–174 
 Ingram, V., 130, 497 
 Inhibition, enzyme,  see  Enzyme inhibition 
 Inhibition constant ( K  I ), 204–205 
 Initial velocity ( v  0 ), 194 
 Initiation codons, 599–600 
 Initiation factors, 599–600 
 Inner membrane, 399F 
 Inorganic phosphate, 326–327, 400 
 Inorganic pyrophosphate, 326–327, 328T 
 Inosine, 205–206 
 Inosine monophosphate (IMP), 489–490 
 Inosine triphosphate, 587 
 Inositol trisphosphate, 276 
 Insulin, 88F, 118, 122, 277, 288 

 composition, 94T 
 and hormones from adipose tissue, 519 
 in mammalian fuel metabolism, 515–517 
 as recombinant protein, 78T 
 and starvation, 520 

 Insulin-dependent diabetes, 522 
 Insulin receptor, 277–280, 516 
 Insulin resistance, 522, 523 
 Integral membrane proteins, 231 
 Intermediates, 315–316, 384–388 
 Intermediate-density lipoproteins (IDLs), 443 
 Intermediate fi laments, 131 

 distribution in single cell, 131F 
 keratin structure, 138–140 

 Intermembrane space, 399 
 Interorgan pathways, 513–514 
 Intestine, digestion in, 309–310 
 Intracellular fl uid, 32F, 243 
 Intracellular signaling, by nucleotides, 54 
 Intrinsically unstructured proteins, 104, 106 
 Intrinsic membrane proteins, 231 
 Introns, 562, 576–579 
 Invariant residues, 125 
 Invirase, 206 
  In vitro,  12–13 
  In vivo,  12–13 
  In vivo  mutagenesis,  see  Site-directed mutagenesis 
 Iodoacetate, 343 
Ion channels, 247–248. See also Calcium (Ca2�) 

channels; Potassium (K�) channels; Sodium 
(Na�) channels

 active transport, 252–255 
 gated, 247–249 

 Ion distribution: 
 in animal cells, 242F 
 concentration in intra- and extracellular fl uids, 

32F, 243 
 effect on membrane potential, 243–244 

 Ion exchange chromatography, 109–110 
 Ionic interactions, 26, 27F 
 Ionization constant of water ( K  w ), 34 
 Ionizing radiation, DNA damage from, 546, 547 
 Ion pairs, 101, 103F 
 Iron defi ciency, genetically modifi ed rice and, 79 
 Iron-molybdenum complex (FeMo), in nitrogenase, 476, 

476F 
 Iron-sulfur proteins: 

 in cytochrome  b  6 f complex, 428 
 in cytochrome  bc  1  (Complex III), 404 
 in NADH dehydrogenase (Complex I), 403F 
 in nitrogenase, 476 
 in Photosystem I, 428 
 in Q cycle, 405F 

 Irregular secondary structure, 99 
 Irreversible inhibition, 202 
 Irreversible inhibitors, 202 
 Isoacceptor tRNAs, 592–593 
 Isocitrate, in citric acid cycle, 375F, 377–378, 384F, 

386F, 387 
 Isocitrate dehydrogenase: 

 in citric acid cycle, 369, 375F, 377–378, 387 
 mutations in, 382 

 Isocitrate lyase, 386, 395F 
 Isoelectric point (pI), 110 
 Isoleucine: 
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 catabolism, 496 
 essential amino acid, 321T, 481T 
 genetic code, 63T, 591T 
 glucogenic/ketogenic amino acid, 494T 
 hydrophobic amino acid, 89 
 hydrophobicity, 101T 
 structure and abbreviations, 90F 
 synthesis, 483 

 Isomerases, reaction type catalyzed, 161T 
 Isoniazid, 460 
  N  6 -Isopentenyladenosine, 584F 
 Isopentenyl pyrophosphate, in cholesterol synthesis, 466 
 Isoprenoids, 225, 466–467 
 Isozymes, 162 

   J 
 Jet lag, melatonin for, 487 
 Joints, glycosaminoglycans in, 302 
 Joule (J), 324 
 Joule, James Prescott, 324 
 Juvenile onset diabetes, 522 

   K 
  k  (rate constant), 191 
  K  a  (acid dissociation constant), 37 
  k  cat  (catalytic constant), 195 

 competitive inhibition, 203–205 
 mixed inhibition, 207–208 

  K  d  (dissociation constant), of receptor–ligand 
binding, 267 

  K  eq  (equilibrium constant), 323–325 
  K  I  (inhibition constant), 204–205 
 K M ,  see  Michaelis constant 
  K  w  (ionization constant of water), 34 
kb (kilobase pairs), 59
K� channels,  see  Potassium (K�) channels
 Kendrew, J., 99, 123 
 Keratins, 138–140 
 Ketoacidosis, 462 
 Ketoacyl-CoA, in fatty acid  �  oxidation, 446–449 
 3-Ketoacyl-CoA transferase, 462F 
 Keto-enol tautomerization, 166F 
 Ketogenesis, 461–462 
 Ketogenic amino acids, 494–497 
  � -Ketoglutarate, 162, 512 

 amino acid synthesis from, 481 
 in ammonia assimilation, 477 
 in citric acid cycle, 375F, 378, 384, 387F 
 in urea cycle, 499–501 

  � -Ketoglutarate dehydrogenase: 
 in citric acid cycle, 375F, 378, 381–382, 

387–388 
 mutations in, 382 

 Ketones, functional group, 4T 
 Ketone bodies, 461–462, 496 

 catabolism, 462F 
 in diabetes, 523 
 and starvation, 520–521 

 Ketose, 291 
 Ketosteroid isomerase,  k  cat , 195T 
 Kidneys: 

 in acid-base balance, 43–44 
 aquaporins in, 250 
 effects of diabetes on, 523 
 gluconeogenesis in, 354 
 glutamine catabolism, 498 
 metabolic roles of, 511F, 512, 520–521 
 responses to acidosis, 44 

 Kidney stones, 226, 493 
 Kilobase pairs (kb), 59 
 Kilocalorie (kcal; Cal), 324 
 Kinases, 270, 271, 341 
 Kinesin, 147–150, 326 
 Kinetics, 189 
  k  cat / K  M , 195–196 
 Klenow fragment, 536F 
 Kornberg, R., 571 
 Krebs, H., 376, 498 
 Krebs cycle, 376.  See also  Citric acid cycle 
 Kwashiorkor, 520 

   L 
  L. monocytogenes,  307 
  lac  operon, 570–571, 585–586 
  lac  repressor, 570 
 Lacrimal glands, aquaporins in, 250 
 Lactase, 296 
 Lactate, 387 

 and Cori cycle, 514 
 from muscle activity, 511 
 and muscle pain, 328 
 from pyruvate, 350F 
 standard reduction potential, 396T 
 synthesis from pyruvate, 350–351 

 Lactate dehydrogenase, 351 
  Lactobacillus  bacteria, 238 
 Lactose, 295 

 metabolism, 349 
 synthesis, 359 
 utilization by  E. coli,  570 

 Lactose permease, 252, 254, 571 
  lacZ  gene, 76–77 
 Lagging strand, 536, 538–539 
 Lambert-Eaton syndrome, 264 
 Large intervening noncoding RNA (lincRNA), 562T 
 Lateral diffusion, in lipid bilayers, 230 
 Lauric acid, 222T 
 LDL (low-density lipoproteins) (bad cholesterol), 

443–444 
 cholesterol obtained from, 468 
 and heart disease, 458 
 properties, 443T 

 Leading strand, 535 
 Leber’s congenital amaurosis, 79T 
 Le Châtelier’s principle, 42–43 
 Legumes, 476F 
 Leiomyomas, 382 
 Leptin, 518, 518T, 521F, 524, 527 
 Lesch-Nyhan syndrome, 505 
 Leucine: 

 catabolism, 496 
 essential amino acid, 321T, 481T 
 genetic code, 63T, 591T 
 hydrophobic amino acid, 89, 90F 
 hydrophobicity, 101T 
 ketogenic amino acid, 494T 
 synthesis, 483 

 Leu-enkephalin, 116 
 Leukemia, 80, 280 
 LeuRS, 594T 
 Lewis dot structures, 167 
 Lidocaine, 257 
 Life: 

 in extreme conditions, 25 
 origins and evolution, 14–18 
 prebiotic world, 14–16 
 thermodynamic possibility of, 12–14 

 Ligaments, 143 
 Ligands, 129 

 effects of, 270 
 in signaling pathways, 267 

 Ligand-gated ion channels, 270 
 Ligand–receptor binding, 267–269, 277–278 
 Ligases: 

 reaction type catalyzed, 161T 
 in replication, 538–539 

 Light, absorption in photosynthesis, 422–424 
 Light chains: 

 kinesin, 148F 
 myosin, 145 

 Light-harvesting complexes, 424–425 
 Light reactions, of photosynthesis, 425 

 Photosystem I, 428–431 
 Photosystem II, 425–428 

 Lignin, 298 
 Lignoceric acid, 222T 
 Limonene, 227 
 LincRNA (Large intervening noncoding RNA), 

562T 
 Lineweaver-Burk plot, 196–198, 204F 
 Linkages, 4T 

 Linoleate, 221 
 elongation in arachidonate synthesis, 458F 
 essential fatty acid for mammals, 321T, 458 
 oxidation, 449 

 Linoleic acid, 222, 222T 
 Linolenate: 

 elongation in arachidonate synthesis, 458F 
 essential fatty acid for mammals, 321T, 458 

  � -Linolenic acid, 222T 
  � -Linolenic acid, 222T 
 Lipases: 

 digestion by, 309 
 fat store mobilization, 313 

 Lipids, 221–227.  See also  Fatty acids; Glycerophospho-
lipids; Triacylglycerols 

 about, 6 
 defi ned, 221 
 physiological functions, 225–227 
 polar head groups, 223–224 
 vitamins A, D, E, and K, 225–226 

 Lipid bilayers, 227–230.  See also  Membranes 
 asymmetric nature of, 230 
 curvature changes in membrane fusion, 259–260 
 defi ned, 221 
 fl uid nature of, 227–229 
 hydrophobic core, 32, 227–228 
 and hydrophobic effect, 31–32 
 and ionic composition of intracellular fl uid, 32F, 242 
 lipid types in, 227 
 membrane proteins, 230–233 
 transverse diffusion, 234F 
 transverse diffusion in, 230 

 Lipid fl ippases, 254 
 Lipid hormones, signaling pathways of, 281–284 
 Lipid-linked proteins, 231F, 232–233 
 Lipid metabolism, 442–470 

 cholesterol’s fate, 467–468 
 cholesterol synthesis, 466–467 
 context, 444F 
 fatty acid oxidation, 445–453 
 fatty acid synthesis, 453–462 
 summary, 469–470 
 triacylglycerol and phospholipid synthesis, 463–465 

 Lipid vitamins, 225–226, 321 
 Lipioic acid, 321T 
 Lipitor (atorvastatin), 188, 205, 467F 
 Lipoamide, in pyruvate dehydrogenase complex, 

372F–374F 
 Lipoic acid, standard reduction potential, 396T 
 Lipolysis, 517–518 
 Lipoproteins, 310, 443–444 

 characteristics, 443T 
 dietary, 458 

 Lipoprotein lipase, 445 
 Liver, 2F 

 alcohol metabolism in, 352 
 Cori cycle in, 514F 
 effects of diabetes on, 522 
 effects of kwashiorkor on, 520 
 free fatty acids deployed to, 445 
 glucagon’s effects on, 517 
 gluconeogenesis in, 354 
 glucose–alanine cycle in, 514F 
 inability to catabolize ketone bodies, 462 
 lipoprotein repackaging, 443 
 metabolic roles of, 510–511, 520–521 
 receives bulk of meal’s nutrients, 310 
 tumors in human, 544 
 urea cycle in, 499 

 Liver cancer, 544 
 Liver glycogen phosphorylase, 360 
 Local anesthetics, 257 
 Lock-and-key model of enzyme action, 158, 173 
 Locus, of DNA, 74 
  Loligo pealeii,  237 
 London dispersion forces, 28 
 Loops, polypeptide, 99 
 Lovastatin, 467F 
 Low-barrier hydrogen bond, 173, 174 
 Low-density lipoproteins,  see  LDL 
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 Lung cancer, 544 
 Lyases, reaction type catalyzed, 161T 
 Lymphocytes, 505–506 
 Lymphotactin, 107F 
 Lysine: 

 charged amino acid, 91 
 essential amino acid, 321T, 481T 
 genetic code, 63T, 591T 
 groups capable of acting as covalent catalysts, 168F 
 hydrophobicity, 101T 
 ketogenic amino acid, 494T 
 p K  value of ionizable groups, 93T 
 structure and abbreviations, 90F 
 synthesis, 483 

 Lysosomal hydrolase, 360 
 Lysosomes, 313 
 Lysozymes, 103F, 184 
 LysRS, 594T 

   M 
 McArdle’s disease, 368 
 McCarty, M., 52 
 MacLeod, C., 52 
 Macronutrients, 311 
 Macrophages, in atherosclerosis, 443 
 Macular degeneration, 581 
 Mad cow disease, 105 
 Magnesium: 

 diffusion across thylakoid membrane, 431 
 in DNA polymerase, 536 
 as element found in biological molecules, 3F 
 enolase, 348 
 in rubisco/Calvin cycle enzymes, 436 

 Maize,  see  Corn 
 Major groove, of DNA, 58 
 Malaria: 

 resistance to, 361 
 and sickle-cell anemia, 130 
 and thalassemias, 130 

 Malate: 
 in  �  oxidation of odd-chain fatty acids, 451F 
 in C 4  pathway, 434 
 in citric acid cycle, 375F, 380, 384F, 385, 387F 
 standard reduction potential, 396T 
 in urea cycle, 501F 

 Malate-aspartate shuttle system, 401F 
 Malate dehydrogenase: 

 in C 4  pathway, 434 
 in citric acid cycle, 375F, 380 
 in urea cycle, 501F 

 Malate synthase, 386, 395F 
 Malic enzyme: 

 in  �  oxidation of odd-chain fatty acids, 451F 
 in C 4  pathway, 434 
 in citric acid cycle, 385 

 Malnutrition, 520 
 Malonate, 203 
 Malonyl-ACP, in fatty acid synthesis, 454–455 
 Malonyl-CoA, in fatty acid synthesis, 454–455, 456F, 

457, 459, 519 
 Maltoporin, 88F 
 Mammals.  See also  Humans 

 acyl carrier protein, 453F 
 aldolase, 343 
 ammonia assimilation, 478 
 aquaporins, 250 
 citric acid cycle in, 378 
 Complex III, 405F 
 Complex IV, 408F 
 cytochrome  c  oxidase, 406F 
 DNA covalent modifi cation, 554 
 evolution, 18F 
5� capping, 576
 folate requirement, 482 
 gene-delivery in, 80 
 guanine methylation reversal, 547 
 hemoglobin in fetal, 125–126 
 insulin in, 277 
 lactose as food for, 295 
 linoleate and linolenate essential fatty acids, 458–459 

 membrane potential, 242 
 mRNA turnover, 579 
 myoglobin in muscles of diving, 123 
 phosphofructokinase, 342 
 pyruvate dehydrogenase complex, 372 
 ribosome components of, 596T 
 RNA polymerase, 573 
 signal recognition particle, 610 
 as transgenic organisms, 79 
 tRNAs of, 592, 595 

 Mammalian fuel metabolism, 509–525.  See also  
Oxidative phosphorylation 

 diabetes, 522–524 
 and digestion, 309–310 
 disorders of, 520–524 
 free energy changes, 323–331 
 glucagon action, 517–518 
 hormonal control of, 515–519 
 insulin action, 515–517 
 integration of, 510–514 
 interorgan pathways, 513–514 
 mobilization of fuel for, 312–314 
 monomers stored in, 312 
 outline of, 318F 
 vitamins in, 320–322 

  Manduca sexta,  368 
 Manganese, in oxygen-evolving center of Photosystem 

II, 427 
 Maple syrup urine disease, 506 
 Marasmus, 520 
 Marathon runners, 33, 329 
 Margarine, 458 
 Marine algae, 222 
 Mass action ratio, 324 
 Mass spectrometry, 111–113 
 Maximum reaction velocity,  see   V  max  
 Mechanosensitive channels, conformation of, 249F 
 Mediator (yeast), 569F, 574 
 Melanoma, 544, 549 
 Melatonin, 487 
 Melittin, 239 
 Melting point, lipid bilayers, 229 
 Melting temperature ( T  m ), of DNA, 59–60 
 Membranes.  See also  Lipid bilayers 

 and evolution, 16 
 fusion, 255–260 
 lateral diffusion, 230 
 permeability and fl exibility of, 220 
 transverse diffusion (fl ip-fl op), 230, 234F 

 Membrane attack complex, 248 
 Membrane fusion, 255–260 

 changes in bilayer curvature, 259–260 
 events at nerve-muscle synapse, 256F 
 SNAREs, 256–259 

 Membrane potential, 243, 244F, 245 
 Membrane proteins, 230–233 

 fl uid mosaic model, 233–235 
 functions of, 231–233 
 pumping against gradient, 254–255 
 types, 231–233 

 Membrane rafts, 230, 233, 234 
 Membrane translocation, 609–611 
 Membrane transport, 241–260 

 active transport, 252–255 
 active vs. passive transporters, 245–246 
 aquaporins, 250, 251F 
 gated ion channels, 247–249 
 ion channels, 247–248 
 ion movement effect on membrane potential, 

243–246 
 passive transport, 246–252 
 porins, 246–247, 250, 251F 
 thermodynamics of, 242–246 

 Mendel, G., 52 
 Mendelian inheritance, 554 
 Menten, M., 195 
 Meselson, M., 530 
 Mesophyll cells, 433 
 Messenger RNA,  see  mRNA 
 Met,  see  Methionine 

 Metabolic acidosis, 44 
 Metabolic alkalosis, 44 
 Metabolically irreversible reaction, 341 
 Metabolic fuels, 309–314, 395.  See also  Glucose 

metabolism; Mammalian fuel metabolism; 
Oxidative phosphorylation 

 citric acid cycle as pathway for fi nal catabolism 
of, 371F 

 metabolized as needed, 312–314 
 mobilization of stored, 312–314 
 oxidation-reduction reactions, 316–317 
 redistribution by Cori and glucose–alanine cycles, 

513–514 
 Metabolic pathways, 314–322, 339, 364F 
 Metabolic syndrome, 523–524 
 Metabolism, 297.  See also  Citric acid cycle; Glucose 

metabolism; Lipid metabolism; Mammalian fuel 
metabolism; Nitrogen metabolism 

 of cancer cells, 512 
 catabolism and anabolism, 309 
 citric acid cycle in context, 371 
 common intermediates, 315–316 
 defi ned, 309 
 inborn errors of, 497–498 
 lipid metabolism in context, 444F 
 network nature of pathways, 371 
 oxidation-reduction in, 316–317 
 photosynthesis in context, 421F 
 sugars other than glucose, 349–350 

 Metabolomes, 319–320 
 Metabolomics, 320 
 Metal ions, 168–169.  See also  Calcium; Magnesium; 

Potassium; Sodium 
 as enzyme cofactors, 165F, 316 
 as noncompetitive inhibitors, 208F 

 Metal ion catalysis, 168–169 
 Met-enkephalin, 116 
 Metformin, 523, 523T 
 Methane, 13T 

 gas at room temperature, 26 
 in prebiotic world, 14–15 

 Methane hydroxylase, quaternary structure, 108F 
  Methanococcoides burtonii,  25F 
  Methanococcus jannaschii,  66T, 318 
 Methanogens, 318 
 Methanol: 

 dielectric constant for, 29T 
 reaction with glucose, 294F 

 Methicillin-resistant  Staphylococcus aureus  (MRSA), 303 
 Methionine: 

 essential amino acid, 321T, 481T 
 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 hydrophobic amino acid, 89 
 hydrophobicity, 101T 
 initiation codons charged with, 599–600 
 structure and abbreviations, 90F 
 synthesis, 483 

 Methionine synthase, 483 
 Methotrexate, 492 
 1-Methyladenosine, 584F 
 Methylammonium ion, p K,  38T 
 Methylation: 

 of DNA, 554 
 and thymidine nucleotides, 491–492 

 3-Methylcytidine, 584F 
 5-Methylcytosine residue, 554 
 Methylene-tetrahydrofolate, 492 
N 5,N 10-Methylenetetrahydrofolate, 482F
O6-Methylguanine, 547, 559
Methylmalonyl-CoA, in  �  oxidation of odd chain fatty 

acids, 451F
 Methylmalonyl-CoA mutase, in  �  oxidation of 

odd-chain fatty acids, 450, 451F–452F 
 Methylmalonyl-CoA racemase, in  �  oxidation of 

odd-chain fatty acids, 451F 
 Methyl-tetrahydrofolate, in methionine synthesis, 483 
 Methyltransferase, guanine methylation reversal, 547 
 MetRS, 594T 
 Mevacor (lovastatin), 467F 
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 Mevalonate, in cholesterol synthesis, 466–467 
 Micelles, 31–32 
 Michaelis, L., 195 
 Michaelis constant ( K  M ), 193–198 

 allosteric regulation, 209 
 competitive inhibition, 203–205 
 cooperative substrate binding, 199–200 
 experimental determination, 196–198 
 graphical determination, 195F 
 mixed, noncompetitive, and uncompetitive 

inhibition, 207–208 
 Michaelis-Menten equation, 191–200 

 competitive inhibition, 203 
 enzymes not following, 198–200 
  k  cat  in, 195–196 
  K  M  in, 195–198 
 and rate equations, 191–194 
  V  max  determination for, 196–198 

 Microarrays, DNA, 319 
 Microenvironment, 93 
 Microfi laments, 131 

 actin structure, 133–134 
 extension and retraction, 134–135 
 myosin-actin reaction cycle, 147F 
 myosin structure, 144–148 

 Micro RNA (miRNA), 562T, 580 
 Microtubules, 131 

 assembly, 137F 
 depolymerizing, 137F 
 distribution in single cell, 131F 
 drugs affecting, 137–138 
 kinesin structure, 147–150 
 tubulin structure, 136–138 

 Miescher, E, 52 
 Milk sugar, metabolism, 349 
 Minor grooves, of DNA, 58 
 Minoxidil, 156 
 miRNA,  see  Micro RNA 
 Mismatch repair, 547–548 
 Mitchell, P, 408 
 Mitochondria, 2F, 317.  See also  Membranes 

 adenine nucleotide translocase, 400 
 and AMP-dependent protein kinase, 519 
 anatomy, 399–401 
 ATPases of, 253 
 ATP synthase, 410–414 
 chemiosmosis, 408–410 
 chloroplasts vs., 422 
 citric acid cycle in, 371, 400 
 Complex I, 401–403, 408, 412 
 Complex II, 403, 404F 
 Complex III, 403–406, 408, 412 
 Complex IV, 406–408, 412 
 Complex V, 410–414 
 electron transport, 398F, 399–408 
 evolution, 17 
 fatty acid oxidation in, 400, 446F, 453 
 proton gradient, 409–410 
 as relic of bacterial symbiont, 422 
 transport systems, 401F 

 Mitochondrial matrix, 371, 399 
 Mitosis: 

 drugs interfering with as anticancer agents, 138 
 microtubules during, 138F 

 Mixed inhibition, 208 
 Mobile phase, in chromatography, 108 
 Mobilization, of stored fuel resources, 312–314 
 Moderately repetitive sequences, in DNA, 67 
 Molecular biology, central dogma of, 61 
 Molecular chaperones, 104, 608–609 
 Molecular diseases, 130 
 Monomers, 7 
 Monosaccharides, 5, 291–294 

 ethanol from, 298 
 as metabolic fuel, 312–313 
 polymerization, 7 
 reactions for, 362–363 
 synthesis from citric acid cycle intermediates, 384 
 takeup of digested, 312 

 Monosodium glutamate (MSG), 92 

 Motor proteins, 122, 144–150 
 kinesin, 147–150 
 myosin, 144–148 
 processivity, 150 

 Mouse, P-glycoprotein of, 254F 
 Mouth, digestion in, 309 
 mRNA, 562 

 pairing with tRNA, 594–595 
 poly(A) tail of, 576 
 processing, 576–584 
 and protein encoding, 62 
 in protein synthesis, 591–592 
 reading frames, 591F 
 in ribosomes, 599 
 splicing, 64, 562 
 in transcriptomics, 319 
 translation initiation, 599 
 and translation termination, 606 
 turnover, 579–581 

 MRSA (methicillin-resistant  Staphylococcus aureus ), 303 
 MSG (monosodium glutamate), 92 
  Msp I, 75T 
 Mullis, K., 73 
 Multicellular organisms, 17 
 Multienzyme complexes, 373–374 
 Multifunctional enzymes, 455 
 Multiple sclerosis, 243 
 Multistep reactions, 199 
 Multisubstrate reactions, 198–199 
 Muscles.  See also  Aerobic muscle operation; Anaerobic 

muscle operation 
 Cori cycle in, 514F 
 free fatty acids deployed to, 445 
 glucose–alanine cycle in, 514F 
 insulin action summarized, 516T 
 lactate synthesis in, 351 
 metabolic roles of, 511, 511F 
 myoglobin in diving mammals, 123 
 myosin action, 144–148 
 powering, 328–329 

 Muscle contraction, 146F, 255, 256F, 270 
 Muscle glycogen phosphorylase, 360 
 Muscle relaxants, 257 
 Mutagens, 547 
 Mutation(s), 17 

 in citric acid cycle enzymes, 382 
 correction of, with second mutation, 591 
 cystic fi brosis gene, 64–65 
 DNA, 63–65 
 in hemoglobin, 130–131 
 of myosin and deafness, 147–148 
 nonsense suppressor, 615 
 point, 546 

 MutS, 547F, 548 
 Myasthenia gravis, 264 
  Mycobacterium tuberculosis:  

 antibiotic treatment for, 460 
 genome size and number of genes, 66T 

  Mycoplasma genitalium,  65, 66T 
 Myelination, 244F 
 Myelin sheath, 243 
 Myoglobin, 122–123 

  �  helix, 97F 
 amino acid sequence, 125F 
 composition, 94T 
 as globular proteins, 122 
 hydrophobic and hydrophilic residues 

in, 101F 
 ion pairs, 103F 
 number of residues, 94T 
 oxygen binding, 123–125 
 tertiary structure, 124F 
 X-ray crystallography, 99 

 Myosin, 144–148, 326 
 head and neck region, 145F 
 mutations and deafness, 147–148 

 Myosin type II, 148 
 Myosin type V, 156 
 Myosin type VIIa, 148 
 Myristic acid, 222T 

 Myristoylation, 232–233 
 Myxothiazol, 439 

  N
Na� channels, see Sodium channels
NAD�, 54, 55F, 316–317, 322

 in alcohol metabolism, 352 
 in citric acid cycle, 374, 377–380 
 as energy currency, 330 
 in gluconeogenesis, 355F, 356 
 in glycolysis, 339, 340F, 346, 350–351 
 in pyruvate dehydrogenase complex, 372, 373 
 in replication, 539 
 standard reduction potential, 396T 
 in triacylglycerol synthesis, 463F 

 NADH, 317 
 in cholesterol synthesis, 466 
 in citric acid cycle, 374, 377–378, 381–382 
 in fatty acid  �  oxidation, 447–449 
 in gluconeogenesis, 355F, 356 
 in glycolysis, 339, 340F, 346, 351 
 in oxidative phosphorylation, 395 
 in pyruvate dehydrogenase complex, 372–374 
 reduction potential of, 398F 
 reoxidation in respiration, 397–398, 400, 401F 
 standard reduction potential, 396T 
 in triacylglycerol synthesis, 463F 
 in urea cycle, 501 

 NADH dehydrogenase (Complex I), 401–403, 408, 414 
 NADH: ubiquinone oxidoreductase (Complex I), 

401–403, 408, 412 
 NADP�, 316–317, 322 

 in C 4  pathway, 434 
 in Calvin cycle, 435–436 
 in pentose phosphate pathway, 362 
 in photosynthesis, 429 
 standard reduction potential, 396T 

 NADPH, 317 
 in C 4  pathway, 434 
 in Calvin cycle, 435–436 
 in cholesterol synthesis, 466 
 in fatty acid synthesis, 453, 456 
 in pentose phosphate pathway, 361–363 
 in photosynthesis, 429, 431 
 standard reduction potential, 396T 

 Na, K-ATPase, 252–254, 326–327 
 Nanometers (nm), 7 
 Native structure, proteins, 104 
 Natural selection, 16 
 Near-equilibrium reactions, 330–331, 341–342 
 Negative effectors, 210 
 NEM ( N- ethylmaleimide), 183 
 Nematode, 66 
 Nernst equation, 397 
 Nerves,  see  Neurons 
 Nervonic acid, 222T 
 Nervous system: 

 effects of alcohol on, 352 
 membranes in, 242 
 mutations in citric acid cycle enzymes, 382 

 Net charge per ion,  see  Z 
 Neural tube defects, folate and, 482 
 Neurons, 242 

 electron micrograph, 150F 
 endocytosis by, 260 
 events at nerve-muscle synapse, 255, 256F 
 membrane potential, 243, 244F 
 nerve impulse propagation, 244F 
 sodium channel conformational change, 248–249 
 voltage-gated K� channel, 247–248 

 Neuronal signaling, drugs and, 257 
 Neuropeptide Y, 518T 
 Neurotransmitters: 

 epinephrine and norepinephrine as, 272 
 events at nerve-muscle synapse, 255, 256F 
 synthesis from amino acids, 486–487 

 Neutral solution, 35 
 Nevirapine, 542 
 Newsholme, E., 357 
 Niacin, 316, 322 
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 Nicholson, G., 234 
 Nicked DNA, 531–532, 538–539 
 Nick translation, 538–539 
 Nicotinamide, 316, 321T 
Nicotinamide adenine dinucleotide, see NAD�

Nicotinamide adenine dinucleotide phosphate, see 
NADP�

 Nicotinamide cofactors, 316–317 
 Nigericin, 417 
 Nitrate: 

 in nitrogen fi xation, 476 
 standard reduction potential, 396T 

 Nitrate reductase: 
 composition, 94T 
 in nitrogen cycle, 476 

 Nitric oxide, 267T, 287, 487 
 Nitrifi cation, 476 
 Nitrite, in nitrogen cycle, 476 
 Nitrite reductase: 

 in nitrogen cycle, 476 
 quaternary structure, 108F 

 Nitrogen, 476 
 disposal of waste, 475 
 electronegativity of, 27T 
 as element found in biological molecules, 3F 

 Nitrogenase, 476 
 Nitrogen cycle, 477F 
 Nitrogen-fi xing organisms, 476F 
 Nitrogen metabolism, 475–502 

 amino acid biosynthesis, 480–488 
 amino acid catabolism, 494–498 
 amino acids as neurotransmitter precursors, 

486–487 
 context, 481F 
 nitrogen fi xation and assimilation, 476–480 
 nucleotide biosynthesis, 488–494 
 transamination reactions, 478–480 
 urea cycle, 498–502 

 Nitroglycerin, 287, 487 
  p -Nitrophenol, p K,  38T 
  p -Nitrophenylacetate, chymotrypsin substrate, 160–161 
  N- Linked oligosaccharides, 300F 

 processing of, 299–300 
 synthesis by protein glycosylation, 611 

 NMDA receptor, 498 
 NMR (nuclear magnetic resonance) spectroscopy, 

114, 294 
 Noncoding strand, 62, 67 
 Noncompetitive inhibition, 208–209 
 Noncovalent bonds, 26–28 
 Noncyclic electron fl ow, in photosynthesis, 429 
 Nonessential amino acids, 480–482 
 Nonhomologous recombination, 550F 
 Nonhyperbolic reactions, 199–200 
 Non-insulin-dependent diabetes, 522 
 Nonketotic hyperglycinemia, 506 
 Nonpolar molecules: 

 aggregation in water, 31F 
 diffusion through vesicles allowed, 32 
 electrostatic interactions, 28 
 hydration, 30 

 Nonreducing sugars, 293 
 Nonsense codons, 591, 615 
 Nonsense suppressor mutation, 615 
 Nonspontaneous reactions, 12 
 Norepinephrine, 486, 515 

 and brown adipose tissue, 521 
 and glucagon action, 517–518 
 as ligand, 272 

 Norvir, 207 
  Not  I, 75T 
 N - terminal groups: 

 in Edman degradation, 111 
 in inactivation of K� channel, 249 
 post-translational modifi cation, 611 

 N - terminus, 93 
 Nucelosome sliding, 564F 
 Nuclear magnetic resonance (NMR) spectroscopy, 114, 

294 
 Nucleases, 59 

 Nucleic acids.  See also  Adenine; Cytosine; DNA; 
Guanine; RNA; Thymine; Uracil 

 about, 8, 9F 
 detecting specifi c sequences with radioactive probes, 

60–61 
 discovery of, 52–53 
 functions summarized, 10T 
 in meals, 309 
 nucleotide components, 53–54 
 universality in all organisms, 14 

 Nucleic acid sequencing, 95–96 
 Nucleolus, 581 
 Nucleophile, 168 
 Nucleophilic catalysis, 168 
 Nucleosides, 53, 54T 
 Nucleoside diphosphate, 329 
 Nucleoside diphosphate kinase, 329 
 Nucleoside triphosphate, 56 
 Nucleosomes: 

 in chromatin remodeling, 564F 
 DNA packaging in, 569 
 transcription through, 574F 

 Nucleotides, 54T.  See also  DNA; Nucleic acids; RNA 
 about, 5, 6 
 defi ned, 52 
 degradation of, 492–493 
 discovery of, 52–53 
 evolutionary tree based on, 18F 
 functions of, 54, 55F 
 nucleic acid components, 53–54 
 polymerization, 7 
 synthesis from amino acids, 488–494 
 synthesis from citric acid cycle intermediates, 384 
 synthesis from digested food, 312 

 Nucleotide diphosphates, 362–363 
 Nucleotide excision repair, 549–550 
 Nucleus, DNA supercoiling in, 530–532 
 Nutritional defi ciencies, 79, 322 

   O 
 Obesity, 521, 523–524 
 Obsessive-compulsive disorder, 258 
 Ocean acidifi cation, 35 
 9,12-Octadecadienoic acid, 222T 
 Octadecanoic acid, 222T 
 6,9,12-Octadecatrienoic acid, 222T 
 9,12,15-Octadecatrienoic acid, 222T 
 9-Octadecenoic acid, 222T 
 Odd-chain fatty acids: 

 anaplerotic reactions, 387, 387F 
  �  oxidation, 450, 451F–452F 

 Ogston, Alexander, 377 
 Okazaki fragments, 536, 538–539 
 Oleate, 221, 449, 457 
 Oleic acid, 222T 
 Olestra, 237 
 Oligomycin, 418, 440 
 Oligonucleotides, 59 
 Oligonucleotide probes, 60–61 
 Oligopeptides, 94, 268 
 Oligosaccharides, 295, 299–300.  See also   N- Linked 

oligosaccharides 
  O -Linked oligosaccharides, 299–300 
 Omega-3 fatty acids, 222–223 
 Omega-6 fatty acids, 222 
 OMIM (Online Mendelian Inheritance in Man), 63 
 OmpF protein, 247F 
 OmpX protein, 232F 
 Oncogenes, 280, 544 
 Online Mendelian Inheritance in Man (OMIM), 63 
 Open channels, 245 
 Open reading frames (ORFs), 68 
 Operons, 562, 570–571 
 Oral contraceptives, 282 
 Oral rehydration therapy (ORT), 333 
 Ordered mechanism reactions, 199 
 ORFs (open reading frames), 68 
 Organelles, 2F, 32 
 Organic chemistry, 3 
 Organisms, 3.  See also  Cells 

 entropy, 14 
 levels of organization in, 2F 
 transgenic, 79 

 Organs, 2F 
 Organ specialization, 510–512 
 Orientation effects, on enzymes, 173 
 Ornithine, in urea cycle, 500F, 501F 
 Ornithine transcarbamoylase, in urea cycle, 500F 
 Orotidine-5’-monophosphate decarboxylase, rate 

enhancement, 160T 
 Orphan genes, 68 
 ORT (oral rehydration therapy), 333 
  Oryza sativa,   see  Rice 
 Osmolarity, 48 
 Osmosis, aquaporins and, 250 
 Osteoclasts, 263 
 Osteogenesis imperfecta, 144 
 Ouabain, 263 
 Outer membrane, 399F 
 Ovalbumin, 577F 
 Oxaloacetate, 353 

 amino acid synthesis from, 481 
 in C 4  pathway, 434 
 in citric acid cycle, 375F, 376–378, 380, 383, 384F, 

385F, 387F 
 in fatty acid synthesis, 454F 
 in gluconeogenesis, 355F, 356 
 metabolic roles, 315F 
 from pyruvate, 350F 
 standard reduction potential, 396T 
 in urea cycle, 501F 

 Oxidant, 395 
 Oxidation, 14, 316 
 Oxidation-reduction reactions, 316–317 

 bisubstrate, 198 
 thermodynamics of, 395–399 

 Oxidative phosphorylation, 317, 394–415.  See also  
Mitochondria 

 ATP synthase, 410–414 
 chemiosmosis, 395, 408–410, 431 
 and citric acid cycle, 380–381 
 Complex I, 401–403, 408, 412 
 Complex II, 403, 404F 
 Complex III, 403–406, 408, 412 
 Complex IV, 406–408, 412 
 Complex V, 410–414 
 context, 395F 
 and mitochondrial electron transport, 399–401 
 redox reaction thermodynamics, 395–399 
 regulation, 412 
 stoichiometric considerations, 412 

 Oxidizing agents, 395 
 Oxidoreductases, reaction type catalyzed, 161T 
 8-Oxoguanine, 546 
 Oxyanion hole, 172 
 Oxygen: 

 cyanobacteria and atmospheric level of, 421 
 diffusion through bilayers, 32 
 electronegativity of, 27T 
 as element found in biological molecules, 3F 
 from photosynthesis, 420 
 reduction potential of, 398F 

 Oxygen binding, 122–133 
 hemoglobin, 124–132 
 myoglobin, 123–125 

 Oxygen-binding curves: 
 hemoglobin, 127F 
 myoglobin, 124F 

 Oxygen cycle, photosynthesis and, 421 
 Oxygen-evolving complex, of Photosystem II, 426–427, 

431 
 Oxygen pressure at 50% saturation ( p  50 ), 123 
 Oxyhemoglobin, 128–132 

   P 
  p  50  (oxygen pressure at 50% saturation), 123 
 P700, 429 
 Paclitaxel, 154 
 Palindromic DNA, 75 
 Palmitate, 221, 224F 
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 Palmitic acid, 6, 222T 
 Palmitoleate, 457 
 Palmitoleic acid, 222T 
 Palmitoylation, 232–233 
 Pancreatic  �  cells, 515–518, 522 
 Pancreatic islet cell transplants, 522 
 Pancreatic juice, pH of, 35T 
 Pandinin 2 peptide, 117 
 Pantothenate, 453F, 457 
 Pantothenic acid, 321T 
 Papain, 185 
 Parallel  �  sheets, 97–99 
 Paramecium, 18F 
 Parkinson’s disease, 105, 486 
 Partial pressure of oxygen ( p O 2 ), 123 
 Passive transport, 246–252 
 Passive transporters, 245 
 Pasteur, L., 351, 381 
 Pasteur effect, 381 
 P-ATPases, 410, 411 
 Pauling, L., 97, 130, 171 
 Pause sites, in DNA, 576 
 PCNA (proliferating cell nuclear antigen), 537F 
 PCR (polymerase chain reaction), 73–75 
 Peanuts, 118–119 
 Peanut oil, 237 
 Peas, Mendel’s experiments with, 52 
 Pectin, 297 
 Pellagra, 321T, 322 
 Penicillin G, 303 
 Pentoses, 291, 293 
 Pentose phosphate pathway, 361–364 
 Peptidase, 161 
 Peptides, 94, 112F 
 Peptide bonds, 8, 92–94, 96–97, 159 
 Peptide hormones, 519 
 Peptidoglycan, 302 
 Peptidyl site (P site), ribosomes, 598, 603, 605 
 Peptidyl transferase, 603–605 
 Peripheral membrane proteins, 231 
 Permeases, 245 
 Pernicious anemia, 450 
 Peroxisomes, 450–453 
 Perutz, M., 128 
 PET (positron emission tomography) scan, 512 
 pGEM-3Z, 76–77 
 P-glycoprotein, 253–254 
 pH: 

 defi ned, 36 
 and Henderson-Hasselbalch equation, 37–40 
 of oceans, 35 
 physiological, 36 
 and p K,  37–40 
relationship with H�, 35F
 of selected biological fl uids, 35T 

 Phagocytes, 394 
 Pharmaceuticals.  See also  Drugs 

 development of, 200–201 
 effectiveness of, 188 
 fl uorine in, 28 

 Pharmacokinetics, of drugs, 201 
 Phenol, p K,  38T 
 Phenylalanine: 

 catabolism, 496–497 
 essential amino acid, 321T, 481T 
 genetic code, 63T, 591T 
 glucogenic/ketogenic amino acid, 494T 
 hydrophobic amino acid, 89 
 hydrophobicity, 101T 
 structure and abbreviations, 90F 
 synthesis, 483–485 

 Phenylalanine hydroxylase, 526–527 
 Phenylisothiocyanate (PITC), 111F 
 Phenylketonuria (PKU), 497–498, 506–507 
 PheRS, 594T 
 Phorbol esters, 287 
 Phosphatases, 274, 463F 
 Phosphate: 

 formation by laboratory synthesis, 15 
 p K,  38T 

 Phosphate-buffered saline, 42 
 Phosphate hydrolysis, standard free energy change for, 

328T 
 Phosphatidate: 

 in phospholipid synthesis, 464–465 
 in triacylglycerol synthesis, 463F 

 Phosphatidylcholine, 223 
 in outer leafl et of membrane, 230 
 synthesis, 464F 

 Phosphatidylethanolamine, 223 
 phosphatidylserine synthesized from, 465F 
 synthesis, 464F 

 Phosphatidylinositol, 237, 265 
 in eicosanoid synthesis, 282 
 synthesis, 465F 

 Phosphatidylinositol bisphosphate, in phosphoinositide 
signaling pathway, 276, 277 

 Phosphatidylserine, 223, 238 
 in inner leafl et of membrane, 230 
 synthesis, 465F 

 Phosphoanhydride bonds, 326–327 
 Phosphocholine, 224F, 464F 
 Phosphocreatine, 328 
 Phosphodiesters, functional group, 4T 
 Phosphodiesterase, in switching off signaling 

pathways, 274 
 Phosphodiester bonds, 8, 56 
 Phosphoenolpyruvate: 

 in amino acid synthesis, 484 
 in C 4  pathway, 434 
 feedback inhibitor of phosphofructokinase, 210F 
 in gluconeogenesis, 355–356 
 in glycolysis, 340F, 348 

 Phosphoenolpyruvate carboxylase, 441 
 in C 4  pathway, 434 
 in gluconeogenesis, 355–356 

 Phosphoester linkage, 4T 
 Phosphoethanolamine, 464F 
 Phosphofructokinase, 360, 365 

 allosteric regulation, 209–211 
 in gluconeogenesis, 355F, 356–357 
 in glycolysis, 340F, 342–343 

 Phosphofructokinase-2, 343 
 Phosphoglucomutase: 

 in glycogenolysis, 359 
 in starch synthesis, 436–437 

 6-Phosphogluconate, in pentose phosphate pathway, 
361–362 

 6-Phosphogluconate dehydrogenase, in pentose 
phosphate pathway, 362 

 6-Phosphogluconolactonase, in pentose phosphate 
pathway, 361 

 6-Phosphoglucono- � -lactone, in pentose phosphate 
pathway, 361 

 Phosphoglucose isomerase: 
 in gluconeogenesis, 355F, 356 
 in glycolysis, 340F, 341–342 

 2-Phosphoglycerate: 
 in gluconeogenesis, 355F 
 in glycolysis, 340F, 347 

 3-Phosphoglycerate: 
 in Calvin cycle, 435 
 in gluconeogenesis, 355F 
 in glycolysis, 340F, 346–347 
 in rubisco, 432F, 433 
 serine synthesis from, 482 

 Phosphoglycerate kinase, 88F, 366 
 in Calvin cycle, 435 
 in gluconeogenesis, 355F, 356 
 in glycolysis, 340F, 346–347 

 Phosphoglycerate mutase: 
 in gluconeogenesis, 355F 
 in glycolysis, 340F, 347 

 Phosphoglycohydroxamate, 205 
 Phosphoinositide signaling pathway, 276–277 
 Phosphoinositide signaling system, 280 
 Phospholipase, 465 
 Phospholipase A 2 , in eicosanoid synthesis, 282 
 Phospholipase C, in phosphoinositide signaling pathway, 

276, 277 

 Phospholipids: 
 handling by lipoproteins, 443 
 synthesis, 464–465 

 5-Phosphoribosyl pyrophosphate: 
 amino acid synthesis from, 485–486 
 in purine nucleotide synthesis, 488–489 
 in pyrimidine nucleotide synthesis, 489–490 

 Phosphoric acid, p K,  38T 
 Phosphoric acid esters,: 

 functional group, 4T 
 phosphorolysis, 333 

 Phosphorus, as element found in biological 
molecules, 3F 

 Phosphorylase kinase, 94T, 360, 526 
 Phosphorylated compounds, as energy currency, 

328–330 
 Phosphorylation, of protein kinase A, 274 
 Phosphoryl group, 4T 
 Photoautotrophs, 309 
 Photoexcited molecules, 423F, 424 
 Photons, 422 
 Photooxidation, 424, 427 
 Photophosphorylation, 431F, 440 
 Photoreceptors, 422–424 
 Photorespiration, 433–434 
 Photosensors, in photosynthetic organisms, 425 
 Photosynthesis, 420–438.  See also  Chloroplasts 

 and C 4  pathway, 433–434 
 and Calvin cycle, 434–436 
 carbon fi xation regulation, 436 
 context, 421F 
 dark reactions, 432–438 
 and light absorption by pigments, 422–424 
 light-harvesting complexes, 424–425 
 light reactions, 425–431 
 oxygen-evolving complex, 426–427, 431 
 photophosphorylation, 431F 
 and photorespiration, 433–434 
 Photosystem I, 428–431 
 Photosystem II, 425–428 
 quantum yield, 436 
 rubisco catalysis of carbon fi xation, 432–433 
 thermodynamics, 13–14 

 Photosynthetic bacteria: 
 citric acid cycle, 383 
 photosynthesis in, 421F, 425 

 Photosynthetic organisms, 13, 16, 421 
 Photosystem I, 428–431 
 Photosystem II, 425–428 
 Phycocyanin, 423F 
 Phylloquinone, 226 
 Phytanate, 453, 471 
 Phytanic acid, 237–238 
 Phytol, 237–238 
 pI (isoelectric point), 110 
 Pig, insulin, 88F 
 Pigments, 422–424 
 Ping pong mechanism reactions, 199 
 PITC (phenylisothiocyanate), 111F 
 p K:  

 defi ned, 37 
 ionizable groups in polypeptides, 93T 
 and pH, 37–40 
 of polyprotic acids, 37 
 selected acids, 38T 

 PKU,  see  Phenylketonuria 
 Placebo effect, 201 
 Planck’s law, 422 
 Plants: 

 aromatic amino acid synthesis, 483–485 
 citric acid cycle, 379, 383 
 evolution, 18F, 421 
 genome size and gene number of selected, 66T 
 nitrogen fi xation, 476 
 oxygen production in, 420 
 photosynthesis in, 422–425 
 polysaccharides of, 297 
 starch synthesis in, 359 
 thymidylate synthase, 492 
 transgenic, 79 
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 Plasma membranes, 256–259, 317.  See also  Lipid 
bilayers; Membranes 

 Plasmids, 76–77 
  Plasmodium falciparum,  130 
 Plastocyanin, 88F, 428, 430F 
 Plastoquinol, 426, 428, 430 
 Plastoquinone, 426, 428, 439 
  Pneumococcus,  81 
  p O 2  (partial pressure of oxygen), 123 
 Point mutation, 546 
 Polar amino acids, 90–91 
 Polar molecules, 25 

 diffusion through vesicles prevented, 32 
 electrostatic interactions, 27–28 

 PolyA, self-replication of primitive RNA and, 16F 
 Poly(A)-binding protein, 577F 
 Polyacrylamide gel electrophoresis, 110 
 Polyadenylate tail, 576 
 Poly(A) tail, 576 
 Polyglutamine diseases, 616 
 Polymers, 7 
 Polymerases, 59 
 Polymerase chain reaction (PCR), 73–75 
 Polymerization, 6–7 

 amino acids, 92–94 
 in laboratory synthesis, 15–16 

 Polymer synthesis, enzymes in, 14 
 Polynucleotides, 53 
 Polypeptides, 7, 89.  See also  Proteins; Protein 

synthesis 
 formation by laboratory synthesis, 15–16 
 number of possible amino acid sequences, 95 
 takeup of digested, 312 

 Polypeptide backbone, 93, 96–97 
 Polyproteins, 206 
 Polyprotic acid, 37 
 Polysaccharides, 294–299 

 about, 9 
 functions summarized, 10T 
 in meals, 309 

 Polysomes, 606 
 PolyU, self-replication of primitive RNA 

and, 16F 
 Poplar, plastocyanin from, 88F, 428F 
 P:O ratio, 412–414 
 Porcine elastase, 175T 
 Pores, 245, 248 
 Porins, 246–247, 250, 251F, 399 
 Portal vein, 310 
 Positive effectors, 211 
 Positron emission tomography (PET) scan, 512 
 Post-translational events: 

 molecular chaperones, 608–609 
 post-translational modifi cation, 611 
 signal recognition particles, 609–610 

 Post-translational modifi cation (processing), 562, 
608–611 

 Potassium: 
 concentration in intra- and extracellular fl uids, 

32F, 242 
 distribution in animal cells, 242F 
 as element found in biological molecules, 3F 
membrane potential, 242
permeability to, in K� channels, 247–248
in sweat, 33

Potassium (K�) channels:
 inactivation of, 249 
 in nerve impulse propagation, 244F 
 permeability of potassium vs. sodium, 247–248 
 selectivity fi lters of, 248F 
 as transporters, 243–246 

 PP1 (protein phosphatase 1), 217 
 Prebiotic world, 14–16 
 Prenylation, 233 
 Primary structure, of proteins, 95–96 
 Primase, 535–536, 538 
 Primates, fetal hemoglobin, 126 
 Primer, 72, 535, 538F 
 Pro,  see  Proline 
 Probes, 60–61 
 Processing, 608, 611 

 and protein folding, 104–108 
 RNA transcripts, 562 

 Processive enzymes: 
 DNA polymerases, 537 
 kinesin, 150 

 Products, of enzyme-catalyzed reactions, 160–161 
 Proelastase, 176 
 Profl avin, 558 
 Progeria, 407 
 Progestin, 282 
 Programmed cell death,  see  Apoptosis 
 Proinsulin, signal sequence, 610 
 Prokaryotes: 

 biofi lms of, 298–299 
 cellular oxidation-reduction reactions, 317 
 citric acid cycle in, 371, 383 
 coordinated gene expression, 570–571 
 DNA-binding proteins, 567 
 evolution, 16, 18F 
 in extreme conditions, 25 
 gene number and complexity, 67 
 gene transcription rate, 567–569 
 recombination repair, 551 
 ribosomes, 597 
 rRNA processing, 582 
 signal recognition panicle, 609–610 
 signal transduction in, 267 
 transcription, 562, 573 
 transcription elongation in, 573 
 transcription termination in, 574–575 
 translation factors of, 602T 
 translation in, 576 
 tRNA initiation, 599 
 tRNA splicing in, 583 

 Proliferating cell nuclear antigen (PCNA), 537F 
 Proline: 

 catabolism, 495 
 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 glutamate as precursor, 384 
 as helix disrupter, 117 
 hydrophobic amino acid, 89 
 hydrophobicity, 101T 
 nonessential amino acid, 481T 
 structure and abbreviations, 90F 
 synthesis, 482 

 Promotors, 564–565, 574 
 Proofreading: 

 by aminoacyl-tRNA synthetase enzymes, 594 
 by DNA polymerases, 538 
 by RNA polymerases, 573 

 1-Propanol, dielectric constant for, 29T 
 Propionyl-CoA, catabolism, 450, 451F–452F 
 Propionyl-CoA carboxylase, in  �  oxidation of odd-chain 

fatty acids, 450, 451F 
 ProRS, 594T 
 Prostaglandins, 283 
 Prosthetic groups, 122, 165F 
 Proteases, 161 

 in amino acid sequencing, 111 
 digestion by, 309 

 Protease inhibitors, 178, 179 
 Proteasomes, 313–314 
 Proteins.  See also  Amino acids; Enzymes; Membrane 

proteins; Polypeptides 
 about, 7–8 
 amino acid sequencing, 95–96 
 amino acid storage as, 312 
 analyzing structures of, 108–114 
 as chains of amino acids, 89–96 
 composition of selected, 94T 
 covalent modifi cation, 106F 
 crystals, 113F 
 degrading unneeded, 313–314 
 dietary intake, 520 
 encoding of, 61–65 
 functions summarized, 10T 
 identifying, with mass spectrometry, 113 
 intrinsically unstructured, 104, 106 
 in meals, 309 
 motor, 144–150 

 multiple forms derived from single gene, 562 
 native structure, 104 
 oxygen-binding, 122–133 
 percentage in lipoproteins, 443T 
 primary structure, 95–96 
 quaternary structure, 95F, 96, 107–108 
 roles of, 88 
 secondary structure, 95F, 96–99 
 in signal transduction, 267 
 stabilization, 102–104 
 structural, 133–143 
 tertiary structure, 95F, 96, 99–107 

 Proteinase, 161 
 Protein folding, 101F, 102–108 

 errors in associated with disease, 105–106 
 role of molecular chaperones, 608–609 

 Protein kinase A, 273–275, 518 
 Protein kinase C, 276–277 
 Protein phosphatase 1 (PP1), 217 
 Protein synthesis, 590–612.  See also  Transcription; 

Translation 
 inhibition by antibiotics, 604–605 
 post-translational events, 608–611 
 and ribosome structure, 596–598 
 translation, 599–607 
 tRNA aminoacylation, 592–596 

 Proteoglycans, 301–302 
 Proteolysis, 611 
 Proteomes, 319 
 Proteomics, 319 
 Prothrombin, 178 
 Protofi laments, 136 
 Proton gradient, 409–410 
 Proton jumping, 34, 34F 
 Protonmotive force, 408 
 Proton wires, 403, 407 
 Proto-oncogenes, 544 
 Protozoa, thymidylate synthase, 492 
 Proximity effects, on enzymes, 173 
 Prozac (fl uoxetine), 28, 258, 416 
  Pseudomonas aeruginosa,  261–262, 299F 
 P site, ribosomes,  see  Peptidyl site, ribosomes 
  Pst 1, 75T 
 P-type ATPases, 253 
 Pumps, 245, 254F 
 Purine, 53 
 Purine nucleotides, 53, 54T 

 degradation of, 492–493 
 glutamine as precursor, 384 
 synthesis from amino acids, 488–489 
 synthesis from digested food, 312 

 Purine nucleotide cycle, 392 
 Puromycin, 604 
 Purple nonsulfur bacteria, 332 
 Pyridoxal-5�-phosphate, 478 
 Pyridoxine, 321T, 478 
 Pyrimidine, 53 
 Pyrimidine nucleotides, 53, 54T 

 degradation of, 492–493 
 glutamine as precursor, 384 
 synthesis from amino acids, 489–490 
 synthesis from digested food, 312 

  Pyrococcus furiosus,  DNA polymerase used in PCR kits, 73 
  Pyrolobus fumarii,  25 
 Pyrophosphate, 72 
 Pyrophosphoryl group, 4T 
 Pyrosequencing, 71–72 
 Pyrrolysine, 595–596 
 Pyruvate, 161, 162 

 amino acid synthesis from, 478, 483 
 anaplerotic reactions, 385, 387–388 
 in  �  oxidation of odd-chain fatty acids, 451F 
 in C 4  pathway, 434 
 in citric acid cycle, 372–374, 384–385, 387 
 conversion to alanine in glucose–alanine 

cycle, 514 
 ethanol from, 350F, 351 
 in gluconeogenesis, 355–356 
 in glycolysis, 340F, 348–349 
 lactate synthesis from, 350–351 
 as metabolic precursor, 353 
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 metabolic roles, 315 
 oxidation, 351 
 standard reduction potential, 396T 

 Pyruvate carboxylase, 353, 387 
 in fermentation, 351 
 in gluconeogenesis, 355–356 

 Pyruvate carboxylase defi ciency, 525 
 Pyruvate decarboxylase, 161 

 anaplerotic reaction, 385, 387 
 composition, 94T 

 Pyruvate dehydrogenase, 372–374, 451F 
 Pyruvate kinase, in glycolysis, 340F, 348–349 
 PYY (oligopeptide), 518T, 519 

  Q
Q, see Ubiquinone
 Q cycle, 404, 405F, 406 
 QH 2 ,  see  Ubiquinol 
 Qualitative PCR (qPCR), 73, 75 
 Quantum yield, of photosynthesis, 436 
 Quaternary structure: 

 hemoglobin, 107, 108F 
 of proteins, 95F, 96 

 Quinone, in fatty acid  �  oxidation, 448 
 Quorum sensing, in bacteria, 268 

   R 
  R  (gas constant), 242 
  R. oligosporus,  307 
 Raffi nose, 306 
 Rafts (membrane), 229, 233, 234 
 Random mechanism reactions, 199 
 Ras, 279–280, 288 
 Rate constant ( k ) ,  191 
 Rate-determining reaction, 343 
 Rate equation, 191–194 
 Rate of reaction, 12, 195 
 Rational drug design, 200–201, 206 
 R conformational state, of hemoglobin, 129 
 Reactants, 159 
 Reaction centers, 424–425 
 Reaction coordinate, 162–163, 168F 
 Reaction specifi city, 160 
 Reaction velocity ( v ) ,  189–190 
 Reading frames, 68, 591F 
 Real-time PCR, 73, 75 
 RecA ( E. coli  recombination repair protein), 551, 551F, 552 
 Receptors: 

 as activators of G protein, 272–273 
 in signaling pathways, 267 
 types of, 269–270 

 Receptor–ligand binding, 267–269 
 Receptor tyrosine kinases, 270 
 Recombinant DNA, 76–77 
 Recombination, DNA repair by, 551–552 
 Red blood cells, 235, 301 

 carbohydrates on surface of, 300, 301 
 electron micrograph of surface, 235F 
 erythropoietin and production of, 126 
 globin synthesis in immature, 616 
 glucose for, 354, 510 
 glucose transporter, 251F 

 Redox centers, 401 
 Redox reactions, 395–399 
 Red tide, 439 
 Reduced cofactors, as energy currency, 330 
 Reducing agents, 395 
 Reducing sugars, 293 
 Reductant, 395 
 Reduction, 13, 316 
 Reductionism, 2 
 Reduction potential (�), 396–399 
 Refsum’s disease, 453, 471 
 Regular secondary structure, proteins, 98–99 
 Release factors, 606 
 Renaturation: 

 DNA, 59–61 
 proteins, 104–106 

 Repetitive DNA, 67 
 Replication, 530–543.  See also  DNA polymerases 

 and DNA supercoiling, 530–532 

 factory model of, 533 
 helicases, 533–534 
 inhibition by antibiotics, 604–605 
 of lagging strand, 538–539 
 of living organisms, 14 
 obstacles to, 534–536 
 packaging after, 552–554 
 proofreading of newly synthesized DNA, 537–538 
 and protein encoding, 61–62 
 semiconservative nature of, 530 
 spatial separation of transcription and replication, 

563F, 576 
 and telomerase, 530–543 
 transcription vs., 562 

 Replication fork, 533, 536F 
 Repolarization, 243, 244F 
 Repressors, 567, 569 
 Residues, 7, 56, 92, 125 
 Resistin, 518T, 519, 523 
 Respiration, 399–401, 412–414 
 Respiratory acidosis, 44 
 Respiratory alkalosis, 44 
 Restriction digests, 75, 75T 
 Restriction endonucleases, 75 
 Restriction enzymes, 75, 85 
 Restriction Enzyme Database, 75T 
 Restriction fragments, 75, 75T 
 Retinal, 225 
 Retinoate (retinoic acid), 281 
 Retinoblastoma, 544 
 Retinoic acid (retinoate), 281 
 Retinol, 225 
 Reverse transcriptase, 578 

 composition, 94T 
 and HIV, 541–542 
 and telomerase, 540 

 RF-1, 602T, 606 
 RF-2, 602T, 606 
 RF-3, 606 
 R group, 89 
 Rhamnose, 297 
 Rho (helicase), 574 
  Rhodopseudomonas acidophila,  light-harvesting 

complex, 424F 
 Ribofl avin, 321T 
 Ribonuclease, 118, 615 
 Ribonuclease P (RNase P), 582, 583, 588–589 
 Ribonucleic acid,  see  RNA 
 Ribonucleotide reductase, 294, 362–363 
 Ribose, 53, 291, 294, 305 
 Ribose-1-phosphate, 493 
 Ribose-5-phosphate: 

 conversion of digested glucose-6-phosphate to, 312 
 in pentose phosphate pathway, 362 
 in purine nucleotide synthesis, 488–489 

 Ribose phosphate pyrophosphokinase, 488 
 Ribosomal inactivating proteins, 613 
 Ribosomal RNA,  see  rRNA 
 Ribosomes, 591 

 elongation cycle, 605F 
 highly conserved, 610 
 nuclear magnetic resonance spectroscopy of, 114 
 nucleic acids as scaffolding, 10 
 proofreading by, 602–603 
 and protein encoding, 62 
 structure, 596–598 

 Ribosome recycling factors, 606 
 Ribozymes, 159, 577, 582–583 
 Ribulose-1,5-bisphosphate: 

 in Calvin cycle, 435 
 in rubisco, 432F, 433 

 Ribulose bisphosphate carboxylase, composition, 94T 
 Ribulose-5-phosphate: 

 in Calvin cycle, 435 
 in pentose phosphate pathway, 362 
 in rubisco, 435 

 Ribulose-5-phosphate isomerase, in pentose phosphate 
pathway, 362 

 Rice: 
 genetically modifi ed, 79 
 genome size and gene number, 66T 

 repetitive DNA in, 67 
 thiamine and polished (huskless), 322 

 Rickets, 226, 321T 
 Rieske iron-sulfur protein: 

 in cytochrome  b  6 f complex, 428 
 in cytochrome  bc  1  complex, 404 

 Rifampicin, 586 
  Riftia pachyptila,  155 
 RISC (RNA-induced silencing complex), 581 
 Ritonavir, 207 
 RNA, 53.  See also  mRNA; Ribosomes; Transcription; tRNA 

 about, 8 
 ball-and-stick model, 9F 
 catalytic, 583 
 conformational freedom, 59 
 DNA coding for, 67 
 evolution, 14 
 hydrogen bonding in, 27 
 nonstandard base pairs, 582 
 polymerization of nucleotides into, 16 
 self-replication of primitive, 16, 16F 
 structure, 59 
 versatile nature of, 582–583 

 RNA–DNA hybrid helix, 59F 
 RNA-induced silencing complex (RISC), 581 
 RNA interference (RNAi), 83, 580–581 
 RNA polymerase, 562, 571–575 

 active site of, 571 
 backtracking RNA, 573F 
 in Cockayne syndrome, 549 
 as processive enzyme, 573 
 transcript elongation, 573–574 
 in transcription, 571–575 
 and transcription factors, 566F 
 and transcription initiation, 563 
 in transcription termination, 574–575 
 and yeast Mediator, 569F 

 RNA polymerase I, 571 
 RNA polymerase II, 566, 571 
 RNA polymerase III, 582 
 RNase A, 183–184 
 RNase H, 538–539 
 RNase P,  see  Ribonuclease P 
 RNA transcripts, 562, 576–584.  See also  mRNA 
 RNA transcription,  see  Transcription 
 RNA world, 583 
 Rofecoxib, 201 
 Root nodules, 476F 
 Rosiglitazone, 523, 523T 
 Roundup (glyphosate), 484, 504 
 rRNA, 62, 562 

 mitochondrial, 400 
 and protein encoding, 62 
 in ribosome function, 596–598 
 and translation termination, 606 
 and tRNA processing, 581–583 

 Rubisco, 432–433 
 Rubredoxin, composition, 94T 
 Rudder (protein loop), 573 
 Runners, 33, 329 

   S 
  S  (entropy), 10–11, 14, 30 
  �  S,  (entropy change), 10–11 
  Saccharomyces cerevisiae,   see  Yeast 
 Saline, phosphate-buffered, 42 
 Saliva, pH of, 35T 
 Salivary glands, aquaporins in, 250 
 Salix alba bark, as pain and fever reliever, 283 
 Salvage pathways, of nucleotides, 492–493 
 Sanger, F., 70 
 Saquinavir, 206, 207 
 Sarin, 183 
 Saturated enzyme (with substrate), 190 
 Saturated fatty acids, 222T 

 in atherosclerosis of diets rich in, 443 
 defi ned, 221 
 desaturation, 457 
 and heart disease, 458 

 Saturation, myoglobin with oxygen, 123 
 Saturation kinetics, 190 
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  Sau I, 75T 
 SBPase (sedoheptulose bisphosphatase), 440 
 SCARMD (severe childhood autosomal recessive 

muscular dystrophy), 117 
 Schiff bases, 167–168, 478 
 SCID (severe combined immunodefi ciency), 79–80 
 Scissile bonds, 169 
 Scurvy, 141, 156, 321T, 322 
 SDS,  see  Sodium dodecyl sulfate 
 SDS-PAGE (sodium dodecyl sulfate polyacrylamide gel 

electrophoresis), 110 
 Sec61, 610F 
 Secondary structure, of proteins, 95F, 96–99 
 Second law of thermodynamics, 11–12 
 Second messengers, 270, 276–277 
 Second-order reactions, 191–192 
 Secretory proteins, 611F 
 Sedoheptulose bisphosphatase (SBPase), 440 
 Seed storage proteins, 119 
 Selection, 76 
 Selective serotonin reuptake inhibitors (SSRIs), 258 
 Selenocysteine, 595 
 Semiconservative replication, of DNA, 530 
 Serine: 

 catabolism, 495 
 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 groups capable of acting as covalent catalysts, 168F 
 hydrophobicity, 101T 
 nonessential amino acid, 481T 
 polar amino acid, 90, 90F, 91 
 sphingosine derived from, 224F 
 synthesis, 482 

 Serine hydroxymethyltransferase, 492 
 Serine proteases, 169 

 catalytic mechanism, 170F 
 and evolution, 174–175 
 percent sequence identity among, 175T 

 Serotonin, 258, 486 
 SerRS, 594T 
 Ser/Thr kinases, 274, 276 
 Sertraline, 258 
 Serum glutamate-oxaloacetate transaminase 

(SGOT), 480 
 Serum glutamate-pyruvate transaminase (SGPT), 480 
 Severe childhood autosomal recessive muscular dystrophy 

(SCARMD), 117 
 Severe combined immunodefi ciency (SCID), 79–80 
 Severing proteins, 135 
 SGOT (serum glutamate-oxaloacetate transaminase), 

480 
 SGPT (serum glutamate-pyruvate transaminase), 480 
 Shine-Dalgarno sequence, 599F 
 Short interfering RNAs,  see  Small interfering RNAs 
 Shotgun DNA sequencing, 72 
 Sickle-cell anemia, 130 
 Sickle-cell hemoglobin, 130F 
 Signaling pathways, 266–285 

 and aspirin, 283–284 
 in bacteria, 268 
 and cancer, 280 
 effects of, 270–271 
 features of, 267–271 
 G protein, 271–277 
 in lipid hormones, 281–284 
 and receptor tyrosine kinases, 277–280 
 switching off, 275–276 

 Signal peptidase, 610F 
 Signal peptides, 609–611 
 Signal recognition particles, 609–610 
 Signal transduction, 267 
 Silencers, 554, 566–569 
 Silent chromatin, 564T 
 Silkworm polysome, 607F 
 Singer, S. J., 234 
 Single-nucleotide polymorphisms (SNPs), 69 
 Single-strand binding protein, 534, 536 
 Single-stranded DNA, conversion of double stranded 

into, 533–534 
 Single-stranded nucleic acids, 60 

 siRNAs (small interfering RNAs), 562T, 580–581 
 Site-directed mutagenesis, 77–78, 171 
 Size-exclusion chromatography, 108, 109F 
 Skin, keratins, 138 
 Skin cancer,  see  Melanoma 
 Skunk cabbage, 418 
 Sleep disorders, melatonin for treatment of, 487 
 Small interfering RNAs (siRNAs), 562T, 580–581 
 Small nuclear RNAs (snRNAs), 562T, 577 
 Small nucleolar RNA molecules (snoRNAs), 562T, 582 
 Small ubiquitin-like modifi er protein (SUMO), 611 
 Smoking: 

 atherosclerosis risk increased, 443 
 and cancer, 544 

 SNAREs (soluble  N- ethylmaleimide-sensitive-factor 
attachment protein receptor), 256–259 

 snoRNAs (small nucleolar RNA molecules), 562T, 582 
 SNPs (single-nucleotide polymorphisms), 69 
 snRNAs (small nuclear RNAs), 562T, 577 
 Sodium: 

 concentration in intra- and extracellular fl uids, 
32F, 242 

 distribution in animal cells, 242F 
as element found in biological molecules, 3F
permeability to, in K� channels, 247–248
regulation of, by CFTR, 65
solvated, 29F
in sweat, 33

Sodium (Na�) channels:
 active transport, 252–255 
 and anesthetics, 257 
 conformational changes, 248–249 
 in nerve impulse propagation, 244F 
 as transporters, 243–246 

 Sodium chloride dissolution, 29 
 Sodium dodecyl sulfate (SDS), 47, 110, 118 
 Sodium dodecyl sulfate polyacrylamide gel 

electrophoresis (SDS-PAGE), 110 
 Sodium hydroxide, 36 
 Solubility, in water, 24 
 Soluble  N- ethylmaleimide-sensitive-factor attachment 

protein receptor (SNAREs), 256–259 
 Solute, 29 
 Solvated ions, 29 
 Solvents, water as, 29–30 
 Sorbitol, in cataract development in diabetes, 306, 

522–523 
 Sp1 (protein), 585 
 Specifi city pockets, 175F 
 Spectrin, 118 
 Sperm whale, myoglobin in muscles of, 123 
 Sphingolipids: 

 in bilayers, 224, 227 
 in membrane rafts, 229 
 in outer leafl et of membrane, 230 
 in phosphoinositide signaling pathway, 277 
 on surface of red blood cells, 301 
 synthesis, 465 

 Sphingomyelins, 224 
 in myelin sheath, 243 
 in phosphoinositide signaling pathway, 277 

 Sphingosine, 224, 224F, 277 
 Sphingosine-1-phosphate, 277, 288–289 
 Spina bifi da, folate and, 482 
 Spinach, rubisco, 433F 
 Spliceosome, 577–578, 610 
 Splicing: 

 mRNA, 64, 562 
 in transcription, 576–579 
 tRNA, 583 

 Spontaneous reactions, 11–12 
 Sports drinks, 33 
 Squalene, in cholesterol synthesis, 466 
 SSRIs (selective serotonin reuptake inhibitors), 258 
 Stacking interactions, 59 
 Stahl, E., 530 
 Standard conditions, 324 
Standard free energy change of reaction (�G °�), 

323–325, 328T
Standard reduction potential (�°�), 396T, 397

 Staphylococcal nuclease: 
  k  cat , 195T 
 rate enhancement, 160T 

  Staphylococcus aureus,  302, 303 
 Starch, 9F 

 digestion, 309, 312 
 glycosidic bonds in, 296 
 photosynthesis, 436–438 

 Starch synthase, 437 
 Starvation, 312, 520–521, 523 
 Statins, 467, 467F 
 Stationary phase, in chromatography, 108 
 Steady state, 193 
 Stearate, 221 
 Stearic acid, 222T 
 Stereocilia, 147 
 Steroid hormones: 

 cholesterol as precursor, 225 
 signaling in, 281–284 

 Steroisomerism, of carbohydrates, 291–292 
 Sticky ends, 75 
 Stimuli, as signals for cells, 267 
 Stomach, digestion in, 309 
 Stomata, 433 
 Stop codons, 68, 591, 606 
 Streptavidin, crystal, 113F 
  Streptococcus pneumoniae,  52 
  Streptomyces albus,  DNA melting temperature, 60T 
  Streptomyces lividans,  ion channels, 247F, 251 
 Streptomycin, 604 
 Stroke, 222, 443 
 Stroma, 422, 422F, 427, 431 
 Structural proteins, 133–143 

 actin, 133–134 
 collagen, 140–143 
 keratin, 138–140 
 microfi laments, 133–135 
 microtubules, 136–138 
 tubulin, 136–138 

 Structure-function relationship, 3 
 Subcutaneous fat, 521 
 Substrates, 160, 202 
 Substrate specifi city, 160, 175–176 
 Subtilisin, 175F, 215 
 Subunits, 107 
 Succinate: 

 in  �  oxidation of odd-chain fatty acids, 451F 
 in citric acid cycle, 375F, 379F, 384F, 386, 

387F, 395F 
 in ketone body catabolism, 462F 
 p K,  38T 
 standard reduction potential, 396T 

 Succinate dehydrogenase: 
 in  �  oxidation of odd-chain fatty acids, 451F 
 in citric acid cycle, 375F, 379–380 
 competitive inhibition, 203 
 as Complex II of oxidative phosphorylation, 395, 

403, 404F 
 mutations in, 382 

 Succinic acid, p K,  38T 
 Succinylcholine, 257 
 Succinyl-CoA: 

 in  �  oxidation of odd-chain fatty acids, 451F 
 in citric acid cycle, 375F, 378–379, 383, 384F, 387F 
 in ketone body catabolism, 462F 

 Succinyl-CoA synthetase: 
 in  �  oxidation of odd-chain fatty acids, 451F 
 in citric acid cycle, 375F, 378–379 
 mutations in, 382 

 Sucrose, 295 
 metabolism, 349 
 photosynthesis, 437–438 

 Sugars, 5.  See also  Glucose; Monosaccharides 
 Sugar-phosphate backbones, 57, 58F 
 Suicide substrates, 202 
 Sulfate, standard reduction potential, 396T 
 Sulfhydryl group, 4T 
 Sulfonamides, 504 
 Sulfonylureas, 523T 
 Sulfur reducing organisms, 383 
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 SUMO (small ubiquitin-like modifi er protein), 611 
 Sunlight, photosynthesis and, 422–425 
 Supercoiling, of DNA, 530–532, 552 
 Superoxide anion, 407, 546 
 Superoxide dismutase, 407 
 Surface tension, of water due to hydrogen bonding, 26 
 Sweat, 33 
 Symports, 251, 312 
 Synaptic cleft, 256F 
 Synaptic vesicles, 255, 256F, 258–259 
 Synechocystis PCC6803, genome size and number of 

genes, 66T 
 Szent-Györgyi, A., 380 

   T 
  T  m  (melting temperature), of DNA, 59–60 
 Tachystatin, 100F 
 TAFs (TBP-associated factors), 566 
 TAF1, 566, 567F 
 Tangier disease, 468 
 TATA-binding proteins, 565 
 TATA box, 565 
 Tatum, E., 497 
 Taurine, 503 
 Tautomerization, 348 
 Tautomers, 165 
 Taxol, 138, 154 
 TBP-associated factors (TAFs), 566 
 T conformational state, of hemoglobin, 129 
 TDP (thymidine diphosphate), 54T 
 Telomerase, 540–543 
 Telomeres, 540–543 
 Temperature, 11, 159 
 Termites, 298 
 Tertiary structure, of proteins, 95F, 96, 99–107 
 Testosterone, 225 
 Tetanus toxin, 264 
 Tetracosanoic acid, 222T 
 15-Tetracosenoic acid, 222T 
 Tetradecanoic acid, 222T 
 Tetrahedral intermediate, 170F 
 Tetrahydrofolate, 482, 482F 
 Tetroses, 291 
 TFIIA, 566 
 TFIIB, 566, 573 
 TFIID, 566, 574 
 TFIIE, 566 
 TFIIF, 566, 566F, 574 
 TFIIH, 566, 573, 574 
  � -Thalassemia, 79T, 616 
 Thalassemias, 130 
 Thalidomide, 89 
 Thermodynamics, 10–14 

 living systems and laws of, 1 
 of membrane transport, 242–246 
 oxidation-reduction reactions, 395–399 
 second law, 11–12 

 Thermolysin, 111F 
 Thermoproteus tenax, 369 
  Thermus aquaticus,  DNA polymerase of, 73, 538F 
  Thermus thermophilus,  ribosomal summits, 597F 
 Thiamine, 321T, 322, 388 
 Thiamine pyrophosphate, in pyruvate dehydrogenase 

complex, 372, 373F 
 Thiazolidinediones, 523, 523T 
 Thick fi laments, myosin, 145–146 
 Thin fi laments, myosin, 145–146 
 Thioesters, 330 
 Thiogalactoside transacetylase, in  lac  operon, 570 
 Thiols, functional group, 4T 
 Thiolase: 

 in cholesterol synthesis, 466F 
 in ketogenesis, 461F 
 in ketone body catabolism, 462F 

 Thiophenol, p K,  38T 
Thioredoxin, 440, 491
Thr, see Threonine
3� end, 56, 63T, 591T
3� Polyadenylation, 576
3�S 5� Exonuclease, 538

 Threonine: 
 catabolism, 495 
 essential amino acid, 321T, 481T 
 genetic code, 63T, 591T 
 glucogenic/ketogenic amino acid, 494T 
 hydrophobicity, 101T 
 polar amino acid, 90, 91 
 structure and abbreviations, 90F 
 synthesis, 483 

 Threonine deaminase, 504 
 Thrombin, 178 
 Thromboxane, 267T, 283 
 ThrRS, 594T 
 Thylakoid, 422 
 Thylakoid lumen, 422F, 427, 431 
 Thylakoid membrane, 439 
 Thymidine, 54T 
 Thymidine diphosphate (TDP), 54T 
 Thymidine monophosphate (TMP), 54T 
 Thymidine nucleotides, synthesis of, 491–492 
 Thymidine triphosphate (TTP), 54T 
 Thymidylate, 54T 
 Thymidylate synthase, 202, 491–492 
 Thymine, 54T.  See also  DNA 

 and Chargaff ’s rules, 53 
 as complement of A, 59 
 degradation of, 493 
 and DNA structure, 56–57, 59 
 as pyrimidine base, 53 

 Thyroglobulin, 281 
 Thyroxine, 281 
 Tissue plasminogen activator, 78T 
 Titration, 41F 
 T-loops, in DNA, 540, 543F 
 TMP (thymidine monophosphate), 54T 
 Tobacco, 443, 544 
  � -Tocopherol, 226 
 Topoisomerases, effect on DNA supercoiling, 531–532 
 Topoisomerase I, 531F, 532F 
 Topoisomerase II, 531–532 
 Toxicity, of drugs, 201 
 Toxins, bacterial quorum sensing and, 268 
 Trace elements, 3 
 Transaminase, 478–480 
 Transamination, 478–480 

 anaplerotic reaction, 387 
 and glucose–alanine cycle, 514 

 Transcription, 61, 561–584 
 inhibition by antibiotics, 604–605 
 initiation, 563–571 
 overview, 562–563 
 RNA processing, 576–584 
 role of RNA polymerase, 571–575 
 spatial separation of transcription and replication, 

563F, 576 
 termination of, 574–575 

 Transcription bubble, 566 
 Transcription factors, 566, 573–574 

 hormone receptors as, 281 
 in insulin receptor autophosphorylation, 279 

 Transcriptome, 319 
 Transcriptomics, 319 
  Trans  fatty acids, 457, 458 
 Transferases: 

 bisubstrate, 198–199 
 reaction type catalyzed, 161T 

 Transfer RNA,  see  tRNA 
 Transformation, in carcinogenesis, 544 
 Transgenic organisms, 79 
 Transition mutations, 546 
 Transition state, 162 
 Transition state analogs, 205–206 
 Transketolase, 198, 199 
 Translation, 61, 591 

 amino acids variants in, 595–596 
 elongation, 601–603, 605F 
 errors in, 602 
 initiation, 599–600 
 peptide bond formation by peptidyl transferase, 

603–605 

 termination, 606 
 and translocation, 610 

 Translocases, 230, 245 
 Translocation, 605, 610–612 
 Translocon proteins, 610 
 Transmembrane  �  helix, 231–232 
 Transmembrane  �  barrel, 232F 
 Transmembrane helices, of G protein-coupled receptors, 

271–272 
 7-Transmembrane receptors, 272 
 Transmissible spongiform encephalopathies, 105–106 
 Transpeptidation, 603–605 
 Transporters, 245–246, 253–254 
 Transporter Classifi cation Database, 245 
 Transverse diffusion (fl ip-fl op), in lipid bilayers, 

230, 234F 
 Transversions, 546 
 Trastuzumab (Herceptin), 280 
 Treadmilling: 

 actin, 134, 135F 
 microtubules, 136–137 

 Trehalase, 306 
 Trehalose, 368 
 Triacylglycerols: 

 defi ned, 223 
 digestion, 309 
 fat store mobilization, 312 
 fatty acid release, 445 
 fatty acid storage in, 511 
 geometry of, 227 
 handling by lipoproteins, 443 
 in meals, 309–310 
 percentage in lipoproteins, 443T 
 synthesis, 463–465 
 transport by chylomicrons, 310 

 TRiC chaperonin complex, 609 
 Triclosan, 459 
 Trifl uoroacetic acid, 38T, 111F 
 Trigger factor, 608 
 Triglycerides, 223 
 Triiodothyronine, 281 
 Trioses, 291 
 Triose phosphate isomerase: 

 in gluconeogenesis, 355F 
 in glycolysis, 340F, 345 
  k  cat , 195T 
 kinetics of interconversion reaction, 205 
 rate enhancement, 160T 

 Triple helix, collagen, 142 
 Triplet codons, 591 
 Trisaccharides, 291 
 Tris(hydroxymethyl)aminomethane (Tris), 38T 
 tRNA, 62, 562, 563, 591 

 aminoacylation, 592–596 
 binding, 601–603 
 initiator, 599–600 
 isoacceptor, 592–593 
 mitochondrial, 400 
 modifi ed nucleotides, 584F 
 pairing with mRNA, 594–595 
 processing, 582–583 
 and protein encoding, 62 
 in protein synthesis, 591–592 
 in ribosomes, 598 
 structure, 59F 
 in translation, 599–607 

 tRNAf Met, 599–600 
 Trp,  see  Tryptophan 
 TrpRS, 594T 
  Trypanosoma brucei,  214 
 Trypanosomes, 367 
 Trypsin, 111F 

 activation, 176 
 complex with bovine pancreatic trypsin 

inhibitor, 179F 
 digestion by, 309 
 specifi city pocket, 175F 
 substrate specifi city, 175F, 176 
 X-ray structure, 175F 

 Trypsinogen, 176 
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 Tryptophan: 
 catabolism, 496 
 essential amino acid, 321T, 481T 
 genetic code, 63T, 591T 
 glucogenic/ketogenic amino acid, 494T 
 hydrophobic amino acid, 89 
 hydrophobicity, 101T 
 and pellagra, 322 
 serotonin from, 486 
 structure and abbreviations, 90F 
 synthesis, 483–485 

 Tryptophan synthase, 485, 486F 
 TTP (thymidine triphosphate), 54T 
 Tubulin, 136–138, 149, 150 
  � -Tubulin, 136 
  � -Tubulin, 136F 
 Tubulin dimer, 136F 
 Tumors, 544F.  See also  Cancer 
 Turnover number, 195 
 Twist DNA, 530–531 
 Type I diabetes (juvenile onset; insulin-dependent 

diabetes), 522 
 Type II diabetes (adult onset; non-insulin-dependent 

diabetes), 522–524 
 Type AB blood, 301 
 Type A blood, 301 
 Type B blood, 301 
 Type O blood, 301 
 Tyrosinase, 217 
 Tyrosine: 

 catabolism, 496 
 catecholamines derived from, 486 
 as essential amino acid, 481 
 genetic code, 63T, 591T 
 glucogenic/ketogenic ammo acid, 494T 
 groups capable of acting as covalent catalysts, 168F 
 hydrophobicity, 101T 
 nonessential amino acid, 481T 
 p K  value of ionizable groups, 93T 
 polar amino acid, 90, 91 
 structure and abbreviations, 90F 
 synthesis, 483–485 

 Tyrosine kinases, 270, 277–280, 516 
 TyrRS, 594, 594T 

   U 
 Ubiquinol (QH 2 ; Coenzyme Q reduced form), 317, 395 

 in citric acid cycle, 374, 380–381 
 from fatty acid oxidation, 403 
 in providing energy for oxidative phosphorylation, 

395 
 reoxidation in respiration, 399, 400 

 Ubiquinol: cytochrome c oxidoreductase (Complex III), 
403–406, 408, 412 

 Ubiquinone (Q; coenzyme Q), 225, 317, 395 
 in citric acid cycle, 374, 380 
 in fatty acid  �  oxidation, 448F 
 half reaction, 396 
 NADH: ubiquinone oxidoreductase (Complex I), 

401–403, 408, 412 
 standard reduction potential, 396T 

 Ubiquitin, 313–314, 611 
 Ubisemiquinone, 317 
 Ucephan, 507 
 UDP: 

 in cellulose synthesis, 438 
 in sucrose synthesis, 437–438 
 synthesis, 490 

 UDP-galactose, 359 
 UDP-glucose, 358–359, 516 
 UDP-glucose pyrophosphorylase, 358 
 Ulcers, gastric, 284, 508 
 Ultraviolet light: 

 DNA damage from, 546–547 
 DNA repair after exposure, 549–550 
 in vitamin D synthesis, 226 

 UMP (uridine monophosphate; uridylate), 489–490 
 Uncompetitive inhibitors, 208–209 
 Uncoupling protein (UCP), 521–522 

 Unimolecular reactions, 191–192 
 Uniport, 251 
 Units, in biochemistry, 7 
 Unsaturated fatty acids, 222T, 320 

  �  oxidation, 449 
 defi ned, 221 
 effect on heart disease, 458 

 Uracil, 8, 53, 54T 
 as complement of A, 59 
 from cytosine deamination, 546 
 degradation of, 493 
 genetic code, 63T, 591T 

 Uracil-DNA glycosylase, 548, 548F 
 Urea, 20 
 Urea cycle, 498–502 
 Urease, 502 
 Uric acid, 137, 492–493 
 Uridine, 54T, 493 
 Uridine diphosphate,  see  UDP 
 Uridine monophosphate (UMP), 489–490 
 Uridine triphosphate,  see  UTP 
 Uridylate (UMP), 489–490 
 Uridylyltransferase (UTase), 508 
 Urine, pH of, 35T 
 Uronic acids, 294, 301 
 Usher syndrome, 148 
 UTase (uridylyltransferase), 508 
 UTP: 

 in cellulose synthesis, 438 
 in glycogen synthesis, 358 
 in sucrose synthesis, 437–438 
 synthesis, 490 

   V 
  v  (reaction velocity), 189–190 
  v  0  (initial reaction velocity), 194 
  V  max  (maximum reaction velocity), 194 

 competitive inhibition, 203 
 cooperative substrate binding, 200 
 experimental determination, 196–198 
 mixed/noncompetitive/uncompetitive inhibition, 

207–208 
 VaIRS, 594 
 Valine: 

 catabolism, 496, 497F 
 essential amino acid, 321T, 481T 
 genetic code, 63T, 591T 
 glucogenic amino acid, 494T 
 hydrophobic amino acid, 89 
 hydrophobicity, 101T 
 structure and abbreviations, 90F 
 synthesis, 483 

 Vanadate, 366 
 Van der Waals interactions, 27F, 28 
 Van der Waals radii, 27 
 Variable residues, 125 
 Vasoconstriction, 283 
 Vasodilation, 283, 352 
 V-ATPases, 410, 411 
 Vegans, 311 
 Vegetable oil, 30 
 Vegetarians, 311 
 Velocity, of reaction, 189–190 
 Vertical gene transfer, 68 
 Very low-density lipoproteins,  see  VLDL 
 Vesicles, 32, 32F, 148–149, 256–259 
 Viagra, 287 
  Vibrio cholerae,  286 
 Vioxx, 201, 284 
 Viruses.  See also  Bacteriophages 

 cancers caused by, 280, 544 
 in gene therapy, 80 

 Visceral fat, 521 
 Vitamins, 225–226, 320–322 

 in diet, 54 
 lipid-soluble, 225–226, 321 
 water-soluble, 225, 321 

 Vitamin A, 79, 225, 321T 
 Vitamin B, 322 

 Vitamin B 3 , 453F 
 Vitamin B 6 , 478 
 Vitamin B 12 , 334, 450 
 Vitamin C, 141, 322 
 Vitamin D, 225–226, 321T 
 Vitamin D 2 , 225–226 
 Vitamin D 3 , 225–226 
 Vitamin-defi ciency diseases, 322 
 Vitamin E, 226, 321T 
 Vitamin K, 225, 226, 321T 
 VLDL (very low-density lipoproteins): 

 properties, 443T 
 role of, 443 

Voltage-gated Ca 2� channels, 255, 256F
Voltage-gated K� channel, in neurons, 248
 von Gierke’s disease, 360, 368 
 V-type ATPases, 253 

   W 
 Warburg, O., 512 
 Warburg effect, 512 
 Water: 

 and acid-base chemistry, 33–44 
 dielectric constant for, 29T 
 electronic structure, 25F 
 as fundamental requirement for life, 25 
 in human sweat, 33 
 hydrogen bonding in, 25–30 
 oxidation in photosynthesis, 426–427 
 in prebiotic world, 14–15 
 solubility in, 24 
 solvent properties, 29–30 

 Waterproofi ng agents, lipids as, 226 
 Water-soluble vitamins, 321, 336 
 Water strider, 26F 
 Watson, J., 53, 57, 61, 99, 530, 591 
 Watson-Crick base pairs, 582 
 Weak acids, 37, 41 
 West Nile virus, PCR detection of, 74 
 White adipose tissue, 521, 522F 
 Wiskott-Aldrich syndrome, 79T 
 Wobble hypothesis, 595 
 Wool, strength of wet vs. dry, 139–140 

   X 
  Xenopus,  zinc fi nger from TFIIIA, 103F 
 X-ray crystallography, 113–114 
 Xylitol, 294 
 Xylose, 297 
 Xylulose-5-phosphate, 198, 199 

   Y 
  Y  (fractional saturation), 123 
 Yeast, 394 

 DNA polymerase, 537F 
 genome size and gene number, 66T 
 glucose fermentation, 298, 338, 351 
 model organism for genome studies, 66 
 phosphoglycerate kinase, 88F 
 proteasome core, 313F 
 pyruvate decarboxylation in, 418 
 ribosomes, 596 
 triose phosphate isomerase, 345F 
 tRNA Ala , 594 
 tRNA Phe , 592F 
 zinc fi nger from GAL4, 103F 

 Yeast artifi cial chromosome, 77T 
 Yeast Elongator complex, 574F 
 Yeast Mediator complex, 569F, 574 

   Z 
  Z  (net charge per ion), 242, 409 
  Zea mays,   see  Corn 
 Zinc fi ngers, 103–104, 568F 
 Zoloft (sertraline), 258 
 Zovirax (acylcovir), 201 
 Z-scheme, in photosynthesis, 430 
 Zymogens, 176, 179 
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added to some pet foods and milk products from China so that they would 
appear to contain more protein. Melamine is toxic to pets and children.)

 (c) Compound C is an amino acid, so it would already be present in 
protein-containing food.

 8. A diet high in protein results in a high urea concentration, since urea is 
the body’s method of ridding itself of extra nitrogen. Nitrogen is found in pro-
teins but is not found in signifi cant amounts in lipids or carbohydrates. A 
low-protein diet provides the patient with just enough protein for tissue repair 
and growth. In the absence of excess protein consumption, urea production 
decreases, and this puts less strain on the patient’s weakened kidneys.

 9. All amino acids have carboxylate groups. All have primary amino groups 
except for proline, which has a secondary amino group.

10. The carbon marked with an asterisk is chiral. This means that alanine has 
two possible enantiomers, or mirror-image isomers.

�H3N

CH3

�O

O

C* C

H

11. Asn has an amido group and Cys has a sulfhydryl group.

12. Two hydrogen atoms and one oxygen atom are lost when Asn and 
Cys form a dipeptide. This is an example of a condensation reaction. The 
carboxy late functional group on the Asn is lost and the amino functional 
group on the Cys is lost. An amido group is formed.

�H3N

CH2

CH

O

C NH CH

NH2

C O

CH2

SH

O

C O�

Amido group

13. 

H

H OH

H OH

H

OHCH2

OH

HO

HC

O

Hydroxyl

Carbonyl

14. (a) Fructose has the same molecular formula, C6H12O6, as glucose.
 (b) Fructose is a ketone, whereas glucose is an aldehyde.

15. Uracil has a carbonyl functional group, whereas cytosine has an amino 
functional group.

16. Nucleotides consist of a fi ve-carbon sugar, a nitrogenous ring, and one or 
more phosphate groups linked covalently together.

17. As described in the text, palmitate and cholesterol are highly nonpolar 
and are therefore insoluble in water. Both are highly aliphatic. Alanine is 
water soluble because its amino group and carboxylate group are ionized, 
which render the molecule “saltlike.” Glucose is also water soluble because 
its aldehyde group and many hydroxyl groups are able to form hydrogen 
bonds with water.

 2. The functional groups are identifi ed below.

Hydroxyl

Coenzyme Q

Ether

Nicotinic acid (niacin)
N

O

C
OH

H3C

O

O

CH3

C
H3C

O

O C
CH2

CH3

H2

C
H2

C
H

H
n

Vitamin C

Carboxyl

C

OH

CH

CH
HO

OHHO

Carbonyl

Carbonyl

Ether Carbonyl

O

C

O
C

 3. Amino acids, monosaccharides, nucleotides, and lipids are the four 
types of biological small molecules. Amino acids, monosaccharides, and nu-
cleotides can form polymers of proteins, polysaccharides, and nucleic acids, 
 respectively.

 4. (a) N-acetylglucosamine is a monosaccharide.
 (b) CMP is a nucleotide.
 (c) Homocysteine is an amino acid.
 (d) Cholesteryl ester is a lipid.

 5. (a) Mainly C and H plus some O
 (b) C, H, and O
 (c) C, H, O, and N plus small amounts of S

 6. It is a lipid (it is actually lecithin). It is mostly C and H, with relatively 
little O and only one N and one P. It has too little O to be a carbohydrate, 
too little N to be a protein, and too little P to be a nucleic acid.

 7. (a) You should measure the nitrogen content, since this would indicate 
the presence of protein (neither lipids nor carbohydrates contain nitrogen).

 (b) You could add the compound that contains the most nitrogen, com-
pound B, which is melamine. (Melamine is a substance that has been 

SOLUTIONS

1

C HCH3 NHC

O

H

H C OH

H C

OHCH2

OH

HO C Hydroxyl

CH OH

COOH

CH2

C

Carbonyl

Carboxyl O

Amido

H C OH

OHCH2

HC

O

Hydroxyl

Carbonyl

�H3N

CH2

�O

O

CH C

SH
CarboxylateAmino

Sulfhydryl

HN

C O�

O

CarboxylateSecondary
amino group

�H3N

CH2

CH �O

O

C

NH2

C O
Amino

Amido

Carboxylate

CH2 (CH2)14 CH3

HO CH

CO

O

CH2 O OHP

OH

O

Ester

Hydroxyl

Phosphoester

(a)

(c)

(e)

(b)

(d)

(f )

Chapter 1

 1.
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2 Ch 1 Solutions

 The reaction is not favorable at 4�C.

 (b)  DG 5 (6000 J ? mol21) 2 (37 1 273 K)(21 J ? K21 ? mol21)
   DG 5 2510 J ? mol21

 The reaction is favorable at 37�C.

30. 0 . 15,000 J ? mol21 2 (T ) (51 J ? K21 ? mol21)
 215,000 . 2(T ) (51 K21)
 15,000 , (T ) (51 K21)
 294 K , T
 The reaction is favorable at temperatures of 21�C and higher.

31. 0 . 214.3 kJ ? mol21 2 (273 1 25 K) (DS)
 14.3 kJ ? mol21 . 2(273 1 25 K) (DS)
 248 J ? mol21 . DS
  �S could be any positive value, or it could have a negative value smaller 

than �48 J � mol�1.

32. 263 kJ ? mol21 5 DH 2 (273 125 K) (190 J ? K21 ? mol21)
 DH 5 263 kJ ? mol21 1 56.6 kJ ? mol21

 DH 5 26.4 kJ ? mol21

 The reaction is exothermic.

33. Process (d) is never spontaneous.

34. (a) Because the rubber band becomes cooler, it is absorbing heat. There-
fore, its change in enthalpy is positive.

 (b) In order for �G to be negative (a spontaneous process), the entropy 
change must negative so that it can compensate for an unfavorable (posi-
tive) change in enthalpy.

35. The dissolution of urea in water is an endothermic process and has a 
positive �H value. In order to be spontaneous, the process must also have 
a positive �S value in order for the free energy change of the process to be 
negative. Solutions have a higher order of entropy than the solvent and solute 
alone.

36. (a) The reaction is exothermic because the value of �H is negative.
 (b) DG 5 DH 2 T DS
  217200 J ? mol21 5 29500 J ? mol21 2 (310 K)(DS )
   DS 5 25 J ? K21 ? mol21

  The positive value of �S indicates that the reaction proceeds with an 
increase in entropy.

 (c) The �H term makes a greater contribution to the �G value. This 
indicates that the reaction is spontaneous largely because the reaction is 
exothermic.

37. (a) The conversion of glucose to glucose-6-phosphate is not favorable 
because the �G value for the reaction is positive, indicating an ender-
gonic process.

 (b) If the two reactions are coupled, the overall reaction would be the 
sum of the two individual reactions. The �G value would be the sum of 
the �G values for the two individual reactions.

 ATP 1 glucose Δ ADP 1 glucose-6-phosphate
 DG 5 216.7 kJ ? mol21

  Coupling the conversion of glucose to glucose-6-phosphate with the 
hydrolysis of ATP has converted an unfavorable  reaction to a favorable 
reaction. The �G value of the coupled reaction is negative, which indi-
cates that the reaction as written is favorable.

38. (a) The reaction is not favorable because the �G value for the reaction is 
positive, indicating an endergonic process.

 (b) 

 GAP 1 Pi 1 NAD1 Δ 1,3BPG 1 NADH DG 5 16.7 kJ ? mol21

 1,3BPG 1 ADP Δ 3PG 1 ATP DG 5 218.8 kJ ? mol21

 GAP 1 Pi 1 NAD1 1 ADP Δ 3PG 1 NADH 1 ATP
  DG 5 212.1 kJ ? mol21 

  The coupled reaction is spontaneous because the �G value is negative.

39. C (most oxidized), A, B (most reduced)

40. (a) reduction
 (b) oxidation

18. Glucose has several hydroxyl groups and is a polar molecule. As such, it 
will have diffi culty crossing the nonpolar membrane. The 2,4-dinitrophenol 
molecule consists of a substituted benzene ring and has greater nonpolar char-
acter. Of the two molecules, the 2,4-dinitrophenol will traverse the membrane 
more easily.

19. DNA forms a more regular structure because DNA consists of only four 
different nucleotides, whereas proteins are made up of as many as 20 different 
amino acids. In addition, the 20 amino acids have much more individual varia-
tion in their structures than do the four nucleotides. Both of these factors result 
in a more regular structure for DNA. The cellular role of DNA relies on the 
sequence of the nucleotides that make up the DNA, not on the overall shape of 
the DNA molecule itself. Proteins, on the other hand, fold into unique shapes, 
as illustrated by endothelin in Figure 1-4. The ability of proteins to fold into a 
wide variety of shapes means that proteins can also serve a wide variety of bio-
chemical roles in the cell. According to Table 1-2, the major roles of proteins in 
the cell are to carry out metabolic reactions and to support cellular structures.

20. Polysaccharides serve as fuel-storage molecules and can also serve as 
structural support for the cell.

21. The pancreatic amylase is unable to digest the glycosidic bonds that link 
the glucose residues together in cellulose. Figure 1-6 shows the structural 
differences between starch and cellulose. Pancreatic amylase binds to starch 
prior to catalyzing the hydrolysis of the glycosidic bond; thus, the enzyme 
and the starch must have shapes that are complementary. The enzyme would 
be unable to bind to the cellulose, whose structure is much different from 
that of starch.

22. Cellulose cannot be digested in mammals and therefore the energy yield 
is 0 kilocalories per gram. Although both starch and glycogen are polymers of 
glucose, the glucose residues are linked together differently in the two mole-
cules and pancreatic amylase is unable to hydrolyze the glycosidic bonds (see 
Solution 21). Cellulose provides no energy to the diet but is an important 
component of the diet as fi ber.

23. A positive entropy change indicates that the system has become more 
disordered; a negative entropy change indicates that the system has become 
more ordered.
 (a) negative (b) positive
 (c) positive (d) positive
 (e) negative

24. (a) decrease 
 (b) increase

25. The polymeric molecule is more ordered and thus has less entropy. A 
mixture of constituent monomers has a large number of different arrange-
ments (like the balls scattered on a pool table) and thus has greater entropy.

26. Entropy increases as the reactants (7 molecules) are converted to products 
(12 molecules).

27. The dissolution of ammonium nitrate in water is a highly endothermic 
process, as indicated by the positive value of �H. This means that when 
ammonium nitrate dissolves in water, the system absorbs heat from the sur-
roundings and the surroundings become cold. The plastic bag containing 
the ammonium nitrate becomes cold and can be used as a cold pack to treat 
an injury.

28. The dissolution of calcium chloride in water is a highly exothermic pro-
cess, as indicated by the negative value of �H. This means that when calcium 
chloride dissolves in water, the system loses heat to the surroundings and the 
surroundings become warm. The plastic bag holding the calcium chloride 
solution becomes warm and can be used as a hot pack by the hiker at cold 
temperatures.

29. First, calculate �H and �S, as described in Sample Calculation 1-1:
 DH 5 HB 2 HA

 DH 5 60 kJ ? mol21 2 54 kJ ? mol21

 DH 5 6 kJ ? mol21

DS  5 SB 2 SA

 DH 5 43 J ? K21 ? mol21 2 22 J ? K21 ? mol21

 DH 5 21 J ? K21 ? mol21

 (a)  DG 5 (6000 J ? mol21) 2 (4 1 273 K)(21 J ? K21 ? mol21)
   DG 5 180 J ? mol21
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Ch 2 Solutions 3

 4. Water has the highest melting point because each  water  molecule forms 
hydrogen bonds with four neighboring  water molecules, and hydrogen bonds 
are among the strongest  intermolecular forces. Ammonia is also  capable of 
forming hydrogen bonds, but they are not as strong (due to the electro-
negativity difference between hydrogen and nitrogen). Methane  cannot form 
hydrogen bonds; the molecules are attracted to their neighbors only via weak 
London dispersion forces.

 5. The arrows point toward hydrogen acceptors and away from hydrogen 
donors.

O

C N

N

N N

N

H

H

H

H

H
O

O

S

O

O

O

O

O

C�H3N

H2N

CH CH

COO�

CH2

NH2

CH2

CH3

Aspartame

Uric acid

Sulfanilamide

 6. Compound A does not form hydrogen bonds (the molecule has a hy-
drogen bond acceptor but no hydrogen bond donor). Compounds B and 
C form hydrogen bonds as shown because each molecule contains at least 
one hydrogen bond donor and a hydrogen bond acceptor. The molecules in 
D do not form hydrogen bonds with each other, whereas the molecules in 
E do because ammonia has a hydrogen bond donor and diethyl ether has a 
hydrogen bond acceptor.

(B)

(C)

(E)

N

N

CH2 OH3C

H

N

H

H

H

CH2 OH3C H

N

N

H

H
CH3O CH2

H3C

H2C

 7. (a) van der Waals forces (dipole–dipole interactions)
 (b) Hydrogen bonding
 (c) van der Waals forces (London dispersion forces)
 (d) Ionic interactions

 8. (a) H � C � N � O � F
 (b) The greater an atom’s electronegativity, the more polar its bond with 

H and the greater its ability to act as a hydrogen bond acceptor. Thus, 
N, O, and F, which have relatively high electronegativity, can form hy-
drogen bonds, whereas C, whose electronegativity is only slightly greater 
than hydrogen’s, cannot.

 9. From the highest melting point to the lowest melting point: C, B, E, A, D. 
Compound C (urea, melting point 133�C) has three functional groups that can 
serve as hydrogen donors and/or acceptors. Compound B (acetamide, melting 

41. (a) oxidized (b) oxidized 
 (c) oxidized (d) reduced

42. (a) oxidizing agent (b) oxidizing agent
 (c) oxidizing agent (d) reducing agent

43. (a) Palmitate’s carbon atoms, which have the formula OCH2O, are 
more reduced than CO2, so their reoxidation to CO2 can release free 
energy.

 (b) Because the OCH2O groups of palmitate are more reduced than those 
of glucose (OHCOHO), their conversion to the fully oxidized CO2 would 
be even more thermodynamically favorable (have a larger negative value of 
�G ) than the conversion of glucose carbons to CO2. Therefore, palmitate 
carbons could provide more free energy than glucose carbons.

44. The complete oxidation of stearate to CO2 yields more energy because 
17 of the 18 carbons of stearate are fully reduced. The conversion of these 
carbons to CO2 provides more free energy than some of the carbons of 
 �-linolenate, which participate in double bonds and are therefore already 
partially oxidized.

45. The experiment was signifi cant because it demonstrated that it was pos-
sible to synthesize the building blocks of biological macromolecules (amino 
acids, carbohydrates, and nucleic acids) using only inorganic gases as starting 
materials and lightning as an energy source, that is, the conditions that most 
likely existed in the prebiotic world.

46. The fi rst biological molecules would have had to polymerize, and they 
would have had to fi nd some way to make copies of themselves.

47. Morphological differences, which are useful for classifying large 
 organisms, are not useful for bacteria, which often look alike. Furthermore, 
microscopic organisms do not leave an easily interpreted imprint in the  fossil 
 record, as vertebrates do. Thus, molecular information is often the only 
means for tracing the evolutionary history of bacteria.

48. It is diffi cult to envision how a single engulfment event could have given 
rise to a stable and heritable association of the eukaryotic host and the bacte-
rial dependent within a single generation. It is much more likely that natural 
selection gradually promoted the interdependence of the cells. Over many 
generations, genetic information supporting the association would have 
 become widespread.

49. (a) H15 and H7 are closely related, as are H4 and H14.
 (b) H4 and H14 are most closely related to H3.

50. A B C

Chapter 2

 1. The water molecule is not perfectly tetrahedral because the electrons 
in the nonbonding orbitals repel the electrons in the bonding orbitals more 
than the bonding electrons repel each other. The angle between the bonding 
orbitals is therefore slightly less than 109�.

 2. Because the partial negative charges are arranged symmetrically (and the 
shape of the molecule is linear), the molecule as a whole is not polar.

O C O
�� �� ��

 3. Ammonia is polar because it has one unshared electron pair. Its shape is 
trigonal pyramidal, and the molecule is not symmetrical. Nitrogen is more elec-
tronegative than hydrogen, so partial negative charges reside on the nitrogen and 
partial positive charges on the hydrogens.

N

H

��

��

��
��

H H
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16. The waxed car is a hydrophobic surface. To minimize its interaction 
with the hydrophobic molecules (wax), each water drop minimizes its surface 
area by becoming a sphere (the geometrical shape with the lowest possible 
ratio of surface to volume). Water does not bead on glass, because the glass 
presents a hydrophilic surface with which the water molecules can interact. 
This allows the water to spread out.

17. Methanol, which has the highest dielectric constant, would be the best 
solvent for the cationic NH4

�. The polarity of the alcohols, which all contain 
a primary OOH group, varies with the size of the hydrocarbon portion. 
1-Butanol, with the largest hydrophobic group, is the least polar and there-
fore has the highest dielectric constant.

18. Isopropyl alcohol has intermolecular forces that are weaker and less 
numerous than those found in water. The isopropyl alcohol used to sponge 
off sweat would evaporate more quickly from the body than water, since 
less energy is required to convert the alcohol from the liquid to the gaseous 
phase.
19. (a) First, calculate the number of moles of protein using Avogadro’s 

number:

1000 molecules 3
1 mole

6.02 3 1023 molecules
 5 1.66 3 10221 moles

  Next, calculate the volume of the cell, expressing r in centimeters:

volume 5
4pr3

3
5

4p(5 3 1025 cm)3

3
5 5.2 3 10213 cm3

  Since 1 cm3 � 1 mL, the volume is 5.2 	 10�13 mL, or 5.2 	 10�16 L.

 Therefore, the concentration of the protein is

1.66 3 10221 moles

5.2 3 10216 L
5 3.3 3 1026 M, or 3.2 mM

 (b) 
5 3 1023 moles

L
3

6.02 3 1023 molecules
mole

3 5.2 3 10216 L 5 1.6 3 106 molecules

20. (a) A 30X dilution is equivalent to multiplying one-tenth (10�1) by 
itself 30 times: (10�1)30 � 10�30. The concentration would be 10�30 M.

 (b) Use Avogadro’s number and multiply the concentration by the vol-
ume to show that there is much less than one molecule present in 1 mL:

 (0.001 L)(10230 molesyL)(6.02 3 1023 moleculesymole)
5 6.02 3 10210 molecules

 (c) The ability of water molecules to form a hydrogen-bonded coating, or 
cage, around a solute molecule, particularly a hydrophobic one, might sup-
port the idea of water’s memory. However, water molecules are constantly 
in motion, so a group of water molecules that have been in contact with a 
solute do not retain an imprint of it.

21. Compound A is amphiphilic and has a polar head and a nonpolar 
tail as indicated and can form a micelle (see Fig. 2-10). Compound B is 
nonpolar and cannot form a micelle or a bilayer. Compound C is polar 
(ionic) and cannot form a micelle or a bilayer. Compound D is amphiphilic 
and has a polar head and two nonpolar tails as indicated and can form a 
bilayer (see Fig. 2-11). Compound E is polar and forms neither a micelle 
nor a bilayer.

(A)

(D)

H3C (CH2)11

(CH2)11

CH3

CH3

CH3

(CH2)11 CH3

CH2

CH2

N� CH2COO�

HC

C

C

O

O

OHO

O

Polar head

Polar head

Nonpolar tail

Nonpolar
tails

22. (a) In the nonpolar solvent, AOT’s polar head group faces the interior of 
the micelle, and its nonpolar tails face the solvent.

point 80.16�C) has one less —NH group than Compound C and therefore 
forms fewer hydrogen bonds. Compound E (propionaldehyde, melting point 
�80�C) has one functional group that can serve as a hydrogen bond acceptor, 
but it has no donors, so dipole–dipole forces are the strongest intermolecular 
forces in a sample of this compound. Compound A (methyl ethyl ether, melt-
ing point �113�C) also has one functional group that can serve as a hydrogen 
bond acceptor (it has no donors), but it has hydrocarbon portions that interact 
with one another via London dispersion forces. Compound D (pentane, melting 
point �139.67�C) is nonpolar and experiences only London dispersion forces, 
so it has the lowest melting point in the group.

10. Compound D is completely nonpolar and cannot form hydrogen bonds, 
so it will most likely be insoluble in water. Compounds E, B, and A can form 
hydrogen bonds with water, but these molecules also have hydrocarbon por-
tions that will not interact with water favorably, so they will be only slightly 
soluble in water. Compound C forms many hydrogen bonds with water and 
is likely to be very soluble in water.

11. Aquatic organisms that live in the pond are able to survive the winter. 
Since the water at the bottom of the pond remains in the liquid form instead 
of freezing, the organisms are able to move around. The ice on top of the 
pond also serves as an insulating layer from the cold winter air.

12. Water is unique in that its liquid form is more dense than its solid form. 
The weight of the skater puts pressure on the thin blade of the ice skate. The 
ice melts under the blade because of this increased pressure. A higher pressure 
favors the liquid form of water over the solid form because the liquid form is 
more dense and takes up less volume.

13. The positively charged ammonium ion is surrounded by a shell of water 
molecules that are oriented so that their partially negatively charged oxygen 
atoms interact with the positive charge on the ammonium ion. Similarly, the 
negatively charged sulfate ion is hydrated with water molecules oriented so 
that the partially positively charged hydrogen atoms interact with the nega-
tive charge on the sulfate anion. (Not shown in the diagram is the fact that 
the ammonium ions outnumber the sulfate ions by a 2:1 ratio. Also note that 
the exact number of water molecules shown is unimportant.)
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NH4
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H H
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H

H

O

H

H

H

H

H

H

O
HH

O
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14. Structure A depicts a polar compound, while structure B depicts an 
ionic compound similar to a salt like sodium chloride. This is more consis-
tent with glycine’s physical properties as a white crystalline solid with a high 
melting point. While structure A could be water soluble because of its abil-
ity to form hydrogen bonds, the high solubility of glycine in water is more 
consistent with an ionic compound whose positively and negatively charged 
groups are hydrated in aqueous solution by water molecules.

15. (a) Surface tension is defi ned as the force that must be applied to surface 
molecules in a liquid so that they may experience the same forces as the 
molecules in the interior of the liquid. Water’s surface tension is greater than 
ethanol’s because the strength and number of water’s intermolecular forces 
(hydrogen bonds) are both greater. Ethanol’s OOH group also forms hy-
drogen bonds, but the hydrocarbon portion of the molecule cannot interact 
favorably with water, and weaker London dispersion forces form instead.

 (b) The kinetic energy of the water molecules increases when tempera-
ture increases. Intermolecular forces are weaker in strength as a conse-
quence of the increased molecular motion. Because surface tension in-
creases when the strength of intermolecular forces increases, as described 
in part (a), surface tension decreases when temperature increases.
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26. In reverse osmosis, water moves from an area of low concentration (high 
solute concentration) to an area of high concentration (low solute concentra-
tion). This movement is opposite that described for osmosis in Problem 25. 
This is a nonspontaneous process that requires an input of energy in order to 
proceed, unlike osmosis, which occurs spontaneously without input of energy.

27. (a) CO2 is nonpolar and would be able to cross a bilayer.
 (b) Glucose is polar and would not be able to pass through a bilayer be-

cause the presence of the hydroxyl groups means glucose is highly hydrated 
and would not be able to pass through the nonpolar tails of the molecules 
forming the bilayer.

 (c) DNP is nonpolar and would be able to cross a bilayer.
 (d) Calcium ions are charged and are, like glucose, highly hydrated and 

would not be able to cross a lipid bilayer.

28. Vesicles consist of a lipid bilayer that closes up to enclose an aqueous 
compartment. The polar drug readily dissolves in this aqueous compartment. 
Delivery to the cell is accomplished when the vesicle membrane fuses with 
the cell membrane, releasing the drug into the cytosol.

29. Substances present at high concentration move to an area of low concen-
tration spontaneously, or “down” a concentration gradient in a process that 
increases their entropy. The export of Na� ions out of the cell requires that 
the sodium ions be transported from an area of low concentration to an area 
of high concentration. The same is true for potassium transport. Thus, these 
processes are not spontaneous, and an input of cellular energy is required to 
accomplish the transport.

30. The amount of Na� (atomic weight 23 g � mol�1) lost in 15 minutes, 
assuming a fl uid loss rate of 2 L per hour and a sweat Na� concentration of 
50 mM, is

0.25 h 3
2 L
h

3
0.05 mol

L
3

23 g

mol
3

1000 mg Na1

g Na1

3
1 oz chips

200 mg Na1
5 2.9 oz chips

It would take 2.9 ounces of potato chips (about a handful) to replace the lost 
sodium ions.

31. In a high-solute medium, the cytoplasm loses water; therefore its volume 
decreases. In a low-solute medium, the cytoplasm gains water and therefore 
its volume increases.

32. E. coli accumulates water when grown in a low-osmolarity medium. 
However, regulation of water content only would cause a large increase in 
 cytoplasmic volume. To avoid this large increase in volume, E. coli also ex-
ports K� ions. The opposite occurs when E. coli is grown in a high- osmolarity 
medium—the cytoplasmic water content is decreased, but cytoplasmic os-
molarity increases as E. coli imports K� ions. [From Record, M. T., et al., 
Trends Biochem. Sci. 23, 143–148 (1998).]

33. Since the molecular mass of H2O is 18.0 g ? mol�1, a given volume (for 
example, 1 L or 1000 g) has a molar concentration of 1000 g ? L�1 
18.0 g ? 
mol�1 � 55.5 M. By defi nition, a liter of water at pH 7.0 has a hydrogen 
ion concentration of 1.0 	 10�7 M. Therefore, the ratio of [H2O] to [H�] 
is 55.5 M/(1.0 	 10�7 M) � 5.55 	 108.

34.  [H1] 3 [OH2] 5 1.47 3 10214 and [H1] 5 [OH2]

  [H1] 5 21.47 3 10214

  [H1] 5 1.21 3 1027 M

  pH 5 2log(1.21 3 1027 M)

  pH 5 6.92

35. The HCl is a strong acid and dissociates completely. This means that the 
concentration of hydrogen ions contributed by the HCl is 1.0 	 10�9 M. 
But the concentration of the  hydrogen ions contributed by the dissociation 
of water is 100-fold greater than this: 1.0 	 10�7 M. The concentration of 
the hydrogen ions contributed by the HCl is negligible in comparison. There-
fore, the pH of the solution is equal to 7.0.

36. The pH of this solution is 7.0 (see Solution 35). The concentration of 
hydroxide ions contributed by the dissociation of water is 100-fold greater 
than that contributed by the dissociation of the dilute NaOH.

37. In aqueous solution, where virtually all biochemical reactions take place, 
an extremely strong acid such as HCl dissociates completely, so that all its 

Nonpolar
tails

Polar
head

H3C (CH2)3 CH

CH2CH3

CH2

H3C (CH2)3 CH

CH2CH3

CH2

CH2

CH

O

O

O

O O�

O O

C

C S

AOT

 (b) The protein, which contains numerous polar groups, interacts with 
the polar AOT groups in the micelle interior.

Water

Protein

Isooctane

23. 

(a)

(b)

Nonpolar tail H3C (CH2)11 O�Na� Polar headO

O

O

S
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O

O

O(H2C)11 CH3
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O
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H3C (CH2)11O O�Na�
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O�Na�

SO O

CH3

(C
H

2 )11 O

O�Na�

S
O

O

H3C

O�Na�

(CH
2 )11 O

S
O

O

H3C

O�Na�

(C
H 2) 11

O

 (c) The hydrophobic grease can move into the hydrophobic core of the 
water-soluble soap micelle. The “dissolved” grease can then be washed 
away with the micelle.

24. (a) It is doubtful that the contents of the ball could infl uence the behav-
ior of external water molecules separated by layers of rubber and plastic.

 (b) Even if water clusters were disrupted (which they are not), the re-
moval of dirt requires more than one individual water molecule. In 
order for a dirt molecule to be washed away, it must be surrounded 
(solubilized) by many water molecules.

 (c) Hot water, because of the higher energy of its water molecules, has 
intrinsically better dirt-solubilizing power than cold water, regardless of 
the presence or absence of detergent. In the absence of detergent, hot 
water has signifi cant cleaning power on its own, which could be attrib-
uted to the presence of a laundry ball.

25. (a) The nonpolar core of the lipid bilayer helps prevent the passage of 
water since the polar water molecules cannot easily penetrate the hydro-
phobic core of the bilayer.

 (b) Most human cells are surrounded by a fl uid containing about 
150 mM Na� and slightly less Cl� (see Fig. 2-13). A solution containing 
150 mM NaCl mimics the extracellular fl uid and therefore helps main-
tain the isolated cells in near-normal conditions. If the cells were placed 
in pure water, water would tend to enter the cells by osmosis; this might 
cause the cells to burst.
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  [H1] 5 2.2 3 10212 M
  pH 5 2log[H1]
  pH 5 2log(2.2 3 10212)
  pH 5 11.6

43. The stomach contents have a low pH due to the contribution of gastric 
juice (pH 1.5–3.0). When the partially digested material enters the small 
intestine, the addition of pancreatic juice (pH 7.8–8.0) neutralizes the acid 
and increases the pH.

44. The carbonate ions accept protons from water and form hydroxide ions 
(as shown in the equation below), resulting in basic urine.

CO22
3 (aq) 1 H2O(l ) S HCO2

3 (aq) 1 OH2(aq)

45. (a) C2O4
22 (b) SO3

22 (c) HPO4
22 (d) CO3

22

 (e) AsO4
32 (f ) PO4

32 (g) O2
22 

46. (a) H2C2O4 (b) H2SO3 (c) H3PO4 (d) H2CO3 
 (e) H2AsO4

� (f ) H2PO4
� (g) H2O2

47. 

HO

CH2

CH2

COOH

COOH

COOH

C

Citric acid H

H�

N

Piperidine

O

OHHO C

O

C
Oxalic acid

CH2 CH2

O

O

O�O SNH�

OHCH

CH2

CH2

CH2

CH2

O

C

H

H

�H2N

NH2
�

Lysine

N
H

NH

O

O O

Barbituric acid

4-Morphine ethanesulfonic acid (MES)

48. (a) CH3

C O

COO�

Pyruvate

 (b) The structure of pyruvate will predominate in the cell at pH 7.4. 
The pK values for carboxylic acid groups are typically in the 2–3 range; 
therefore, the carboxylate group will be unprotonated at physiological pH.

49. 

CH2

CH2

CH2

CH2

CH C

O

O��H3N

NH3
�

50. Convert all the data to either K a or pK values to evaluate (pK � �log K a). 
The greater the K a value, the stronger the acid—that is, the greater the 
tendency for the proton to be donated. (The lower the pK value, the stron-
ger the acid.) From strongest to weakest acid: E, D, B, A, C. Note that 
the stronger the acid, the weaker its conjugate base. For example, citric 

protons are donated to water: HCl � H2O S H3O
� � Cl�. This leaves 

H3O
� as the only acidic species remaining.

38. −

39. Since pH � �log[H�], [H�] � 10�pH

  For saliva, [H�] � 10�6.6 � 2.5 	 10�7 M

  For urine, [H�] � 10�5.5 � 3.2 	 10�6 M

40.

Acid, base, or neutral? pH [H1] (M) [OH2] (M)

A acid 5.60 2.5 3 1026 4.0 3 1029

B base 7.65 2.2 3 1028 4.5 3 1027

C neutral 7.00 1.0 3 1027 1.0 3 1027

D acid 2.68 2.1 3 1023 4.8 3 10212

41. (a) The fi nal concentration of HNO3 is 
(0.020 L) (1.0 M)

0.520 L
5 0.038 M

 Since HNO3 is a strong acid and dissociates completely, the added [H�] 
is equal to [HNO3]. (The existing hydrogen ion concentration in the 
water itself, 1.0 	 10�7 M, can be ignored because it is much smaller 
than the hydrogen ion concentration contributed by the nitric acid.)

  pH 5 2log[H1]
  pH 5 2log(0.038)
  pH 5 1.4
 (b) The fi nal concentration of KOH is

(0.015 L) (1.0 M)

0.515 L
5 0.029 M

  Since KOH dissociates completely, the added [OH�] is equal to the 
[KOH]. (The existing hydroxide ion concentration in the water itself, 
1.0 	 10�7 M, can be ignored because it is much smaller than the hy-
droxide ion concentration contributed by the KOH.)

  K w 5 1.0 3 10214 5 [H1][OH2]

  [H1] 5
1.0 3 10214

[OH2]

  [H1] 5
1.0 3 10214

(0.029 M)
  [H1] 5 3.4 3 10213 M
  pH 5 2log[H1]
  pH 5 2log(3.4 3 10213)
  pH 5 12.5

42. (a) Since HCl is a strong acid and dissociates completely, the added [H�] 
is equal to [HCl]. The fi nal concentration of HCl is (0.0015 L)(3.0 M)/
1 L � 0.0045 M. (The existing hydrogen ion concentration in the water 
itself, 1.0 	 10�7 M, can be ignored because it is much smaller than 
the hydrogen ion concentration contributed by the hydrochloric acid.)

  pH 5 2log[H1]
  pH 5 2log(0.0045)
  pH 5 2.3
 (b) Since NaOH dissociates completely, the added [OH�] is equal to 

the [NaOH]. The fi nal concentration of NaOH is (0.0015 L)(3.0 M)/
1 L � 0.0045 M. (The existing hydroxide ion concentration in the water 
itself, 1.0 	 10�7 M, can be ignored because it is much smaller than the 
hydroxide ion concentration contributed by the NaOH.)

  K w 5 1.0 3 10214 5 [H1][OH2]

  [H1] 5
1.0 3 10214

[OH2]

  [H1] 5
1.0 3 10214

(0.0045 M)
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 (b) The dissociation of the second proton has a pK of 6.82, which is 
closest to the pH of blood. Therefore, the weak acid present in blood is 
H2PO4

� and the weak acid is HPO4
2�.

 (c) The dissociation of the third proton has a pK of 12.38. Therefore, 
a buffer solution at pH 11 would consist of the weak acid HPO4

22  and 
its conjugate base, PO4

32  (supplied as the sodium salts Na2HPO4 and 
Na3PO4).

58. The aspirin is more likely to be absorbed in the stomach at pH 2. At this 
pH, the carboxylate group is mostly protonated and uncharged. This allows 
the aspirin to pass more easily through the nonpolar lipid bilayer. At the pH 
of the small intestine, the carboxylate group is mostly in the ionized form and 
will be negatively charged. Charged species are more polar than uncharged 
species (and are likely to be hydrated) and will have diffi culty traversing a 
lipid bilayer.

59. Calculate the fi nal concentrations of the weak acid (H2PO4
2) and con-

jugate base (HPO22
4 ). Note that K� is a spectator ion.

  [H2PO4
2] 5

(0.025 L) (2.0 M)

0.200 L
5 0.25 M

  [HPO4
22] 5

(0.050 L)  (2.0 M)

0.200 L
5 0.50 M

 Next, substitute these values into the Henderson–Hasselbalch equation 
 using the pK  values in Table 2-4:

  pH 5 pK 1 log 
[A2]

[HA]
  pH 5 6.82 1 log(0.50 M)y(0.25 M)
  pH 5 6.82 1 0.30
  pH 5 7.12

60. Use the pK value in Table 2-4 and the Henderson– Hasselbalch equation 
to calculate the ratio of imidazole (A�) and the imidazolium ion (HA):

 pH 5 pK 1 log  a [A2]

[HA]
b

 log a [A2]

[HA]
b 5 pH 2 pK

 
[A2]

[HA]
5 10(pH2pK )

 
[A2]

[HA]
5 10(7.427.0)

 
[A2]

[HA]
5

2.5

1

61. First, determine the ratio of [A�] to [HA]:

 pH 5 pK 1 log 
[A2]

[HA]

 log 
[A2]

[HA]
5 pH 2 pK

 
[A2]

[HA]
5 10(pH2pK )

 Substitute the values for the desired pH (5.0) and the pK (4.76):

 
[A2]

[HA]
5 10(5.024.76) 5 100.24 5 1.74

 Calculate the number of moles of acetate (A�) already present:

(0.50 L)(0.20 mol ? L21) 5 0.10 moles acetate

 Calculate the moles of acetic acid needed, based on the calculated ratio:

 
[A2]

[HA]
5 1.74

 [HA] 5
0.10 moles

1.74

 [HA] 5 0.057 moles

acid is a stronger acid than citrate, and succinic acid is a stronger acid 
than succinate.

 Acid Ka pK

A citrate 1.74 3 1025 4.76
B succinic acid 6.17 3 1025 4.21
C succinate 2.29 3 1026 5.64
D formic acid 1.78 3 1024 3.75
E citric acid 7.41 3 1024 3.13

51. The pK of the fl uorinated compound would be lower (it is 9.0); that is, 
the compound becomes less basic and more acidic. This occurs because the 
F atom, which is highly electronegative, pulls on the nitrogen’s electrons, 
loosening its hold on the proton.

52. pH 2 1H3NOCH2OCOOH
       pH 7 1H3NOCH2OCOO2

       pH 10 H2NOCH2OCOO2

 The carboxylic acid group has a pK of 2.35, and the amino group has a pK 
of 9.78. The Henderson–Hasselbalch equation can be used to calculate the 
exact percentage of protonated/unprotonated forms of each functional group, 
but that really isn’t necessary. Instead, the pK values for each group should be 
compared to the pH. At pH � 2, the pH is below both pK values, so both 
functional groups are mostly protonated. At pH � 7, the pH is well above 
the pK for the carboxylic acid group but below the pK for the amino group. 
Therefore the carboxylic acid group is unprotonated and the amino group is 
protonated. At pH � 10, the pH is above the pK values of both functional 
groups. Thus, both groups are mostly unprotonated.

53. (a) 10 mM glycinamide buffer because its pK  is closer to the desired pH.
 (b) 20 mM Tris buffer because the higher the concentration of the buffer-

ing species, the more acid or base it can neutralize.
 (c) Neither; each solution will contain an equilibrium mixture of the 

boric acid and its conjugate base (borate).

54. (a) 10 mM acetic acid buffer because its pK is closer to the desired pH.
 (b) 20 mM acetic acid buffer because the higher concentration of buffer 

species will allow it to neutralize a greater amount of acid or base.
 (c) Neither. Both a weak acid and a conjugate base are required buf-

fer constituents. The weak acid alone (acetic acid) or the conjugate base 
alone (sodium acetate) cannot serve as an effective buffer.

55. Because it is small and nonpolar (see Solution 2), CO2 can quickly dif-
fuse across cell membranes to exit the tissues and enter red blood cells.

56. (a)  H2CO3(aq) S H1(aq) 1 HCO2
3 (aq)

    HCO2
3 (aq) S H1(aq) 1 CO22

3 (aq)

 (b) The pK of the fi rst dissociation is closer to the pH; therefore the 
weak acid present in blood is H2CO3 and the conjugate base is HCO3

�.

57. (a) The three ionizable protons of phosphoric acid have pK values of 
2.15, 6.82, and 12.38 (Table 2-4). The pK values are the midpoints of 
the titration curve.

0.5 1.0 1.5 2.0 2.5 3.0
H+ ions dissociated

pH

14

12

10

8

6

4

2

0

[H3PO4]

[H2PO4
�]

[HPO4
2�]

[PO4
3�]

pK1 
Midpoint one

[H3PO4] � [H2PO4
�

]

pK2 
Midpoint two

[H2PO4
�

] � [HPO4
2�

]

pK3

Midpoint three
[HPO4

2�
] � [PO4

3�
]
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64. (a) CH2OH

CH2OH

HOH2C C NH3
� 

Weak acid

NH2

Conjugate base

CH2OH

CH2OH

HOH2C C

 (b) The pK of Tris is 8.30; therefore, its effective buffering range is 
7.30–9.30.

 (c) Rearranging the Henderson–Hasselbalch equation gives

  
[A2]

[HA]
5 10(pH2pK ) 5 10(8.228.3) 5 1020.1 5 0.79

  Since [A2] 1 [HA] 5 0.10 M, [A2] 5 0.10 M 2 [HA], and 
(0.10 M 2 [HA])

[HA]
5 0.79

  0.79[HA] 5 0.10 M 2 [HA]
  1.79[HA] 5 0.10 M

  [HA] 5
0.10 M

1.79
5 0.056 M 5 56 mM

 [A2] 1 [HA] 5 0.10 M 5 100 mM, so [A2] 5 44 mM

 (d) When HCl is added, an equivalent amount of Tris base (A�) is 
 converted to Tris acid (HA). Let x � moles of H� added � (0.0015 L)
(3.0 mol ? L�1) � 0.0045 moles � 4.5 mmol.

  The fi nal amount of A� is 44 mmol � 4.5 mmol � 39.5 mmol.
  The fi nal amount of HA is 56 mmol � 4.5 mmol � 60.5 mmol.
  Use the Henderson–Hasselbalch equation to calculate the new pH:

  pH 5 pK 1 log  a [A2]

[HA]
b

  pH 5 8.3 1 log  a39.5 mmol ? 1001.5 mL21

60.5 mmol ? 1001.5 mL21b
  pH 5 8.3 1 (20.2)
  pH 5 8.1

  The buffer has been effective: The pH has declined about 0.1 unit (from 
pH 8.2 to pH 8.1) with the addition of the strong acid. In comparison, 
the addition of the same amount of acid to water, which is not buffered, 
resulted in a pH change from approximately 7.0 to 2.35 (see Problem 42a).

 (e) When NaOH is added, an equivalent amount of Tris acid (HA) is 
converted to Tris base (A�). Let x � moles of OH� added � (0.0015 L)
(3.0 mol ? L�1) � 0.0045 moles � 4.5 mmol.

  The fi nal amount of A� is 44 mmol � 4.5 mmol � 48.5 mmol.
  The fi nal amount of HA is 56 mmol � 4.5 mmol � 51.5 mmol.
  Use the Henderson–Hasselbalch equation to calculate the new pH:

  pH 5 pK 1 log  a [A2]

[HA]
b

  pH 5 8.3 1 log  a48.5 mmol ? 1001.5 mL21

51.5 mmol ? 1001.5 mL21b
  pH 5 8.3 1 (20.026)

  pH 5 8.27

  The buffer has been effective: The pH has increased only 0.07 unit (from 
pH 8.2 to pH 8.27) with the addition of the strong base. In comparison, 
the addition of the same amount of base to water, which is not buffered, 
resulted in a pH change from approximately 7.0 to 11.6 (see Problem 42b).

65. (a) First, calculate the ratio of [A�] to [HA]. Rearranging the 
 Henderson–Hasselbalch equation gives

[A2]

[HA]
5 10(pH2pK ) 5 10(2.028.3) 5 1026.3 5 5 3 1027

  Virtually all of the Tris is in the weak acid form. Therefore, the concen-
tration of the weak acid, HA, is 0.10 M and the concentration of the 
conjugate base, A�, is 5.0 	 10�8 M.

 Finally, calculate the volume of glacial acetic acid needed:

 
0.057 moles

17.4 mol ? L21 5 0.0033 L, or 3.3 mL

 The addition of 3.3 mL to a 500-mL solution dilutes the solution by less 
than 1%, which doesn’t introduce signifi cant error.

62. Adding NaOH to the acetic acid will convert some of the acetic acid 
(HA) to acetate (A�):

NaOH 1 CH3COOH Δ Na1 1 CH3COO2 1 H2O

 For every mole of NaOH added, one mole of CH3COOH will be consumed 
and one mole of CH3COO� will be generated. If x is the number of moles 
of NaOH added, then x will also be the number of moles of A� generated.

 The initial amount of acetic acid is 0.10 mol, so the fi nal amount of acetic 
acid will be 0.10 mol � x.

  
[A2]

[HA]
5 1.74 5

x
0.10 mol 2 x

  x 5 1.74(0.10 mol 2 x) 5 0.174 mol 2 1.74x
  2.74x 5 0.174 mol
  x 5 0.174 moly2.74 5 0.0635 mol

 Calculate the mass of NaOH to add:

0.0635 mol

40 g ? mol21 5 1.58 g

63. (a)
HO (H2C)2 NH� N (CH2)2 SO3

� �H2O

Weak acid (HA)

Conjugate base (A)

HO (H2C)2 (CH2)2 SO3
� �H3O�NN

 (b) The pK for HEPES is 7.55; therefore, its effective buffering range is 
6.55–8.55.

 (c) 1.0 L 3
0.10 mole

L
3

260.3 g

mol
5 26 g

  Weigh 26 g of the HEPES salt and add to a beaker. Dissolve in slightly 
less than 1.0 liter of water (leave “room” for the HCl solution that will 
be added in the next step).

 (d) At the fi nal pH,

[A2]

[HA]
5 10(pH2pK ) 5 10(8.027.55) 5 100.45 5 2.82

  For each mole of HCl added, x, one mole of HEPES salt (A�) will be 
converted to a mole of HEPES acid (HA). The starting amount of A� 
is (1.0 L)(0.10 mol ? L�1) � 0.10 mole. After the HCl is added, the 
amount of A� will be 0.10 mole � x, and the amount of HA will be x. 
 Consequently,

 
[A2]

[HA]
5 2.82 5

0.10 mole 2 x
x

 2.82x 5 0.10 mol 2 x
 3.82x 5 0.10 mol

 x 5 0.10 moly3.82 5 0.0262 mol

  Calculate how much 6.0 M HCl to add:

0.0262 mol

6.0 mol ? L21 5 0.0044 L, or 4.4 mL

  To make the buffer, dissolve 26 g of HEPES salt [see part (c)] in less 
than 1.0 L. Add 4.4 mL of 6.0 M HCl, then add water to bring the fi nal 
volume to 1.0 L.
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 Carbonic acid and bicarbonate ions are in equilibrium, as represented by the 
following equation:

H2CO3 Δ H1 1 HCO2
3

 Phosphate ions are in equilibrium, according to the following equation:

H2PO2
4 Δ H1 1 HPO22

4

 In metabolic acidosis, the concentration of protons increases, so the equilib-
rium shifts to form H2PO4

�, carbonic acid and ammonium ions. In order to 
bring the pH back to normal, the  kidney will excrete H2PO4

� and ammo-
nium ions and bicarbonate ions will be reabsorbed. The result is a decrease in 
the concentration of protons and an increase in blood pH.

68. The relevant equations are shown in Solution 67. In metabolic alka-
losis there is an excess of hydroxide ions, which react with protons to form 
water. This causes the equilibria to shift to form HPO4

2�, NH3 and HCO3
�. 

In  order to bring the pH back to normal, the kidney reabsorbs NH4
� and 

H2PO4
� and excretes HCO3

�.

Chapter 3

 1. The heat treatment destroys the polysaccharide capsule of the wild-type 
Pneumococcus, but the DNA survives the heat treatment. The DNA then 
“invades” the mutant Pneumococcus and supplies the genes encoding the en-
zymes needed for the capsule synthetic pathway that the mutant lacks. The 
mutant is now able to synthesize a capsule and has the capacity to cause 
disease, which results in the death of the mice and the appearance of encap-
sulated Pneumococcus in the mouse tissue.

 2. These experiments showed that the transforming factor was neither a 
protein nor RNA.

 3. Some of the labeled “parent” DNA appears in the progeny, but none of 
the labeled protein appears in the progeny. This indicates that the bacterio-
phage DNA is involved in the production of progeny bacteriophages, but 
bacteriophage protein is not required.

 4. The triple-helical model is not consistent with the hydrophobic ef-
fect, which suggests that the nonpolar nitrogenous bases would reside in 
the center of the DNA structure and the hydrophilic phosphates would 
reside on the surface. The triple-helical model also assumes that the phos-
phate groups are protonated and form stabilizing hydrogen bonds in the 
DNA interior. But the pK value for phosphate is well below 7, so the 
phosphate groups would not be protonated at physiological pH. In the 
absence of hydrogen bonds, there are no additional forces that would 
hold the strands of the triple helix together.

 5. 

N
H

N
H3C

O

5-Methylcytosine

NH2

 6. (a) 

N

N N
H

N

H CH3

N

N 6-Methyladenine

 (b) The N 6-DNA methyltransferase might be a good drug target. 
If methylation of certain adenine residues is required for virulence, 
then it is possible that inhibition of the bacterial transferase enzyme 
might prevent adenine methylation and thus prevent disease caused 
by pathogenic bacteria.

 7. The base, 5-chlorouracil, is a substitute for thymine (5-methyluracil).

 8. A chlorine is substituted for a hydrogen in 5-chlorouracil, which closely 
resembles thymine (see Solution 7). Therefore, the culture containing 

 (b) The added HCl dissociates completely, so the amount of H� added 
is (0.0015 L)(3.0 mol ? L�1) 	 0.0045 mol. In an effective buffer, the 
acid would convert some of the conjugate Tris base to weak acid. But 
the concentration of conjugate base is already negligible. Therefore, the 
moles of additional H� should be added to the concentration of hydro-
gen ions already present (1.0 
 10�2 M), for a total concentration of 
0.0145 M.

pH 5 2log [H1] 5 log (0.0145 M) 5 1.84

  The buffer has not functioned effectively. There was not enough conju-
gate base to react with the additional hydrogen ions added. The result is 
a decrease in pH from 2.0 to 1.84.

 (c) When NaOH is added, an equivalent amount of Tris acid (HA) is 
converted to Tris base (A�). Let x 	 moles of OH� added 	 (0.0015 L)
(3.0 mol ? L�1) 	 0.0045 moles 	 4.5 mmol.

  The fi nal amount of A� is 5.0 
 10�8 mol � 4.5 mmol 	 4.5 mmol.
  The fi nal amount of HA is 100 mmol � 4.5 mmol 	 95.5 mmol.
  The new pH is determined by substituting the new concentrations of 

H� and HA into the Henderson–Hasselbalch equation:

 pH 5 pK 1 log 
[A2]

[HA]

 pH 5 8.3 1 log 
(4.5 mmol)

(95.5 mmol)

 pH 5 8.3 1 (21.3) 5 7.0

  Tris is not an effective buffer at pH 	 2.0, a pH more than 6 units lower 
than its pK value. Virtually all of the Tris is in the weak acid form at this 
pH. If acid is added, there is not enough base to absorb the excess added 
hydrogen ions, and the pH decreases. If base is added, some of the weak 
acid is converted to the conjugate base and the pH approaches the value 
of the pK.

66. The ratio of bicarbonate to carbonic acid in the patient’s blood can be 
determined using the Henderson–Hasselbalch equation:

  pH 5 pK 1 log a [A2]

[HA]
b

  7.55 5 6.35 1 log 
[HCO2

3 ]

[H2CO3]

  101.2 5
[HCO2

3 ]

[H2CO3]

  
[HCO2

3 ]

[H2CO3]
5

15.8

1

 Similarly, the ratio of bicarbonate to carbonic acid in a normal person’s blood 
can be determined:

  pH 5 pK 1 log a [A2]

[HA]
b

  7.4 5 6.35 1 log a [HCO2
3 ]

[H2CO3]
b

  101.05 5
[HCO2

3 ]

[H2CO3]

  
[HCO2

3 ]

[H2CO3]
5

11.2
1

 In order to serve as an effective buffer (i.e., absorb both added H� and OH�), 
both a conjugate base and a weak acid must be present. In the patient, the 
ratio of conjugate base to weak acid does not lie within an effective buffering 
range. The bicarbonate concentration (conjugate base) is too high relative 
to the carbonic acid (weak acid) concentration; thus the relative amount of 
weak acid is insuffi cient.

67. Ammonia and ammonium ions are in equilibrium, as represented by the 
following equation:

NH1
4 Δ H1 1 NH3
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16. The genome contains 28.7% T, 21.5% G, 29.2% A, and 20.6% C. 
Chargaff ’s rules do not apply because the viral genome is composed of single-
stranded DNA.

17. It is a G:C base pair.

18. 

N
H

N

N
NH

N
H

O

N
N

HH

O

Cytosine

Hypoxanthine

N

N

N
H

N

N
NH

N
H

O

N
N

HH

Adenine

Hypoxanthine

N
H

N

O

Uracil

N
NH

N
H

O

N

H

O
Hypoxanthine

19. The statement is false because the greater stability of GC-rich DNA is 
due to the stronger stacking interactions involving G:C base pairs and does 
not depend on the number of hydrogen bonds in the base pairs.

20. It is certainly the case that hydrogen bonds hold A:T and G:C base 
pairs together and that these interactions are very favorable. But upon 
denaturation of the DNA, each nitrogenous base has the opportunity to 
form equally favorable hydrogen bonds with water. Therefore, forces other 
than hydrogen bonds must contribute to the overall stability of the DNA 
molecule.

21. The sugar–phosphate backbone is found on the outside of the molecule. 
The polar sugar molecules can form hydrogen bonds with the surrounding 
water molecules. The negatively charged phosphate groups interact favorably 
with positively charged ions. The nonpolar nitrogen bases are found on the 
 inside of the molecule and interact favorably via stacking interactions. In this 
way, contact with the aqueous solution is minimized, as described by the 
hydrophobic effect.

22. (a) Proteins are more likely to bind to the major groove, which can easily 
accommodate proteins. The larger surface area of the major groove allows 
multiple favorable interactions between the DNA and protein.

 (b) The positively charged side chains of the Lys and Arg residues form 
ion pairs with the negatively charged phosphate groups on the DNA 
backbone. These are strong interactions, so the histones have a high 
affi nity for DNA.

23. 
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24. The DNA contains 50% G � C, so its melting point would be 
approximately 90�C.

5-chlorouracil will incorporate this base in place of thymine as the DNA 
replicates. The 5-chlorouracil has a greater mass than thymine, so DNA 
isolated from this culture will have a greater mass than DNA isolated from 
the control culture.

 9. Thymine (5-methyluracil) contains a methyl group attached to C5 of 
the pyrimidine ring of uracil.

10. (a) A diphosphate bridge links the ribose groups in each dinucleotide. 
This linkage is a variation of the monophosphate bridge (phosphodies-
ter linkage) in DNA and RNA.

 (b) The adenosine group in CoA bears a phosphoryl group on C3�.

11. 
O�

O

H H
HH

O OH

CH2

O

O

O� P NH2

N

N

O

NH2

O

H H
HH

OH OH

CH2

O

O

O� P

NN

N N

Phosphodiester
bond

 If the dinucleotide were DNA, it would lack OH groups at each ribose C2� 
position.

12. 

P

OO H
H H

O OH

H

O

�O

H2
C

13. The total amount of purines (A � G) in DNA must equal the total 
amount of pyrimidines (C � T) because each base pair in the double-stranded 
DNA molecule consists of a purine and a pyrimidine. This is not true for 
RNA, which is single-stranded.

14. The organism must also contain 19% A (since [A] 	 [T] accord-
ing to Chargaff ’s rules) and 62% C � G (or 31% C and 31% G, since 
[C] 	 [G]). Each cell is a diploid, containing 60,000 kb, or 6 
 107 bases. 
Therefore,

[A] 	 [T] 	 (0.19)(6 
 107 bases) 	 1.14 
 107 bases

[C] 	 [G] 	 (0.31)(6 
 107 bases) 	 1.86 
 107 bases

15. (a) Using Chargaff ’s rules (see Solution 14), the number of C resi-
dues must also be 24,182. Subtracting 2 3 24,182) from 97,004 yields 
48,640 (A � T) residues. Dividing this number by 2 yields 24,320 resi-
dues each of A and T.

 (b) GenBank reports only the sequence of a single strand of DNA, since 
the sequence of the complementary strand can easily be deduced using 
Chargaff ’s rules.
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31. (a) TGTGGTACCACGTAGACTGA
 (b) ACACCAUGGUGCAUCUGACU

32. (a) The top strand is the coding strand and the bottom strand is the 
noncoding strand.

 (b) Only coding strands are published because the mRNA sequence is 
identical to the sequence of the coding strand, with the exception that 
U replaces T in the mRNA.

33. (a) A poly(Phe) polypeptide was produced.
 (b) Poly(A) produces poly(Lys); poly(C) yields poly(Pro); and poly(G) 

yields poly(Gly).

34. (a) The cell-free system produces polypeptides consisting of alternating 
Val and Cys residues. Some of the polypeptides begin with Val; others 
begin with Cys, depending on which reading frame is used. 

 (b) The production of this peptide does not allow one to unambiguously 
assign the GUG and UGU codons. Additional experimental data are re-
quired to make this assignment.

35.
First reading frame:

AGG  TCT  TCA  GGG  AAT  GCC  TGG  CGA  GAG  GGG  AGC  AGC
S e r - S e r - S e r - G l y - A s n - A l a - Tr p - A r g - G l u - G l y - S e r - S e r -

TGG  TAT   CGC   TGG  GCC  CAA   AGG  C
Tr p - Ty r - A r g - Tr p - A l a - G l n - A r g

Second reading frame:

A GGT  CTT  CAG  GGA  ATG  CCT  GGC  GAG  AGG  GGA  GCA 
  G l y - L e u - G l n - G l y - M e t - P r o - G l y - G l u - A r g - G l y - A l a -

GCT  GGT  ATC  GCT  GGG  CCC  AAA  GGC
 A l a - G l y - I l e - A l a - G l y - P r o - L y s - G l y

Third reading frame:

AG  GTC  TTC  AGG  GAA  TGC  CTG  GCG  AGA  GGG  GAG  CAG
    Va l - P h e - A r g - G l u - C y s - L e u - A l a - A r g - G l y - G l u - G l n -

CTG  GTA  TCG  CTG  GGC  CCA  AAG  GC
L e u - Va l - S e r - L e u - G l y - P r o - L y s

36. The second reading frame, which produces a protein in which every 
third amino acid is Gly, is the correct reading frame.

37. Asparagine has two codons, AAU and AAC (see Table 3-3). An A S 
G mutation at the second position could generate a codon for serine (AGU 
or AGC).

38. The CGA codon codes for the amino acid arginine; the mutation 
(C S T in the DNA) converts the codon to a stop codon. When the 
mRNA for the gene is translated, the protein terminates prematurely and 
is nonfunctional.

39. The genetic code (shown in Table 3-3) is redundant. Since there are 
64 different possibilities for 3-base codons and only 20 amino acids, some 
amino acids have more than one codon. If a mutation just happens to oc-
cur in the third position (3� end), the mutation might not alter the protein 
sequence. For example, GUU, GUC, GUA, and GUG all code for valine. 
A mutation in the third position of a valine codon would still result in the 
selection of valine and would have no effect on the amino acid sequence of 
the protein.

40. The same segment of DNA can encode two different proteins if each 
strand is a coding strand.

41. First, identify the translation start site, the Met residue whose codon is 
AUG in the mRNA (see Table 3-3) or ATG in the DNA. Translation stops 
at the DNA sequence TAA, which corresponds to the stop codon UAA in 
the mRNA. Use Table 3-3 to decode the intervening codons, substituting 
U for T.

CTCAGAGTTCACC ATG GGC TCC ATC GGT GCA GCA AGC ATG GAA
 Met Gly Ser lle Gly Ala Ala Ser Met Glu

 … 1104 bp …  UUC UUU GGC AGA UGU GUU UCC CCU UAA AAAGAA
 …………….  Phe Phe Gly Arg Cys Val Ser Pro   *

GC content (%)
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25. The DNA from the organisms that thrive in hot environments would 
contain more G and C than DNA from species living in a more temperate 
environment. The higher GC content increases the stability of DNA at high 
temperatures.

26. The positively charged sodium ions can form ion pairs with the nega-
tively charged phosphate groups on the DNA backbone and “shield” the 
negative charges from one another. This increases the overall stability of 
DNA and makes it more diffi cult to melt.

27. You should increase the temperature to melt out imperfect matches 
 between the probe and the DNA.

28. Heating denatures the target DNA (separates its two strands) so that 
a single-stranded probe can more easily form sequence-specifi c hydrogen 
bonds with it.

29. (a) An inherited characteristic could be determined by more than one 
gene.

 (b) Some sequences of DNA encode RNA molecules that are not trans-
lated into protein (for example, rRNA and tRNA).

 (c) Some genes are not transcribed during a cell’s lifetime. This can oc-
cur if the gene is expressed only under certain environmental conditions 
or in certain specialized cells in a multicellular organism.

30. The DNA isolated after one generation is a homogeneous sample of 
DNA with a density intermediate between DNA containing all 14N and all 
15N. The DNA isolated after the second generation is heterogeneous. Half 
of the DNA has the same  density as the fi rst generation; half of the DNA 
consists of all 14N DNA and has a lower density.

� 15N

� 14N

First-generation
daughter molecules

Second-generation
daughter molecules� � �

�
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52. Chromosomes 10, 11, and 13 have genes carrying SNPs that are cor-
related with the colon disease [From Garcia-Barcelo, M., et al., Proc. Natl. 
Acad. Sci. 106, 2694–2699 (2009).]

53. Polymerization occurs in the 5� S 3� direction and a 3� OH group must 
be available, so the primer must be complementary to the sequence as shown.

5�-AGTCGATCCCTGATCGTACGCTACGGTAACGT-3�
 3�-TGCCATTGCA-5�

54.  ATTGTTCCCACAGACCG
CGGCGAAGCATTGTTCC         ACCGTGTTTCCGACCG

 TTGTTCCCACAGACCGTG

55. A restriction endonuclease is often used to prepare fragments of DNA 
for insertion into a cloning vector. Since the cloned DNA contains the recog-
nition site (whose sequence is known), this sequence can be used as a starting 
point to sequence the unknown DNA segment.

56. The polymerization reaction must be carried out at high temperatures 
(hence the need for a heat-stable DNA polymerase) in order to ensure that the 
template DNA remains an unknotted single strand. The high temperature is 
necessary to melt GC-rich DNA, which is more stable than AT-rich DNA.

57. You can use a DNA polymerase that is not heat-stable. You would have 
to cool the reaction mixture to a temperature at which the polymerase works 
best, and you would have to add the enzyme at each reaction cycle because 
it would be destroyed  every time the temperature was raised to melt the 
double- stranded DNA.

58. To amplify the protein-coding DNA sequence, the primers should corre-
spond to the fi rst three and last three residues of the protein (each amino acid 
represents three nucleotides, so the primers would each be nine bases long). 
Use Table 3-3 to fi nd the codons that correspond to the fi rst three residues:

 Met Gly Ser
 AUG GGU UCU
  GGC UCC
  GGA UCA
  GGG UCG
   AGU
   AGC

 Using just the topmost set of codons, a possible DNA primer would therefore 
have the sequence 5�-ATGGGTTCT-3�. This primer could base pair with 
the gene’s noncoding strand, and its extension from its 3� end would yield a 
copy of the coding strand of the gene (see Fig. 3-17). The other  primer must 
correspond to the last three amino acids of the protein:

 Val Ser Pro
 GUU UCU CCU
 GUC UCC CCC
 GUA UCA CCA
 GUG UCG CCG
  AGU
  AGC

 Again, considering just the topmost set of codons, a probable DNA coding 
sequence would be 5�-GTTTCTCCT-3�. This sequence cannot be used as 
a primer. However, a suitable primer would be the complementary sequence 
5�-AGGAGAAAC-3�, which can then be extended from its 3� end to yield 
a copy of the noncoding strand of the gene. The number of possible primer 
pairs is quite large because all but one of the amino acids has more than one 
codon. For the fi rst primer, there are 1 
 4 
 6 	 24 possibilities; for the 
second, 4 
 6 
 4 	 96 possibilities. There are 24 
 96 	 2304 different 
pairs of primers that could be used to amplify the gene by PCR.

59. MspI, AsuI, EcoRI, PstI, SauI, and NotI generate sticky ends. AluI and 
EcoRV generate blunt ends.

60. The enzyme MspI generates sticky ends. The single- stranded regions are 
then removed by the action of the exonuclease, releasing the free nucleotides 
C and G.

TGCT TAGC
ACGAATCGGC

CGGAACGA
CT TGCT

Exonuclease
cleavage

42. (a) The siRNA is an “antisense” mRNA, so its sequence should be com-
plementary to that of the mRNA. The solution below shows an siRNA 
that corresponds to the 5� end of the mRNA:

mRNA 5� AUG GGC UCC AUC GGA GC A GC A AGC AUG GAA 3�
siRNA 3� UAC CCG AGG UAG CCA CGU CGU UCG UAC CUU 5�

 (b) When the antisense RNA binds to the mRNA, the mRNA can no 
longer serve as a template for protein synthesis. (In the cell, the binding of 
antisense RNA to mRNA involves an  enzyme that degrades the mRNA 
into smaller fragments.)

 (c) The siRNA molecules must be able to cross the cell membrane to 
enter the cell and fi nd the target mRNA.

43. C. ruddii, with such a small genome and only 182 genes, must be some 
sort of parasite rather than a free-living bacterium. (In fact, C. ruddii is an 
insect symbiont.)

44. Prokaryotes tend to have smaller genomes than eukaryotes, so evolution has 
shaped the prokaryote genome to pack in genes more effi ciently. Eukaryotes, with 
larger genomes and more noncoding DNA, have more space to arrange genes.

45. The 35 million differences out of 3.2 billion total nucleotides represent 
approximately 1%, or a bit less than the original claim. (This number refl ects 
single-base differences and does not account for insertions and deletions of 
multiple bases.)

46. Questions that need to be addressed in order to solve the C-value paradox:
 •  How does one defi ne organismal complexity? Perhaps  humans are not 

the most complex organisms.
 •  How much of the organism’s genome codes for RNA? For protein? 

What are the biological roles of these gene products?
 •  How many copies of each gene are in the organism’s  genome?
 •  What is the amount of noncoding DNA in the genome? Is the non-

coding DNA really “junk DNA,” or does it have some biological role?
 •  How many transposable elements are in the noncoding DNA?
47. (a) The fi rst reading frame is the longest ORF.

 First reading frame:

TAT GGG ATG GCT GAG TAC AGC ACG TTG AAT GAG GCG
Ty r - G l y - M e t - A l a - G l u - Ty r - S e r - S e r - L e u - Ty r - G l u - A l a -

ATG  GCC  GCT  GGT  GAT  G
M e t - A l a - A l a - G l y - A s p -

 Second reading frame:

T ATG  GGA TGG CTG AGT ACA GCA CGT TGA ATG  AGG
  M e t - G l y - Tr p - L e u - S e r - T h r - A l a - A r g - s top- M e t - A r g -

CGA  TGG  CCG  CTG  GTG  ATG
 A r g - Tr p - P r o - L e u - Va l - M e t

 Third reading frame:

TA  TGG GAT  GGC  TGA  GTA  CAG  CAC  GTT GAA  TGA  GGC
 - Ty r - A s p - G l y - s top- L e u - G l n - H i s - Va l - G l u - s top- G l y -

GAT  GGC  CGC  TGG  TGA  TG
G l y - A r g - Tr p - s top-

 (b) Assuming the reading frame has been correctly identifi ed, the most 
likely start site is the fi rst Met residue in the fi rst ORF.

48. Like the bacterium described in Problem 43, the bacteriophage is parasitic 
and makes use of the host tRNAs (and likely other  protein synthesizing machin-
ery as well) in order to replicate itself.

49. If a SNP occurs every 300 nucleotides or so, and if there are about 
3 million kb in the human genome (see Table 3-4), then a SNP occurs every 
(3 3 106/300) 5 10,000 kb or so. [Source: http://ghr.nlm.nih.gov/handbook/
genomicresearch/snp]

50. Because ,1.4% of the human genome consists of protein-coding genes, 
about 1.4% of the 3 million SNPs, or 42,000, are likely to affect these genes. Since 
the total number of genes is only ,21,000, in theory, every gene would differ.

51. (a) The strongest associations are located between positions 67,400,000 
and 67,450,000.

 (b) Gene B contains SNPs associated with the disease whereas genes A and 
B do not. [From Duerr, R. H., et al., Science 314, 1461–1463 (2006).]
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 2. Threonine has two chiral carbons; therefore, four stereoisomers are 
 possible.
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H OH
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HO H

NH3
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COO�
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NH3
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 3. (a) His, Phe, Pro, Tyr, Trp
 (b) His, Phe, Tyr, Trp
 (c) His, Cys, Ser, Thr, Tyr
 (d) Gly
 (e) Arg, Lys
 (f ) Asp, Glu
 (g) Cys, Met

 4.
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 5. From least soluble to most soluble: Trp, Val, Thr, Ser, Arg. You can use 
Table 4-3 as a guide, but you should also be able to do this type of problem 
without using the table.

 6. The tetrapeptide would be less soluble than free His because the amino 
and carboxylate groups that interact with water and make His soluble are lost 
in forming the peptide bonds in the tetrapeptide.

 7. This combination cannot occur in signifi cant amounts at any pH. An 
unprotonated amino group cannot exist with a protonated carboxylate group 
because the amino group’s pK is much greater than the carboxyl group’s pK 
(therefore the carboxyl group ionizes at a lower pH than the amino group).

 8. If amino acids existed in the nonionic form described in Problem 7, they 
would have lower melting points and would be soluble in nonpolar organic 
solvents. High melting points and water solubility are characteristics of ionic 
substances. These observations support the zwitterionic (doubly ionic) form 
of the amino acid.

 9. In a free amino acid, the charged amino and carboxylate groups, which 
are separated only by the alpha carbon, electronically infl uence each other. 
When the amino acid forms a peptide bond, one of these groups is neutral-
ized, thereby altering the electronic properties of the remaining group.

61. The restriction enzyme with the longer recognition sequence would 
be a rare cutter because it is likely to encounter this sequence less often and 
therefore will cleave the DNA less frequently than a restriction enzyme with a 
shorter recognition sequence.

62. 

2 kb 7 kb

Pst I

8 kb 3 kb

EcoRI Pst I

63. If you were to use plasmids, you would need at least 150,000 clones 
to accommodate the 3 	 106–kb genome in fragments of 20 kb each (see 
Table 3-6). This is an almost unmanageable number. However, if you were 
to use yeast artifi cial chromosomes, you would need only a minimum of 
3000 clones to accommodate the 3 	 106–kb genome in fragments of 
1000 kb.

64. To design an oligonucleotide probe for a gene, the researcher must 
apply the genetic code in reverse, that is, select codons that correspond to 
the amino acids in the protein. Most amino acids can be encoded by more 
than one codon, so the researcher would have to choose one of them and 
hope that it matched the DNA well enough for the probe to successfully 
hybridize with the DNA. Met and Trp, however, are encoded by only one 
codon each, so by using these codons as part of the probe, the researcher 
can be assured of a perfect match with the DNA, at least for these three 
nucleotides.

65. A stop codon would need to follow the Leu residue (instead of the Ser 
that is present in the wild-type protein). A mismatched primer could sub-
stitute a UCA (Ser) codon for a UGA stop  codon. There are several correct 
answers due to the redundancy of the genetic code. One possible sequence 
is GTTTTCGCTGTTCTTTCAUGA. [From Yue, L., J. Virol. 83, 11588–
11598 (2009).]

66. (a) The primers are highlighted in gray below.

5�-ATGGGCTCCATCGGTGCAGCAAGCATGGAA . . . 

TTCTTTGGCAGATGTGTTTCCCCTTAAAAAGAA-3�
3�-CAAAGGGGAATTTTTCTT-5�

5�-ATGGGCTCCATCGGTGCA - 3�
3�-TACCCGAGGTAGCCACGTCGTTCGTACCTT  . . . 

AAGAAA CCGTCTACACAAAGGGGAATTTTTCTT-5�

 (b) Add the sequence recognized by the EcoRI endonuclease 
(GAATTC; see Table 3-5) to the 5� end of each primer. So the 
“left” primer would have a sequence of GAATTCATGGGCTC-
CATCGGTGCA and the “right” primer would have a sequence of 
5�-GAATTCTTCTTTTTAAGGGGAAAC-3�. In practice, however, 
you’d want to embed the recognition sequence rather than having the 
 recognition sequence on the ends; the reason for this will be explained 
in Chapter 20.

Chapter 4

 1. (a) The chiral carbon is marked with an asterisk. D-Alanine, the mirror 
image isomer, is shown.

�H3N *C

CH3

H

L-Alanine

COO�

NH3
�*C

CH3

H

D-Alanine

COO�

 (b) Since the majority of proteins contain L-amino acids, the presence 
of D-amino acids in the bacterial cell wall  renders the cell wall less sus-
ceptible to digestion by proteases (enzymes produced by certain organ-
isms to destroy bacteria).
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17. (a) O

O

C

C

H

�H3N CH

CH2

HN

O�

O�

CH2

CH

CH2

SH

O

C HN CH

O

C

Glutathione (GSH)

 (b)

 

O

O

C

C

H

H

�H3N CH

CH2

HN

O�

O�

�O

CH2

CH

CH2

S

CH2

S

CH2

CH2

O

C

CH

CH

NH

NH3
�

CH NH

O

C

CO

C

�O

O

C

HN CH

O

C

O

Oxidized glutathione (GSSG)

18. A polypeptide is a single polymer of amino acids. A protein may consist 
of one or more polypeptide chains.

19.

�H3N
H
N

H
N

CH2

CH2COO�

CH

CH2

O

C

COO�

CH

CH2

CH

O

C CH

O

C O�
H
N

H
N

4

O

C

O

CCH

OH
CH2

CH2

NH3
�

CH2

CH2

CH2

CH2

NH3
�

10. Histones contain an abundance of the positively charged amino acids 
 lysine and arginine. The positive charges of these amino acid side chains 
interact electrostatically to form ion pairs with the negatively charged phos-
phate groups on the backbone of the DNA molecule and to minimize 
charge–charge repulsion of the negatively charged phosphate groups.

11. At pH 6.0, the N-terminus is protonated (�1 charge), and the C-
terminus is unprotonated (�1 charge). The four His side chains (pK � 6.0) 
are half-protonated (see Fig. 2-17) so that each has a charge of �0.5. The 
tetrapeptide therefore has a net charge of �2.

12. (a) The net charge is 0, since the Pro side chains are neutral, the 
Tyr side chains are protonated and neutral, and there is no free 
N-terminus or C-terminus in the cyclic molecule.

 (b) If the molecule were linear, it would contain a free  amino group (�1 
charge) and a free carboxylate group (�1 charge), but its net charge 
would still be 0.

13. (a) The three amino acids are Ser, Tyr, and Gly.
 (b) Cyclization of the polypeptide backbone occurs between the carbonyl 

carbon of Ser and the amide nitrogen of Gly.
 (c) Oxidation results in a double bond in the Tyr side chain between C� 

and C� (the second carbon of the side chain).

OH

OH CH

CH

CH2

CH2NH

(c)

(b)

Ser

Tyr

N

NC C
Gly

O O

14. 

O

C

O

O

O�

O�

C

C

N-Terminus

�-Amino group

�-Amino group

�H3N CH CH

CH2

CH2

CH2

CH2

CH2

CH2

NH3
�

HN

Peptide bond

C-Terminus

�-Carboxylate group

�-Carboxylate group

Lys-Glu

15. 

�H3N CH

CH2

OCH3

O

C
H
N

Aspartame (Asp–Phe–OMe)

O�

CH2

CH

O

O

C

C

16. 

�H3N
H
N

H
N

H
N

H
N

CH2

CH2

CH3

CH

CH2

O

OH

C CH2

O

C CH2

O

C CH

CH2

O

C CH

O

C O�
H
N

H
NCH2

O

C

O

CCH

CH2

OH

S
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31. M
R

E

R

H

R

W

W
LV

G

G

W

K

W

Q

Y

K

 The polar amino acid residues are shown in red; the nonpolar residues 
are shown in blue. The polar residues are mainly on one side of the helix, 
while the nonpolar residues are on the other side. Quite a few of the polar 
side chains are positively charged. [This is an example of an amphipathic 
helix. From Martoglio, B., Graf, R., and Dobberstein, B., EMBO J. 16, 
6636–6645 (1997).]

32. F
L

L

L

A

W

I

F
L

G

P

S

K

A

S

G

K

A

 The polar amino acid residues are shown in red; the nonpolar residues 
are shown in blue. This is another example of an  amphipathic helix 
(see Problem 31). The hydrophobic side of the helix will interact favor-
ably with the nonpolar membrane and disrupt its structure, resulting in 
cell lysis. [The investigators of the study found that the peptide was able 
to form a pore in the membrane, disrupting the ionic balance and kill-
ing the cell. From Corzo, G., Escoubas, P., Villegas, E., Barnham, K. J., 
Weilan, H. E., Norton, R. S., and Nakajima, T., Biochem. J. 359, 35–45 
(2001).]

33. Triose phosphate isomerase is an example of an �/� protein.

34. (a) Leu (b) Ala (c) Phe (d) Trp (e) Ile

35. It’s possible that the ligand has a positive charge and forms an ion pair 
with the negatively charged Glu on the receptor. When the Glu is mutated 
to an Ala, the negative charge on the receptor is lost and the ion pair between 
the receptor and the ligand can no longer form.

36. The mutant in which the Lys is converted to an Arg would most  likely 
have the least effect because Lys and Arg side chains are both positively 
charged at physiological pH. The mutation that would have the greatest 
effect is the substitution of the Lys by the negatively charged Glu. [From 
Dong, L.-Y., Ueno, Y., Hata, S., and Isui, K., Plant Cell Physiol. 38, 1340–
1345 (1997).]

37. There are many possible answers for this question. An  example is shown 
for each (next page).

20. The FLAG epitope is highly polar. Seven of the eight residues are 
charged. The FLAG epitope will interact favorably with water; therefore, the 
claim made by the biotech company is  supported.

21. There are six possible sequences: HPR, HRP, PHR, PRH, RHP, RPH.

22. As in Problem 21, there are 6 possible tripeptides; adding a fourth resi-
due gives 6 	 4 � 24 possibilities.

23. (a) tertiary
 (b) quaternary
 (c) primary
 (d) secondary

24. The primary structure of GFP is discussed in Problem 13.

25. 

H

NC�

H

C

O

C�

O

H

O
H

H

26. The cis confi guration (shown here) is less likely because of the steric 
 hindrance that would result from the close approach of the polypeptide 
chains attached to the C� carbons.

NC�
C

O

H

C�

27. Both the DNA helix and the � helix turn in the right- handed direc-
tion. Both helices have tightly packed interiors: In DNA, the interior of 
the helix is occupied by nitrogenous bases; in the � helix, the atoms of 
the polypeptide backbone contact one another. In the � helix, the side 
chains extend outward from the helix; no such structure exists in the 
DNA helix.

28. 

HN C
H

HC

C
H

C

C

N NH

O

H

NH C NH

R2

R1

R3 OO

C O

C O

HC R5

HC R4

29. The amino group of Pro is linked to its side chain (see Fig. 4-2), which 
limits the conformational fl exibility of a peptide bond involving the amino 
group. The geometry of this peptide bond is incompatible with the bond 
angles required for a  polypeptide to form an � helix.

30. Whereas a backbone chain containing Pro has limited fl exibility (see 
Solution 29), the backbone chain containing Gly is too fl exible to conform 
to the structure of the � helix.

Ch 4 Solutions 15

BMWebSolutions_01-30.indd Page 15  10/5/12  10:28 PM user-F393BMWebSolutions_01-30.indd Page 15  10/5/12  10:28 PM user-F393 /Users/user-F393/Desktop/Users/user-F393/Desktop



groups in the reduced (¬SH) form. [From Winter, J., Lilie, H., and 
Rudolph, R., Anal.  Biochem. 310, 148–155 (2002).]

43. When the temperature increases, the vibrational and rotational energy 
of the atoms making up the protein molecules also increases, which increases 
the chance that the proteins will denature. Increasing the synthesis of chap-
erones under these conditions allows the cell to renature, or refold, proteins 
that have been denatured by heat.

44. Proteins with a higher ¬SH molar content have a greater opportu-
nity to form disulfi de bonds, which play a role in stabilizing the protein. 
Proteins strengthened with disulfi de bonds would require higher tempera-
tures to denature and would therefore have higher Tm values. [From Lacy, 
E. R., Baker, M., and Brigham-Burke, M., Anal. Biochem. 382, 66–68 
(2008).]

45. Proline does not fi t well into the structure of the � helix, because of 
both its geometry (see Problem 29) and the absence of a peptide ¬NH to 
contribute to hydrogen bonding (see Problem 37). This amino acid substitu-
tion would produce a protein with decreased stability, which would affect the 
ability of red blood cells to deform their shape in order to squeeze through 
capillaries. The cells would become damaged and would be removed from 
circulation, causing anemia. [From Johnson, C. P., Gaetani, M., Ortiz, V., 
Bhasin, N., Harper, S., Gallagher, P. G., Speicher, D. W., and Discher, D. E., 
Blood 109, 3538–3543 (2007).]

46. Protein loops are often at the protein surface, whereas regular second-
ary structure predominates in the protein core. The loops are better able to 
accommodate changes in size and amino acid composition than the core 
segments, where a change in size or composition may disrupt an � helix or 
� sheet that is an essential part of the protein’s structure.

47. If the proteins were homodimers, they would be more  likely to have 
two identical sites to interact with their palindromic recognition sites in the 
DNA. Heterodimeric proteins would likely lack the necessary symmetry. 
(In fact, these enzymes are homodimeric.)

48. Proteins and their component amino acids (and many other organic 
compounds) have inherent “handedness” and therefore cannot be intercon-
verted through mirroring. Consider a right-handed � helix: Its mirror image 
would be a left-handed � helix, which is not found in nature.

49. The arginine residues, with their positively charged side chains, and the 
aspartate residues, with their negatively charged side chains, are likely to be 
found on the surface of the monomer. These residues likely form ion pairs 
that stabilize the dimeric form. When these residues were mutated to neutral 
amino acid side chains, the ion pairs could not form, the dimer could not 
form, and the equilibrium shifted in favor of the monomers. [From Huang, 
Y., Misquitta, S., Blond, S. Y., Adams, E., and Colman, R. F., J. Biol. Chem., 
283, 32800–32888 (2008).]

50. Because the tetramers dissociate into dimers in the presence of the am-
phipathic SDS, it is possible that hydrophobic interactions are important in 
stabilizing the dimer. The hydrophobic surface of the dimer could interact 
with the nonpolar tail of SDS when the tetramer dissociates into dimers. But 
the monomers might be stabilized by a different type of interaction, either 
 polar or ionic. The nonpolar tail of SDS would not interact  favorably with 
a polar surface, and the negatively charged head group of SDS would be 
repelled by negatively charged amino acid side chains involved in ionic inter-
actions. The association of the monomers with one another is more favorable 
than their association with SDS would be, so the dimers resist dissociation 
into monomers in the presence of detergent. [From Gentile, F., Amodeo, 
P., Febbraio, F., Picaro, F., Motta, A., Formisano, S., and Nucci, R., J. Biol. 
Chem., 277, 44050–44060 (2002).]

51. The only ionizable groups in the dipeptide are the C-terminus (pK 	 3.5) 
and the N-terminus (pK 	 9.0). pI 	 ½ (3.5 � 9.0) 	 6.25.

52. In order for the tripeptide to have no net charge, its C-terminal group 
must be unprotonated (negatively charged), its Tyr side chain must be pro-
tonated (neutral), and its N-terminal group must be protonated (positively 
charged). Because deprotonation of the side chain (pK 	 10.5) or deproton-
ation of the N-terminal group (pK 	 9.0) would change the net charge, the 
pK values of these groups (10.5 and 9.0) should be used with Equation 4-1: 
pI 	 ½ (10.5 � 9.0) 	 9.75.

(a) CH

CH2

NH3
�

HN

H
N

O
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O

H

CH2

CH2

CH2

CH2

CH

CH2

CH2

(c) CH

CH3

CH3

H
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CH2

CH3

CH
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C

(b) CH
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O
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H
H3C CH

O

C
HN CH

O

C

COO�

A Lys-Glu
ion pair

Hydrogen
bonding between
Tyr and Ser

Van der Waals
forces between
Leu and Val

38. Substitution of a histidine for an arginine evidently causes a change in 
the three-dimensional structure of the protein, which adversely affects its 
function. This could occur for a variety of reasons. Histidine’s side chain 
is composed of a fi ve-membered ring, whereas arginine’s side chain is a 
straight-chain structure. The change in shape of the side chain could lead 
to an overall change in the shape of the protein. Because of the difference 
in their structures (although both amino acids can form hydrogen bonds 
and ion pairs), the substituted histidine might not form an interaction that 
is crucial to the proper functioning of the protein. A “permanent” positive 
charge might also be necessary. Arginine has a pK of 12.5 and thus is always 
protonated at physiological pH. Even though the pK value of an amino acid 
in a protein is not necessarily the same as the pK value of the free amino 
acid, the great difference in the pK values indicates that the arginine is far 
more likely to be protonated than the histidine. If a full strong charge at 
this site is necessary for protein function, its replacement could result in a 
defective protein.

39. A polypeptide synthesized in a living cell has a sequence that has been 
optimized by natural selection so that it folds  properly (with hydrophobic 
residues on the inside and polar residues on the outside). The random se-
quence of the synthetic peptide  cannot direct a coherent folding process, 
so hydrophobic side chains on different molecules aggregate, causing the 
polypeptide to precipitate from solution.

40. (a) Heating causes a protein to “melt,” or unfold, because heating in-
creases the vibrational and rotational energy of atoms in the protein, 
which disrupts the weak interactions that keep the protein in its prop-
erly folded state.

 (b) pH changes alter the ionization states of amino acid side chains. This 
affects the ability of side chains to form ion pairs. Hydrogen bonds may 
also be broken as protonation or deprotonation renders amino acid side 
chains unable to serve as hydrogen bond donors or acceptors.

 (c) Detergents have a nonpolar domain that allows them to penetrate 
into the interior of the protein, thus interfering with the hydrophobic 
interactions responsible for the protein’s tertiary structure.

 (d) Reducing agents, such as 2-mercaptoethanol, break disulfi de bonds 
(converting them to the ¬SH form) and destabilize proteins that re-
quire disulfi de bonds in order to assume the correct conformation.

41. Anfi nsen’s ribonuclease experiment demonstrated that a protein’s 
 primary structure dictates its three-dimensional structure. Although some 
proteins, like ribonuclease, can renature spontaneously in vitro, most pro-
teins require the assistance of molecular chaperones to fold properly in vivo.

42. (a) The loss of the C chain means the loss of information that is essential 
to the proper folding of insulin. Removal of the C chain leaves two separate 
chains (A and B), and it is much more diffi cult for two chains to resume their 
native conformation than for one chain to do so. Proinsulin has no diffi culty 
resuming its native conformation in a denaturation/renaturation experiment 
because proinsulin consists of only one peptide chain. When proinsulin is 
converted to insulin, two peptide bonds are cleaved to produce the correct-
ly cross-linked A and B chains. [From Dixon, G. H., and Wardlaw, A. C., 
Nature, 188, 721 (1960).]

 (b) At the higher pH, the sulfhydryl group is ionized (¬S�). These 
sulfhydryl groups more readily form disulfi de bonds than sulfhydryl 
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58. The cleavage site for each fragment is highlighted. A fragment not end-
ing in Phe, Tyr, or Trp (for chymotrypsin cleavage) or Lys or Arg (for trypsin 
cleavage) must be the carboxyl terminal fragment. Use “overlap” to work 
backward from the C-terminus, beginning with the chymotrypsin fragment, 
to  determine the sequence of the polypeptide.

Chymotrypsin fragments Trypsin fragments

AGKQLEDGRTLSDY LR

IPPDQQRLIF AK

VKTLTGKTITLDVEPSDTI ENVKAKIQDKEGI EGI

NIQKESTLHLVLRLRGG MQIF IQDK

 LIFAGK

 QLEDGR

 TLTGK

 IPPDQQR

 GGMQIFVK

 TLSDYNIQK

 ESTLHLVLR

 TITLDVEPSDTIENVK

IPPDQQRLIFAGKQLEDGRTLSDYNIQKESTLHLVLRLRGGM-
QIFVKTLTGKTITLDVEPSDTIENVKAKIQDKEGI

59. Edman degradation of a polypeptide with a disulfi de cross-link would 
not work properly when the fi rst Cys became exposed at the N-terminus of 
the polypeptide (the Cys would not be released in the next reaction since it 
would still be covalently linked to a Cys residue farther along the polypeptide 
chain). Reduction before sequencing breaks the disulfi de bond, and alkyla-
tion of the two free Cys groups prevents re-formation of the bond.

60. Thermolysin would yield the most fragments (9) and chymotrypsin 
would yield the fewest (3).

61. (a) If only one proteolytic cleavage is carried out, the sequences of the 
fragments could be determined but it would not be possible to place the 
fragments in the proper order. If different enzymes are used to generate 
two sets of fragments, overlapping peptides would allow ordering of all 
the sequences.

 (b) Trypsin cleaves after Lys and Arg residues. The fragments resulting 
from digestion of the heavy and light chains are shown below, identifi ed 
by residue number.

Light chain Heavy chain

6 1–7
7–9 8–18
10–11 19–31
12 32–35
13–20 36–38
21–28 39–42
29–38 43–57

 58–61
 62–71
 78–85
 86–91

 (c) Chymotrypsin would be a good choice for the second enzyme be-
cause it cleaves after Phe, Tyr, and Trp. The following fragments would 
be obtained:

Light chain Heavy chain

6–13 1–63
14–25 64–83
26–38 84–91

62. Sequencing this particular peptide using chemical or enzymatic cleavage 
methods would be diffi cult. There is only one N-terminal Met, so CNBr 

53. The protein must contain groups that undergo protonation/deproton-
ation at pH values near 4.3. The only amino acids with side chain pK values 
in this range are Asp and Glu (Table 4-1), so the protein likely contains an 
abundance of these residues.

54. The protein will likely have a net charge of 0 or greater. The pK value of 
the C-terminal carboxylate group is 3.5 (Table 4-1), so at pH values below 
3.5, the group will be predominantly neutral. All other ionizable groups in 
proteins have higher pK values and therefore will also be predominantly neu-
tral or positively charged below pH 3.5.

55. At pH 7.0, the peptide likely has a net positive charge since Arg (R) and 
Lys (K) outnumber Asp (D) and Glu (E). Therefore, the peptide is likely to 
bind to CM groups but not to DEAE groups.

56. (a) 

H
N CH C

O

HN CH C

O

CH2

CH2

S

S

H
N CH C

O

HN CH C

O

CH2

CH2COO�

ICH2COOH

CH2

SH

SH

H
N CH C

O

HN CH C

O

CH2

CH2

S

CH2COO�S

DTT

 (b) A simplifi ed version of the anion exchange chromatogram is shown.

Ara h8 Ara h6

high salt

Solvent volume

A
bs

or
ba

nc
e 

@
 2

80
 n

m

 (c) Treatment of the proteins with a reducing agent followed by iodo-
acetic acid converts fi ve disulfi de bridges (which are neutral) in Ara 
h6 to ten negatively charged side chains. The treatment produces a 
modifi ed Ara h6 protein with a more acidic pI. The two proteins were 
 successfully separated because the Ara h8 protein is less attracted to the 
positively charged anion exchange beads and elutes sooner. The Ara h6 
binds more strongly to the anion exchange beads and elutes only after 
salt has been added to the elution buffer. [From Riecken, S., Lindner, 
B., Petersen, A., Jappe, U., and Becker, W.-M., J. Biol. Chem., 389, 
415–423 (2008).]

57. The amino terminal residue is Ala. The carboxyl terminal residue must 
be Met, since the dodecapeptide was not cleaved when CNBr was added. 
Chymotrypsin cleaves after Phe. Fragment II contains the Asp, so it appears 
in the sequence fi rst, and Phe must be the cleavage site. Trypsin cleaves after 
Lys. Since fragment III contains Asp, Lys must be the cleavage site. Elastase 
cleaves after Gly, Val and Ser. Val must occupy the second position followed 
by a Pro, and this Val was not cleaved.

Elastase

Trypsin Chymotrypsin

Elastase

Asp–Val–Pro–Lys–Ser–Asp–Gln–Phe–Val–Gly–Leu–Met

 [Based on Anastasi, A., Montecucchi, P., Erspamer, V., and  Visser, J., Experi-
entia 33, 857–858 (1977).]
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Chapter 5

 1. Globin lacks an oxygen-binding group and therefore cannot bind O2. 
Heme alone is easily oxidized and therefore cannot bind O2. The bound 
heme gives a protein such as myoglobin the ability to bind O2. In turn, the 
protein helps prevent oxidation of the heme Fe atom.

 2. The mitochondrial proteins accept oxygen from hemoglobin and thus 
must be able to bind oxygen. Therefore these proteins, like myoglobin and 
hemoglobin, must have a heme group as part of their structure.

 3. Myoglobin facilitates oxygen diffusion in the cell by acting as a “molecu-
lar bucket brigade.” It accepts oxygen delivered to the cell by hemoglobin 
and then transfers the oxygen to proteins in the mitochondrion. Myoglobin 
is 50% saturated with oxygen when the intracellular oxygen concentration is 
equal to its p50 value, so it functions most effectively under these conditions. 
At intracellular oxygen concentrations greater than p50, oxygen remains 
bound to hemoglobin and is not transferred; at oxygen concentrations less 
than p50, myoglobin doesn’t bind suffi cient oxygen. In either case, the trans-
fer of oxygen from hemoglobin to mitochondrial proteins is compromised.

 4. Equation 5-4 can be used to calculate the fractional saturation (Y ) at 
1.5 torr and 3.5 torr, letting K 	 2.8 torr:

  Y 5
p O2

K 1 p O2

  At 1.5 torr, Y 5
1.5 torr

2.8 torr 1 1.5 torr
5 0.35

  At 3.5 torr, Y 5
3.5 torr

2.8 torr 1 3.5 torr
5 0.55

 At 1.5 torr, 35% of Mb has oxygen bound, but at 3.5 torr, 55% of myoglobin 
has oxygen bound. Thus a small change in oxygen partial pressure can lead to 
a large change in the percentage of oxygenated myoglobin in the muscle cell.

 5. (a) The interior of the roast is purple because it does not have access to 
oxygen and thus the myoglobin in the meat is primarily in the deoxy-
genated form, which is purple. When sliced, the myoglobin is exposed 
to oxygen and becomes oxygenated, turning red.

 (b) When meat is cooked, the globin chains are denatured and the iron 
is oxidized to Fe3�, converting the myoglobin to met-myoglobin, which 
is brown.

 (c) In a vacuum package, the cells rapidly use up any available oxygen in 
metabolism, which results in mostly deoxygenated myoglobin, which is 
purplish. Meat packaged in oxygen- permeable packaging continues to be 
metabolically active so that most of the myoglobin is oxygenated and red, 
which is more appealing to consumers. [Source: “Color Changes in Cooked 
Beef,” James Claus, National Cattlemen’s Association.]

 6. (a) The p50 values from the oxygen binding curve are 0.6, 1, and 1.4 mm 
Hg for the tuna, bonito, and mackerel, respectively.

 (b) The tuna has the lowest p50 value and the highest oxygen-binding 
affi nity; the mackerel has the highest p50 value and the lowest oxygen 
affi nity. Interestingly, the p50 values are the same when adjusted for the 
body temperatures of the fi sh, which average 25�C, 20�C, and 13�C for 
the tuna, bonito, and mackerel, respectively. [From Marcinek, D. J., 
 Bonaventura, J., Wittenberg, J. B., and Block, B. A. (2001). Am. J. Physiol. 
Regul. Integr. Comp. Physiol. 280, R1123–R1133 (2001).]

 7. Isoleucine has a larger side chain than valine and will decrease the size 
of the pocket. This steric hindrance results in decreased binding of oxygen. 
[From Olson, J. S., and Phillips, Jr., G. N., J. Biol. Chem. 271, 17593–17596 
(1996).]

 8. Because oxygen is nonpolar, it is advantageous for the heme pocket to be 
nonpolar as well. Therefore, substituting the nonpolar valine with the polar 
serine would result in decreased  oxygen-binding affi nity.

 9. In the arteries, nearly all the hemoglobin is oxygenated and therefore 
takes on the color of the Fe(II), in which the sixth coordination site is oc-
cupied by O2. Blood that has passed through the capillaries and given up 
some of its oxygen contains a mixture of oxy- and deoxyhemoglobin. Deoxy-
hemoglobin, in which the Fe(II) has only fi ve ligands, imparts a bluish tinge 
to venous blood.

would not cleave the peptide. Cleavage with trypsin would not occur because 
the peptide lacks Lys and Arg residues. Cleavage with elastase would yield 
single amino acids, so locating areas of overlap would be diffi cult. Cleav-
age with chymotrypsin would produce three fragments, but the lack of a 
second cleavage agent would make it diffi cult to put the peptide fragments 
in the correct order. [From Burstein, I., and Schechter, Y., Biochemistry 17, 
2392–2400 (1978).]

63. Since each codon corresponds to an amino acid, the error rate is

5 3 1024 error

residue
3 500 residues 5 0.25

 About one-quarter of the polypeptides would contain a substitution.

64. Virtually all the 2000-residue polypeptides would contain a substi-
tution:

5 3 1024 error

residue
3 2000 residues 5 1.0

65. Leu and Ile are isomers and have the same mass; therefore, mass spec-
trometry cannot distinguish them.

66. (a) A sequence of two Gly residues (mass 	 57 D � 57 D) could be er-
roneously identifi ed as Asn (mass 	 114 D).

 (b) A sequence of a Ser residue and a Val residue (masses 	 87.0 D and 
99.1 D, respectively) would be erroneously identifi ed as Trp (mass 	 
186 D).

67. 

�
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O CH3
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H

H
H3N N

O
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O�

O

CH3H3C

Phe Val Ala Asp

O

N
H

 Dashed lines indicate broken bonds. The smallest charged fragment is the 
N-terminal residue (Phe), which has a mass of approximately 149 D (9 C � 
1 N � 1 O � 11 H).

68. The next-smallest fragment is the Phe–Val dipeptide. The difference in 
mass between the smallest and next-smallest fragments is the mass of the Val 
residue, or approximately 99 D.

69. In a protein crystal, the residues at the end of a polypeptide chain may 
experience fewer intramolecular contacts and therefore tend to be less ordered 
(more mobile in the crystal). If their disorder prevents them from generating 
a coherent diffraction pattern, it may be impossible to map their electron 
density.

70. 
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dramatically, as shown in Solution 15. Under these conditions, hemoglo-
bin is nearly saturated with oxygen when pO2 � 120 torr (Y � 0.96). 
But when pO2 is 25 torr in the tissues, Y decreases to 0.20. So 76% of 
the oxygen is delivered to tissues. In general, higher CO2 concentrations 
assist hemoglobin in delivering oxygen from the lungs to the tissues. 
[From Bohr, C., Hasselbalch, K., and Krogh, A., Skand. Arch. Physiol. 16, 
401–412 (1904).]

17. At the high altitude where the bar-headed goose resides, less oxygen is 
available to bind to hemoglobin in the lungs. The  bar-headed goose hemo-
globin has a lower p50 value and a higher oxygen affi nity than the plains-
dwelling grelag goose hemoglobin, so the bar-headed goose hemoglobin 
can more easily bind oxygen in order to deliver it to the tissues. [From Jessen, 
T.-H., Weber, R. E., Fermi, G., Tame, J., and Braunitzer, G., Proc. Natl. 
Acad. Sci. 88, 6519–6522 (1991).]

18. (a) Vitamin O is useless because the body’s capacity to  absorb oxygen 
is not limited by the amount of oxygen available but by the ability of 
hemoglobin to bind and transport O2. Furthermore, oxygen is nor-
mally introduced into the body via the lungs, so it is unlikely that the 
gastrointestinal tract would have an effi cient mechanism for extracting 
oxygen.

 (b) The fact that oxygen delivery in vertebrates requires a dedicated 
O2-binding protein (hemoglobin) indicates that dissolved oxygen by 
itself cannot attain the high concentrations required. (In fact, the 
solubility of oxygen in pure  water is only about 0.1 mM; the hemo-
globin in blood boosts the solubility to about 10 mM.) In addition, 
a few drops of vitamin O would make an insignifi cant contribution 
to the amount of oxygen already present in a much larger volume of 
blood.

19. The increased O2 release is the result of the Bohr effect. The increase 
in [H�] promotes the shift from the oxy to the deoxy conformation of 
hemoglobin. The decrease in oxygen affi nity improves oxygen delivery to 
the muscle, where it is needed.

20. A decrease in pH diminishes hemoglobin’s affi nity for oxygen (the Bohr 
effect), thereby favoring deoxyhemoglobin. Since only deoxyhemoglobin 
S polymerizes, sickling of cells is most likely to occur when the parasite-
induced drop in pH promotes the formation of deoxyhemoglobin.

21. (a) Asp 94 and His 146, which is protonated, form an ion pair in the 
deoxy form of hemoglobin. The protons are produced by cellular res-
piration. As described by the Bohr effect, an increase in hydrogen ion 
concentration favors the deoxy form of hemoglobin so that oxygen can 
be delivered to the tissues.

 (b) The presence of the negatively charged Asp 94 increases the pK value 
of the imidazole ring of His and promotes the formation of the ion pair 
between the two side chains. The increased pK value means that the 
imidazole ring’s affi nity for protons is increased. [From Berenbrink, M., 
Resp. Physiol. Neurobiol. 154, 165–184 (2006).]

22. The p50 for hemoglobin when pCO2 � 5 torr is given as 15 torr, whereas 
the p50 when pCO2 � 80 torr is given as 40 torr. When the partial pressure 
of CO2 increases, the p50 for hemoglobin increases as well. An increased p50 
indicates a lower affi nity of hemoglobin for oxygen. Therefore, when the 
concentration of CO2 increases, as it does in metabolically active tissues, he-
moglobin’s affi nity for oxygen decreases and hemoglobin unloads its oxygen 
to the cells that need it.

23. Negatively charged glutamate side chains on the surface of the oxygen-
ated lamprey monomer would resist association due to the charge–charge 
repulsion. But when the pH decreases, excess protons would bind to the 
glutamate side chains, neutralizing them. The monomers would associate to 
form the deoxygenated tetramer. In this manner, oxygen is delivered to lam-
prey tissue when the pH decreases in metabolically active tissue. [From Qiu, 
Y., Maillett, D. H., Knapp, J., Olson, J. S., and Riggs, A. F., J. Biol. Chem. 
275, 13517–13528 (2000).]

24. (a) Bicarbonate is formed when carbon dioxide reacts with water to form 
carbonic acid, a reaction in the blood catalyzed by carbonic  anhydrase. 
The carbonic acid dissociates to form protons and bicarbonate.

 (b) Both curves are sigmoidal. According to the investigators, the p50 
for crocodile hemoglobin is 6.8 torr in the absence of bicarbonate 
and 44 torr in the presence of bicarbonate. The higher p50 value in 

10. A patient with a light complexion would have fl ushed,  reddened skin 
due to the color of the HbCO complex. The  patient would also suffer from 
dizziness, headaches, and shortness of breath due to lack of oxygen.

11. (a) Position 6 (Gly) and position 9 (Val) appear to be invariant.
 (b) Conservative substitutions occur at position 1 (Asp and Lys, both 

charged), position 10 (Ile and Leu, similar in structure and hydropho-
bicity), and position 2 (all uncharged bulky side chains). Positions 5 and 
8 appear to  tolerate some substitution.

 (c) The most variable positions are 3, 4, and 7, where a variety of resi-
dues appear.

12. His F8 is the most likely to be invariant. The nitrogen in the imidazole 
ring of His F8 serves as one of the ligands to the iron in the heme group. This 
residue plays a critical role in the structures of myoglobin and hemoglobin and 
is essential for the proper binding of oxygen; substitution of this amino acid 
would likely interfere with the ability of the protein to bind and release oxygen 
effectively.

13. Use Equation 5-4 to calculate the fractional saturation (Y ) for hyper-
bolic binding, letting K � 26 torr:

  Y 5
p O2

K 1 p O2

  At 30 torr, Y 5
30 torr

26 torr 1 30 torr
5 0.54

  At 100 torr, Y 5
100 torr

26 torr 1 100 torr
5 0.79

 Therefore, if hemoglobin exhibited hyperbolic oxygen-binding behavior, 
it would be only 79% saturated in the lungs (where pO2 < 100 torr) and 
would exhibit a loss of saturation of only 25% (79% � 54%) in the tissues 
(where pO2 < 30 torr). Hemoglobin’s sigmoidal binding behavior allows 
it to bind more oxygen in the lungs so that it can deliver relatively more 
oxygen to the tissues (for an overall change in saturation of about 40%; 
see Fig. 5-7).

14.  Y 5
(p O2)n

(p50)n 1 (p O2)n

  Y 5
(25 torr)3

(15 torr)3 1 (25 torr)3

  Y 5 0.82

  Y 5
(p O2)n

(p50)n 1 (p O2)n

  Y 5
(120 torr)3

(15 torr)3 1 (120 torr)3

  Y 5 1.00

15.  Y 5
(p O2)n

(p50)n 1 (p O2)n

  Y 5
(25 torr)3

(40 torr)3 1 (25 torr)3

  Y 5 0.20

  Y 5
(p O2)n

(p50)n 1 (p O2)n

  Y 5
(120 torr)3

(40 torr)3 1 (120 torr)3

  Y 5 0.96

16. As shown in Solution 14, hemoglobin is completely saturated with 
oxygen (Y � 1.00) when the pO2 � 120 torr. When the pO2 decreases 
to 25 torr, Y � 0.82. This means that 18% of oxygen bound to hemoglo-
bin is delivered to the tissues when pCO2 � 5 torr. But when the pCO2 
 increases to 40 torr, the amount of oxygen delivered to tissues  increases 
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third equation to shift to the right. This depletes CO2(aq), which causes 
the  second equation to shift right, thus depleting carbonic acid. This 
causes the fi rst equation to shift right as hydrogen ions and bicarbonate 
ions combine to form more carbonic acid.  Depletion of hydrogen ions 
results in a basic pH.

 H1(aq) 1 HCO2
3 (aq) Δ H2CO3(aq)

 H2CO3(aq) Δ CO2(aq) 1 H2O(l )
 CO2(aq) Δ CO2(g)

 (b) The decrease in alveolar pCO2 concentration can be explained by 
the hyperventilation, as described in part (a). The concentration of 
2,3-BPG increases in order to convert more of the hemoglobin mol-
ecules to the low-affi nity T form so that oxygen can be effectively deliv-
ered to the cells.

30. (a) The p50 for hemoglobin in these animals is lower (by about 10 torr) 
than in their sea-level counterparts. The animals indigenous to high alti-
tudes require a hemoglobin with a higher affi nity (low p50 corresponds to 
high affi nity, since this means that a lower oxygen partial pressure is re-
quired to half-saturate the hemoglobin with oxygen). Since these  animals 
have higher oxygen-binding affi nity, their hemoglobin molecules are able 
to bind oxygen effectively even at the low oxygen pressure that exists at 
high altitudes.

 (b) Fetal hemoglobin has a higher oxygen affi nity than normal adult he-
moglobin because amino acid changes in the central cavity of hemoglo-
bin have replaced positively charged amino acid side chains with neutral 
amino acid side chains (see Solution 25). The neutral side chains cannot 
form ion pairs with the negatively charged BPG, so BPG (which binds 
only to the T form) does not bind, the R (high affi nity) form of hemo-
globin is favored, and the p50 decreases. The persistence of fetal hemoglo-
bin in these animals endows the animals with yet another high-affi nity 
oxygen-binding strategy so that the hemoglobin can bind oxygen, even 
at the low oxygen partial pressures typical of high altitudes.

31. The substitution at the C-terminus could affect the position of the F8 
histidine in such a way that oxygen either binds more readily or dissociates 
less readily. The substitution is quite near the His 146 involved in binding 
protons (see Problem 21) and may decrease this side chain’s proton-binding 
affi nity. Since His 146 is located in the central cavity, BPG would bind less 
readily, which favors the oxygenated or R form of hemoglobin.

32. These patients are sometimes referred to as “human llamas” because, 
like these animals, the patients are adapted for survival at high altitudes. Like 
the llamas (see Solution 30), these patients have mutant hemoglobins with a 
higher oxygen-binding affi nity, which results in hemoglobin molecules with 
an enhanced ability to bind oxygen effectively, even at the low oxygen pres-
sure that exists at high altitudes.

33. Both types of molecules are proteins and consist of polymers of amino 
acids. Both contain elements of secondary structure. But globular proteins 
are water soluble and nearly spherical in shape. Examples include proteins 
such as hemoglobin and myoglobin as well as enzymes. Their cellular role 
involves participating in the chemical reactions of the cell in some way. In 
contrast, fi brous proteins tend to be water insoluble and have an elongated 
shape. Their cellular role is structural—as elements of the cytoskeleton of the 
cell and the connective tissue matrix between cells.

34. (a) Keratin and collagen; (b) myosin and kinesin; (c) actin and tubulin; 
(d) actin, myosin, tubulin, and kinesin.

35. Microfi laments and microtubules consist entirely of subunits that are 
assembled in a head-to-tail fashion, so the polarity of the subunits (actin 
monomers in microfi laments and tubulin dimers in microtubules) is pre-
served in the fully assembled fi ber. In intermediate fi lament assembly, only 
the initial step (dimerization of parallel helices) maintains polarity. In subse-
quent steps, subunits align in an antiparallel fashion, so in a fully assembled 
intermediate fi lament, each end contains heads and tails.

36. (a) Adding another protein was necessary because G-actin in solution 
tends to polymerize rather than form crystals. The added protein bound 
to actin and prevented its  polymerization.

 (b) The crystal structure of the protein alone was needed so that it could 
be “subtracted” from the crystal structure of the actin–protein complex.

the presence of bicarbonate means that the hemoglobin has a lower 
affi nity for oxygen.

w/ HCO3
�

w/o HCO3
�

pO2

Y

 (c) The lysine side chain is positively charged and can interact with the 
negative charge of the bicarbonate. The phenolate oxygens on the two 
tyrosine side chains can act as hydrogen bond acceptors for the bicar-
bonate hydrogen.

 (d) All of the allosteric effectors are negatively charged. They bind to hemo-
globin by forming ion pairs with positively charged amino acid side chains 
(such as Lys or Arg) or with the positively charged �-amino groups at the 
amino termini of the four polypeptide chains. [From Komiyama, N. H., 
Miyazaki, G., Tame, J, and Nagai, K., Nature  373, 244–246 (1995).]

25. (a) Curve A represents fetal hemoglobin, which has a  higher oxygen 
affi nity than adult hemoglobin (curve B). Curve A shows greater frac-
tional saturation than curve B at any given oxygen concentration.

 (b) In the  chain, the positively charged His 21 in the � chain is re-
placed by the neutral Ser, resulting in a central cavity with fewer positive 
charges. The allosteric effector BPG cannot bind to Hb F as effectively 
as it binds to Hb A because the negatively charged BPG forms fewer 
ion pairs in the central cavity of Hb F. BPG plays a role in decreasing 
oxygen-binding affi nity, so the inability of BPG to bind to Hb F means 
that fetal hemoglobin has a higher oxygen-binding affi nity. Oxygen 
transfer from the maternal circulation to the fetal circulation can be ac-
complished more  effi ciently if the fetal hemoglobin has a higher oxygen 
affi nity than maternal hemoglobin.

26. Hydroxyurea increases the patient’s blood concentration of hemoglobin F, 
which has two � chains and two  chains rather than two � chains and two � 
chains. Since the � chain has been mutated in the patient suffering from sickle 
cell anemia, the increased synthesis of hemoglobin F allows the patient to use 
hemoglobin F to transport oxygen instead of the defective hemoglobin S. In 
effect, the defective � chains are replaced with healthy  chains.

27. (a) Normal hemoglobin has a sigmoidal curve, which means that the 
binding and release of oxygen from normal hemoglobin is cooperative. 
The hyperbolic binding curve of Hb Great Lakes indicates that there is 
little cooperativity in oxygen binding and release.

 (b) Hb Great Lakes has a higher affi nity for oxygen. More than 60% 
of the mutant hemoglobin has bound oxygen. Hb A is about 30% 
 oxygenated.

 (c) Both hemoglobins are essentially 100% oxygenated and therefore 
have equal affi nities.

 (d) Normal hemoglobin is more effi cient at oxygen delivery. It delivers 
about 70% of its bound oxygen (since it is 100% oxygenated at 75 torr 
and 30% oxygenated at 20 torr). Hb Great Lakes is less effi cient since 
less than 40% of its bound oxygen is delivered to the tissues. [From 
 Rahbar, S., Winkler, K., Louis, J., Rea, C., Blume, K., and Beutler, E., 
Blood 58, 813–817 (1981).]

28. Hb Bruxelles is the most unstable, since Phe is deleted. Hb Hammer-
smith is next, since the nonpolar Phe has been mutated to a polar Ser. Hb 
Sendagi and Hb Bucuresti have nonpolar amino acid substitutions, but Hb 
Bucuresti is more stable than Hb Sendagi because Leu is larger than Val and 
thus closer in size to the large nonpolar Phe. [From Griffon, N., Baden, C., 
Lena-Russo, D., Kister, J., Barkakdjian, J., Wajcman, H., Marden, M. C., 
and Poyart, C., J. Biol. Chem. 271, 25916–25920 (1996).]
29. (a) A person hyperventilates in order to obtain more oxygen, and the 

blood pH increases as a result, as shown by the equations below. Exces-
sive removal of CO2(g) from the lungs during hyperventilation causes the 
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therefore not fi t as well in the area of contact between the two polypep-
tides in a coiled coil (see Fig. 5-25).

50. A fi brous protein such as keratin does not have a discrete globular core. 
Most of the residues in its coiled-coil structure are exposed to the solvent. 
The exception is the strip of nonpolar side chains at the interface of the two 
coils.

51. The reducing agent breaks the disulfi de bonds (¬S¬S¬) between 
keratin molecules. Setting the hair brings the reduced Cys residues (with 
their ¬SH groups) closer to new partners on other keratin chains. When the 
hair is then exposed to an oxidizing agent, new disulfi de bonds form between 
the Cys residues and the hair retains the shape of the rollers.

52. The difference in sulfur content can be explained by the amount of 
disulfi de bonding in each type of keratin. Hard  keratins are less pliable than 
soft keratins and are stabilized by a higher number of disulfi de bonds than 
in the soft keratins.

53. (a) Actin’s primary structure is its amino acid sequence. Its secondary 
structure includes its � helices, � sheets, and other conformations of 
the polypeptide backbone. Its  tertiary structure is the arrangement of its 
backbone and all its side chains in a globular structure. Monomeric actin 
by defi nition has no quaternary structure. However, when actin mono-
mers associate to form a microfi lament, the  arrangement of subunits 
becomes the fi lament’s quaternary structure. Thus, actin is an example 
of a protein that has quaternary structure under certain conditions.

 (b) Collagen’s primary structure is its amino acid sequence. Its second-
ary structure is the left-handed helical conformation characteristic of 
the Gly–Pro–Hyp repeating sequence. Its tertiary structure is essentially 
the same as its secondary structure, since most of the protein consists of 
one type of secondary structure. Collagen’s quaternary structure is the 
arrangement of its three chains in a triple helix. It is also possible to view 
the triple helix as a form of tertiary structure, with quaternary structure 
referring to the association of collagen molecules.

54. Consumption of animal protein high in collagen is not required for 
human collagen synthesis, and this diet is unlikely to cause wrinkles to disap-
pear. A diet that includes high-quality protein and vitamin C–containing 
fruits and vegetables is suffi cient to promote synthesis of collagen.

55. The bacterial enzymes degrade collagen, the major protein in connective 
tissue. Treatment of the tissue with these enzymes degrades the collagen in 
the extracellular matrix without harming the cells themselves and thus facili-
tates the preparation of cells for culturing. [Source: Worthington Biochemical 
Corporation.]

56. The enzyme is a collagenase. Cleaving the bond indicated disrupts the 
triple-helical structure of the collagen molecule and causes it to be denatured, 
which in effect destroys the collagen. This enzyme is necessary in the devel-
oping tadpole because the collagen that forms the structure of the tadpole’s 
tail will need to be degraded when the tadpole develops into a frog (which 
has no tail). [From Stolow, M. A., Bauzon, D. D., Li, J., Sedgwick, T., Liang, 
V. C., Sang, Q. A., and Shi, Y. B., Mol. Biol. Cell  7, 1471–1483 (1996).]

57. (a) Collagen B is from rat, and collagen A is from the sea urchin.
 (b) The stability of each of these collagens is correlated with their hy-

droxyproline content. The higher the percentage of hydroxyproline, the 
more regular the structure and the more diffi cult it is to melt, resulting 
in more stable collagen. The rat has a more stable collagen, and the sea 
urchin, which lives in cold water, has a less stable collagen. It is impor-
tant to note that the melting temperatures of each  collagen molecule 
are higher than the temperature at which each organism lives. Thus, 
each organism has stable collagen at the temperature of its environment. 
[From Mayne, J., and Robinson, J. J., J. Cell. Biochem. 84, 567–574 
(2001).]

58. (a) The melting temperature, or Tm, can be used to rank the stability 
of the triple helices formed by the three peptides. The higher the melt-
ing temperature, the more stable the triple helix. Therefore, peptide 1 
has the highest stability, followed by peptide 2 and then peptide 3. The 
stability is correlated with Pro and Hyp content. Proline and hydroxy-
proline are responsible for the formation of the correct geometry of the 
left-handed helices of the three chains.

37. Because phalloidin binds to F-actin but not to G-actin, the addition of 
phalloidin fi xes actin in the fi lamentous form. This impairs cell motility be-
cause cell movement requires both actin polymerization at the leading edge 
of the cell and depolymerization at the trailing edge. In the presence of phal-
loidin, depolymerization does not occur and cell movement is not possible.

38. The use of fl uorescently tagged phalloidin allows the  microscopist to 
visualize “fi xed” cellular F-actin. G-actin is not visualized because phalloidin 
binds only to F-actin. In this way, only microfi laments are visualized.

39. During rapid microtubule growth, �-tubulin subunits containing GTP 
accumulate at the (�) end because GTP hydrolysis occurs following sub-
unit incorporation into the microtubule. In a slowly growing microtubule, 
the (�) end will contain relatively more GTP that has already been hydro-
lyzed to GDP. A protein that preferentially binds to (�) ends that contain 
GTP rather than GDP could thereby distinguish fast- and slow-growing 
 microtubules.

40. Because each protofi lament contains many tubulin dimers, the separa-
tion of protofi laments during fraying represents a greater departure of tubu-
lin subunits than if the tubulin subunits left the microtubule one dimer at 
a time.

41. Polymers composed of �-tubulin molecules allowed to polymerize in 
the presence of a nonhydrolyzable analog of GTP are more stable. When 
the �-tubulin subunits are exposed to GTP in solution, the GTP binds to 
the �-tubulin and then is hydrolyzed to GDP, which remains bound to the 
�-tubulin. Additional �� heterodimers are then added. The microtubule 
ends with GDP bound to the �-tubulin are less stable than those bound 
to GTP because protofi laments with GDP bound are curved rather than 
straight and tend to fray. If a nonhydrolyzable analog is bound, it will 
resemble GTP and the protofi lament will be straight rather than curved. 
It is less likely to fray and the resulting protofi lament is more stable as a 
result.

42. Although the drugs have opposite effects on microtubule dynamics, 
they both interfere with the normal formation of the mitotic spindle, which 
is required for cell division.

43. Microtubules form the mitotic spindle during cell division. Because 
cancer cells are rapidly dividing cells, and hence undergo mitosis at a rate 
more rapid than in most other body cells, drugs that target tubulin and thus 
interfere with the formation of the mitotic spindle in some way will slow the 
growth of cancerous tumors.

44. Paclitaxel increases the stability of the microtubule if it is able to override 
the effects of GTP hydrolysis, since it is GTP hydrolysis to GDP that results 
in a curved protofi lament that causes the microtubule to have a “frayed” 
appearance and increases the likelihood that the tubulin dimers in the pro-
tofi lament will dissociate. [From Amos, L. A., and Löwe, J., Chem. Biol. 6, 
R65–R69 (1999).]

45. Colchicine, which promotes microtubule depolymerization, inhibits 
the mobility of the neutrophils because cell mobility results from polymer-
ization and depolymerization of  microtubules.

46. Microtubules in the cell spindle are dynamic structures since the mi-
totic spindle must form during mitosis and disassemble after cell division has 
 occurred. Therefore, spindle microtubules are less stable than the microtu-
bules that defi ne the elongated structures of the axons of nerve cells.

47. As shown in Figure 5-22, microtubules link replicated chromosomes to 
two points at opposite sides of the cell. Vinblastine’s ability to stabilize the mi-
crotubules at the (�) end while destabilizing the (�) end disrupts this linkage. 
Mitosis slows down or completely halts as a result. [From Panda, D., Jordan, 
M. A., Chu, K. C., and Wilson, L., J. Biol. Chem., 271, 29807–29812 (1996).]

48. Mitotic spindles are composed of microtubules and are required for cell 
division. The formation of the mitotic spindle is a highly dynamic process. 
The presence of a drug that affected the formation of the mitotic spindle 
would therefore have a much greater effect on a population of rapidly divid-
ing cells.

49. (a) The fi rst and fourth side chains are buried in the coiled coil, but the 
remaining side chains are exposed to the solvent and therefore tend to 
be polar or charged.

 (b) Although the residues at positions 1 and 4 in both sequences are 
hydrophobic, Trp and Tyr are much larger than Ile and Val and would 
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63. Because collagen has such an unusual amino acid composition (almost 
two-thirds consists of Gly and Pro or Pro derivatives), it contains relatively 
fewer of the other amino acids and is therefore not as good a source of 
amino acids as proteins containing a greater variety of amino acids. In 
particular, gelatin lacks tryptophan and contains only small amounts of 
methionine.

64. (a) The collagenase hydrolyzes the peptide bonds of collagen, thereby 
breaking down the meat to make it easier to chew and digest.

 (b) The collagenase in the fresh fruit will degrade the gelatin (collagen) 
so that it cannot gel. Cooked fruit contains no collagenase activity be-
cause the heat of cooking destroys the collagenase.

65. (a) The patients all suffer from scurvy, a disease resulting from the lack 
of vitamin C, or ascorbate, in the diet.

 (b) Ascorbic acid is necessary for the formation of hydroxyproline resi-
dues in newly synthesized collagen chains.  Underhydroxylated collagen 
is less stable, so tissues containing the defective collagen are less sound, 
leading to bruising, joint swelling, fatigue, and gum disease.

 (c) Patients with a gastrointestinal disease may actually be consuming 
foods with vitamin C, but the disease impairs absorption. Patients suf-
fering from poor dentition and alcoholism may have overall diffi culties 
with food intake. Patients following various food fads might consume 
diets that are so unusual or restrictive that their intake of vitamin C is 
insuffi cient to support healthy collagen synthesis. [From Olmedo, J. M., 
Yiannias, J. A., Windgassen, E. B., and Gornet, M. K., Int. J. Dermatol., 
45, 909–913 (2006).]

66. The individual collagen chains are synthesized on the ribosome from the 
constituent amino acids. Proline is one of the 20 amino acids for which a codon 
exists on the DNA. Some of the prolines are modifi ed post-translationally (after 
the protein is synthesized) to hydroxyproline. Individual hydroxyproline amino 
acids are not incorporated into the protein during synthesis (there is no codon for 
hydroxyproline). So [14C]-hydroxyproline is not used in the synthesis of collagen 
and no radioactivity appears in the collagen product.

67. 
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68. Hydroxylysine most often takes the place of hydroxyproline, since it in-
cludes a hydroxyl group that can participate in  hydrogen bonding with water 
molecules, as hydroxyproline does. Hydroxylysine would not be a good sub-
stitute for proline, which lacks hydrogen-bonding groups in its side chain, or 
for glycine, which lacks a side chain entirely.

69. (a) Minoxidil inhibits the lysyl hydroxylase enzyme. In the presence of 
minoxidil, fewer Lys residues are hydroxylated, as demonstrated by the 
decrease of [3H]-lysine incorporated into collagen.

 (b) Since minoxidil inhibits lysyl hydroxylase, procollagen chains 
would be underhydroxylated. Lysines lacking hydroxyl groups de-
crease the stability of the collagen and increase the likelihood that the 
collagen will be degraded once it is  secreted from the fi broblast cell. 
This would be effective in reducing collagen concentrations in patients 
with fi brosis.

 (c) A similar explanation indicates that long-term minoxidil use in 
 patients without fi brosis has the potential to compromise collagen syn-
thesis in fi broblasts of the skin. The underhydroxylated collagen synthe-
sized in the presence of minoxidil will be less stable, and skin structure 
might be affected as a result. The medical literature reports only scalp 
irritation, dryness, scaling, itching, and redness as a side effect in some 
men who received topical minoxidil treatments for nearly two years, 
however. [From Murad, S., Walker, L. C., Tajima, S., and Pinnell, Sr. R., 
Arch. Biochem. Biophys. 308, 42–47 (1994) and Price, V. H., N. Engl. J. 
Med. 341, 964–973 (1999).]

 (b) Peptide 3 contains a great number of charged residues, both acidic 
and basic. Its maximum Tm is at pH 	 7, when both the acidic and basic 
residues are charged. (At the low pH, the acidic residues are protonated 
and neutral, whereas at the high pH the basic residues are deprotonated 
and neutral.) The negatively charged acidic residues may form ion pairs 
with the positively charged basic residues, enhancing the stability of the 
triple helix at pH 	 7.

 (c) The Tm values of peptide 1 do not vary as much when the pH 
changes because the only ionizable groups are the amino and carboxyl 
termini.

 (d) The peptide with the greatest overall Tm values (and therefore the 
greatest stability) is peptide 1, which cannot form ion pairs to as great 
an extent as can peptide 3. Therefore, Pro and Hyp content plays a 
greater role in stability than the ability of the amino acid side chains 
to form ion pairs. [From Venugopal, M. G., Ramshaw, J. A. M., 
 Braswell, E., Zhu, D., and Brodsky, B., Biochemistry 33, 7948–7956 
(1994).]

59. (a) (Pro–Pro–Gly)10 has a melting temperature of 41�C, while (Pro–
Hyp–Gly)10 has a melting temperature of 60�C. (Pro–Hyp–Gly)10 and 
(Pro–Pro–Gly)10 both have an imino acid content of 67%, but (Pro–
Hyp–Gly)10 contains hydroxyproline, whereas (Pro–Pro–Gly)10 does 
not. Hydroxyproline therefore has a stabilizing effect relative to proline.

 (b) (Pro–Pro–Gly)10 and (Gly–Pro–Thr(Gal))10 have the same melt-
ing point, indicating that they have equal stabilities. This is interesting 
because (Pro–Pro–Gly)10 has an imino acid content of 67%, whereas 
(Gly–Pro–Thr(Gal))10 has an imino acid content of only 33%. The gly-
cosylated threonine must have an effect similar to that of proline. It is 
possible that the galactose, which contains many hydroxyl groups, pro-
vides additional sites for hydrogen bonding and would thus contribute 
to the stability of the triple helix.

 (c) The inclusion of (Gly–Pro–Thr)10 is important because the results 
show that this molecule doesn’t form a triple helix. This molecule is in-
cluded as a control to show that the increased stability of the (Gly–Pro–
Thr(Gal))10 is due to the galactose, not to the threonine residue itself. 
[From Bann, J. G., Peyton, D. H., and Bächinger, H. P., FEBS Lett. 473, 
237–240 (2000).]

60. (a) The investigators chose fl uorine because they were interested in 
looking at electronic effects on the pyrrolidine ring and fl uorine is the 
most electronegative element that is not capable of forming hydrogen 
bonds.

 (b) (Pro–Flp–Gly)10 is the most stable collagen, even though it doesn’t 
contain hydroxyproline. However, it does contain a modifi ed proline 
with a strongly electronegative element attached to it. This has a large 
inductive effect on the ring. The investigators concluded that hydrogen 
bonds with bridging water molecules are not responsible for the stabili-
zation of the collagen molecule. Instead, it is the inductive effect of the 
hydroxyl group. (They have suggested that the inductive effect favors 
the trans confi guration of the hydroxyproline peptide bond and that this 
trans confi guration is responsible for conferring stability on the collagen 
molecule.) [From Holmgren, S., Taylor, K., Bretscher, L. E., and Raines, 
R., Nature 392, 666–667 (1998).]

61. 
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62. For many proteins, bacterial expression systems offer a convenient 
source of protein for structural studies. However, even if collagen genes were 
successfully introduced into bacterial cells, the cells would not be able to 
produce mature collagen molecules because collagen is processed after it is 
synthesized. Bacteria are unable to undertake some of the processing steps, 
such as cleavage by extracellular proteases and covalent modifi cation of Pro 
and Lys residues.
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[From Walker, M. L., Burgess, S. A., Sellers, J. R., Wang, F.,  Hammer, J. A., 
III, Trinick, J., and Knight, P. J., Nature 405, 804–807 (2000).]

73. (a) Diffusion is a random process. It tends to be slow (especially for large 
substances and over long distances). Because it is random, it operates in 
three dimensions (not linearly) and has no directionality.

 (b) An intracellular transport system must have some sort of track (for 
linear movement of cargo) and an engine that moves cargo along the 
track by converting chemical energy to mechanical energy. The engine 
must operate irreversibly to promote rapid movement in one direction. 
Finally, some sort of addressing system is needed to direct cargo from its 
source to a certain destination.

74. Myosin’s two heads act independently, so only one binds to the actin 
fi lament at a time. Consequently, when myosin  advances from one actin 
subunit to another, the protein dissociates completely from its track, much 
like a one-legged hop. In contrast, kinesin’s two heads work together, so one 
head remains bound to the microtubule track when the other is released. 
This mechanism is similar to a two-legged walk.

75. When muscles contract, myosin heads bind and release  actin in a pro-
cess that requires ATP for the physical movement of myosin along the actin 
fi lament. At the time of death, cellular processes that generate ATP cease. 
Myosin heads remain bound to actin, but in the absence of ATP, the confor-
mational change that causes myosin to release the actin does not occur, and 
stiffened muscles are the consequence.

76. (a) If rigor mortis sets in shortly after butchering, the result is a tough meat 
product. Butchers therefore have developed strategies to prevent the onset 
of rigor mortis after butchering.

 (b) A forensic pathologist could examine the body to determine whether 
the body’s position matches the location where it was found. An in-
consistency would suggest that the body had been moved shortly after 
death.

77. Normal bone development involves the formation of bone tissue in re-
sponse to stresses placed on the bone. When muscle activity is impaired, as in 
muscular dystrophy, the forces that shape bone development are also abnormal, 
leading to abnormal bone growth.

78. The two heads are necessary for kinesin’s processivity. If the protein 
had just one head, the protein would dissociate from the microtubule track 
 during each reaction cycle, which would prevent its sustained forward 
 movement.

Chapter 6

 1. A globular protein can bind substrates in a sheltered active site and can 
support an arrangement of functional groups that facilitates the reaction and 
stabilizes the transition state. Most fi brous proteins are rigid and extended and 
therefore cannot surround the substrate to sequester it or promote its chemical 
transformation.

 2. Myosin and kinesin are enzymes because they catalyze the hydrolysis of 
ATP. For myosin, the reaction is

ATP 1 H2O S ADP 1 Pi

For kinesin, the reaction is

2 ATP 1 2 H2O S 2 ADP 1 2 Pi

Two cycles of ATP hydrolysis are required to restore the two-headed kinesin 
motor to its original position.

 3. The rate enhancement is calculated as the ratio of the catalyzed rate to 
the uncatalyzed rate:

61 s21

1.3 3 10210 s21 5 4.7 3 1011

[From Bryant, R. A. R., and Hansen, D. E., J. Am. Chem. Soc., 118, 5498–
5499 (1996).]

 4. (a) The rate constant is calculated by converting the half-life to seconds 
and then using the relationship k 	 0.693/t1/2 :

6.63106 years 3
365 days

1 year
3

24 hours
1 day

3
3600 s
hour

5 2.131014 s

70. (a) The open reading frame is shown below. Collagen has the structure 
(Gly–X–Y)n, where X is often proline and Y is often hydroxyproline. The 
codon for Gly is GGX, and the codon for Pro is CCX (where X represents 
any nucleotide). In the mutant polypeptide, a Gly residue has been re-
placed by Ala.

  Normal �1(II) collagen gene:

  T | AAC | GGC | GAG | AAG | GGA | GAA | GTT | GGA | CCT | CCT
    – A s n – G l y – G l u – L y s – G l y – G l u – Va l – G l y – P r o – P r o –

  Mutant �1(II) collagen gene:

  T | AAC | GGC | GAG | AAG | GCA | GAA | GTT | GGA | CCT | CCT
   – A s n – G l y – G l u – L y s – A l a – G l u – Va l – G l y – P r o – P r o –

 (b) The Tm value for the mutant collagen would be lower than the Tm 
for normal collagen. The substitution of an Ala for a Gly would disrupt 
the triple helix in this region of the molecule. In order for the three 
chains to pack together to form the triple helix, every third residue must 
be a Gly. There are three amino acids per turn; therefore, the side chain 
of the Gly ends up on the interior of the triple helix. There is not suf-
fi cient room to accommodate a larger side chain of an amino acid such 
as Ala.

 (c) The patient’s bones could not form properly due to the defects in the 
structure of collagen, and the patient died as a result. [From Freisinger, 
P., Ala-Kokkon, L., LeGuelle, D., Franc, S., Bouvier, R., Ritvaniemi, P., 
Prockop, D. R., and Bonaventure, J., J. Biol. Chem. 269, 13663–13699 
(1994).]

71. Myosin is both fi brous and globular. Its two heads are globular, with 
several layers of secondary structure. Its tail, however, consists of a single 
fi brous coiled coil.

72. 

ATP binding to the trailing head induces
a conformational change that causes it
to release actin.

Hydrolysis of ATP to ADP + Pi triggers
a conformational change that swings the
trailing head forward. This also increases
the affinity of the head for actin.

The new leading head binds to the actin
filament. This causes the release of the
ADP from the new trailing head.

Pi dissociates from the leading head,
preparing the myosin for another
reaction cycle.

ATP

ADP

Pi

actin

Cargo

ADP

ADP

Pi

ADP Pi

ADP

ADP

ATP
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 (c) Alcohol dehydrogenase is an oxidoreductase. Acetaldehyde is reduced 
to ethanol or ethanol is oxidized to acetaldehyde.

 (d) Hexokinase is a transferase. The phosphate group is transferred from 
ATP to glucose to form glucose-6-phosphate.

 (e) Chymotrypsin is a hydrolase. Chymotrypsin catalyzes the hydrolysis 
of peptide bonds.

10. (a) isomerase
 (b) lyase
 (c) oxidoreductase
 (d) hydrolase

11. Succinate dehydrogenase is an oxidoreductase.

COO�

COO�

CH

CH

C HH succinate dehydrogenase

Succinate Fumarate

C HH

COO�

COO�

12. Malate dehydrogenase is an oxidoreductase.

COO�

COO�

CH2

CH OH
malate dehydrogenase

Malate Oxaloacetate

COO�

COO�

CH2

C O

13. A kinase transfers a phosphate group from ATP to a substrate.

NH2
�
NH2

CH3

CH2COO�

NH PO3
2�

C

N

Creatine Creatine phosphate

ATP ADP
�
NH2

CH3

CH2COO�

C

N

14. (a) glucose-6-phosphate dehydrogenase
 (b) isocitrate lyase
 (c) phosphoglycerate kinase
 (d) pyruvate carboxylase

15. (a) Reaction 4; (b) Reaction 1; (c) Reaction 3; (d) Reaction 2

16. (a) Reaction 2; (b) Reaction 4; (c) Reactions 1 and 3

17. 2 H2O2 Δ O2 1 2 H2O

18. The common name is argininosuccinate lyase.

19. Every tenfold increase in rate corresponds to a decrease of about 5.7 kJ ? 
mol�1 in �G ‡. For the nuclease, with a rate enhancement on the order of 
1014, �G ‡ is lowered about 14 
 5.7 kJ ? mol�1, or about 80 kJ ? mol�1.

20. At first, the temperature increases the reaction rate because heat 
increases the proportion of reacting groups that can achieve the transi-
tion state in a given time. However, when the temperature rises above 
a certain point, the heat causes the enzyme, which is a protein, to dena-
ture. Because most proteins are only marginally stable (see Section 4-3), 
denaturation occurs readily, accounting for the steep drop in enzymatic 
activity.

 k 5
0.693
t1y2

 k 5
0.693

2.1 3 1014 s
5 3.3 3 10215 s21

 (b) The rate enhancement is determined by calculating the ratio of the 
catalyzed rate to the uncatalyzed rate:

2.6 3 103 s21

3.3 3 10215 s21 5 7.9 3 1017

  [From Wolfenden, R., and Yuan, Y., J. Am. Chem. Soc. 130, 7548–7549 
(2008).]

 5. For adenosine deaminase:

370 s21

1.8 3 10210 s21 5 2.1 3 1012

For triose phosphate isomerase:

4300 s21

4.3 3 1026 s21
5 1.0 3 109

The rate of the uncatalyzed reaction is slower for the adenosine de-
aminase reaction than for the triose phosphate isomerase reaction. But 
adenosine deaminase is able to catalyze its reaction so that it occurs 
more quickly than the reaction catalyzed by triose phosphate isomerase. 
Therefore, the rate enhancement for the adenosine deaminase reaction 
is greater.

 6. As shown in Table 6-1, the only relationship between the rate of 
catalyzed and uncatalyzed reactions is that the catalyzed reaction is faster 
than the uncatalyzed reaction. The absolute rate of an uncatalyzed reac-
tion does not correlate with the degree to which it is accelerated by an 
enzyme.

 7. 
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 8. (a)
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 (b) One of the products of the reaction is p-nitrophenolate, which is 
bright yellow. The progress of the reaction can be monitored in a spec-
trophotometer at 410 nm by measuring the increase in absorbance per 
unit time.

 9. (a) Pyruvate decarboxylase is a lyase. During the elimination of the 
 carboxylate group (OCOO�) of pyruvate, a double bond is formed in 
CO2 (OPCPO).

 (b) Alanine aminotransferase is a transferase. The amino group is trans-
ferred from alanine to �-ketoglutarate.
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 (b) Amino acid side chains with hydroxyl or phenol groups (such 
as Ser, Thr, or—rarely—Tyr), sulfhydryl groups (Cys), amino groups 
(Lys), and imidazole groups (His) can serve as nucleophiles (see 
Figure 6-8).

27. (a) In order for any molecule to act as an enzyme, it must be able to rec-
ognize and bind a substrate specifi cally, it must have the appropriate func-
tional groups to effect a chemical reaction, and it must be able to position 
those groups for reaction.

 (b) Functional groups on the nitrogen bases can participate in chemi-
cal reactions in much the same way as amino acid side chains on 
proteins. For example, the amino groups on adenine, guanine, and 
cytosine bases could act as nucleophiles and could also act as proton 
donors.

 (c) DNA, as a double-stranded molecule, has limited conformational 
freedom. RNA, which is single-stranded, is able to assume a greater 
range of conformations. This fl exibility allows it to bind to substrates 
and carry out chemical transformations.

28. (a) DNA is not susceptible to base hydrolysis because it lacks a 2� OH 
group.

 (b) DNA’s resistance to base hydrolysis makes it a more stable molecule 
and a better candidate for the genetic material than RNA, which is sus-
ceptible to base-catalyzed hydrolysis.

29. His 57 abstracts a proton from Ser 195, thus rendering the serine oxygen 
a better nucleophile. When Ser 195 is modifi ed by formation of a covalent 
bond with DIP, the proton is no longer available and Ser 195 is unable to 
function as a nucleophile.

30. Chymotrypsin can degrade neighboring molecules by catalyzing the 
 hydrolysis of peptide bonds on the carboxyl side of Phe, Tyr, and Trp. If 
the chymotrypsin is stored in a solution of weak acid, His 57 would be 
 protonated and would be unable to accept a proton from Ser 195 to begin 
hydrolysis.

31. 

Acetylcholinesterase

Modified enzyme

O

OF P

SarinCH2OH CH3

CH2

CH
CH3

CH3

O

OO P

CH3

CH
H3C

H3C

�
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32. Acetylcholinesterase Paraoxon

Modified enzyme p-Nitrophenol

OCH2CH3

OCH2CH3

CH2 OH � O2N O OP

OCH2CH3

OCH2CH3

CH2 �O OP O2N OH

21. 

G

Fast

G

Slow

G

One-step Two-step

G

G

(a)

(b)

(c) Endergonic Exergonic

G

 

G

Initial slow step Initial fast step

G

(d)

22. 

E � P

E � S

covalent
intermediate

ES

1st tetrahedral
intermediate

Reaction coordinate

�G

2nd tetrahedral
intermediate

23. Yes. An enzyme decreases the activation energy barrier for both the for-
ward and the reverse directions of a reaction.

24. The nucleophilicity of a side chain is inversely related to its acidity. The 
less acidic (the more basic or electron-rich) a group is, the more nucleophilic 
it is and the more likely it is to react with an electrophilic group.

25. (a) Gly, Ala, and Val have side chains that lack the functional groups 
required for acid–base or covalent catalysis.

 (b) Mutating one of these residues may alter the conformation at the 
active site enough to disrupt the arrangement of other groups that are 
involved in catalysis.

26. (a) The His side chain has a pK value close to neutrality and often serves 
as a proton donor in enzymatic reactions. But pK values of amino acid 
side chains in proteins often vary depending on their environment; thus, 
Asp, Glu, Lys, Cys and Tyr side chains can also serve as proton donors (see 
Figure 6-6).
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38. (a) His 124
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H H
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 (b) His 124 most likely has a pK of less than 5.0 because the His shown 
in the relay is unprotonated. It must be unprotonated in order to accept 
a proton from the water molecule. If His 124 had a higher pK value, it 
would be more likely to be partially protonated at physiological pH and 
less able to accept a proton.

 (c) Alanine has an aliphatic side chain and is unable to accept a pro-
ton in the relay, as shown in part (a). [From Oda, Y., Yoshida, M., and 
Kanaya, S., J. Biol. Chem. 268, 88–92 (1993).]

39. (a) Glu 35 has a pK of 5.9 and Asp 52 has a pK of 4.5.
 (b) Lysozyme is inactive at pH 2.0 because both the Glu and the Asp 

are protonated. The Asp is no longer negatively charged and cannot nu-
cleophilically attack the carbocation intermediate. Lysozyme is inactive 
at pH 8.0 because both the Glu and the Asp are unprotonated. The Glu 
would be unable to donate a hydrogen to cleave the bond between the 
sugar residues.

 (c) 

H2O

COO�

�OOC
Glu 35

COO� O

O

Glu 35
Asp 52

Asp 52

O

OH

HO

�

COOH �OOC

Glu 35

COO� O

HH

O

Glu 35Asp 52
Asp 52

40. (a) RNase A proceeds via acid–base catalysis. His 12 acts as a base and 
abstracts a proton from the 2� OH group on the RNA, allowing the oxy-
gen to nucleophilically attack the phosphorous atom. His 119, acting as 
an acid, protonates the leaving group and promotes the breaking of the 
bond.

 (b) His 12 has a pK value of 5.4 and His 119 has a pK value of 6.4. His 
12 is unprotonated and has the lower pK, while His 119 is protonated 
and has the higher pK.

 (c) The pH optimum is 6 because at this pH His 12 is unprotonated 
(the pH is greater than the pK ) and His 119 is protonated (the pH is 
less than the pK ). At a pH less than 6, His 12 would be protonated and 
would not serve as a nucleophile to abstract the 2�-hydroxyl hydrogen. 
At pH greater than 6, His 119 would be unprotonated and would not 
be able to donate a hydrogen to the scissile bond.

 (d) Ribonuclease does not hydrolyze DNA because DNA contains de-
oxyribose and is missing the 2� hydroxyl group, which serves as the at-
tacking nucleophile for the phosphorus (once the His 12 has removed 
the hydrogen).

33. His residues are often involved in proton transfer. A carboxymethylated 
His would be unable to donate or accept protons.

HN

HN

CH

CH2
� BrCH2COO�

HBr

CH2COO�

O

C

N

N

HN CH

CH2

O

C

N

[From Shapiro, R., Weremowicz, S., Riordan, J. F., and Vallee, B., Proc. Natl. 
Acad. Sci. 84, 8783–8787 (1987).]

34. (a) 

N

CH2

CH2

ON H

H H

N�

H

H

His
Lys Ser

(CH2)4

 (b) The experiment indicates that a Lys residue may be part of the 
active site. It is also possible that a modifi ed Lys elsewhere on the 
enzyme affects catalytic activity by altering the conformation of 
the enzyme.

35. (a)

CH2

OH

CH2

O

NO2

F

NO2

NO2

NO2

�

HF

 (b) Since benzoate resembles the substrate, it is likely that benzo-
ate binds to the active site of the enzyme. Under these conditions, 
FDNP does not have access to the active site and will be unable to 
react with the tyrosine (which is also assumed to be part of the en-
zyme’s active site because of its unusual reactivity). [From Nishino, 
T., Massey, V., and Williams, C. H., J. Biol. Chem., 255, 3610–3616 
(1979).]

36. X could be Glu, which is similar to Asp, and Y could be Thr, which is 
similar to Ser. For example, Glu–His–Ser or Asp–His–Thr.

37. At very low pH values, His would be protonated and unable to form a 
hydrogen bond with Ser. Asp would also be protonated and unable to form 
a hydrogen bond with His. At very high pH values, His would be unproton-
ated and unable to form a  hydrogen bond with Asp.
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44. (a) 
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 (b) The mechanism employs acid–base catalysis as well as covalent 
 catalysis.

 (c) The reaction coordinate diagram would look like Figure 6-7, since it 
is a two-step reaction.

 (d) Bromelain acts as a meat tenderizer because it is a protease and can 
hydrolyze the peptide bonds in the structural proteins of the meat. This 
makes the meat easier to chew and digest.

 (e) Cys has a pK of ,3 since it must be unprotonated to act as a nucleophile, 
and His has a pK ,8 since it must be protonated to be active; see part (a).

41. (a) In the fi rst part of the reaction, the ester bond is cleaved and the 
chymotrypsin is acetylated. The p-nitrophenolate ion is quickly re-
leased, which accounts for the rapid increase in absorbance seen at 
410 nm. The enzyme must be regenerated before a second round of 
catalysis can  begin, which requires a deacetylation step. This step is 
much slower than the fi rst step. Once the acetate is released, the en-
zyme is regenerated and another molecule of substrate can bind and 
react. Thus a steady state is reached and the absorbance increases at a 
uniform rate until the substrate is depleted.

 

Chymotrypsin
O

O

O

O

C

C

�

CH2OH
H3C NO2

p -Nitrophenylacetate

p -Nitrophenolate
(yellow)

Chymotrypsin
� �

CH2OH
CH3COO�

Chymotrypsin

CH2

CH3

H2O

H�

� H��O NO2
fast

slow

 (b) The reaction coordinate diagram will look like the one in Figure 6-7, 
since this is a two-step reaction. Each step has a characteristic activation 
energy. The acetylated chymotrypsin is the intermediate.

 (c) Yes, chymotrypsin and trypsin use the same catalytic mechanism, so 
trypsin can act as an esterase as well as a protease.

42. (a)

O

Asp 32

Asp 215

O HH

C

C

OH

O�

O

C O

R	
R


H
N

O

Asp 32

Asp 215

C

C

OH

O�

O

C O

R	

OH

OH OH

Asp 32

Asp 215

C

C

O�

OH

O

C O

R	
R


R
NH2

H
N

 (b) Renin uses an acid–base catalytic strategy.
 (c) The pK value of Asp 32 is lower than that of Asp 215 since the 

Asp 32 is unprotonated and the Asp 215 residue is unprotonated.

43. This is an example of convergent evolution, in which unrelated proteins 
evolve similar characteristics.
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49. (a) The deamidation reaction for asparagine is shown. The deamidation 
reaction for glutamine is similar.

O

C

C O

NH CH

CH2

NH2 O�

O

C

C O

NH CH

CH2

NH4
�H2O� �

Asparagine Aspartate

 

(b)

 

C
H

O

CH2

CH2

NH2

A�

O�

O�

NH3
� NH3

�

NH4
�

NH3
�

C O

O H

CH2

CH2

C O

CH2

CH2

A

1

3

C O

O

CH2

CH2

H H

CHO

CH2

CH2

2

4

HA

 (c) Ser and Thr residues could stabilize the transition state. They could 
also serve as bases (if unprotonated) and accept a proton from water to 
form a hydroxide ion that would act as the attacking nucleophile. Ser 
and Thr (in the unprotonated form) could also act as attacking nucleo-
philes themselves.

 (d) The mechanism for the deamidation of an amino  terminal Gln resi-
due is shown. Amino terminal Asn residues are not deamidated because 
a four-membered ring, which is unstable, would result.

O
O

C

C O

NH NHCH

CH2

NH2

NH3

NH2

CH2
CH2

CH2

AH

HA

O

C

C

NHCH

� �

 (e) Water is a substrate in the reaction. The Asn and Gln residues on 
the surface of the protein have much greater access to water molecules 
than interior Asn and Gln residues. [From Wright, H. T., Crit. Rev. Bio-
chem. Mol. Biol. 26, 1–52 (1991).]

45. Cys 278 is highly exposed and unusually reactive compared to other 
cysteines in creatine kinase. Cys 278, because of its high reactivity, is prob-
ably one of the catalytic residues in the enzyme. The other cysteine residues 
are not as reactive  because they are not directly involved in catalysis and/
or because they are shielded in some way that prevents them from reacting 
with NEM.

46. The enzyme would be inactive because Cys often functions as a nucleo-
phile and would be unable to do so if a carboxymethyl group were covalently 
attached to the sulfur.

CH2

CH2�

SH

CH2

CH2COO�

S

COO�

HI

I

47. 
O

Glu 224

His His Glu

O�

OH
H

C
N

(CH2)2 C OH

Zn2�

O

Glu 224

His His Glu

C
OH

(CH2)2 H2NC

O

O�

Zn2�

[From Li, L., Binz, T., Niemann, H., and Singh, B. R., Biochemistry 39, 
2399–2405 (2000).]

48. 

O

O

C

N

HN

HN

CH

CH2 Im

Im

Im ImZn2� Zn2�

H2O

H2O

HCO3
�

H H

�OH

Im

Im

ImZn2�

Im

Im

O

O

O

O

C

C

O

CHN

HN

CH

CH2

H

�

N�

H�
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 (b) The imidazole ring is already tethered to the nitrophenyl group, so 
the reaction is unimolecular rather than bimolecular. In the bimolecular 
reaction, the reactants must fi rst encounter each other via diffusion in 
solution. The unimol ecular reaction proceeds faster because the reacting 
groups are already in close proximity.

 (c) Enzymes speed up reaction rates in part by proximity and orienta-
tion effects. By binding to the enzyme, the reactants are in close proxim-
ity to one another. The enzyme also assists in binding the reactants in 
the proper orientation so that the reaction can occur with less added free 
energy, which results in a more rapid reaction.

59. A mutation can increase or decrease an enzyme’s catalytic activity, 
depending on how it affects the structure and activity of groups in the 
active site.

60. A water molecule is able to enter the active site after the fi rst product, 
the C-terminal portion of the substrate, diffuses away.

61. (a) Trypsin cleaves peptide bonds on the carboxyl side of Lys and Arg 
residues, which are positively charged at physiological pH. These residues 
fi t into the specifi city pocket and interact electrostatically with Asp 189.

 (b) A mutant trypsin with a positively charged Lys residue in its speci-
fi city pocket would no longer prefer basic side chains because the like 
charges would repel one another. The mutant trypsin might instead pre-
fer to cleave peptide bonds on the carboxyl side of negatively charged 
residues such as Glu and Asp, whose side chains could interact electro-
statically with the positively charged Lys residue.

 (c) If the substrate specifi city pocket does not include a positively 
charged Lys residue, then there would be no reason to expect the mutant 
enzyme to prefer substrates with acidic side chains. Instead, the mutant 
enzyme is more likely to prefer substrates with nonpolar side chains such 
as Leu or lIe. [From Graf, L., Craik, C. S., Patthy, A., Roczniak, S., Flet-
terick, R. J., and Rutter, W. J., Biochemistry 26, 2616–2623 (1987).]

62. (a) The pocket that holds the P1� side chain is nonpolar, fairly large, 
and able to hold side chains of varying sizes. The Asp–Ala–Phe–Leu 
peptide is hydrolyzed fastest, followed by Asp–Phe–Ala–Leu. Thus, the 
pocket can accommodate small aliphatic side chains such as Ala as well 
as larger aromatic side chains such as Phe. A positively charged amino 
acid does not fi t well into this pocket, since Asp–Lys–Ala–Leu is hydro-
lyzed more slowly than most of the other artifi cial peptides. The P2� 
pocket most likely accommodates a large hydrophobic side chain, since 
the Asp–Ala–Phe–Leu peptide was hydrolyzed faster than the peptides 
with Ala at the P2� position. A substrate with a charged residue such as 
Lys or Asp is hydrolyzed relatively slowly.

 (b) Aspartame is a good candidate for hydrolysis by aspartyl aminopep-
tidase, since the enzyme catalyzes hydrolysis of peptides on the carboxyl 
side of Asp residues (that is, Asp is in the P1 position). The amino acid 
in the P1� position would be Phe, a large hydrophobic residue that 
should fi t in the P1� pocket, as suggested by the studies of the artifi cial 
substrates.

 (c)

O

C

C O

H
N�H3N

�H3N

�H3N

CH

CH2
H2O

O�

O

OCCH

CH2

CH3

OCH3

O

C

C O

CH

CH2

O�

O�

O

CCH

CH2

Aspartame

aspartyl
aminopeptidase

 (d) The enzyme likely consists of eight identical subunits with a subunit 
molecular mass of 55 kD. The subunits are associated with one another 
noncovalently, so the entire enzyme complex has a molecular mass of 
440 kD. [From Wilk, S., Wilk, E., and Magnusson, R. P., J. Biol. Chem. 
273, 15961–15970 (1998).]

50. 
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�
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�
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�
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H
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O

CH2

OH

(CH2)4

H2N R1

CH2

R2 C

O O

O

O
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O
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O
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CH2

OH

(CH2)4

O� H�

CH2 CH2
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O�
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First tetrahedral intermediate

Amino product

Acyl–enzyme intermediate

Second tetrahedral intermediate

[From Shin, S., Yun, Y. S., Koo, H. M., Kim, Y. S., Choi, K. Y., and Oh, 
B.-H., J. Biol. Chem. 278, 24937–24943 (2003).]

51. The ability of an enzyme to accelerate a reaction depends on the free 
energy difference between the enzyme-bound substrate and the enzyme-
bound transition state. As long as this free energy difference is less than 
the free energy difference between the unbound substrate and the un-
catalyzed transition state, the enzyme-mediated reaction proceeds more 
quickly.

52. The enzyme’s conformation must be fl exible enough to  allow substrates 
access to the active site, to stabilize the changing electronic structure of the 
transition state, and to accommodate the reaction products.

53. In a serine protease, there is no need to exclude water from the active 
site, since it is a reactant for the hydrolysis reaction catalyzed by the enzyme.

54. Yes. The smaller substrate (xylose) is unable to trigger the same con-
formational changes elicited by glucose binding, so the enzyme is not able 
to fully prevent the ATP hydrolysis reaction.

55. The zinc ion participates in catalysis by polarizing the water molecule so 
that its proton is more easily abstracted by Glu 224. The positively charged 
zinc ion stabilizes the negatively charged oxygen in the transition state.

56. Like serine proteases, a tetrahedral intermediate forms. The intermedi-
ate might be stabilized by an “oxyanion hole” similar to that of the serine 
proteases.

57. The transition state structure is likely tetrahedral at position 6 on the 
purine ring, since adenosine is planar whereas 1,6- dihydropurine is tetrahe-
dral at this position. Enzymes bind the transition state much more tightly 
than the substrate.

58. (a) 

O

OC

N

NH

NO2

N�

�O

�

p-Nitrophenolate

NO2

O

C

NH
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 5. v 5
d [P]

dt
5

25 3 1026 M

50 d 3 24 h ? day21 3 3600 s ? h21

  v 5 5.8 3 10212 M ? s21

[From Bryant, R. A. R., and Hansen, D. E., J. Am. Chem. Soc., 118, 5498–
5499 (1996).]

 6. 

[Hippurylphenylalanine] (mM)
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 7. (5.8 3 10212 M ? s21)(4.7 3 1011) 5 2.7 M ? s21

 8. 

[Hippurylphenylalanine] (mM)
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The graph in Problem 6 is drawn as a straight line because in the absence 
of enzyme, the reaction rate is linearly proportional to the concentration of 
substrate. Here, the graph is drawn as a hyperbolic curve that reaches a maxi-
mum value. In the presence of enzyme, a maximum value is reached when all 
of the binding sites on the enzyme are occupied.

 9.  v 5 2 
d [S]

dt

  v 5 2 
0.065 M

60 s
  v 5 21.1 3 1023 M ? s21

10.  v 5 2 
d [S]

dt
 5  

2 d [P]

dt

  v 5  

1.1 3  1023
 
 M maltose

s
   3   

2  mol  glucose

1  mol maltose
  v 5  2.2  3  1023

 
 M ? s21

11.
Reaction Molecularity Rate equation

A S B 1 C Unimolecular Rate 5 k [A]

A 1 B S C Bimolecular Rate 5 k [A][B]

2 A S B Bimolecular Rate 5 k [A]2

2 A S B 1 C Bimolecular Rate 5 k [A]2

  Reaction velocity
 Units of k proportional to . . . Order

 s21 [A] First

 M21 ? s21 [A] and [B] Second

 M21 ? s21 [A] squared Second

 M21 ? s21 [A] squared Second

63. During chymotrypsin activation, chymotrypsin cleaves  other chymo-
trypsin molecules at a Leu, a Tyr, and an Asn residue. Only one of these (Tyr) 
fi ts the standard description of chymotrypsin’s specifi city. Clearly, chymo-
trypsin has wider substrate specifi city, probably determined in part by the 
identities of residues near the scissile bond.

64. Chymotrypsin activation is a cascade mechanism, since chymotrypsino-
gen is activated by trypsin, which is in turn activated by enteropeptidase.

Enteropeptidase

Trypsinogen

Chymotrypsinogen

Trypsin

Chymotrypsin

65. No, the compound shown in Problem 8 would not be hydrolyzed by 
chymotrypsin. The side chain on the carboxyl side of the amide bond is an 
arginine side chain which would not fi t into the chymotrypsin’s specifi city 
pocket.

66. Yes, DIPF inactivates both trypsin and elastase. All three of these enzymes 
have the same catalytic triad and have identical mechanisms and would thus 
react with DIPF in a similar manner.

67. (a) Persistent activation of trypsinogen to trypsin also results in the 
 activation of chymotrypsinogen to chymotrypsin (see Problem 64) and 
causes proteolytic destruction of the pancreatic tissue.

 (b) Since trypsin is at the “top of the cascade,” it makes sense to inacti-
vate it by using a trypsin inhibitor. [From  Hirota, M., Ohmuraya, M., 
and Baba, H., Postgrad. Med. J. 82, 775–778 (2006).]

68. Serine protease inhibitors would interfere with the digestion of proteins 
in the small intestine. Undigested proteins could not be absorbed by the cells 
of the small intestine, and thus their nutritional value would be lost. Gastric 
upset is also a possibility.

69. A protease with extremely narrow substrate specifi city (that is, a protease 
with a single target) would pose no threat to nearby proteins because these 
proteins would not be recognized as substrates for hydrolysis.

70. Chymotrypsin prefers substrates with large hydrophobic side chains, so 
it is surprising to fi nd asparagine as the “bait” for the chymotrypsin inhibitor. 
[From Chen, C., Hsu, C.-H., Su, N.-Y., Lin, Y.-C., Chiou, S.-H., and Wu, 
S.-H., J. Biol. Chem. 276, 45079–45087 (2001).]

Chapter 7

 1. The hyperbolic shape of the velocity versus substrate curve suggests that 
the enzyme and substrate physically combine so that the enzyme becomes sat-
urated at high concentrations of substrate. The lock-and-key model describes 
the interaction between an enzyme and its substrate in terms of a highly spe-
cifi c physical association between the enzyme (lock) and the substrate (key).

 2. Enzyme activity is measured as an initial reaction velocity, which is the 
velocity before much substrate has been depleted and before much product has 
been generated. It is easier to measure the appearance of a small amount of prod-
uct from a baseline of zero product than to measure the disappearance of a small 
amount of substrate against a background of a high concentration of substrate.

 3. 
kcat

K M
5

4.0 s21

1.4 3 1024 M
5 2.8 3 104 s21 ? M21

 4. v 5  2
d [S]

dt

  v 5  2
0.025 M

6.9 3  1025
 s

  v 5 2360 M ? s21

[From Wolfenden, R., and Yuan, Y., J. Am. Chem. Soc. 13, 7548–7549 
(2008).]
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18. See Figure 7-4 for the answers to parts (a) through (d).

 

v0 v0

[E] [S]

(e)

[ES]

Time

(c)

(f )

[P]

Time

(a)

[S]

Time

(b)

[E]

Time

(d)

19. The apparent KM would be greater than the true KM because the experi-
mental substrate concentration would be less than expected if some of the 
substrate has precipitated out of solution during the reaction.

20. The enzyme concentration is comparable to the lowest substrate con-
centration and therefore does not meet the requirement that [E] V [S]. You 
could fi x this problem by decreasing the amount of enzyme used for each 
measurement.

21. (a) Velocity measurements can be made using any convenient units. KM 
is by defi nition a substrate concentration, so its value does not refl ect 
how the velocity is measured.

 (b) It’s not necessary to know the enzyme concentration in order to 
determine KM or V max; only [S] and v0 must be known so that a Line-
weaver–Burk plot can be constructed. The value of [E]T is required to 
calculate kcat since kcat � V max /[E]T, according to Equation 7-23.

22.  v0  5   

Vmax[S]

KM  1  [S]

  v0  5   

(65 mmol ?   min21) (1.0 mM)

(0.135 mM)  1   (1.0 mM)

  v0 5 57 mmol ? min21

23.  v0 5
V max[S]

K M 1 [S]
.

  v0 5
7.5 mmol ? min21 ? mg21 3 0.15 mM

0.5 mM 1 0.15 mM

  v0 5
7.5 mmol ? min21 ? mg21 3 0.15 mM

0.65 mM

  v0 5 7.5 mmol ? min21 ? mg21 3 0.23

  v0 5 1.7 mmol ? min21 ? mg21

[From Phillips, R. S., Parniak, M. A., and Kaufman, S., J. Biol. Chem. 259, 
271–277 (1984).]

12. rate 5 k [sucrose]

 The reaction is fi rst-order overall.

13.  rate 5 k [sucrose]

  rate 5 (5.0 3 10211 s21)(0.050 M)

  rate 5 2.5 3 10212 M ? s21

14.  rate 5 k [sucrose 4
  rate 5 (1.0 3  104 s21)(0.050 M)

  rate 5 5.0 3 102 M ? s21

15. (a) The reaction is a second-order reaction because the units of the rate 
constant k are M�1 � s�1.

 (b) Convert the partial pressure of CO2 into units of molar concentra-
tion by using the ideal gas law:

  PV 5 nRT

  
n
V

5
P

RT

  
n
V

5

40 torr 3
1 atm

760 torr
0.0821 L ? atm

K ? mol
3 310 K

  
n

V
5 0.0021 M

 Next, substitute values for concentration and k into the rate law:

  rate 5 k [RNH2][CO2]

  5 4950 M21 ? s21 3 0.6 3 1023 M 3 0.0021 M

  5 6.2 3 1023 M ? s21

 (c) The rate constant k would increase with increasing pH because an 
amino group is more likely to be unprotonated (and thus able to react) 
at a higher pH.

  [From Gros, G., Forster, E., and Lin, L., J. Biol. Chem. 251, 4398–4407 
(1976).]

16. ratě 5  k [RNH2][CO2]

  [CO2] 5  

rate
k [RNH2]

  [CO2] 5  

0.045 M  ?  s21

4950 M21 ?  s21
 3  0.6 3  1023

 M

  [CO2] 5  0.015 M

  P 5  

nRT
V

  P 5  

0.015 mol

L
 3  

0.0821 L ? atm 3  

760 torr

1 atm

K ?  mol
 3  310 K

  P 5  290 torr

17. 

v0

[S]

first order

zero order
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 v0 5
Vmax 3 20 K M

21 K M

 v0 5 0.95 Vmax

When [S] � 20 K M, the velocity is 95% of the maximum  velocity. Therefore, 
a fourfold increase in substrate concentration causes a smaller proportional 
increase in velocity (from 83% to 95%). Estimating V max from a plot of v0 
versus [S] is diffi cult because the substrate concentration must be quite high 
in order to achieve a maximal velocity of close to 100%. (And it is possible 
that these points on the hyperbolic curve cannot be experimentally measured 
since at high concentration the substrate may not be soluble in the reaction 
medium.) It is better to obtain V max by fi tting experimental data to the equa-
tion of a hyperbola or, alternatively, from a Lineweaver–Burk plot.

29.  kcat 5
Vmax

[E]T

  kcat 5
4.0 3 1027 M ? s21

1.0 3 1027 M

  kcat 5 4.0 s21

The kcat is the turnover number, which is the number of catalytic cycles 
per unit time. Each molecule of the enzyme therefore  undergoes 4 catalytic 
 cycles per second.

30. 
k cat

K M
5

4.0 s21

1.4 3 1024 M
5 2.8 3 104 s21 ? M21

31.
  1/V max  V max  �1/K M   K M  
Reaction (s � M�1) (M � s�1) (M�1)   (M)

 1 4 0.25 �4 0.25

 2 2 0.50 �1 1.0

 3 2 0.50 �2 0.5

Reaction 1 has the lowest K M; Reactions 2 and 3 are tied for the highest V max.

32. The simultaneous collision of three molecules (E, A, and B) is an un-
likely event. It is much more likely that the enzyme binds fi rst one and then 
the other substrate. For example, the fi rst bimolecular reaction might be 
E � A Δ EA, and the second would be EA � B Δ EAB.

33. (a) N-Acetyltyrosine ethyl ester, with its lower K M value, has a higher af-
fi nity for the chymotrypsin enzyme. The aromatic tyrosine residue more 
easily fi ts into the nonpolar “pocket” on the enzyme than does the smaller 
aliphatic valine residue.

 (b) The value of V max is not related to the value of K M, so no conclusion 
can be drawn.

34. The higher K M indicates that hexokinase has a lower affi nity for fructose 
than for glucose. But once the substrate binds to the enzyme, the fructose is 
converted to product more rapidly than glucose.

35. The maximum rate at which two molecules can collide with one another 
in solution is 108 to 109 M�1 � s�1. Enzymes with kcat/K M values in this range 
can be considered to be diffusion-controlled, which means the reaction is 
catalyzed as rapidly as the two reactants can encounter each other in solution. 
Thus, enzymes B and C are diffusion-controlled but enzyme A is not.

 Enzyme K M kcat kcat/K M

   A 0.3 mM 5000 s21 1.7 3 107 M21 ? s21

   B 1 nM 2 s21 2 3 109 M21 ? s21

   C 2 mM 850 s21 4.2 3 108 M21 ? s21

36. Enzyme B has the greater catalytic effi ciency (see Solution 35), so 
Product Q will be more abundant.

37. (a) The reaction is a trisubstrate reaction and therefore does not obey 
Michaelis–Menten kinetics.

 (b) The K M value for one substrate is obtained by varying its concentra-
tion while holding the concentrations of the other two substrates con-
stant at saturating levels.

24.  v0  5   

Vmax[S]

K M 1 [S]

  
v0

Vmax
5

[S]

K M 1  [S]

  0.9 5
1.0 mM

K M 
1 1.0 mM

 0.9 K M 1 0.9 mM 5 1.0 mM

 K M 5 0.11 mM

[From Zhu, X., Byrnes, M., Nelson, J. W., and Chang, S. H., Biochemistry 
34, 2560–2565 (1995).]

25. The Vmax is approximately 30 �M � s�1 and the KM is approximately 
5 �M.

26. The K M of enzyme 1 is about 2 mM and the K M for enzyme 2 is about 
5 mM. The Vmax for enzyme 1 is about 3.5 mM � s�1; the Vmax for enzyme 2 
is about 5.5 mM � s�1.
 (a) The [S] is about half as large as the KM when the [S] is 1 mM for 

enzyme 1. For enzyme 2, the [S] is about one-fi fth of the K M. 
 (b) The [S] is fi ve times as great as the K M for enzyme 1. For enzyme 2, 

the [S] is about twice as much as the K M.

27. (a) v0 � 0.75 V max, so substitute in:

 0.75 V max 5
Vmax [S]

[S] 1 K M

  V max cancels out on both sides.

  0.75 5
[S]

[S] 1 K M

  0.75 ([S] 1 K M) 5 [S]

  0.75 K M 5 0.25[S]

  3 K M 5 [S]

 Thus, the substrate concentration is three times as high as the K M.
 (b) v0 � 0.9 V max, so substitute in:

 0.9 Vmax 5
Vmax [S]

[S] 1 K M

  Vmax cancels out on both sides.

  0.9 5
[S]

[S] 1 K M

  0.9 ([S] 1 K M) 5 [S]

  0.9 K M 5 0.1[S]

  9 K M 5 [S]

 Thus, the substrate concentration is nine times as high as the KM.

28. v0 5
V max 3 5 K M

5 K M 1 K M

 v0 5
V max 3 5 K M

6 K M

 v0 5 0.83 V max

When [S] � 5 KM, the velocity is 83% of the maximum velocity.

v0 5
Vmax 3 20 K M

20 K M 1 K M
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18-fold increase in K M when the Arg 386 is mutated to a lysine and 
an 80-fold increase in K M when Arg 292 is mutated to a lysine (which 
is similar to the double mutant). The Arg 292 must play a critical role 
in binding the aspartate substrate to the enzyme.

 (b) Although both Arg and Lys have positive charges that would attract 
the carboxylate group on the substrate, there must be other interactions 
that are important in addition to ionic interactions. For example, the 
ability of Arg and Lys side chains to form hydrogen bonds differs. Also, 
steric considerations may play a role, since the Lys side chain has a dif-
ferent shape than the Arg side chain.

 (c) Substitution of Arg with Lys greatly decreases the catalytic effi -
ciency of the mutant enzyme. Changing only one arginine decreases 
the catalytic effi ciency by four orders of magnitude, but the catalytic 
effi ciency decreases by six orders of magnitude when both arginines are 
replaced.

 
Enzyme

K M Aspartate 
(mM)

 
kcat (s

21)
kcat/K M 

(mM21 ? s21)

Wild-type Asp AT 
(Arg 292 Arg 386)

  4 530  1.3 3 105

Mutant Asp AT 
(Lys 292 Arg 386)

326 4.5  1.4 3 101

Mutant Asp AT
(Arg 292 Lys 386)

 72 9.6 1.33 3 102

Mutant Asp AT 
(Lys 292 Lys 386)

300 0.055   1.8 3 1021

 (d) Changing the amino acid from Arg to Lys may cause a three-dimen-
sional conformational change that would interfere with the ability of the 
catalytic apparatus to function properly. If proton donation is important 
to the mechanism, this would be affected as well, since the lysine side 
chain donates a proton more readily than the resonance-stabilized gua-
nidino group in the side chain of arginine. [From Vacca, R. A., Giannat-
tasio, S., Graber, R., Sandmeier, E., Marra, E., and Christen, P., J. Biol. 
Chem. 272, 21932–21937 (1997).]

41. (a) If an irreversible inhibitor is present, the enzyme's activity would be 
exactly 100 times lower when the sample is diluted 100-fold. Dilution 
would not change the degree of inhibition.

 (b) If a reversible inhibitor is present, dilution would  lower the con-
centrations of both the enzyme and the inhibitor enough that some in-
hibitor would dissociate from the  enzyme. The enzyme’s activity would 
therefore not be exactly 100 times less than the diluted sample; it would 
be slightly greater because the proportion of uninhibited enzyme would 
be greater at the lower concentration.

42. By irreversibly reacting with chymotrypsin’s active site, DIPF would de-
crease [E]T. The apparent Vmax would decrease since Vmax � kcat[E]T (Equa-
tion 7-23). K M would not be affected since the unmodifi ed enzyme would 
bind substrate normally.

43. (a) Since the structures are similar (both have choline groups), the in-
hibitor is competitive. Competitive inhibitors compete with the sub-
strate for binding to the active site, so the structures of the inhibitor and 
the substrate must be similar.

 (b) Yes, the inhibition can be overcome. If large amounts of substrate are 
added, the substrate will be able to effectively compete with the inhibi-
tor such that very little inhibitor will be bound to the active site. The 
substrate “wins” the competition when it is in excess.

 (c) Like all competitive inhibitors, the inhibitor binds  reversibly.

44. Indole is a competitive inhibitor of chymotrypsin because its structure 
resembles the side chain of tryptophan, which fi ts into the specifi city pocket 
of chymotrypsin. Thus, indole and tryptophan side chains compete with 
each other for binding to the active site. Indole does not fi t into the specifi c-
ity pocket of either trypsin or elastase and therefore is not an effective com-
petitive inhibitor of these enzymes.

 (c) V max is achieved by saturating the enzyme with each substrate. 
Therefore, the concentration of each substrate must be much greater 
than its K M value. [From Brekken, D. L., and Phillips, M. A., J. Biol. 
Chem. 273, 26317–26322 (1998).]

38. The V max can be calculated by taking the reciprocal of the y intercept:

 Vmax 5   

1

y int

 Vmax 5
1

4.41 3 1024 mM21 ? h

 Vmax 5 2.27 3 103 mM ? h21

 The K M can be determined by fi rst calculating the x intercept and then by 
taking its reciprocal:

  x int 5   2
b
m

  x int 5 2
4.41 3 1024 mM21 ? h

0.26 mM21 ? h ? mM

  x int 5 21.70 3 1023 mM21

  K M 5 2
1

x int

  K M 5 2
1

21.70 3 1023 mM21

  K M 5 590 mM

39. (a) The enzyme catalyzes the hydrolysis of the peptide bond on the 
carboxyl side of the Phe residue. One of the products, p-nitrophenolate, 
is bright yellow, and the rate of its appearance was monitored spectro-
photometrically.

 (b) The K M values are nearly identical, which means that each en-
zyme has the same affi nity for its substrate. The kcat value for the Leu 
31 enzyme is nearly six times  greater than the kcat value for the wild-
type enzyme, which means that the mutant enzyme has a greater 
catalytic effi ciency and a higher turnover rate of substrate converted 
to product per minute. The k cat/K M ratio refl ects the specifi c reactiv-
ity of the substrate AAPF with the enzyme, and this ratio is larger in 
the mutant enzyme than in the wild type.

 (c) The mutant enzyme is nearly threefold more active  toward the casein 
substrate than the wild-type enzyme. Thus the improvement in catalytic 
activity seen in the mutant is not just toward an artifi cial substrate but 
toward a natural substrate as well.

 (d) Ile 31 is near the Asp–His–Ser catalytic triad of the subtilisin E 
enzyme. Because Leu 31 improves the catalytic activity, this residue 
must somehow improve the function of the catalytic triad. Residue 31 
is especially close to Asp, so it's possible that this residue plays a role 
in assisting Asp in its function in the catalytic triad. Histidine acts as 
a base catalyst and abstracts a proton from serine. The imidazole ring 
of histidine is positively charged as a result, and the role of Asp is 
to stabilize the positively charged imidazole ring. Thus leucine must 
somehow enable the Asp to fulfi ll this function better than isoleucine. 
Another possibility is that the substitution of leucine for isoleucine has 
altered the three-dimensional protein structure such that the catalytic 
triad residues are closer to one another and thus proton transfer is 
facilitated.

 (e) Subtilisin would remove protein stains by hydrolyzing the peptide 
bonds of the protein and producing amino  acids or short peptides as 
products. These products could be easily washed away from the cloth-
ing. [From Takagi, H., Morinaga, Y., Ikemura, H., and Inouye, M., J. 
Biol. Chem. 263, 19592–19596 (1988).]

40. (a) The wild-type enzyme has the lowest KM, indicating that it has 
the highest affi nity for aspartate. The aspartate substrate is not able 
to bind to the mutant enzymes with as high an affi nity. There is an 
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[From Gross, R. W., and Sobel, B. E., J. Biol. Chem. 258, 5221–5226 
(1983).]

54. (a) The inhibitor is a competitive inhibitor because the KM increases in 
the presence of the inhibitor while the Vmax stays the same.

 (b) The values are shown in the table below. The KM is calculated by 
taking the negative reciprocal of the x intercept (which is calculated 
from the equation of the straight line and is equal to �b/m). The Vmax is 
the reciprocal of the y intercept.

 x Intercept KM
 Vmax

  (mL � mg�1) (mg � mL�1) (�mol � min�1)

Without  �1.16 0.86 0.44 
 inhibitor

With  �0.48 2.1  0.43 
 inhibitor P56

(c)  a 5  

K M (with I)

K M(no I)

  a 5  

2.1 mg ?  mL21

0.86 mg ? mL21 5  2.44

  a 5  1 1
[I]

KI

  2.44 5  1 1
0.22 mM

K I

  K I 5  0.15 mM

 [From Amlabu, E., et al., J. Cell Molec. Biol. 9, 43–49 (2011).]

55. The inhibitor is a mixed inhibitor. The Vmax is decreased and the K M 
value is increased in the presence of the inhibitor.

The Vmax in the absence of inhibitor can be calculated by taking the recipro-
cal of the y intercept:

 Vmax 5
1

y int

 Vmax 5
1

1.51 (OD21 ? min)

 Vmax 5 0.66 OD ? min21

 The Vmax in the presence of inhibitor can be calculated similarly:

 Vmax 5
1

y int

 Vmax 5
1

4.27 (OD21 ? min)

 Vmax 5 0.23 OD ? min21

The K M value in the absence of inhibitor can be determined by fi rst calculating 
the x intercept and then by taking its reciprocal:

  x int 5 2
b
m

  x int 5 2
1.51 OD21 ? min

1.52 min ? OD21 ? mM

  x int 5 20.99 mM21

  K M 5 2
1

x int

  K M 5 2
1

20.99 mM21

  K M 5 1.0 mM

45. It is diffi cult to envision how an inhibitor that interferes with the cata-
lytic function (represented by kcat or Vmax) of amino acid side chains at the 
active site would not also interfere with the binding (represented by KM) of a 
substrate to a site at or near those same amino acid side chains.

46. Since competitive inhibitors compete with substrate for binding to the 
active site of the enzyme, it is possible (especially if the concentration of the 
substrate increases in vivo) that this inhibition can be overcome. There might 
also be cellular complications if these competitive inhibitors, which resemble 
substrates, accumulate. Noncompetitive and uncompetitive inhibitors do 
not resemble the substrate, and inhibition cannot be overcome by increasing 
the concentration of substrate. If these inhibitors bind to their targets very 
tightly, small amounts can be used to inhibit the enzyme effectively. [From 
Westley, A. M., and Westley, J., J. Biol. Chem. 271, 5347–5352 (1996).]

47. (a) NADPH is structurally similar to NADP� and is likely to be a com-
petitive inhibitor.

 (b) The Vmax is the same in the presence and absence of the inhibitor 
since inhibition can be overcome at high substrate concentrations. The 
K M increases because a higher concentration of substrate is needed to 
achieve half-maximal activity in the presence of an inhibitor.

 (c) The KM is 400 times greater for NAD�, indicating that the enzyme 
prefers NADP� as a cofactor. The differences in Vmax are not as great. 
[From Hansen, T., Schicting, B., and Schonheit, P., FEMS Microbiol. 
Lett. 216, 249–253 (2002).]

48. (a) NADPH is the most effective inhibitor because it has the lowest 
K I value.

 (b) Inorganic phosphate is likely to be completely ineffective because 
its K I value is so much greater than the K M values of either of the two 
substrates. This indicates that the enzyme has a much greater affi nity for 
its substrates and thus will bind the substrates rather than the inhibitor. 
Thus, the inhibitor will be ineffective.

49. The compound is a transition state analog (it mimics the planar transi-
tion state of the reaction) and therefore acts as a competitive inhibitor.

50. Compound A has a K I value of 1.2 � 10�12 M. The lower K I value 
indicates that it is a more effective inhibitor. Compound A is more effective 
because its structure most closely resembles the structure of the transition 
state. Compound B lacks the large polar OH group that mimics the transi-
tion state of the reaction.

51. The structure of coformycin structurally resembles the proposed transi-
tion state for adenosine deaminase (see Section 7-3), and this supports the 
proposed structure. However, 1,6-dihydroinosine has a K I of 1.5 � 10�13 M 
whereas coformycin’s K I is about 0.25 �M; thus, 1,6-dihydroinosine more 
closely resembles the transition state than does coformycin.

52. (a) Zanamivir, with a lower K I (indicating tighter binding of the inhibi-
tor to the enzyme) would work better.

 (b) Vmax is about the same, but K M increases, so the mutant enzyme 
probably binds the substrate more poorly than the wild-type enzyme but 
does not exhibit any decrease in turnover number (kcat, refl ected in Vmax).

 (c) The mutation increases the K I for oseltamivir by 265 times but 
increases the K I for zanamivir by only 2 times. Therefore, zanamivir 
would be a better inhibitor of neuraminidase in the mutant virus. [From 
 Collins, P. J., Haire, L. F., Lin, Y. P., Liu, J., Russell, R. J., Walker, P. A., 
Skehel, J. J., Martin, S. R., Hay, A. J., and Gamblin, S. J., Nature 453, 
1258–1261 (2008).]

53.  a 5
K M (with I)

K M(no I)

  a 5
40 mM

10 mM
5 4

  a 5 1 1
[I]

K I

  4 5 1 1
30 mM

K I

  K I 5 10 mM
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57. (a) The Lineweaver–Burk plot is shown. The KM is calculated from the 
x intercept, the Vmax from the y intercept.

y � 0.9122x � 0.035

y � 9.1369x � 0.0352

Inhibition of PTP1B by vanadate

0.1

0.2

0.3

0.4

1/[FDP] (�M�1)

Without inhibitor
With inhibitor

0�0.05 0.05 0.1 0.15

1/
v 0

 (
s/

nM
)

  Without vanadate With vanadate

 x intercept (�M�1) �0.038 �0.0039

 KM (�M) 26 260

 y intercept (s � nM�1) 0.035 0.035

 Vmax (nM � s�1) 28.5 28.5

 (b) The inhibitor is a competitive inhibitor. The Vmax is the same in the 
presence and absence of the inhibitor, but the KM has increased tenfold, 
indicating that the vanadate is competing with the substrate for binding 
to the active site of the enzyme.

58. To calculate K I, rearrange Equation 7-28 and solve for �:

 a 5

Vmax [S]

v0
2 [S]

KM

Substitute in values for Vmax and K M (in the absence of vanadate). The sub-
strate concentration is 6.67 mM. The values for a are presented in the table:

 [Vanadate] (mM) v0 (nM ? s21) a

 0.0 5.70 1.0
 0.2 3.83 1.7
 0.4 3.07 2.1
 0.7 2.35 2.9
 1.0 2.04 3.3
 2.0 1.18 6.0
 4.0 0.71 10.1

A plot of a versus inhibitor concentration, shown below, gives a slope of 
2.26 mM21. The value of K I is the reciprocal of the slope, or 0.44 mM.

y � 2.2599x � 1.1918

Determination of K I

12

10

8

6

4

2

0

[Vanadate] (�M)

0 1 2 3 4

�

The KM value in the presence of inhibitor can be similarly determined:

  x int 5 2
b
m

  x int 5 2
4.27 OD21 ? min

1.58 min ? OD21 ? mM

  x int 5 22.70 mM21

  K M 5 2
1

x int

  K M 5 2
1

22.70 mM21

  K M 5 0.37 mM

Dodecyl gallate is an uncompetitive inhibitor. In the presence of the inhibi-
tor, the Vmax and the K M values decreased to a similar extent. The slopes of 
the lines in the Lineweaver–Burk plot are nearly the same. [From Kubo, I., 
Chen, Q.-X., and Nihei, K.-I., Food Chem. 81, 241–247 (2003).]

56. (a) Lineweaver–Burk plots are shown below. The K M is calculated from 
the x intercept, the Vmax from the y intercept.

y � 1.8985x � 0.0349

y � 3.4337x � 0.038

Inhibition of HIV-1 protease by p6*

0.1

0.2

0.3

0.4

1/[S] (�M�1)

Without inhibitor
With inhibitor

0�0.02 0.02 0.04 0.06 0.08 0.1

1/
v 0

 (
m

in
/n

m
ol

)

 Without p6* With p6*

x intercept (mM21) 20.0185 20.011

K M (mM) 54 89

y intercept (min ? nmol21) 0.035 0.0385

Vmax (nmol ? min21) 28.5 26.0

 (b) The inhibitor is a competitive inhibitor. The Vmax is the same in the 
presence and absence of the inhibitor (within experimental error), but 
the KM has increased nearly twofold, indicating that the p6* is compet-
ing with the substrate for binding to the active site of the enzyme.

(c)  
21yaK M

21yK M
5

1

a

  (20.011 mM21y20.0185 mM21) 5 0.595

  a 5 1.68

  a 5 1 1
(I)

K I

  1.68 5 1 1
10 mM

K I

  0.68 5 10 mMyK I

  K I 5 15 mM

  [From Paulus, C., Hellebrand, S., Tessmer, U., Wolf, H., Kräusslich, 
H.-G., and Wagner, R., J. Biol. Chem. 274, 21539–21543 (1999).]
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 Without  With
  inhibitor inhibitor

Slope (min ? mL ? nmol–1)/(mL ? mg–1) 0.427 2.38

x intercept (mL ? mg–1) 29.81 26.56

K M (mg ? mL21) 0.102 0.152

y intercept (min ? mL ? nmol21) 4.19 15.6

Vmax (nmol ? mL21 ? min21) 0.239 0.064

[From Kishikawa, K., Chalfant, C. E., Perry, D. K., Bielawska, A., and 
Hannun, Y. A., J. Biol. Chem. 274, 21335–21341 (1999).]

61. (a) ATCase is an allosteric enzyme because its activity versus [S] curve is 
sigmoidally shaped.

 (b) CTP is a negative effector, or inhibitor, because when CTP is 
added, the KM increases and thus the affi nity of the enzyme for the 
substrate decreases. CTP is the eventual product of the pyrimidine 
biosynthesis pathway; thus, when the concentration of CTP is suf-
fi cient for the needs of the cell, CTP inhibits an early enzyme in the 
synthetic pathway, ATCase, by feedback inhibition.

 (c) ATP is a positive effector, or activator, because when ATP is added, 
the KM decreases and thus the affi nity of the enzyme for its substrate 
increases. ATP is a reactant in the reaction sequence, so it serves as an 
activator. ATP is also a purine nucleotide, whereas CTP is a pyrimidine 
nucleotide. Stimulation of ATCase by ATP encourages CTP synthesis 
when ATP synthesis is high, thus balancing the cellular pool of purine 
and pyrimidine nucleotides.

62. (a) The combination that gives the most effective inhibition is 
CTP � UTP. More than 90% of the ATCase activity is inhibited 
when CTP and UTP are both present. In contrast, CTP alone inhib-
its only �60% of ATCase activity, and UTP alone inhibits only 5% 
of ATCase activity.

 (b) UTP and CTP are both pyrimidines. Regulation of the ATCase in 
this manner makes metabolic sense because CTP is synthesized from 
UTP and thus is produced in larger quantities fi rst. The CTP produced 
can then inhibit the ATCase enzyme, but not completely. Only when 
UTP levels rise do UTP and CTP act synergistically to completely in-
hibit the ATCase enzyme.

 (c) The graph below shows a hypothetical curve for the effect of CTP 
and UTP combined on ATCase activity. The KM value is increased, in-
dicating that a higher concentration of aspartate is required to achieve 
half-maximal activity. Although there isn’t enough information to make 
a defi nite conclusion, the Vmax value is probably unchanged, as the Vmax 
values are unchanged in the presence of ATP alone and CTP alone.

 

[Aspartate] (mM)

0
0 5 10 15 20 25

1

2

3

4

5

v 0
 (

U
 .  

m
g�

1 )

Control
With ATP

With CTP
With CTP and UTP

63. The formation of a disulfi de bond under oxidizing conditions, or its 
cleavage under reducing conditions, could act as an allosteric signal by alter-
ing the conformation of the enzyme in a way that affects the groups at the 
active site.

[From Huyer, G., Liu, S., Kelly, J., Moffat, J., Payette, P., Kennedy, B., 
 Tsaprailis, G., Gresser, M., and Ramachandran, C., J. Biol. Chem. 272,
843–851 (1997).]

59. (a) The Lineweaver–Burk plot is shown. The KM is calculated from the 
x intercept, the Vmax from the y intercept.

  Without inhibitor With inhibitor

 y intercept, (mM/min)21  0.704  1.90

 Vmax (mM/min) 1.42  0.52

 x intercept (mM)21 –0.949 –2.54

 K M (mM) 1.05  0.39

1/[S] (mM�1)

1.0

2.0

3.0

4.0

5.0

�3.0 �2.5 �2.0 �1.5 �1.0 �0.5 0.0 0.5 1.0 1.5 2.0 2.5 3.0

1/
v 0

 (
m

M
�

1 
. m

in
)

No inhibitor With homoarginine

y � 0.751x � 1.905

y � 0.742x � 0.704

 (b) Homoarginine is an uncompetitive inhibitor. The slopes of the lines 
in the Lineweaver–Burk plot are nearly identical. A proportional de-
crease in Vmax and KM occurs in the presence of the inhibitor.

 (c) Because homoarginine is an uncompetitive inhibitor, it does not 
bind to the active site of the alkaline phosphatase enzyme but to another 
site that interferes with the activity of the enzyme in some way. The 
intestinal alkaline phosphatase catalyzes the same reaction as the bone 
alkaline phosphatase, so the active sites of the two enzymes are likely to 
be similar, but the structures of the enzymes may be suffi ciently differ-
ent that the intestinal enzyme lacks the binding site for homoarginine. 
[From Lin, C.-W., and Fishman, W. H., J. Biol. Chem. 247, 3082–3097 
(1972).]

60. (a) This is an example of mixed inhibition.

 

y � 0.4268x � 4.1878

y � 2.3826x � 15.637

Inhibition of PP1 by PA

300

200

100

1/[MBP] (mL/mg)

Without inhibitor
With inhibitor

0�20 20 40 60 80 100�40

1/
v 0

 (
m

in
 . 

m
L 

. n
m

ol
−1

)

 (b) The KM has increased by 50% in the presence of PA, but there has 
been a fourfold decrease in Vmax as shown in the table.
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 6. 

Minerval

COO�(CH2)6 C
H

OH

CH CH(CH2)7H3C

 7. 

Elaidic acid

COOH(CH2)7

H

H

C C(CH2)7H3C

 The melting point of elaidic acid is higher than the melting point of oleic 
acid, since the trans double bond of elaidic acid gives it an elongated shape, 
whereas the cis double bond oleic acid gives it a bent shape.

 8. H

C

OCH2 (CH2)7 CH3(CH2)7

OHCH2

HHO

CC

O

C

CH3

 [From Chao-Mei Y., Curtis, J. M., Wright, J. L. C., Ayer, S. W., and Fathi-
Afshar, Z. R., Can. J. Chem. 74, 730–735 (1996).]

 9. (a) Because it has a head group with just one anionic charge, SQDG is 
likely to substitute for phosphatidylglycerol (net charge �1) rather than 
phosphatidylethanolamine (with a positive and a negative charge).

 (b) When phosphorus is limited, the organism produces relatively more 
of the sulfur-containing SQDG to substitute for phospholipids in the 
cell membrane.

10. 

H3C (H2C)14

CH2

CH2

CH

(CH2)14

(CH2)14

CH3

CH3

O

OC

O

O

O

C

O

C

Tripalmitin

11. R1

O

O

C

O

O

O

O

OC

P

H

H

H
H

H

H

R2

H2C CH CH2

O�

OHHO HO

OH

OH

12. The inositol head group has fi ve hydroxyl groups that could potentially 
undergo phosphorylation.

64. (a) The M1 isoform of pyruvate kinase is not an allosteric enzyme, as 
shown by the hyperbolic shape of the curve. F16BP does not infl uence 
the activity of the enzyme. 

 (b) Substitution of Ala by Arg at an intersubunit contact converted the 
pyruvate kinase from a nonallosteric form to an allosteric form. F16BP 
is an allosteric activator of the mutant enzyme, as shown by the curve, 
which shifts left. It’s possible that substitution of the neutral Ala by the 
positively charged Arg produced intersubunit contacts, perhaps in the 
form of ion pairs, that allowed the subunits to behave in a cooperative 
manner. [From Ikeda, Y., Tanaka, T., and Noguchi, T., J. Biol. Chem. 
272, 20495–20501 (1997).]

Chapter 8

 1. H3C

Myristate (14:0)

COO�(CH2)12(a)

H3C

Palmitoleate (16:1 n -7)

COO�CH(CH2)5 (CH2)7(b) CH

H3C

Nervonate (24:1 n -9)

COO�CH(CH2)7 (CH2)13(d) CH

H3C

�-Linolenate (18:3 n -3)

(CHCH2 CH2)3 COO�(CH2)6(c) CH

 2. H3C

EPA (20:5 n -3)

(CHCH2 CH2)5 COO�(CH2)2(a) CH

H3C

DHA (22:6 n -3)

(CHCH2 CH2)6 COO�CH2(b) CH

 3.

Sciadonate (20:3	5, 11, 14)

COO�CH2 (CH2)3CH CH(CH2)4CH CHCH CH(CH2)4H3C

 [From Sayanova, O., Haslam, R., Venegas Caleron, M., and Napier, 
J. A., Plant Physiol. 144, 455–467 (2007).]

 4. 

Erucic acid (22:1	13)

CH CH(CH2)7 (CH2)11 COOHH3C

Calendic acid (18:3	8trans, 10trans, 12cis)

H

H

C C(CH2)4 C COOH(CH2)6C C CH3C

H HH

H

Ricinoleic acid (12-hydroxy-18:1	9)

OH

C
H

(CH2)5 COOHCH2 (CH2)7CH CHH3C

(a)

(b)

(c)

 [From Cahoon, E. B., and Kinney, A. J., Eur. J. Lipid Sci. Technol. 107, 239–
243 (2005).]

 5. 

(a) 

24:2	5, 9

COO�(CH2)2 (CH2)3CH CHCH CH(CH2)13H3C

(b) 

(CH2)3

24:2	5, 9, 15, 18

COO�CH2)2 (CH2)3CH CH(CH2)2CH CH(CH CH(CH2)4H3C
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18. Phosphatidylcholine and phosphatidylethanolamine are neutral. Phos-
phatidylglycerol and phosphatidylserine are negatively charged.

19. Both DNA and phospholipids have exposed phosphate groups that are 
recognized by the antibodies.

20.  

H2C

CH2

C
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R

O

O�

O� H�
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COO�O

O

O

OP

(CH2)2
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OCH2
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CH

OH

OH
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O
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CH2CH CH CH2 OH

OH

HO

CH

NH3
�

�

�

�

�

H��

�

CH3

CH3

CH3

(a)

(b)

(c)

21. The spicy ingredient in the food is a powder made from peppers that 
contains the hydrophobic compound capsaicin (see Section 8-1). Yogurt con-
taining whole milk also contains hydrophobic ingredients that can cleanse 
the palate of the irritating capsaicin. Water is polar, so it does not dissolve the 
capsaicin and cannot cleanse the palate.

22. Vitamins A, D, and K are isoprenoids and are nonpolar. These dietary 
vitamins are soluble in the synthetic lipid Olestra® and pass out of the in-
testinal tract along with the Olestra® without being absorbed. Adding these 
vitamins to the product helps saturate the synthetic lipid with vitamins so 
that dietary vitamins are not excreted.

23. Vitamin A, and the compound from which it is derived, 	-carotene, are 
lipid-soluble molecules. The vegetables in a typical salad do not contain large 
amounts of lipid. The addition of the lipid-rich avocado provided a means 
to solubilize the 	-carotene and thus increase its absorption. [From Unlu, 
N. Z., Bohn, T., Clinton, S. K., and Schwartz, S. J., J. Nutr. 135, 431–436 
(2005).]

24. Vitamins A and D are lipid soluble and therefore accumulate in the fatty 
tissue. Vitamin C is water soluble and any excess is excreted in the urine.

25. (b) is polar, (d) is nonpolar, and (a), (c), and (e) are amphipathic.

26. Only (e) will form a bilayer (see Fig. 8-4). The molecules shown in (a) 
and (c), though amphipathic, have one “head” and only one “tail” and will 
therefore preferentially form micelles (see Fig. 2-10).

27. (a) A hydrocarbon chain is attached to the glycerol backbone at position 
1 by a vinyl ether linkage. In a glycerophospholipid, an acyl group is 
attached by an ester linkage.

 (b) The presence of this plasmalogen would not have a great effect since 
it has the same head group and same overall shape as phosphatidylcho-
line.

13. 

H2C

(CH2)14

(CH2)2 N�

C C

O�

O

O

O O

OP

O O

CH3

CH3

CH3

CH2

CH3

(CH2)14

CH3

CH

DPPC

14. 

H2C

(CH2)2

NH3
�

CH3

CH3

CH CH

CH

CH

CH

OH

(CH2)6

CH

CH

OH

C

 [From Ohasi, Y., Tanaka, T., Akashi, S., Morimoto, S., Kishimoto, Y., and 
Nagai, Y., J. Lipid Res. 41, 1118–1124 (2000).]

15.  

HO

(CH2)26

CH

C (CH2)6(CH2CH

CH

OGlucose

CH

NH

CH2

C O

CH)2(CH2)4CH3

(H2C)12

CH3

CH

O

CH2

O

16. 

HO

(CH2)26

CH

C (CH2)2

CH

CH

NH

HO

CH

NH

CH2

C O

C O

(H2C)12

CH3

CH

O

CH2

O

17. All except phosphatidylcholine have hydrogen-bonding head groups.
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36. When phytanic acid is incorporated into membrane phospholipids, the 
resulting membrane is more fl uid. The presence of the methyl groups on the 
phytanic acid results in an acyl chain that has a decreased ability to interact 
with neighboring acyl chains. This decreases the number of van der Waals 
interactions and decreases the melting point, which increases membrane 
fl uidity. [From van den Brink, D. M., van Miert, J. N. I., Dacremont, G., 
Rontani, J.-F., and Wanders, R. J. A., J. Biol. Chem. 280, 26838–26844 
(2005).]

37. The cyclopropane ring in lactobacillic acid produces a bend in the 
aliphatic chain and thus its melting point should be closer to the melting 
point of oleate, which also has a bend due to the double bond. The presence 
of bends decreases the opportunity for van der Waals forces to act among 
neighboring molecules. Less heat is required to disrupt the intermolecular 
forces, resulting in a melting point that is lower than that of a saturated fatty 
acid with a similar number of carbons. Therefore stearate has the highest 
melting point (69.6
C), followed by lactobacillic acid (28
C) and oleate 
(13.4
C).

38. Increasing the temperature would make the membrane more fl uid. To 
maintain constant fl uidity, the bacteria synthesize fatty acids with more 
carbons and with fewer double bonds.

39. Cholesterol’s planar ring system interferes with the movement of acyl 
chains and thus tends to decrease membrane fl uidity. At the same time, cho-
lesterol prevents close packing of the acyl chains, which tends to prevent their 
crystallization. The net result is that cholesterol helps the membrane resist 
melting at high temperatures and resist crystallization at low temperatures. 
Therefore, in a membrane containing cholesterol, the shift from the crystal-
line form to the fl uid form is more gradual than it would be if cholesterol 
were absent.

40. In a bilayer, one end of each lipid acyl chain is fi xed by its attachment to 
a head group. The methylene groups closer to the head group have the least 
conformational freedom, whereas the methylene groups farthest from the 
head group, near the bilayer center, have the greatest freedom.

41. No. Higher temperatures increase fatty acid fl uidity. To counter the ef-
fect of temperature, the plants make relatively more fatty acids with higher 
melting points. Dienoic acids have higher melting points than trienoic acids 
because they are more saturated. Therefore, the plants convert fewer dienoic 
acids into trienoic acids.

42. The cold temperatures might induce the activation of desaturase en-
zymes in the plant that convert the 18:0, 18:1, and 18:2 fatty acids to 18:3 
fatty acids. Of these four fatty acids, 18:3 is the most unsaturated and has the 
lowest melting point. Membranes composed of phospholipids containing 
unsaturated fatty acids maintain their fl uidity in cold temperatures. [From 
Shi, Y., An, L., Zhang, M., Huang, C., Zhang, H., and Xu, S., Protoplasma 
232, 173–181 (2008).]

43. (a) PS and PE both contain amino groups.
 (b) PC and SM both contain choline groups.
 (c) PE, PC, and SM are all neutral, but PS carries an overall negative 

charge. Since PS is exclusively found on the cytosolic-facing leafl et, this 
side of the membrane is more negatively charged than the other side.

44. The fl ippase enzyme has a strong preference for PS, which is consistent 
with the observation that PS is located exclusively in the cytosolic-facing 
leafl et of the membrane. Translocation of PE also explains the predominance 
of PE in the cytosolic leafl et. PC and SM, both choline-containing lipids, are 
not translocated and remain in the extracellular leafl et of the membrane. The 
fl ippase has a preference for amino-containing phospholipid head groups 
and eschews choline-containing phospholipids. The fl ippase requires ATP, 
probably because translocation occurs against a concentration gradient, and 
magnesium ions. A cysteine amino acid side chain must be essential for 
translocation activity since chemical modifi cation of this side chain abolishes 
translocation activity. [From Daleke, D. L., and Heustis, W. H., Biochemistry 
24, 5406–5416 (1985).]

45. (a) Detergents are required to solubilize a transmembrane protein be-
cause the protein domains that interact with the nonpolar acyl chains 
are highly hydrophobic and would not form favorable interactions with 
water.

28. A glycerophospholipid with two saturated acyl chains has a cylindri-
cal shape, whereas a glycerophospholipid with two unsaturated, kinked acyl 
chains would be more cone-shaped:

Saturated acyl chains Unsaturated acyl chains

29. Lipids that form bilayers are amphiphilic, whereas triacylglycerols are 
nonpolar. Amphiphilic molecules orient themselves so that their polar head 
groups face the aqueous medium on the inside and outside of the cell. Also, 
triacylglycerols are cone-shaped rather than cylindrical and thus would not 
fi t well in a bilayer structure, as shown in Figure 8-4.

30. Phospholipase A1 catalyzes the hydrolysis of one of the acyl chains 
on a phospholipid. The resulting product, a lysophospholipid (see Prob-
lem 20a), has a cone-shaped structure (see Fig. 8-4). Lysophospholipids 
do not assemble to form bilayers as the cylindrical-shaped glycerophos-
pholipids do. The conversion of a signifi cant portion of glycerophospho-
lipids to lysophospholipids results in the destruction of the red blood cell 
membrane.

31. Two factors that infl uence the melting point of a fatty acid are the num-
ber of carbons and the number of double bonds. Double bonds are a more 
important factor than the number of carbons, since a signifi cant change in 
structure (a “kink”) occurs when a double bond is introduced. An increase 
in the number of carbons increases the melting point, but the change is not 
nearly as dramatic. For example, the melting point of palmitate (16:0) is 
63.1
C, whereas the melting point of stearate (18:0) is only slightly higher 
at 69.1
C. However, the melting point of oleate (18:1) is 13.2
C, a dramatic 
decrease with the introduction of a double bond.

32. (b) � (a) � (c). Trans-oleate has a melting point similar to that of stea-
rate (18:0) because the trans double bond does not produce a kink in the 
molecule. Its geometry more closely resembles that of a single bond.

33. In general, animal triacylglycerols must contain longer and/or more sat-
urated acyl chains than plant triacylglycerols, since these chains have higher 
melting points and are more likely to be in the crystalline phase at room 
temperature. The plant triacyl glycerols must contain shorter and/or less satu-
rated acyl chains in order to remain fl uid at room temperature.

34. Peanut oil has a higher melting point because the fatty acids that com-
pose the monounsaturated triacylglycerols have a higher melting point than 
the more highly unsaturated fatty acids of the vegetable oil. Each double 
bond introduces a “kink” in the molecule, which means that the fatty acids 
don’t pack together as well. The number of double bonds corresponds to the 
number of “bends” in the acyl chain. Fatty acids that do not pack together 
well have fewer London dispersion forces among the chains, and less heat 
energy is required to disrupt the forces and melt the solid. Therefore, the 
vegetable oil, with a higher percentage of polyunsaturated triacylglycerols, 
has a lower melting point and does not freeze.

35. The lipids from the meat of the reindeer slaughtered in February 
contained fewer unsaturated acyl chains than their healthy counterparts. 
Unsaturated fatty acids have a lower melting point due to the presence 
of double bonds that prevent them from packing together tightly. These 
lipids therefore help membranes remain fl uid even at low temperatures 
as the reindeer walks through the snow. Saturated fatty acids, which pack 
together more effi ciently and have higher melting points, decrease mem-
brane fl uidity at low temperatures. The decreased percentage of lipids 
with unsaturated fatty acyl chains result in decreased membrane fl uidity 
and may compromise the ability of the animal to survive a cold win-
ter. [From Suppela, P., and Nieminen, M., Comp. Biochem. Physiol. 128, 
53–72 (2001).]
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 (c) A 
 barrel could contain some parallel 
 strands, but these could 
not be consecutive. A 
 barrel with consecutive parallel strands could 
occur only if the strands were linked by additional membrane-spanning 
segments (such as a transmembrane � helix or a structure that passed 
through the center of the barrel).

51. A steroid is a hydrophobic lipid that can easily cross a membrane to 
 enter the cell. It does not require a cell-surface receptor, as does a polar mol-
ecule such as a peptide.

52. Melittin is more conformationally restricted in the membrane when 
it is associated with glycerophospholipids containing more saturated fatty 
acids (like oleate, 18:1) and less restricted when associated with lipids con-
taining more unsaturated fatty acids (like arachidonate, 20:4). The presence 
of double bonds in the acyl chains produces “bends” that prevent the acyl 
chains from packing closely together. The unsaturated fatty acids thus pro-
vide a less conformationally restricted environment for the melittin  peptide. 
In contrast, when there are fewer double bonds, such as in oleate, the fatty 
acyl chains pack more closely together and interact via van der Waals forces. 
This environment restricts the conformation of melittin. [From Raghura-
man, H., and Chattopadhyay, A., Biochim. Biophys. Acta 1665, 29–39 
(2004).]

53. (a) Glycosphingolipids pack together loosely because their very large 
head groups do not allow tight association. 

 (b) The lipid raft is less fl uid because of both the presence of cholesterol 
and the saturated fatty acyl chains, which pack together more tightly 
than unsaturated acyl chains. [From Pike, L., J. Lipid Res. 44, 655–667 
(2003).]

54. (a) Cholesterol and cholesteryl esters are highly nonpolar and must be 
solubilized via their association with protein and phospholipids in order 
to be transported through the aqueous bloodstream.

 (b) An LDL particle is similar to a membrane in that the surrounding 
layer consists of phospholipids (however, this is a single layer, rather 
than a bilayer). Cholesterol is associated with this layer of phospholipids 
in a manner similar to a membrane. However, unlike a membrane, the 
interior of the LDL is completely nonpolar.

 (c) Apolipoprotein B, like membrane proteins, associates with the cho-
lesteryl esters via its nonpolar domains and with the aqueous medium 
via its polar domains. A large fraction of the protein contains nonpolar 
domains, which makes it diffi cult to solubilize and purify using tradi-
tional column chromatography.

55. (a) Alcohols, ether, and chloroform are nonpolar molecules and can 
 easily pass through the nonpolar portion of the lipid bilayer, the aliphat-
ic acyl chains of the phospholipids. Salts, sugars, and amino acids are 
highly polar and would not be able to traverse the nonpolar portion of 
the  membrane.

 (b) Cells contain proteins that serve as transporters. Proteins that 
transport water, known as aquaporins, have been identifi ed. [From 
Kleinzeller, A., News Physiol. Sci. 12, 49–54 (1997).]

56. The sandwich model assumes that all membranes are the same. How-
ever, it has been noted that different membranes have a variety of functions. 
Multiple functions would not be possible with the same structure. The 
 model also does not explain how membrane transport could occur, since it 
would be diffi cult for transported molecules to get past the protein “caps” on 
either side of the membrane.

57. After fusion, the green and red markers were segregated because they 
represent cell-surface proteins derived from two different sets of cells. Over 
time, the cell-surface proteins that could diffuse in the lipid bilayer became 
distributed randomly over the surface of the hybrid cell, so the green and red 
markers were intermingled. At 15�C, the lipid bilayer was in a gel-like rather 
than a fl uid state, which prevented membrane protein diffusion. Edidin’s 
experiment supported the fl uid mosaic model by demonstrating the ability 
of proteins to diffuse through a fl uid membrane.

58. The bleached area “recovers” its fl uorescence as fl uorophore-labeled 
molecules diffuse out of the small area and unbleached fl uorophore-labeled 
molecules diffuse in. These experiments are useful for measuring diffusion 
rates of the target molecules.

 (b) A schematic diagram of the detergent SDS interacting with a trans-
membrane protein is shown here. The polar head group of SDS is rep-
resented by a circle and the nonpolar tail as a wavy line. The  nonpolar 
tail of the SDS interacts with the nonpolar regions of the protein, ef-
fectively masking these regions from the polar solvent. The polar head 
group of the SDS interacts favorably with water. The presence of the 
detergent effectively solubilizes the transmembrane protein so that it can 
be purifi ed.

SDS

46. (a) A or D (b) A or C (c) D 
 (d) D (e) B (f ) B or E

47. A. Fatty acyl–anchored protein (the acyl group is myristate)

  B. Prenyl-anchored protein

  C. Glycosylphosphatidylinositol (GPI)-anchored protein

48. Cytochrome c is a peripheral membrane protein that is only loosely as-
sociated with the membrane and can therefore be removed by gentle means 
such as a salt solution. Cytochrome oxidase is an integral membrane protein 
that completely spans the bilayer and has large hydrophobic portions where 
the protein spans the bilayer. Thus, it is diffi cult to remove unless nonpolar 
organic solvents or amphipathic detergents are used to dissociate it from the 
membrane.

Peripheral

Integral

49. The membrane-spanning segment is a stretch of 19 residues that are all 
uncharged and mostly hydrophobic.

LSTTEVAMHTTTSSSVSKSYISSQTNDTHKRDTYAATPRAHEV-
SEISVRTVYPPEEETGERVQLAHHFSEPEITLIIFGVMAGVIGTILLI-
SYGIRRLIKKSPSDVKPLPSPDTDVPLSSVEIENPETSDQ

50. (a) A fully hydrogen-bonded 
 barrel can form only if the number of 
strands is even. A 
 sheet with an odd number of strands could not close 
up on itself to form a barrel.

 (b) The strands are antiparallel because adjacent strands can be easily 
linked by loops on the solvent-exposed portions of the protein.
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  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(20 1 273 K)

ln 
0.0001 mM

4 mM
1 (2)(96,485 3 1023 kJ ? V21 ? mol21)(20.070 V)

  DG 5 225.8 kJ ? mol21 2 13.5 kJ ? mol21

  DG 5 239.3 kJ ? mol21

 Since the concentrations of both ions are greater outside the cell than in-
side and the cell potential is negative, the passive movement of the ions will 
be from outside the cell to inside. In order to maintain the ion concentra-
tions given in the problem, energy-consuming active transport processes are 
 required.

 6. The extracellular Na� concentration is 150 mM and the intracellular 
concentration is about 12 mM, whereas the extracellular K� concentration is 
about 4 mM and the intracellular concentration is 140 mM.

  DG 5 RT  ln 
[Na1]in

[Na1]out

1 ZF Dc

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(20 1 273 K)

ln 
12 mM

150 mM
1 (1)(96,485 3 1023 kJ ? V21 ? mol21)(20.070 V)

  DG 5 26.15 kJ ? mol21 2 6.75 kJ ? mol21

  DG 5 212.90 kJ ? mol21

  DG 5 RT  ln 
[K1]in

[K1]out

1 ZF Dc

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(20 1 273 K)

 ln 
140 mM

4 mM
1 (1)(96,485 3 1023 kJ ? V21 ? mol21)(20.070 V)

  DG 5 8.66 kJ ? mol21 2 6.75 kJ ? mol21

  DG 5 1.91 kJ ? mol21

 The free energy change for the movement of Na� ions into the cell is nega-
tive, indicating that movement of these ions in this direction occurs passively. 
In contrast, the free energy change for the movement of K� ions into the cell 
is positive, indicating that K� ions passively move from the inside of the cell 
to the outside. An active transport process is required to transport K� ions 
into the cell.

 7. Use Equation 9-4 and let Z � 2 and T � 310 K:

(a)  DG 5 RT  ln 
[Ca21]in

[Ca21]out

1 Z FDc

  DG 5 (8.3145 J ? K21 ? mol21)(310 K)ln 
1027

1023

  1 (2)(96,485 J ? V21 ? mol21)(20.05 V)

  DG 5 223,700 J ? mol21 2 9600 J ? mol21

  DG 5 233,300 J ? mol21 5 233.3 kJ ? mol21

 The negative value of �G indicates a thermodynamically favorable 
 process.

 (b)  DG 5 RT  ln 
[Ca21]in

[Ca21]out

1 ZFDc

   DG 5 (8.3145 J ? K21 ? mol21)(310 K) ln 
1027

1023

   1(2)(96,485 J ? V21 ? mol21)(10.05 V)

   DG 5 223,700 J ? mol21 1 9600 J ? mol21

   DG 5 214,100 J ? mol21 5 214.1 kJ ? mol21

 The negative value of �G indicates a thermodynamically favorable 
 process, but not as favorable as in part (a).

Chapter 9

 1.  Dc 5 0.058 log 
[Na1]in

[Na1]out

  20.070 5 0.058 log 
[Na1]in

[Na1]out

  21.20 5 log 
[Na1]in

[Na1]out

  1021.20 5
[Na1]in

[Na1]out

  
0.063

1
5

[Na1]in

[Na1]out

 2.  Dc 5 0.058 log 
[Na1]in

[Na1]out

  10.050 5 0.058 log 
[Na1]in

[Na1]out

  0.86 5 log 
[Na1]in

[Na1]out

  100.86 5
[Na1]in

[Na1]out

  
7.3

1
5

[Na1]in

[Na1]out

 When a nerve cell is depolarized, sodium ions enter the cell; therefore, the 
[Na�]in/[Na�]out ratio is more than 100-fold greater in the depolarized cell 
than in the resting cell.

 3.  DG 5 RT  ln 
[Na1]in

[Na1]out

1 ZF Dc

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(310 K)ln 
0.063

1
 

  1 (11)(96,485 3 1023 kJ ? V21 ? mol21)(20.070 V)

  DG 5 27.12 kJ ? mol21 2 6.75 kJ ? mol21

  DG 5 213.9 kJ ? mol21

 At the resting potential, the movement of Na� ions into the cell is a favor-
able process.

 4.  DG 5 RT  ln 
[Na1]in

[Na1]out

1 ZF Dc

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(310 K)ln 
7.3

1

      1 (1)(96,485 3 1023 kJ ? V21 ? mol21)(10.050 V)

  DG 5 15.12 kJ ? mol21 1 4.82 kJ ? mol21

  DG 5 19.94 kJ ? mol21

 The free energy change for this process is positive, so there is no longer a 
driving force to move additional Na� ions into the cell.

 5.  DG 5 RT  ln 
[Na1]in

[Na1]out

1 ZF Dc

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(20 1 273 K)

 ln 
40 mM

450 mM
1 (1)(96,485 3 1023 kJ ? V21 ? mol21)(20.070 V)

  DG 5 25.90 kJ ? mol21 2 6.75 kJ ? mol21

  DG 5 212.64 kJ ? mol21

  DG 5 RT  ln 
[Ca21]in

[Ca21]out

1 ZF  Dc
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13. The less polar a substance, the faster it can diffuse through the lipid 
bilayer. From slowest to fastest: C, A, B.

14. The permeability coeffi cients are positively correlated with membrane 
solubility. The greater the permeability coeffi cient, the more easily the solute 
passes through the membrane. This observation is consistent with the rank-
ing shown in Solution 13 in that butyramide has the highest permeability 
coeffi cient and urea the lowest.

15. (a) Glucose has a slightly larger permeability coeffi cient than mannitol 
and therefore moves across the synthetic bilayer more easily. 

 (b) Both solutes have higher permeability coeffi cients for the red blood 
cell membrane, indicating that transport is occurring via a protein trans-
porter rather than diffusion through the membrane. The transporter 
binds glucose specifi cally and transports it rapidly across the membrane, 
whereas it is less specifi c for mannitol and transports it less effectively.

16. CO2 is small and nonpolar and therefore experiences no thermodynam-
ic barrier to diffusing across the lipid bilayer.

17. (a) Phosphate ions are negatively charged, and lysine side chains most 
likely carry a full positive charge at physiological pH. It is possible that 
an ion pair forms between the phosphate and the lysine side chains and 
that the lysine side chains serve to funnel the phosphate ions through the 
porin.

 (b) If the hypothesis described in part (a) is correct, the replacement 
of lysines with the negatively charged glutamates would abolish phos-
phate transport by the porin, due to charge–charge repulsion. Possibly 
the mutated porin might even transport positively charged ions instead 
of phosphate. [From Sukhan, A., and Hancock, R. E. W., J. Biol. Chem. 
271, 21239–21242 (1996).]

18. The D-E-K-A sequence already contains two negatively charged side 
chains, so the lysine (K, which is positively charged) and the alanine 
(A, which is neutral) can be mutated to negatively charged amino acid 
side chains, either Asp (D) or Glu (E). [From Miedema, H., Meter- 
Arkema, A., Wierenga, J., Tang, J., Eisenberg, B., Nonner, W., Hektor, 
H.,  Gillespie, D., and Meijberg, W., Biophys. J. 87, 3137–3147 (2004).]

19. (a) Acetylcholine binding triggers the opening of the channel, an ex-
ample of a ligand-gated transport protein.

 (b) Na� ions fl ow into the muscle cell, where their concentration is low.
 (c) The infl ux of positive charges causes the membrane potential to 

 increase.

20. At neutral pH, the Asp and Glu side chains are unprotonated and can 
participate in ion pairing that holds the protein in its closed conformation. 
In the presence of acid (low pH, high [H�]), the Asp and Glu side chains 
become protonated. This disrupts ion pairing, and the conformation of the 
protein shifts to an open state.

21. The transfer to pure water increases the infl ux of water by osmosis, and 
the cell begins to swell. Swelling, which puts pressure on the cell membrane, 
causes mechanosensitive channels to open. As soon as the cell’s contents fl ow 
out, the pressure is relieved and the cell can return to its normal size. Without 
these channels, the cell would swell up and burst.

22. (a) Rhcg appears to encode an ammonia channel, since its absence de-
creases the amount of NH3 that crosses the cell membrane.

 (b) Because the large-scale transport of water (a small polar molecule) 
requires aquaporin, it is not surprising that the transport of ammonia 
(also a small nonpolar molecule) requires a transport protein, especial-
ly in the kidneys, which are responsible for ammonia excretion. [From 
Biver, S., Belge, H., Bourgeois, S., Van Vooren, P., Nowik, M., Scohy, S., 
Houillier, P., Szpirer, J., Szpirer, C., Wagner, C. A., Devuyst, O., and 
Marini, A. M., Nature 456, 339–343 (2008).]

23. The hydroxyl and amido groups act as proton donors to coordinate the 
negatively charged chloride ion. Cations could not interact with the protons 
and so would be excluded.

24. (a) Because this sequence is so similar to the KcsA and NaK sequences, it 
probably comes from a channel that is specifi c for K� or for Na� and K�.

 (b) This sequence is most similar to the Ca2� II channel sequence and 
so probably comes from a Ca2� channel.

25. (a) A transport protein, like an enzyme, carries out a chemical reac-
tion (in this case, the transmembrane movement of glucose) but is not 

 8.  DG 5 RT ln 
[Ca21]in

[Ca21]out

1 ZFDc

  DG 5 (8.3145 J ? K21 ? mol21)(310 K) ln 
1024 mM

2 mM
      1 (2)(96,485 J ? V21 ? mol21)(20.05 V)

  DG 5 225,500 J ? mol21 2 9600 J ? mol21

  DG 5 235,100 J ? mol21 5 235.1 kJ ? mol21

 Ca2� ions move spontaneously from the outside of the cell to the cytosol.

 9. (a) Since all the terms on the right side of Equation 9-1 are constant, 
except for T, the following proportion for the two temperatures (310 K 
and 313 K) applies:

 
270 mV

310 K
5

Dc

313 K

 Dc 5 270.7 mV

  The difference in membrane potential at the higher temperature would 
not signifi cantly affect the neuron’s activity.

 (b) It is more likely that an increased temperature would increase the 
fl uidity of cell membranes. This in turn might alter the activity of 
membrane proteins, including ion channels and pumps, which would 
have a more dramatic effect on membrane potential than temperature 
alone.

10. (a)  Dc 5 0.058 log 
[H1]in

[H1]out

  Dc 5 0.058 log 
(1027.78)

(1026.88)

  Dc 5 20.052 V 5 252 mV

 (b)  DG 5 RT  ln 
[H1]in

[H1]out

1 ZF Dc

  DG 5 (8.3145 J ? K21 ? mol21)(37 1 273 K)

  ln 
1026.88

1027.78 1 (1)(96485 J ? V21 ? mol21)(20.052 V)

  DG 5 15344 J ? mol21 1 25017 J ? mol21

  DG 5 327 J ? mol21

 [From Porcelli, A. M., Ghelli, A., Zanna, C., Pinton, P., Rizzuto, R., and 
Rugolo, M., Biochem. Biophys. Res. Commun. 326, 799–804 (2005).]

11. (a)  DG 5 RT ln 
[glucose]in

[glucose]out

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(310 K)ln 
0.5 mM

15 mM

  DG 5 28.8 kJ ? mol21

(b)  DG 5 RT  ln 
[glucose]in

[glucose]out

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(310 K)ln 
0.5 mM
4 mM

  DG 5 25.4 kJ ? mol21

12.  DG 5 RT ln 
[glutamate]in

[glutamate]out
1ZF Dc

  DG 5 (8.3145 3 1023 kJ ? K21 ? mol21)(310 K)

ln 
10 mM

0.1 mM
1 (21)(96,485 3 1023 kJ ? V21 ? mol21)(20.070 V)

  DG 5 11.9 kJ ? mol21 1 6.75 kJ ? mol21

  DG 5 18.6 kJ ? mol21
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29. As the glutamate (charge �2) enters the cell, four positive charges also 
enter (3 Na�, 1 H�) for a total of two positive charges. Since 1 K� exits the 
cell at the same time, a total of one positive charge is added to the cell for 
each glutamate transported inside.

30. (a) The oxalate (charge �2) enters the cell and the formate (charge �1) 
exits the cell, so one negative charge is added to the cell for each oxalate 
transported inside the cell.

 (b) The antiporter illustrated here is a hydrogen pump because one intra-
cellular H� is consumed for every oxalate transported inside the cell. [From 
Anantharam, V., Allison, M. J., and Maloney, P. C., J. Biol. Chem. 264, 
7244–7250 (1989).]

 

oxalate2−

formate−

oxalate2−
decarboxylase

CO2

H+

formate−

outside inside

31. CO2 produced by respiring tissues enters the red blood cell and com-
bines with water to form carbonic acid, which then dissociates to form H� 
and HCO3

� ions. The HCO3
� ions are transported out of the cell by Band 

3 in exchange for Cl� ions, which enter the cell. The HCO3
� ions travel 

through the circulation to the lungs, where they recombine with H� ions to 
form carbonic acid, which subsequently dissociates to form water and CO2. 
The CO2 is then exhaled in the lungs.

32. When red blood cells pass through tissues, HCO3
� ions are transported 

out of the cell by Band 3 (see Solution 31). However, in the lungs, HCO3
� 

ions are transported into red blood cells by Band 3 (in exchange for Cl� 
ions, which exit the cell). The intracellular HCO3

� ions combine with H� 

ions that dissociate from hemoglobin (promoting conversion of hemoglo-
bin from the deoxy T form to the oxy R form), forming carbonic acid. The 
carbonic acid dissociates into water and CO2, which diffuses out of the cell 
and is exhaled.

33. 

Aspartyl phosphate

CH2

H
N CCH

�O

O�

O

C O

P O

O

34. Treatment with ouabain “freezes” the Na,K-ATPase in the phosphory-
lated conformation, and the reaction cycle cannot be completed. As a result, 
the pump is nonfunctional and the concentration of sodium ions inside the 
cell increases. Water enters the cell along with the sodium ions, and the cells 
will eventually lyse due to the increased osmotic pressure.

35. (a) A transporter similar to a porin would be inadequate since even 
a large 
 barrel would be far too small to accommodate the massive 
ribosome. Likewise, a transport protein with alternating conforma-
tions would not be up to the task due to its small size relative to 
the ribosome. In addition, neither type of protein would be suited 
for transporting a particle across two membranes. In fact, ribosomes 
and other large particles move between the nucleus and cytoplasm via 
nuclear pores, which are constructed from many different proteins 
and form a structure, even larger than the ribosome, that spans both 
nuclear membranes.

permanently altered in the process. Because the transport protein binds 
glucose, its rate does not increase in direct proportion to increases in 
glucose concentration, and it becomes saturated at high glucose con-
centrations.

 (b) The transport protein has a maximum rate at which it can operate 
(corresponding to Vmax, the upper limit of the curve). It also binds 
glucose with a characteristic affi nity (corresponding to K M, the glucose 
concentration at  half-maximal velocity). The estimated Vmax for this 
transporter is about 0.8 � 106 mM ? cm ? s�1, and the K M is about 
0.5 mM.

1.0

Vmax

0

[Glucose] (mM)

0 4

G
lu

c
o
s
e
 f
lu

x
 (

m
M

 .
 c

m
 .
 s

−1
 ×

 1
0

6
)

6 8 10

0.5

2

KM

26. 

1.0
No inhibitor

0

[Glucose] (mM)

0 4

G
lu

co
se

 fl
ux

 (
m

M
 . 

cm
 . 

s−
1 

× 
10

6
)

6 8 10

0.5

2

With inhibitor

 The curve shown in Problem 25b would be shifted to the right. In the pres-
ence of the inhibitor, higher concentrations of glucose are required to achieve 
the same rate of glucose transport. [From Barnett, J. E. G., Holman, G. D., 
Chalkley, R. A., and Munday, K. A., Biochem J. 145, 412–429 (1975).]

27. Intracellular exposure of the glucose transporter to trypsin indicates that 
there is at least one cytosolic domain of the transport protein that is essen-
tial for glucose transport. Hydrolysis of one or more peptide bonds in this 
domain(s) abolishes glucose transport. But extracellular exposure of the ghost 
transporter to trypsin has no effect, so there is no trypsin-sensitive extracellu-
lar domain that is essential for transport. This experiment also shows that the 
glucose transporter is asymmetrically arranged in the erythrocyte membrane.

28. The experiments with the derivatized glucose molecules indicate that 
there is an extracellular contact between the C1 hydroxyl group of glucose 
and the glucose transporter, but the C6 hydroxyl group does not contact the 
transporter. When glucose binds to the transporter on the outside of the 
cell, a conformational change occurs that brings the glucose inside the cell. 
The mode of glucose–transporter binding changes somehow in that the fi rst 
binding site is closed and a new intracellular binding site opens up that has 
an essential contact with glucose at the C6 hydroxyl group but not the C1 
hydroxyl group. Glucose is delivered to the cytosol, and the transporter re-
sumes its initial confi guration, ready to bind another molecule of glucose on 
the extracellular surface.
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 [From Wakisaka, M., Yoshinari, M., Yamamoto, M., Nakamura, S., Asano, 
T., Himeno, T., Ichikawa, K., Doi, Y., and Fujishima, M., Biochim. Biophys. 
Acta 1362, 87–96 (1997).]

39. (a) The maximal velocity is estimated to be between 6 and 7 pmol 
choline ? mg�1 ? mL�1. The KM is the substrate concentration at half-
maximal velocity and is about 40 mM.

 (b) The choline transporter responds to increased choline concentrations 
by increasing its rate of transport so that effi cient uptake occurs over a 
range of choline concentrations near the KM. At low concentrations of 
choline (10 �M), the transporter operates at 20% of its maximal veloc-
ity, whereas at high concentrations of choline (80 �M), the transporter 
operates at nearly 100% of its maximal velocity. The KM value of 40 �M 
is between the low and high physiological concentrations of choline.

 (c) It is possible that the choline transporter cotransports hydrogen ions 
and choline. A hydrogen ion might be exported when choline is im-
ported. This is an example of antiport transport.

 (d) TEA is structurally similar to choline and acts as a competitive in-
hibitor. TEA might bind to the choline transporter, preventing choline 
from binding. In this manner, TEA is brought into the cell and choline 
transport is inhibited. [From Sinclair, C. J., Chi, K. D., Subramanian, V., 
Ward, K. L., and Green, R. M., J. Lipid Res. 41, 1841–1847 (2000).]

40. (a) Vmax is calculated from the y intercept:

  Vmax 5
1

y int

  Vmax 5
1

0.64 g ? min ? mmol21

  Vmax 5 1.6 mmol ? g21 ? min21

  V 
I
max 5

1

0.65 g ? min ? mmol21

  V 
I
max 5 1.5 mmol ? g21 ? min21

 KM is calculated from the x intercept (without inhibitor):

  x int 5 2bym

  x int 5
0.64 g ? min ? mmol21 

5.4 g ? min ? mmol21 ? mM

  x int 5 20.12 mM21

  KM 5 2
1

x int

  KM 5 2
1

20.12 mM21

  KM 5 8.3 mM

 K M
app (the apparent KM in the presence of inhibitor) is calculated from 

the slope (with inhibitor):

  x int 5 2bym

  x int 5
0.65 g ? min ? mmol21 

13.8 g ? min ? mmol21 ? mM

  x int 5 20.047 mM21

  K  
app
M 5 2

1

x int

  K  
app
M 5 2

1

20.047 mM21

  K  
app
M 5 21.2 mM

 (b) Phlorizin is a competitive inhibitor. The Vmax has remained nearly 
unchanged while the KM increased nearly threefold in the presence of the 
inhibitor. Phlorizin competes with glucose for binding to the transporter. 
[From Betz, A. L., Drewes, L. R., and Gilboe, D. D., Biochim. Biophys. 
Acta 406, 505–515 (1975).]

 (b) Initially, one might expect ribosomal transport to be a thermody-
namically favorable process, since the concentration of ribosomes is 
greater in the nucleus, where they are synthesized. However, free energy 
would ultimately be required to establish a pore (which would span two 
membrane thicknesses) for the ribosome to pass through. In fact, the 
nucleocytoplasmic transport of all but very small substances requires the 
activity of GTPases that escort particles through the nuclear pore assem-
bly and help ensure that transport proceeds in one direction.

36. (a)

O O

O

C C�

�

Carbon dioxide Water Carbonic acid

Bicarbonate

CA II
OH

OH

H2CO3 HCO3
� H�

O
H H

 (b) 

HCO3

CI−

−

−

Bone-resorbing
compartment

pH = 5.5 Na+

K+

Na+

CA II
H2O + CO2

H2CO3

H2CO3

H+ + HCO3

H+

pH = 7

  Hydrogen ions are produced from carbonic acid, which is produced 
from water and carbon dioxide via the carbonic anhydrase reaction. The 
hydrogen ions exit the cell via the Na�/H� exchanger. These hydrogen 
ions acidify the bone-resorbing compartment as sodium ions enter the 
cell. The sodium ions leave the cell via the Na,K-ATPase, while potas-
sium ions enter the cell. Bicarbonate, the other product of the dissocia-
tion of carbonic acid, leaves the cell via the Cl�/HCO3

� exchanger as 
chloride enters the cell.

37. (a) Glucose uptake increases as sodium concentration increases in 
 pericytes. In endothelial cells, glucose uptake is constant regardless of 
sodium ion concentration.

 (b) The shape of the curve for the pericytes indicates that a protein 
transporter is involved. Glucose uptake initially increases as sodium ion 
concentration increases, then reaches a plateau at high sodium ion con-
centration, indicating that the transporter is saturated and is operating 
at its maximal capacity.

 (c) It is likely that the pericytes use secondary active transport to import 
glucose. Sodium ions and glucose molecules enter the cell in symport. 
The sodium ions are then ejected from the cell by the Na,K-ATPase 
transporter.

38.  KM 5 2
1

x int

  KM 5 2
1

20.25 mM
5 4 mM

  Vmax 5
1

y int

  Vmax 5
1

0.030 mg ? h ? nmol21

  Vmax 5 33 nmol ? mg21 ? h21
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49. 

Acetylcholinesterase

CH2OH

� F

O

O

CH(CH3)2

CH(CH3)2

P O DIPF

O(H3C)2HC

O

O

CH2

CH(CH3)2

P O
Modified enzyme

HF

50. If the serine in the active site of acetylcholinesterase is covalently modi-
fi ed, the enzyme will not be able to function. Acetylcholine will build up in 
the synaptic cleft and will not be hydrolyzed. The postsynaptic cell remains 
polarized and does not return to its resting state, so it cannot receive the next 
nerve impulse from the presynaptic cell.

51. The tetanus toxin cleaves the SNAREs, which are required for the fu-
sion of synaptic vesicles with the neuronal plasma membrane. This prevents 
the release of acetylcholine, interrupting communication between nerves and 
muscles and causing paralysis.

52. Botulinum toxin destroys SNAREs, which are required for the fusion of 
synaptic vesicles with the neuronal plasma membrane. This interrupts com-
munication between facial nerves and muscles. The result is paralysis of the 
muscles whose contraction accentuates wrinkles.

53. By adding a phosphate group, the kinase increases the size and negative 
charge of the lipid head group, which then occupies a larger volume and 
more strongly repels neighboring negatively charged lipid head groups. The 
phosphatidylinositol would become more cone-shaped, thereby increasing 
bilayer curvature, which is a necessary step in the formation of a new vesicle 
by budding.

54. Diacylglycerol is a lipid without a phosphate-derivative head group. Be-
cause it consists mostly of lipid “tails,” it could promote the inward curvature 
of the bilayer, which occurs during membrane fusion (see Fig. 9-22).

55. Two lipid bilayers separate the damaged organelle from the rest of the cell.

56. Lysosome containing
hydrolytic enzymes

41. The ABC transporters bind ATP, then undergo a conformational 
change as the ATP is hydrolyzed and Pi is released, leaving ADP. Vanadate, 
a phosphate analog, might serve as a competitive inhibitor by binding to 
the phosphate portion of the ATP binding site. With ATP unable to bind, 
the necessary conformational change cannot occur and the transporter is 
inhibited.

42. The fi rst vinblastine binds to a low-affi nity binding site, the second 
vinblastine to a high-affi nity site. This indicates that when vinblastine binds 
to LmrA, it does so cooperatively. A conformational change occurs that al-
lows the second molecule of vinblastine to bind with greater affi nity than 
the fi rst.

43. Both transporters are examples of secondary active transport. The 
H�/Na� exchanger uses the free energy of the Na� gradient (established by 
the Na,K-ATPase) to remove H� from the cell as Na� enters. Similarly, a 
preexisting Cl� gradient (see Fig. 2-13) allows the cell to export HCO2

3  as 
Cl� enters.

44. Ammonium ions exiting the cell could be exchanged for entering Na� 
ions. The free energy for NH1

4  transport would be provided directly by the 
movement of Na� ions down their gradient and indirectly by ATP, which is 
used by the Na,K-ATPase to establish the Na� gradient.

45. Di- and tripeptides enter the cell in symport with H� ions. The H� ions 
leave in exchange for Na� via the antiport protein. The Na� ions are ejected 
via the Na,K-ATPase. This is an example of secondary active transport in 
which the expenditure of ATP by the Na,K-ATPase pump is the driving force 
for peptide entry into the cell.

Peptide H+

Peptide H+

H+ Na+

Na+H+

3 Na+ 2 K+

2 K+3 Na+

ATP

46. AMPPCP is a nonhydrolyzable ATP analog (due to the substitution of 
the methylene group for the oxygen linking the 	 and  phosphate groups). 
Its structural similarity to ATP allows it to bind to the Ca2�-ATPase, but 
since hydrolysis cannot occur, the transport cycle cannot be completed. This 
“freezes” the ATPase in one conformational state and allows the crystallogra-
phers to obtain high-resolution images of the protein.

47. Acetylcholinesterase inhibitors will prevent the enzyme from breaking 
down acetylcholine (see Section 9-4). This increases the concentration of 
acet ylcholine in the synaptic cleft and increases the chances that acetyl-
choline will bind to a dwindling number of receptors in the postsynap-
tic cell. [From Thanvi, B. R., and Lo, T. C. N., Postgrad. Med. J., 80, 
690–700 (2004).]

48. In the presynaptic cell, when an action potential reaches the axon ter-
minus, voltage-gated Ca2� channels open, fl ooding the cell with Ca2� ions 
and triggering exocytosis of the acetylcholine-containing synaptic vesicles. 
Acetylcholine diffuses across the synaptic cleft and binds to receptors on the 
postsynaptic cell, triggering a series of events that results in muscle contrac-
tion (see Fig. 9-19). If antibodies block the Ca2� channels, acetylcholine is 
not released from the presynaptic cell, receptors on the postsynaptic cell are 
not activated, and muscle contraction does not occur. Thus, patients with 
this autoimmune disorder suffer from muscle weakness.
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 7.  K d 5
[R][L]

[RL]

  [R]T 5 [R] 1 [RL]

  [R] 5 [R]T 2 [RL]

  K d 5
([R]T 2 [RL])[L]

[RL]

  K d[RL] 5 [R]T[L] 2 [RL][L]

  (K d[RL]) 1 ([RL][L]) 5 [R]T[L]

  [RL](K d 1 [L]) 5 [R]T[L]

  
[RL]

[R]T
5

[L]

K d 1 [L]

 8. (a)  
[RL]

[R]T
5

[L]

K d 1 [L]

  
[RL]

[R]T
5

K d y5

K d 1 Kd y5

  
[RL]

[R]T
5

0.2 K d

K d 1 0.2 K d

  
[RL]

[R]T
5

0.2 K d

1.2 K d
5 0.17

   (b)  
[RL]

[R]T
5

[L]

K d 1 [L]

  
[RL]

[R]T
5

K d

K d 1 K d

  
[RL]

[R]T
5

Kd

2 Kd
5 0.50

   (c)  
[RL]

[R]T
5

[L]

K d 1 [L]

  
[RL]

[R]T
5

5 K d

K d 1 5 K d

  
[RL]

[R]T
5

5 K d

6 K d
5 0.83

 9.  
[RL]

[R]T
5

[L]

[L] 1 K d

  
100

1000
5

[L]

[L] 1 1.0 3 10210 M

  0.10([L] 1 1.0 3 10210 M) 5 [L]

  0.10[L] 1 1.0 3 10211 M 5 [L]

  1.0 3 10211 M 5 0.9[L]

  [L] 5 1.11 3 10211 M

10. If the number of receptors decreases to 150, a greater proportion of 
these receptors must have bound ligand, since occupation of 100 receptors 
is required for a maximal response (see Problem 9). A 20-fold increase 
in the concentration of ligand is required in order to achieve a maximal 
response.

  
[RL]

[RT]
5

[L]

[L] 1 K d

  
100
150

5
[L]

[L] 1 1.0 3 10210 M

  0.67([L] 1 1.0 3 10210 M) 5 [L]

  0.67[L] 1 6.7 3 10211 M 5 [L]

  6.7 3 10211 M 5 0.33[L]

  [L] 5 2.0 3 10210 M

Chapter 10

 1. Signal molecules that are lipids (cortisol and thromboxane) or very small 
(nitric oxide) can diffuse through lipid bilayers and do not need a receptor 
on the cell surface.

 2. Prednisone is a steroid, a hydrophobic molecule that can diffuse through 
the lipid bilayer without the need for a cell-surface receptor. The receptor for 
prednisone is located either in the cytosol or in the nucleus. Upon binding 
to its receptor, the ligand–receptor complex binds to DNA and induces 
transcription of specifi c genes.

 3. Let [R ? L] � x and [R] � 0.010 � x

  K d 5
[R][L]

[R ? L]

  [R ? L] 5 x 5
[R][L]

K d

  x 5
(0.010 2 x)(0.0025)

0.0015

  x 5
(0.000025 2 0.0025x)

0.0015

  0.0015x 5 0.000025 2 0.0025x

  0.0040x 5 0.000025

  x 5 0.00625 5 6.25 mM 5 [R ? L]

 The percentage of receptors occupied by ligand is 6.25 mM/10 mM, 
or 62.5%.

 4. Let [R ? L] � x and [R] � 0.010 � x

  K d 5  

[R][L]

[R ? L]

  [R ? L]̌ 5  x 5
[R][L]

K d

  x 5  

(0.010 2  x)(0.0025 )

0.0003

  x 5  

(0.000025 2  0.0025x)

0.0003

  0.0003x 5  0.000025 2  0.0025x

  0.0028x 5  0.000025

  x 5  0.00893 5  8.93 mM 5  [R ? L]

 The percentage of receptors occupied by ligand is 8.93 mM/10 mM, or 
89.3%. A higher percentage of the receptors is occupied by a ligand with 
a smaller Kd.

 5. 
1.0

Kd

[L] (mM)

0.1 0.40.3

[R
L
]/
[R

] T

0.60.5 0.7

0.6

0.2

0.2

 The Kd estimated from the curve is about 0.1 mM.

 6. The experimental results would produce a curve that is similar in shape but 
shifted to the right (similar to the plot shown in Figure 7-9). As an antagonist 
that competes with adenosine for binding the same receptors, caffeine acts like a 
competitive inhibitor.
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be solubilized by adding a detergent. An affi nity column is constructed by 
covalently attaching a specifi c ligand to the chromatography matrix. The sol-
ubilized membranes are then loaded onto the column. Cellular proteins that 
do not bind to the ligand will pass through the column. The receptor pro-
teins are then eluted from the column using a concentrated salt solution to 
disrupt the intermolecular interactions between the receptor and the ligand.

17. The different types of G protein–linked receptors are found in different 
types of cells. The cellular response elicited when a ligand binds to a receptor 
depends on how that particular cell integrates and processes the signal. Dif-
ferent cells have different intracellular components, which results in different 
responses to what appears to be the same signal.

18. When glucagon and epinephrine bind to their respective G protein–
coupled receptors, the result is the same—an enzyme is activated that results 
in the synthesis of the second messenger cAMP. Since the binding of both 
ligands to their receptors results in the activation of the same second messen-
ger, the same signal transduction pathway is activated and the same cellular 
response is observed.

19. If receptors are removed from the cell surface, the ligand cannot bind 
and an intracellular response cannot occur. If a receptor is phosphorylated, it 
binds to arrestin, which blocks the ligand from binding.

20. The strategy shown in the fi gure results in amplifi cation of the signal, 
since a single molecule of A can activate many molecules of B, which can 
then go on to activate even more molecules of C, and fi nally D. Amplifi ca-
tion of a signal is an advantage to the cell because a small signal (i.e., a low 
concentration of A) can result in a large response (a high concentration of 
D). The strategy shown allows cells to respond to changing conditions by 
dramatically altering the activities of intracellular components.

21. 

CH
H
N

CH2

O

C

S

C (CH2)14 CH3

O

22. Both hormones lack tyrosine’s carboxylate group and have hydroxyl 
groups attached to the ring and to the 
 carbon. In epinephrine, the amino 
nitrogen bears a methyl group.

23. Epinephrine and norepinephrine are ligands that bind to 
2-adrenergic 
receptors. When these ligands bind to their receptors, the signal transduction 
process produces a number of effects, including increases in heart rate, mus-
cle contraction, and blood pressure. In addition, the smooth muscle in the 
bronchial tubes relaxes, making it easier to expand the lungs. These physio-
logical effects are all necessary components of the fi ght-or-fl ight response but 
are harmful to a person suffering from high blood pressure. 
-Blockers are 
antagonists that bind to the same 
2-adrenergic receptors but do not elicit 
a response. By occupying the receptors, the antagonists prevent epinephrine 
and norepinephrine from doing so. The result is that the heart rate and blood 
pressure decrease and the heart contractions are less intense.

24. The inhibition of the intrinsic GTPase activity results in a continuously 
active G protein. This increases the activity of adenylate cyclase, which re-
sults in an increase in the concentration of intracellular cAMP. In intestinal 
cells, the increased cAMP concentration leads to the loss of water and electro-
lytes from the cells and results in diarrhea that can potentially be fatal.

25. Stimulation of GTPase activity by RGS accelerates the hydrolysis of 
GTP to GDP, converting the receptor-associated G protein into its inactive 
form more rapidly. This will shorten the duration of signaling.

26. GTPgS can bind to a G protein, but since it cannot be  hydrolyzed, the 
G protein is in a persistently active state. If GTPgS binds to a stimulatory 
G protein, then adenylate cyclase is continually active, which has the effect 
of increasing  cellular cAMP concentration. If GTPgS binds to an inhibi-
tory G protein, adenylate cyclase is continually inhibited, and cellular cAMP 
concentration decreases.

11.  (a) The binding site with a Kd of 0.35 �M is the high-affi nity binding 
site, and the one with a Kd of 7.9 �M is the low-affi nity binding site. Kd 
is the ligand concentration at which the receptor is half-saturated with 
ligand; therefore, the lower the Kd, the lower the concentration of ligand 
required to achieve half-saturation.

  (b) The high-affi nity binding site with a Kd of 0.35 �M is most effective 
in the 0.1–0.5 �M range because at the upper limit of this range the 
high-affi nity binding sites will be more than 50% occupied, whereas the 
low-affi nity sites will be less than 50% occupied. 

  (c) Both of these agonists can compete at high concentrations, but the 
methylthio-ADP has a lower Kd and will be a more effective inhibitor at 
low concentrations. [From Jefferson, J. R., Harmon, J. T., and Jamieson, 
G. A., Blood 71, 110–116 (1988).]

12. Use the equation derived in Problem 7.

  
[RL]

[R 4T  5   

[L]

K d 1  [L]

  
136,000

160,000
 5  

[L]

0.35 mM 1  [L]

  0.85 (0.35 mM 1  [L]) 5  [L]

  0.2975 mM 1  0.85[L] 5  [L]

  0.2975  mM 5  0.15[L]

  [L] 5  1.98 mM

13. The Kd is obtained from the x intercept in the double-reciprocal plot.

8

10

1/[L] (�M�1)

0�4 �3 �2 �1 1 2 3 4

1
/[
R

 .
 L

] 
(�

M
�

1
)

6

4

2

�1/Kd

  x int 5 2
1

K d

  22 mM21 5
1

K d

  K d 5 0.5 mM

14.  slope 5  

21

K d

  20.067 nM21
 5  

21

K d

  K d 5  15 nM

 [From Hubbard, M. J., and Klee, C. B., J. Biol. Chem. 262, 15062–15070 
(1987).]

15. Cell-surface receptors are diffi cult to purify because they are usually 
integral membrane proteins and require the addition of detergents to dis-
sociate them from the membrane. The receptor proteins constitute a very 
small proportion of all of the proteins in the cell; this makes it diffi cult for 
the experimenter to isolate the receptor protein from other cellular proteins.

16. First the cells would be lysed and insoluble components removed by 
centrifugation. The membranes and the associated membrane proteins can 
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this occurs, inositol trisphosphate is no longer able to activate protein kinase 
B. In the absence of protein kinase B, cells are not stimulated to grow and 
proliferate and instead undergo apoptosis.

34. Yes, mutations in which the gene coding for PTEN is either nonfunc-
tional or absent are commonly found in cancer cells. In the absence of 
PTEN, inositol trisphosphate is not dephosphorylated, and protein kinase 
B is highly active. As described in Problem 33, activation of protein kinase B 
promotes cell growth, so a highly active protein kinase B could account for 
the uncontrolled cell growth observed in cancer cells.

35. (a) Upon stimulation by an action potential, acetylcholine-containing 
synaptic vesicles in neurons fuse with the plasma membrane and release 
their contents into the synaptic cleft (see Section 9-4). Acetylcholine 
then diffuses across the synaptic cleft to the endothelial cell.

 (b) Acetylcholine binds to G protein–linked cell-surface receptors in 
the endothelial cell and activates phospholipase C, which hydrolyzes 
phosphatidylinositol bisphosphate to diacylglycerol and inositol tris-
phosphate. The inositol trisphosphate binds to calcium channels in the 
endoplasmic reticulum, which opens the channels and fl oods the cell 
with Ca2�. Calcium ions bind to calmodulin, changing its conforma-
tion and allowing it to bind to NO synthase to activate the enzyme.

 (c) Cyclic GMP is formed, along with pyrophosphate, from GTP. The 
enzyme that catalyzes the reaction is guanylate cyclase.

 

CH2P

O

O O

O�

POP

O

O�

�O

O

O�

GTP

NH

NN NH2

O

N

H
H H

OH OH

H

O

Cyclic GMP

CH2O

NH

NN NH2

O

N

�O
P

O

H
H H

O OH

H

O

guanylate cyclase

 (d) It’s possible that cGMP activates protein kinase G in a manner 
analogous to that of cAMP activating protein kinase A; that is, cGMP 
binding could displace regulatory subunits from protein kinase G to 
release active catalytic subunits. The active protein kinase G would next 
phosphorylate proteins involved in the muscle contraction process, per-
haps myosin or actin, resulting in smooth muscle relaxation.

36. (a) Acetylcholine in the synaptic cleft is rapidly hydrolyzed by acetylcho-
linesterase (see Section 9-4).

 (b) Various calcium pumps, using the energy of ATP hydrolysis, pump 
calcium ions out of the cytosol. The Ca2� concentration in the cell 
drops, the ion channels close, and Ca2� ions dissociate from calmodu-
lin, changing its conformation and rendering it unable to bind to NO 
synthase. Without bound calmodulin, the NO synthase is inactive.

 (c) The signaling molecule NO rapidly decomposes. In its absence, gua-
nylate cyclase is not activated. Any cGMP still present is hydrolyzed to 
GMP by cGMP phosphodiesterase.

 (d) In the absence of cGMP, protein kinase G reassociates with its regu-
latory subunits and is inactivated. Any phosphorylated proteins are act-
ed upon by phosphatase enzymes, which remove the phosphate groups 
by hydrolysis.

27. 

CH

CH CH3

HN C

O(a)

OH

CH

CH CH3

HN C

O

O

P O�O

O�

ATP

protein kinase A

ADP

CH

CH CH3

HN C

O(b)

O

CH

CH CH3

HN C

O

OH

P O�O

O�

H2O

phosphatase

Pi

28. 
CH2

N

N

PO3
2�

29. Because of their structural similarity to diacylglycerol, phorbol esters will 
stimulate protein kinase C, as diacylglycerol does. Increased protein kinase C 
activity will lead to an increase in the phosphorylation of the kinase’s cellular 
targets. Because protein kinase C phosphorylates proteins involved in cell di-
vision and growth, the addition of phorbol esters will have profound effects 
on the rates of cell division and growth if added to cells in culture.

30. 

 

CH2 CH3CH2O O

CH CH (CH2)12 CH3HC

OH

R HN CHC

O

sphingomyelinase

Sphingomyelin

CH2

O�

P N�

CH3

CH3O

CH2 OH

CH CH (CH2)12 CH3HC

OH

R HN CHC

O

Ceramide

Phosphocholine

�

CH3CH2
�O O CH2

O�

P N�

CH3

CH3O

31. The T cell is stimulated when an extracellular ligand binds to a G 
 protein–linked receptor and activates phospholipase C. The activated phos-
pholipase C catalyzes the hydrolysis of phosphatidylinositol bisphosphate, 
yielding diacylglycerol and inositol trisphosphate. The inositol trisphosphate 
binds to channel proteins in the endoplasmic reticulum and allows calcium 
ions to fl ow into the cytosol. Calcium ions then bind to calmodulin, causing 
a conformational change that allows it to bind and activate calcineurin. The 
activated calcineurin then activates NFAT, as described in the problem.
32. If calcineurin is bound to cyclosporine A, then calcineurin will be in-
active as a phosphatase and will be unable to catalyze the removal of the 
phosphate group from NFAT. The NFAT remains in the cytosol, and the 
specifi c genes required for T cell activation are not expressed. The T cell, an 
important component of the immune response, is not activated, which ac-
counts for the immunosuppressive properties of cyclosporine A.
33. Overexpression of PTEN in mammalian cells would promote apopto-
sis. PTEN removes a phosphate group from inositol trisphosphate; when 
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synthase, so the cultured cells would be expected to show an increase in gly-
cogen synthesis. Enhanced activation of protein kinase C would stimulate 
translocation of glucose transporters to the plasma membrane; thus, an in-
crease in glucose import would be observed in the cultured cells.
49. As noted in Problem 29, phorbol esters are diacylglycerol analogs that 
can activate protein kinase C. According to the information given in this 
problem, protein kinase C activates the MAP kinase cascade, which leads to 
the phosphorylation of proteins that infl uence gene expression. When these 
genes are expressed, progression through the cell cycle is altered and cells are 
stimulated to grow and proliferate, a characteristic of tumor cells.
50. A ligand could bind to a G protein–coupled receptor and subsequently 
activate phospholipase C. This enzyme catalyzes the cleavage of phosphatidyl-
inositol bisphosphate to diacylglycerol and inositol trisphosphate. Diacyl-
glycerol activates protein kinase C, which then activates the MAP kinase 
cascade, as shown in Problem 49. This is an example of cross-talk, in which 
signaling pathways share intracellular components.

51. In order to become activated, two inactive PKR proteins must come 
close enough to phosphorylate each other (autophosphorylation). A long 
RNA molecule can bind two PKR proteins simultaneously, holding them 
in close proximity so that they can activate each other. Short RNA mol-
ecules prevent PKR activation because when a short RNA molecule oc-
cupies the PKR RNA-binding site, the PKR cannot bind to another RNA 
where it might encounter a second PKR and get phosphorylated. [From 
Nallagatla, S. R., Toroney, R., and Bevilacqua, P. C., Curr. Opin. Struct. Biol. 
21, 119–127 (2011).]

52. (a) The injection of YopH into a cell causes rapid dephosphorylation of 
phosphorylated tyrosines and disrupts receptor tyrosine kinase signaling 
pathways by favoring the “off ” position of the pathway, which would 
decrease the likelihood of cell survival. 

 (b) The YopH protein does not affect the bacterium itself because bac-
teria do not have proteins that are phosphorylated on tyrosine residues. 

 (c) Because YopH is a mammalian phosphatase homolog, care must be 
taken to develop an inhibitor that targets YopH specifi cally, not mam-
malian phosphatases.

53. Substances cannot enter the nucleus unless they possess a nuclear lo-
calization signal, a sequence that interacts with the nuclear pore and allows 
entry into the nucleus. The nuclear localization signal on the progesterone 
receptor must be exposed, even when ligand is not bound. But the nuclear 
localization signal on the glucocorticoid receptor must be masked. When 
ligand binds, a conformational change occurs that unmasks the nuclear lo-
calization signal, and the complex can pass through the nuclear pore and 
enter the nucleus.

54. (a) In order to treat cancer in these tissues, membrane-permeable drugs 
could be developed that would interact with intracellular steroid recep-
tors to prevent binding by the steroid ligand.

 (b) Because the activation of Ras is a common feature of many trans-
formed cells (see Box 10-B), it’s possible that some steroids use a 
second signaling mechanism that involves activation of Ras, either 
through binding to G protein–coupled receptors or to receptor tyro-
sine kinases.

55. Arachidonate is the substrate for the production of prostaglandins, 
many of which have infl ammatory properties. Stimulating the release of 
arachidonate from the membrane by C1P increases the concentration of 
substrate available for prostaglandin synthesis. One of the enzymes that cata-
lyzes the fi rst step in the production of prostaglandins is COX-2, which is 
stimulated by S1P. Both C1P and S1P can potentially increase production of 
prostaglandins, which accounts for their infl ammatory properties, as shown 
in the diagram.

56. Protein kinase B (Akt) is anti-apoptotic (see Problem 33). If S1P acti-
vates protein kinase B, then the cell will not undergo programmed cell death 
but will grow and proliferate. This explains S1P’s ability to promote cell sur-
vival, as shown in the diagram in Problem 55.

57. S1P might use a variety of mechanisms to activate Ras, either through 
receptor tyrosine kinases or activation of protein kinase C. Ras then activates 
the MAP kinase pathway (see Problem 49), which leads to the phosphoryla-
tion of transcription factors that promote the expression of proteins involved 
in the cell cycle, ultimately leading to cell survival.

37. If the NO enzyme is missing, the signaling pathway described in Prob-
lem 35 cannot be completed. NO cannot be synthesized in the absence of 
the NO synthase enzyme, and subsequent steps, including the production 
of the second messenger cGMP and activation of protein kinase G, do not 
occur. Protein kinase G acts on muscle in such a way that the muscle relaxes. 
If this does not occur, muscles lining the blood vessels are constricted, result-
ing in high blood pressure. This makes it more diffi cult for the heart to pump 
blood through the circulatory system, leading to an increased heart rate and 
increased size of the ventricular heart chambers.

38. NO synthase is activated when calcium ions bind to calmodulin (see 
Solution 35). Clotrimazole is a calmodulin antagonist and prevents NO syn-
thase from binding to calmodulin. In the absence of active NO synthase, 
cyclic GMP is not produced and protein kinase G is not activated. Cellu-
lar targets of protein kinase G are not phosphorylated in the presence of 
clotrimazole.

39. Nitroglycerin decomposes to form NO, which passes through cell mem-
branes in tissues of the tongue to enter the bloodstream. NO activates gua-
nylate cyclase in smooth muscle cells, as described in Problem 35, produc-
ing cyclic GMP, which subsequently activates protein kinase G. The kinase 
phosphorylates proteins involved in muscle contraction, which leads to the 
relaxation of the smooth muscle cell. This increases blood fl ow to the heart 
and relieves the pain associated with angina.

40. Inhibition of cGMP phosphodiesterase, the enzyme that hydrolyzes 
cGMP, increases the intracellular cGMP concentration. The activity of pro-
tein kinase G is increased as a result, as is the phosphorylation of the enzyme’s 
targets, which are proteins involved in smooth muscle cell relaxation. The 
overall result is increased blood fl ow.

41. (a) Adenylate cyclase generates the second messenger cAMP in response 
to activation of G proteins by G protein– coupled receptors. The EF 
toxin would generate large amounts of cAMP in the absence of any 
specifi c hormone signal. 

 (b) When Ca2� calmodulin is bound to EF, it is not available to activate any 
other Ca2�-sensitive proteins that might be involved in normal cell signaling.

42. By inactivating a signaling molecule required for cell proliferation, LF can 
block the production of white blood cells. This impairs the ability of the immune 
system to fi ght off the infection, so the bacteria are able to multiply in the body.

43. Since the growth factor stimulates kinase activity, the H2O2 second 
messenger is likely to produce similar responses, so it must inactivate the 
phosphatases.

44. PTEN is a phosphatase (see Problem 33); therefore, if H2O2 inacti-
vates cellular phosphatases (see Solution 43), it likely inhibits PTEN as well. 
[From Gough, D. R., and Cotter, T. G., Cell Death and Disease (Nature 
Publishing Group), 2, e213 (2011).]

45. In the presence of GEF, the activity of the signaling pathway increases, 
since GEF promotes dissociation of bound GDP, and Ras ? GDP is inactive. 
Once GDP has dissociated, GTP can bind and activate Ras. The opposite 
is true in the presence of GAP. Ras ? GTP is active, but when the GTP is 
hydrolyzed to GDP, Ras is converted from the active to the inactive form.

46. In the presence of Ras with this particular mutation, the signaling path-
way would be constitutively active. Ras is active when bound to GTP and is 
inactivated when GTP is hydrolyzed to GDP. If hydrolysis of GTP cannot 
occur, Ras cannot be inactivated and the signaling pathway cannot be turned 
off. The cell is stimulated to grow and proliferate even in the absence of 
growth-signaling ligand.

47. Phosphatases that remove phosphate groups from the insulin receptor 
would turn the insulin signaling pathway off and protein kinases B and C 
would not be activated. Without active protein kinase B, glycogen synthase is 
inactive and glycogen cannot be synthesized from glucose. Without protein 
kinase C, glucose transporters are not translocated to the membrane and 
glucose is not brought into the cell but remains in the blood. Drugs that act 
as inhibitors of these phosphatases would potentiate the action of the insulin 
receptor, allowing the receptor to remain active with a lower concentration of 
ligand, and thus are potentially effective treatments for diabetes.
48. Overexpression of IRS-1 would stimulate the activity of the signaling 
pathway and would lead to enhanced activation of protein kinases B and C. 
The activation of protein kinase B would result in the activation of glycogen 
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64. In the mutant yeast the Ras-cAMP pathway could potentially still func-
tion, but in the absence of a functioning HOG pathway (see Solution 63), 
the activation of PFK2 would be nearly the same in isotonic and hypertonic 
media, depending on the extent of the HOG pathway’s contribution to the 
phosphorylation of PFK2. [From Dihazi, H., Kessler, R., and Eschrich, K., 
J. Biol. Chem. 279, 23961–23968 (2004).]

Chapter 11

 1. (a) aldose (b) ketose (c) aldose

 2.  (a) aldotetrose (threose) 
(b) ketopentose (ribulose)

 3. Chiral carbons are indicated with an asterisk:

  

CHO

C*

CH2OH

HO

H

H

C* OH

CH2OH

C O

C*

CH2OH

HO

H

H

C* OH

CHO

C*

CH2OH

HO

H

H

C*HO H

C*HO H

C* OH

(a) (b) (c)

 4. Coenzyme A, NAD, and FAD all contain ribose residues.

 5. (a) D (b) L (c) D (d) L

 6. (a) 22 � 4 (b) 23 � 8 (c) 24 � 16

 7. (a) D-Psicose and D-sorbose are epimers.
 (b) D-Sorbose and D-fructose are structural isomers.
 (c) D-Fructose and L-fructose are enantiomers.
 (d) D-Ribose and D-ribulose are structural isomers.

 8. �-D-Glucose and �-D-glucose are anomers.

 9. Fructose and galactose are isomers of glucose.

10.  CHO

HOCH

CH2OH

HCOH

HCOH

HOCH

11. (a) CH2OH

C O

C

C

H OH

CH2OH

C

HO

HO H

H

  

(b)

 

CH2OH

C O

CH OH

CH OH

CH2OH

CHO H

 (c) Tagatose is less effectively absorbed in the small intestine because the 
transport proteins in the epithelial cells lining the small intestine do not 
bind and transport tagatose as effi ciently as they do sugars that are more 
naturally and commonly present in the diet.

58. Both ceramide kinase and sphingosine kinase are potential drug targets, 
since these enzymes catalyze the synthesis of C1P and S1P, respectively, and 
both of these products promote cell survival. Inhibiting the enzymes that 
catalyze production of these pro-survival signaling molecules may inhibit the 
growth of cancer cells. But caution should be exercised, since inhibitors of 
COX-2, such as Vioxx, were determined to be unsuitable drugs because of 
unexpected side effects.

59. 

OH

O

C

O
COCH3

OH

O

C

OH

�

CH2OH

Enzyme

Acetylsalicylic acid Salicylic acid

�

O

CH2O CH3C

Acetylated
enzyme

 Without knowing the mechanism of the enzyme, it is not possible to say 
for certain why acetylating the serine inhibits cyclooxygenase activity. But it’s 
possible that the acetylation alters the structure of the active site such that 
the arachidonic acid substrate is unable to bind. It’s also possible that serine 
participates in catalysis, possibly as a nucleophile, as in chymotrypsin. An 
acetylated serine would be unable to function as a nucleophile, which would 
explain why the modifi ed enzyme is catalytically inactive.

60. Aspirin inhibits cyclooxygenase (see Box 10-D) by acetyl ating an essen-
tial Ser residue on the enzyme. In the presence of aspirin, thromboxanes are 
not synthesized. Thromboxanes promote platelet aggregation and vasocon-
striction, which could promote clot formation and high blood pressure and 
could lead to a heart attack.

61. Phospholipase A2 catalyzes the release of arachidonate from membrane 
phospholipids. Blocking this reaction would prevent the COX-catalyzed 
conversion of arachidonate to proinfl ammatory prostaglandins.

62. The other product is arachidonate.

63. 

High osmolarity
(salt or glucose)

Ras

Raf

MEK

MAP kinase

Pi

cAMP

PKA

PFK2

Activation of glycolysis

Accumulation of glycerol
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18. 

N-Acetylneuraminic acid
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H
H H

COOH
O
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OH

H

CCH3

O

C OHHR �

C OHH

CH2OH

19. All the sugar molecules will be converted to product because the � and 
� anomers are in equilibrium. Depletion of molecules in the � form will 
cause more of the � anomers to convert to � anomers, which will then be 
converted to product.

20. The � anomer is more stable because all of the bulky substituents 
(¬OH and ¬CH2OH groups) are in the equatorial position on the chair 
conformation of glucose. The � anomer has one hydroxyl group in the axial 
position, so the equilibrium position favors formation of the � anomer and 
the concentrations of the anomers are not equal.

21. Glucose-6-phosphate is more likely than glucose to remain in the cell 
because the phosphorylated glucose is negatively charged and cannot easily 
cross the nonpolar lipid bilayer by passive diffusion. Glucose-6-phosphate 
cannot exit the cell via transport proteins either, as these transporters are 
specifi c for glucose, not glucose-6-phosphate.

22. 
O

C H

H OH

HO H

H OH

CH2OH

H OH
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23. Glucose is a reducing sugar because the cyclization reaction can occur in 
reverse to form the straight-chain structure that contains an aldehyde group 
(see Fig. 11-1). Fructose contains a ketone functional group that cannot be 
oxidized by Cu2�, so it is not a reducing sugar. (However, in the presence of 
the strong base in Benedict’s solution, fructose undergoes isomerization to an 
aldose, which does react with Cu2�.)

24. (a) yes  (b) no  (c) no
 (d) yes (However, in the presence of the strong base in Benedict’s solu-

tion, fructose undergoes isomerization to an aldose, which does react 
with Cu2�.)

  [From Benedict, S. R., J. Biol. Chem. 5, 485–487 (1908).]

25. 
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12. CH2OH
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CH OH

 [From Chung, M.-Y., Oh, D.-K., and Lee, K. W., J. Agric. Food Chem., 60, 
863–869 (2012).]

13. The � anomer is more stable because most of the bulky hydroxyl sub-
stituents are in the equatorial position.
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15. 

H

OH

H

HO
H H

OH
O

OH

H

H

OH

H

H H

HO
H H

H
O

�-D-Ribose �-D-Ribose

OH

OH

16. A fi ve-membered ring results.
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17. (a) A fi ve-membered ring results.
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 (b) A six-membered ring results.
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31. Lactose is a reducing sugar because it has a free anomeric carbon (C1 of 
the glucose residue). Sucrose is not a reducing sugar because the anomeric 
carbons of both glucose and fructose are involved in the glycosidic bond.

32. Individuals whose ancestors domesticated cows and goats relied on the 
milk produced from these animals as a food source and became lactose toler-
ant as a result of natural selection. Those individuals who maintained the 
ability to produce lactase were more likely to survive to adulthood to produce 
offspring with the same metabolic capability.

33. 

HOH

H

H OH

H

O

H

H

H

H

O

O

OH

H

CH2OH CH2OH

OH
HO

H OH

 Cellobiose is a reducing sugar. The anomeric carbon of the glucose on the 
right side is free to reverse the cyclization reaction to re-form the aldehyde 
functional group, which can be reduced.

34. Trehalose is not a reducing sugar because the anomeric carbons of both 
glucose residues are involved in the glycosidic bond.

35. Trehalase digestion produces glucose, which exists in solution as a mix-
ture of the � and 	 anomers.

H

H

H

HO
OH H

OH
O

OH

H

H

H

H

CH2OH CH2OH

HO
OH H

H
O

OH

OH

36. The numerous hydroxyl groups on the trehalose molecule enable it to 
form a network of hydrogen bonds with numerous water molecules. In this 
manner, cellular structures are stabilized in a dehydrated form.

37. 

H

H

OH H

H

HO

H

O

H

OH

H
O

OHO

OH

CH2OH

H H

OH
H

CH2OH

26. There are several possibilities; one is shown here.

HHCOH

CH2OH

OH
OH H

OHH

H

O

27. 

Gluconate

OH

OH

HO

H

H

H

H

OH

OH

COO�

CH2OH

28. 

Sorbitol

OH

OH

HO

H

H

H

H

OH

OH

CH2OH

CH2OH

29. 

O

H

H OH

H

H

OH

COO�

KDG

CH2OH

30. For (b) and (c), only one of several possible structures is shown.

 

O

HO H

H OH

H OH

CH2OPO3

CH2OPO3

(a)

2�

2�
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46. Potato starch consists of a mixture of amylose and amylopectin. The 
iodine can fi t into the center of the helical structure of the amylose and 
produce a blue color. Apples, on the other hand, contain mostly cellulose. 
Cellulose consists of sheets of extended 
(1 S 4) glycan chains and does not 
form a helical structure. Consequently, iodine does not form a complex with 
the cellulose and a blue color is not produced.

47. Pectin is a highly hydrated polysaccharide, so it thickens the fruit prepa-
ration and helps turn it into a gel.

48. 

H

H

H

HO
OH H

O
O

OH

H

H

H

H

H

H

OH H

OH
O

OH

H

49. The cellulose-based plant cell wall is strong and rigid, but it must be 
remodeled as the plant cell grows. The cell uses cellulase to weaken the cell 
wall so that the cell can expand.

50. (a) Cotton clothing consists mostly of cellulose fi bers. Limited digestion 
by cellulase destroys some of the fi bers, creating the weathered look of 
stonewashing.

 (b) Prolonged treatment with cellulase would completely destroy the 
cotton fi bers and would ruin the garment.

51. 

H

H OH

H

O
O

H
H

H

H

O O

OH

H
H H

HOCH2 HOCH2

HO HO

52. 

H

H

OCH3 OH

H

HO

H

O

OH

H

H
O

OHO

H

CH2OH

H H

OCH3

H

CH2OH

 [From Jackson, M., and Brennan, P., J. Biol. Chem. 284, 1949–1953 (2009).]

53. The N-linked saccharide is N-acetylglucosamine, and the bond has the 

 confi guration. The O-linked oligosaccharide is N-acetylgalactosamine, and 
the bond has the � confi guration.

54. 

H H
OH H

OH

H

H

O

H

NHCOCH3

HO

OO

OH

CH2OH

H

OH

H

H

CH2OH

C
H2

CH

NH

C O

38. The unknown sugar is isomaltose.
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OH H
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39. In order for sorbitol to be catabolized to yield energy, it would need 
to enter the same catabolic pathway as glucose. The enzymes that catalyze 
glucose catabolism are specifi c for glucose and do not bind to sorbitol, so the 
sugar alcohol is not metabolized and passes through the body undigested. In 
this manner, sorbitol contributes no calories to the food containing it, but it 
is nearly identical to its parent monosaccharide in taste and sweetness.

40. Celery is mainly cellulose and water, neither of which provides nu-
tritive calories. Humans do not have 
-glucosidase enzymes and cannot 
hydrolyze the 
-glycosidic bonds linking the glucose residues in cellulose. 
Since cellulose is not digested, the body does not spend any energy to 
further process it. Foods like celery contribute roughage, or fi ber, to the 
diet, but these foods neither provide nor cost the body much in the way 
of energy.

41. Humans do not have one of the enzymes needed to hydrolyze the gly-
cosidic bonds in order to convert the trisaccharide raffi nose to its constituent 
monosaccharides. The glycosidic linkages in raffi nose are an �(1 S 6) link-
age between galactose and glucose and an �(1 S 2) glycosidic linkage be-
tween glucose and fructose. Humans have the enzymes to digest the second 
glycosidic bond but not the fi rst.

42. The fungus must have contained an �-galactosidase enzyme capable of 
digesting the �(1 S 6) linkage and a sucrase-like enzyme that could hydro-
lyze the (1 S 2) glycosidic bond formed between the � anomer of glucose 
and the 
 anomer of fructose. [From Feng, S., Saw, C. L., Lee, Y. K., and 
Huang, D., J. Agric. Food Chem. 56, 10078–10084 (2008).]

43. Starch, glycogen, cellulose, and chitin are homopolymers. Peptidoglycan 
and chondroitin sulfate are heteropolymers.

44. There is one reducing end.

45. (a) 
CH2 HO

H HO
CH2OH

HOH
O

CH2 HO

O

H HO
CH2OH

HOH

 (b) Humans do not have the enzymes to digest 
(2 S 1) glycosidic 
bonds (although the bacteria that inhabit the small intestine possess the 
necessary enzymes and do have this capability). Nondigestible carbohy-
drates are often classifi ed by food manufacturers as “fi ber”; thus, inulin 
extracted from chicory root is often added to processed foods to boost 
their fi ber content.
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Chapter 12

 1. (a) chemoautotroph (b) photoautotroph
 (c) chemoautotroph  (d) heterotroph 
 (e) heterotroph  (f ) chemoautotroph
 (g) photoautotroph

 2. The purple nonsulfur bacteria are photoheterotrophs. They are similar 
to the photoautotrophs in that they can capture energy from sunlight but 
differ in that they are unable to fi x CO2. These bacteria are similar to the 
heterotrophs in that an organic source of carbon is required. Thus the term 
photoheterotroph accurately describes the trophic strategy of this organism.

 3. The pH of the stomach is �2. At this pH, the salivary amylase is dena-
tured and can no longer catalyze the hydrolysis of glycosidic bonds in dietary 
carbohydrates.

 4. (a) The main products of pancreatic amylase digestion of amylose are 
maltotriose (a glucose trisaccharide) and maltose (a glucose disaccharide).

 (b) Maltose and maltotriose are also products of amylopectin digestion; 
in addition, a “limit dextrin” of 5–6 glucoses that includes one �(1 S 6) 
bond is also formed.

 5. Maltase is required to hydrolyze the �(1 S 4) glycosidic bonds in 
maltotriose and maltose (see Solution 4). Isomaltase is needed to hydro-
lyze the �(1 S 6) glycosidic bonds in the limit dextrins because �-amylase 
only catalyzes the hydrolysis of �(1 S 4) glycosidic bonds and cannot ac-
commodate branch points (see Problem 4). These enzymes are required to 
completely hydrolyze starch to its component monosaccharides, since only 
monosaccharides can be absorbed.

 6. Monosaccharides enter the cells lining the intestine via secondary active 
transport (see Fig. 9-18). Na� ions and glucose enter the cell in symport, both 
along their concentration gradients. The Na� ions are subsequently pumped 
out of the cell by the Na,K-ATPase transporter, which uses the free energy of 
ATP hydrolysis to eject the Na� ions against their concentration gradient.

 7. Sugar alcohols are not present in abundance naturally, which explains 
the absence of transporters for these molecules. Passive diffusion is less effec-
tive than passive transport (as shown in Problem 9-15).

 8. Ethanol is water soluble but also is small and has suffi cient nonpolar 
character to pass through the membranes of the cells lining the stomach and 
the small intestine without requiring a transport protein. Ethanol absorption 
occurs quickly on an empty stomach but more slowly if ethanol is consumed 
with food.

 9. Because the products of nucleic acid digestion are relatively large, 
charged nucleotides, a transport protein is required to facilitate their move-
ment across the cell membrane. The transport protein most likely uses the 
free energy of a Na� gradient (active transport), as is the case for intestinal 
monosaccharide and amino acid transporters.
10. 

O

C NH � �H2O �H3N

O

C O�HCl

11. The low pH denatures the protein, unfolding it so peptide bonds are 
more accessible to proteolytic digestion by stomach enzymes.

12. The active site of pepsin is lined with Asp and Glu residues that are 
unprotonated at pH 7. These residues form ion pairs with the basic peptide, 
which contains positively charged Arg and Lys residues. When the pH drops 
to 2, the Asp and Glu residues become protonated and lose their negative 
charge. Ion pairs can no longer form, so the affi nity of the basic peptide for 
the active site decreases. The basic peptide dissociates, the enzyme cleaves the 
peptide, and the enzyme is activated autocatalytically.

13. The pH optimum for pepsin is 2, which is the pH of the stomach. The 
pH optimum for trypsin and chymotrypsin is 7–8, as the small intestine is 
slightly basic (see Table 2-3). Each enzyme functions optimally in the condi-
tions of its environment.
14. The interaction between the botulinum toxin and its “shield” protein 
appears to be pH dependent, with a strong interaction occurring at low 
pH and a weaker interaction at high pH. It’s possible that the interface 
between these two proteins involves ion pairing and hydrogen bonding. 

55. The residues of the disaccharide are glucuronate linked by a 
(1 S 3) 
glycosidic bond to N-acetylgalactosamine-4-sulfate. Disaccharides are linked 
to each other by 
(1 S 4) bonds.

56. Each disaccharide unit of chondroitin sulfate has two negatively charged 
groups: a carboxylate group and a sulfate group. One hundred of these disac-
charide units would yield a net charge of �200.

57. 

H
OH H

OH

H

H

O O

OH

CH2OH
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58. 

H
OH H

H
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H

O H
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CH2OH

CH3

O C
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CH

NHR

C O

C

R � H (Ser)
R � CH3 (Thr)

O

 [From Schirm, M., Schoenhofen, I. C., Logan, S. M., Waldron, K. C., and 
Thibault, P., Anal. Chem. 77, 7774–7782 (2005).]

59. The monosaccharide is N-acetylglucosamine.

60. Lysozyme catalyzes hydrolysis of the 
(1 S 4) link between the mono-
saccharide residues in peptidoglycan, thereby destroying the bacterial cell 
wall.

61. The amide bond forms between Ala and the carboxylate group on the 
C4 substituent in the disaccharide.

n
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H
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O
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O O
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CH3CHCOO�

62. (a) Sialic acid is negatively charged. The presence of sialic acid on their 
surfaces weakens the attachment of the tumor cells to each other and may 
promote the detachment process. 

 (b) A drug could act as an inhibitor of one of the enzymes in the bio-
chemical pathway for synthesizing sialic acid. Alternatively, foreign sialic 
acid precursors could be administered that would be taken up by the 
tumor cells and used for sialic acid synthesis. The use of a foreign precur-
sor would result in the synthesis of a sialic acid derivative that is more 
immunogenic. [From Fuster, M. M., and Esko, Nature Rev. Cancer, 5, 
526–542 (2005).]
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20. Cholesteryl esters are completely nonpolar and are located in the center 
of the chylomicron particle, where they will not interact with water. The 
hydroxyl group of the cholesterol molecule can be found on the surface of 
the chylomicron, where it forms hydrogen bonds with water; the rest of the 
molecule resides in the chylomicron’s nonpolar core.

21. (a) The polar glycogen molecule is fully hydrated, so its weight refl ects 
a large number of closely associated water molecules. Fat is stored in 
anhydrous form. Therefore, a given weight of fat stores more free energy 
than the same weight of glycogen.

 (b) Because it must be hydrated, a glycogen molecule occupies a large 
effective volume of the cytoplasm, which it shares with other glycogen 
molecules, enzymes, organelles, and so on. Because hydrophobic fat 
molecules are sequestered from the bulk of the cytoplasm, they do not 
have the same potential for interfering with other cellular constituents, 
so their collective volume is virtually unlimited.

22. A branched glycogen chain has many nonreducing ends but only one re-
ducing end. Enzymes specifi c for the nonreducing ends can act on many ends 
simultaneously, building up the glycogen molecule when glucose is plentiful 
and degrading glycogen when glucose is in short supply. Enzymes that acted on 
the reducing end would accomplish these processes much more slowly.

23. The phosphorylated glucose molecule is not recognized by the glucose 
transporter. Removal of the phosphate group allows the glucose to more eas-
ily leave the cell.

24. If lysosomal hydrolytic enzymes function optimally at pH 5, they will 
not function well at the cytosolic pH of 7. Amino acid side chains essential 
for catalytic activity will become deprotonated at the higher pH. If lysosomal 
enzymes leak out of the lysosome into the cytosol, cellular components will 
be protected from degradation by the destructive power of these enzymes.

25.
  Citric acid Fatty acid
 Glycolysis cycle metabolism

Acetyl-CoA  ✓ ✓

Glyceraldehyde-3-P ✓  

Pyruvate ✓  

 Triacyl-  
  glycerol Photo- Trans-
  synthesis synthesis amination

Acetyl-CoA   

Glyceraldehyde-3-P ✓ ✓ 

Pyruvate   ✓

26. (a) oxidized (b) reduced (c) reduced  (d) oxidized

27. (a) NAD�  (b) NADPH (c) NADH  (d) NADP�

28. (a) CH4 � SO4
2� S HCO3

� � HS� � H2O

 (b) CH4 is oxidized to HCO3
�.

 (c) SO4
2� is reduced to HS�.

29. Individuals with gastrointestinal disorders might have a gastrointestinal 
tract that is not colonized by the appropriate vitamin B12–synthesizing bac-
teria. A defi ciency in haptocorrin or intrinsic factor would be manifested as 
a vitamin B12 defi ciency, since these proteins are essential for absorption of 
the vitamin. Vegetarians and vegans who consume no animal products would 
also be at risk for a defi ciency of vitamin B12.

30. (a) A high-protein diet, which contains a mixture of all 20 amino ac-
ids, including the essential amino acids (most of which are nonpolar; 
Table 12-1), may provide enough  amino acids to compensate for the 
poor absorption of nonpolar amino acids due to the defective trans-
porter. Small peptides containing the nonpolar amino acids can still 
enter cells via other transporters. 

 (b) The amino acid transporter defect in Hartnup disease leads to 
a shortage of the amino acid tryptophan, which can be converted to 
niacin, the vitamin whose defi ciency causes pellagra.

At the extremely low pH of the stomach, all basic amino acid side chains 
and many of the acidic side chains are protonated. When the complex 
enters the small intestine, the acidic residues become unprotonated and 
negatively charged and exert repulsive forces on the shield protein, causing 
it to dissociate and releasing the toxin. [From Gu, S., Rumpel, S., Zhou, J., 
Strotmeier, J., Bigalke, H., Perry, K., Shoemaker, C. B., Rummel, A., and 
Jin, R., Science 24, 977–981 (2012).]

15. Amino acids enter the cells lining the small intestine via secondary active 
transport. This system is similar to the process for glucose absorption shown 
in Figure 9-18.

INTESTINAL SPACE

Na,K-ATPase

Na+

Amino acid transporter

Na-amino acid transporter

Amino acid

Amino acid

Amino acid

Na+

Na+

ATP

ADP + Pi

INTESTINAL
CELL

K+

K+

16. The entry of glucose and amino acids into cells lining the small intestine 
is accomplished by a secondary active transport process in which sodium 
ions are transported into the cell along with the glucose or amino acid (see 
Fig. 9-18 and Problems 6 and 15). Adding an electrolyte such as sodium 
chloride provides the sodium ions required for this cotransport. As the intes-
tinal cells import glucose and amino acids, water is also absorbed.

17. (a)

O

CR2 O
Gastric lipase

Fatty acid

DiacylglycerolTriacylglycerol

CH

O

H2C O C R3

H2C

O

CR3 O�

O

C R1

O

O

CR2 O CH

O

H2C OH

H2C C R1

O

H2O

 (b) Both diacylglycerol and fatty acids are amphipathic molecules—
they have both hydrophilic and hydrophobic domains. These molecules 
can form micelles that emulsify the dietary triacylglycerols, which are 
nonpolar and are unable to form micelles.

18. Fatty acids, with one head and one tail, resemble membrane phospho-
lipids (with one head and two tails) and are thus able to diffuse through the 
membrane without the need for a transmembrane transport protein.

19. 

Cholesteryl ester

Cholesteryl esterase

Fatty acid

O

CH3C (H2C)17 O

O

CH3C (H2C)17 O�

Cholesterol
HO
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   K eq 5 e2DG 8¿yRT

   K eq 5 e210 kJ?mol21y(8.3145 3 1023 kJ?K21?mol21)(298 K)

   K eq 5 e24.04

   K eq 5 0.018

   K eq 5 e2DG 8¿yRT

   K eq 5 e220 kJ?mol21y(8.3145 3 1023 kJ?K21?mol21)(298 K)

   K eq 5 e28.07

   K eq 5 0.000313

  Small changes in �G 
� result in large changes in K eq. Doubling the �G 
� 
value (a positive, unfavorable value) leads to a 60-fold decrease in K eq.

 (b)  K eq 5 e2DG 8¿yRT

   K eq 5 e2(210 kJ?mol21)y(8.314531023 kJ?K21?mol21)(298 K)

   K eq 5 e4.04

   K eq 5 56.6

   K eq 5 e2DG 8¿yRT

   K eq 5 e2(220 kJ?mol21)y(8.3145 3 1023 kJ?K21?mol21)(298 K)

   K eq 5 e8.07

   K eq 5 3200

  The same conclusion can be made: Small changes in �G 
� lead to large 
changes in K eq. Doubling a (favorable) �G 
� results in a K eq value that 
is nearly 60 times as large.

42. (a)
  glucose 1 Pi S glucose-6-phosphate 1 H2O

 DG 8¿ 5 113.8 kJ ? mol21

  glucose-1-phosphate 1 H2O S glucose 1 Pi

 DG 8¿ 5 220.9 kJ ? mol21

  glucose-1-phosphate S glucose-6-phosphate

 DG 8¿ 5 27.1 kJ ? mol21

  The reaction is spontaneous under standard conditions.

 (b) DG 5  DG 8¿ 1 RT  ln 
[G6P]

[G1P]

 DG 5  27.1 kJ ? mol21 1 (8.3145 3  1023 kJ ? K21
 ? mol21)

 (310 K)ln  a 5 3  1023
 M

0.1 3  1023
 M
b

 DG 5  3.0 kJ ?  mol21

 The reaction is not spontaneous under these conditions.

43. The complete reaction is ATP � H2O S ADP � Pi. Use Equation 
12-3 and the value of �G 
� from Table 12-4. The concentration of water is 
assumed to be equal to 1.

 DG 5 DG 8¿ 1 RT ln 
[ADP][Pi ]

[ATP]

 DG 5 230.5 kJ ? mol21 1 (8.3145 3 1023 kJ ? K21 ? mol21)

 (310 K)ln 
(0.001)(0.005)

(0.003)

 DG 5 230.5 kJ ? mol21 2 16.5 kJ ? mol21

 DG 5 247 kJ ? mol21

44. (a) See Sample Calculation 12-2. The equilibrium constant can be de-
rived by rearranging Equation 12-2:

  K eq 5 e2DG 8¿yRT

  K eq 5 e27.9 kJ?mol21y(8.3145 3  1023
 kJ ?  K21

 ?  mol21)(298 K)

  K eq 5 e23.19

  K eq 5 0.041

 (b) At 37
C, T � 310 K:

  DG 5 DG 8¿ 1 RT ln 
[dihydroxyacetone phosphate]

[glyceraldehyde-3-phosphate]

31. (a) 
H
N CH

	-Carboxyglutamate

CH2

CH
�OOC COO�

C

O

 (b) The additional carboxylate group on the glutamate residue confers a 
�2 charge on the side chain, generating a high-affi nity binding site for the 
Ca2� ions essential for blood clotting.

32. Vitamin A would be absorbed more effectively from cooked carrots 
 because the cooking process breaks down the cell walls, releasing any vitamin 
bound to the cell walls and increasing the bioavailability of the vitamin.

33. (a) Vitamin C (b) biotin
 (c) pyridoxine (d) pantothenic acid

34. Vitamins are compounds that human beings need but cannot synthesize 
and thus must be obtained in the diet. Niacin is technically not a vitamin 
because it can be synthesized from tryptophan, although ingestion of this 
 essential amino acid is required to maintain proper cellular niacin levels.

35. Because K eq is the ratio of the product concentration to the reactant con-
centration at equilibrium, the reaction with the larger K eq will have a higher 
concentration of product. Therefore, the concentration of B in Tube 1 will be 
greater than the concentration of D in Tube 2.

36. Use Equation 12-2. For the A Δ B reaction,

 DG 8¿  5  2RT  ln K eq

 DG 8¿  5  2(8.3145 3  1023 kJ  ?  K21
 ? mol21) (310 K)ln 10

 DG 8¿  5  25.9 kJ ? mol21

 For the C Δ D reaction,

 DG 8¿  5  2(8.3145 3  1023 kJ ? K21 ? mol21)(310 K)ln  0.1

 DG 8¿  5  5.9 kJ ? mol21

37. (a) Since K eq � 1, ln K eq � 0 and �G 
� is also equal to zero (Equa-
tion 12-2).

 (b) Since K eq � 1, the concentrations of reactants and products must 
be equal at equilibrium. If the reaction started with 1 mM F, the equilib-
rium concentrations will be 0.5 mM E and 0.5 mM F.

38. Since K eq � 1, the concentrations of reactants and products must be 
the same at equilibrium. Therefore the reaction will proceed in the forward 
direction with 1.5 mM E being converted to 1.5 mM F, resulting in equal 
concentrations (3.5 mM of each) at equilibrium.

39.  DG 5 DG 8¿ 1 RT ln 
[B]

[A]

  DG 5 25.9 kJ ? mol21 1 (8.3145 3 1023 kJ ? K21 ? mol21)

 (310 K)ln a0.1 3 1023 M

0.9 3 1023 M
b

  DG 5 211.6 kJ ? mol21

 The reaction will proceed as written, with A converted to B until the ratio 
of [B]/[A] � 10/1.

40.   DG 5  DG 8¿ 1 RT  ln 
[D]

[C]

  DG 5  5.9 kJ ? mol21 1 (8.3145 3  1023 kJ ?  K21
 ? mol21)

 (310 K)ln  a0.1 3  1023
 M

0.9 3  1023
 M
b

  DG 5  0.23 kJ ? mol21

 The reaction will proceed in the reverse direction as written, with D con-
verted to C until the ratio of [C]/[D] � 1/10.

41. (a) The equilibrium constant can be determined by rearranging Equa-
tion 12-2 (see Sample Calculation 12-2):
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 (b) 100  moles  ATP 3  

505  g

mol
 3  

1  lb
2200  g

 5  23  lb

 (c) ATP does not accumulate but instead is constantly recycled. As ATP 
is used, its hydrolysis products, ADP and Pi , serve as reactants for ATP 
synthesis in the process of oxidative phosphorylation.

53. The apple provides 9.8 moles of ATP (see Solution 45). The moderately 
active female described in Problem 52 requires 100 moles ATP daily. There-
fore, 100 moles ATP/9.8 apples mol�1 � 10.2 apples. Keeping the 33% 
effi ciency in mind, 10.2/0.33 � 31 apples would be required.

54. The hot chocolate drink provides 104 moles of ATP (see Solution 46). 
The moderately active female described in Problem 52 requires 100 moles ATP 
daily. Therefore 100 moles ATP/104 hot chocolate drinks mol�1 � 0.96 
drinks. Keeping the 33% effi ciency in mind, 0.96/0.33 � 3 drinks would be 
required. In other words, one of these drinks provides one-third of the daily 
energy needs for the moderately active female.

55. Reactions involving phosphoenolpyruvate, 1,3-bisphosphoglycerate, 
and phosphocreatine could drive the synthesis of ATP because transfer of a 
phosphoryl group from one of these compounds occurs with a greater change 
in free energy than the transfer of a phosphoryl group to ADP.

56. Reactions involving the conversion of phosphate to pyrophosphate 
and the phosphorylation of glucose (to glucose-1-phosphate and glucose-6-
phosphate) and glycerol (to glycerol-3-phosphate) would require the hydro-
lysis of ATP to drive the reaction, because transfer of a phosphoryl group 
from ATP occurs with a greater change in free energy than the transfer of a 
phosphoryl group to one of these compounds.

57. (a) The equilibrium constant can be determined by rearranging Equa-
tion 12-2 (see Sample Calculation 12-2):

  K eq 5 e2DG 8¿yRT

  K eq 5 e25 kJ?mol21y(8.3145 3 1023 kJ?K21?mol21)(298 K)

  K eq 5 e22.02

  K eq 5 0.133

 (b) Since

  K eq 5
[isocitrate]

[citrate]
5 0.133

  [isocitrate] 5 0.133 [citrate]

  The total concentration of isocitrate and citrate is 2 M, so

[isocitrate] 5 2 M 2 [citrate]

  Combining the two equations gives

  0.133 [citrate] 5 2 M 2 [citrate]

  1.133 [citrate] 5 2 M

     [citrate] 5 1.77 M

  [isocitrate] 5 2 M 2 1.77 M 5 0.23 M

 (c) The preferred direction under standard conditions is toward the for-
mation of citrate.

 (d) The reaction occurs in the direction of isocitrate synthesis because 
standard conditions do not exist in the cell. Also, the reaction is the 
second step of an eight-step pathway, so isocitrate is removed as soon as 
it is produced in order to serve as the reactant for the next step of the 
pathway.

58. (a) Use Equation 12-2 to solve for �G 
�:

  DG 8¿ 5 2RT ln K eq

  DG 8¿ 5 2(8.3145 3 1023
 kJ ? K21 ? mol21)(298 K)ln 0.41

  DG 8¿ 5 2.2 kJ ? mol21

  The reaction will proceed in the opposite direction as written.

  DG 5 7.9 kJ ? mol21 1 (8.3145 3 1023
 kJ ? K21 ? mol21)

  (310 K)ln 
(5 3 1024)

(1 3 1024)

  DG 5 7.9 kJ ? mol21 1 4.1 kJ ? mol21

  DG 5 12 kJ ? mol21

 (c) The reaction is not spontaneous as written. The reverse reaction, in 
which �G � �12 kJ ? mol�1, would be spontaneous.

45. First, convert Calories to joules: 72,000 cal � 4.184 J/cal � 300,000 J 
or 300 kJ. Since the ATP S ADP � Pi reaction releases 30.5 kJ ? mol�1, the 
apple contains 300 kJ/30.5 kJ ? mol�1 or the equivalent of about 9.8 moles 
of ATP.

46. See Solution 45. A 760-Calorie drink contains 760,000 calories, which 
is equivalent to 3.18 � 106 J or 3180 kJ. The hot chocolate drink contains 
3180 kJ/30.5 kJ ? mol�1 or the equivalent of about 104 moles of ATP.

47. a

c

b

G

Reaction coordinate

48. Creatine, which undergoes phosphorylation to serve as a reservoir to 
phosphorylate ADP, becomes depleted after a few seconds of muscle activity. 
Therefore, it would not be expected to play a role in maintaining ATP con-
centrations for longer periods.

49. (a) The phosphate groups on the ATP molecule would be less negative 
at a lower pH. Therefore, there would be less charge–charge repulsion 
and therefore less energy released upon hydrolysis. The �G 
 would be 
less negative at a lower pH.

 (b) Magnesium ions are positively charged and form ion pairs with the 
negatively charged phosphate groups. Thus, magnesium ions serve to 
decrease the charge–charge repulsion associated with the phosphate 
groups. In the absence of magnesium ions, the charge–charge repul-
sion is greater; thus, more free energy is released upon the removal of 
one of the phosphate groups. This results in a �G 
� value that is more 
negative.

50. The hydrolysis of pyrophosphate releases 19.2 kJ ? mol�1 (see 
 Table 12-4). These two reactions are coupled, and the overall �G value 
for the coupled reactions is negative; thus UDP–glucose formation occurs 
 spontaneously.

51. (a) The synthesis of ATP from ADP requires 30.5 kJ ? mol�1 of energy:

   ADP � Pi S ATP � H2O �G 
� � �30.5 kJ ? mol�1

   
2850 kJ ? mol21

30.5 kJ ? mol21 3 0.33 5 30.8 ATP

 (b) 
9781 kJ ? mol21

30.5 kJ ? mol21 3 0.33 5 105.8 ATP

 (c) For glucose, 30.8 ATP/6 carbons � 5.1 ATP/carbon. For palmitate, 
105.8 ATP/16 carbons � 6.6 ATP/carbon. Most of the carbon atoms of 
fatty acids are fully reduced ¬CH2¬ groups. Most of the carbon atoms 
of glucose have hydroxyl groups attached to them (¬CHOH¬) and 
are therefore already partly oxidized. Consequently, more free energy 
is available from a carbon in a triacylglycerol than from a carbon in a 
glycogen molecule.

52. (a)  ADP � Pi S ATP � H2O �G 
� � �30.5 kJ ? mol�1

2200  Calories

day
 3  

1 mol ATP

30.5  kJ
 3  

4.184 kJ

1  Calorie
3  0.33 5  100  moles ATP
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 (f ) The reaction can be accomplished at a much lower glucose con-
centration when the phosphorylation of glucose is coupled to ATP 
 hydrolysis (7.4 � 10�8 M instead of 13 M). This can be done because 
the second reaction couples the phosphorylation of glucose with the 
exergonic hydrolysis of ATP. Thus, an unfavorable reaction is converted 
to a favorable reaction.

61. The equilibrium constant can be determined by rearranging Equa-
tion 12-2 (see Sample Calculation 12-2):

 (a) K eq 5 e2DG 8¿yRT

  K eq 5 e247.7 kJ?mol21y(8.3145 3 1023 kJ?K21?mol21)(298 K )

  K eq 5 e219.2

  K eq 5 4.4 3 1029

      K eq 5
[fructose-1,6-bisphosphate]

[fructose-6-phosphate][Pi ]

  4.4 3 1029 5
[fructose-1,6-bisphosphate]

[fructose-6-phosphate](5.0 3 1023)

  
[fructose-1,6-bisphosphate]

[fructose-6-phosphate]
5 2.2 3 10211

 (b) 
 fructose-6-phosphate 1 Pi Δ fructose-1,6-bisphosphate

DG 8¿ 5 47.7 kJ ? mol21

 ATP 1 H2O Δ ADP 1 Pi DG 8¿ 5 230.5 kJ ? mol21

 fructose-6-phosphate 1 ATP 1 H2O Δ
  fructose-1,6-bisphosphate 1 ADP  DG 8¿ 5 17.2 kJ ? mol21

 (c)

  K eq 5 e2DG 8¿yRT

  K eq 5 e217.2 kJ ? mol21y(8.314531023

 kJ ? K21

 ? mol21)(298 K)

  K eq 5 e26.94

  K eq 5 1.0 3 1023

 K eq 5
[fructose-1,6-bisphosphate][ADP]

[fructose-6-phosphate][ATP]

 1.0 3 1023 5
[fructose-1,6-bisphosphate][ADP]

[fructose-6-phosphate][ATP]

 
(1.0 3 1023)[ATP]

[ADP]
5

[fructose-1,6-bisphosphate]

[fructose-6-phosphate]

 
(1.0 3 1023)(3.0 3 1023)

(1.0 3 1023)
5

[fructose-1,6-bisphosphate]

[fructose-6-phosphate]

 3.0 3 1023 5
[fructose-1,6-bisphosphate]

[fructose-6-phosphate]

 (d) The conversion of fructose-6-phosphate to fructose-1,6-bisphosphate 
is unfavorable. The ratio of products to reactants at equilibrium is 
2.2 � 10�11 under standard conditions. But if the conversion of fruc-
tose-6-phosphate to fructose-1,6-bisphosphate is coupled with the 
hydrolysis of ATP, the reaction becomes more favorable and the ratio 
of fructose-1,6-bisphosphate to fructose-6-phosphate increases to 3 � 
10�3, a change of eight orders of magnitude.

 (e) The second mechanism is biochemically feasible because the two 
steps are coupled via a common phosphorylated intermediate that “cap-
tures” the energy of ATP. In the fi rst mechanism, the two steps are not 
coupled. The ATP is hydrolyzed and the energy is lost as heat instead 
of being used to assist the conversion of fructose-6-phosphate to fruc-
tose-1,6-bisphosphate.

 (b)  DG 5 DG 8¿ 1 RT ln 
[fructose-6-phosphate]

[glucose-6-phosphate]

   DG 5 2.2 kJ ? mol21 1 (8.3145 3 1023 kJ ? K21 ? mol21)

   (310 K)ln 
(5 3 1024)

(2.0 3 1023)
   DG 5 2.2 kJ ? mol21 2 3.57 kJ ? mol21

   DG 5 21.37 kJ ? mol21

 Under these conditions, the reaction will proceed as written.

59. 
Mechanism 1: glutamate 1 NH3 S glutamine

 ATP 1 H2O S ADP 1 Pi

glutamate 1NH3 1 ATP 1 H2O S  glutamine 1 ADP 1 Pi

Mechanism 2: glutamate 1 ATP S g- glutamylphosphate 1 ADP
g- glutamylphosphate 1 H2O 1 NH3 S glutamine 1 Pi

glutamate 1 NH3 1 ATP 1 H2O S glutamine 1 ADP 1 Pi

Mechanism 2 is the more likely mechanism because it proceeds through a 
phosphorylated intermediate that “captures” the energy of the phosphoanhy-
dride bond of ATP. In the fi rst mechanism, the two reactions are not linked 
to a common intermediate. ATP is hydrolyzed, but this energy is not “har-
nessed” in any way and is simply dissipated as heat.

60. (a) The equilibrium constant can be determined by rearranging Equa-
tion 12-2 (see Sample Calculation 12-2):

  K eq 5 e2DG 8¿yRT

  K eq 5 e213.8 kJ ?  mol21y(8.3145 3  1023

 kJ ?  K21
 ?  mol21)(298 K)

  K eq 5 e25.57

  K eq 5 0.0038

(b)  K eq 5
[glucose-6-phosphate]

[glucose][Pi ]

  0.0038 5
[glucose-6-phosphate]

(5.0 3 1023)(5.0 3 1023)

  0.0038 5
[glucose-6-phosphate]

(2.5 3 1026)

 [glucose-6-phosphate] 5 9.5 3 1028 M

 Under the given conditions, the reaction would produce only 9.5 � 
10�8 M glucose-6-phosphate and thus is not a feasible route to the pro-
duction of this compound for the glycolytic pathway.

 (c)             K eq 5
[glucose-6-phosphate]

[glucose][Pi ]

  0.0038 5
(250 3 1026)

[glucose](5.0 3 1023)

  [glucose] 5 13 M

 Driving the reaction to the right using this method is not feasible be-
cause it is impossible to achieve a concentration of 13 M glucose inside 
the cell.

 (d)   K eq 5 e2DG 8¿yRT

  K eq 5 e2(216.7 kJ ?  mol21)y(8.3145 3  1023

 kJ ?  K21
 ?  mol21)(298 K)

  K eq 5 e6.74

  K eq 5 850

 (e)         K eq 5
[glucose-6-phosphate][ADP]

[glucose][ATP]

  850 5
(250 3 1026)(1.25 3 1023)

[glucose](5.0 3 1023)

  [glucose] 5 7.4 3 1028
 M
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 Coupling the synthesis of palmitoyl-CoA with the hydrolysis of ATP 
to AMP has improved the [product]/[reactant] ratio. The formation of 
products is now favored.

 (d) Coupling the synthesis of palmitoyl-CoA with ATP hydrolysis to 
AMP and PPi  followed by PPi hydrolysis produces a standard free energy 
of –34.2 kJ ? mol�1 for the coupled process [–14.1 kJ ? mol�1 � (�19.2 
kJ ? mol�1) � �33.3 kJ ? mol�1].

palmitate 1 CoA 1 ATP 1 H2O S palmitoyl-CoA 1 AMP 1 2 Pi

DG 8¿ 5 233.3 kJ ? mol21

 K eq 5 e2DG 8¿yRT

 K eq 5 e2(233.3 kJ ? mol21)y(8.314531023 kJ ? K21 ? mol21)(298 K)

 K eq 5 e13.4

 K eq 5 6.9 3 105

 6.9 3 105 5
[palmitoyl-CoA][AMP][Pi ]

2

[palmitate][CoA][ATP]

 Coupling the activation of palmitate to palmitoyl-CoA with the hydro-
lysis of ATP to AMP, with subsequent hydrolysis of pyrophosphate, is a 
thermodynamically effective means of accomplishing the reaction. Cou-
pling the reaction with hydrolysis of ATP to ADP is not effective.

64. (a) The value of C is determined from the slope of the plot. The slope is 
equal to 1.9 � 10�6 M�1.

 

y � (1.9 
 10�6) x � 2.0 
 10�5
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(b)  C 5
[PPi ]

K eq[ATP]

  K eq 5
[PPi ]

C [ATP]

  K eq 5
(1.0 3 1023)

(1.9 3 1023)(14 3 1026)

  K eq 5 3.8 3 104

 (c) Use Equation 12-2 to solve for �G 
:

DG 8¿ 5 2RT ln K eq

DG 8¿ 5 2(8.3145 3 1023 kJ ? K21 ? mol21)

 (298 K) ln 3.8 3 104

DG 8¿ 5 226 kJ ? mol21

 (d) 

 nick Δ phosphodiester bond  DG 8¿ 5 ?

 ATP Δ AMP 1 PPi DG 8¿ 5 248.5 kJ ? mol21

 ATP 1 nick Δ AMP 1 PPi   DG 8¿ 5 226 kJ ? mol21

       1 phosphodiester bond

62. 
I.
GAP Δ 1,3-BPG DG 8¿ 5 6.7 kJ ? mol21

1,3-BPG 1 H2O Δ 3PG 1 Pi  DG 8¿ 5 249.3 kJ ? mol21

GAP 1 H2O Δ 3PG 1 Pi DG 8¿ 5 242.6 kJ ? mol21

II. 
GAP Δ 1,3-BPG DG 8¿ 5 6.7 kJ ? mol21

1,3-BPG 1 ADP Δ 3PG 1 ATP  DG 8¿ 5 218.8 kJ ? mol21

GAP 1 ADP Δ 3PG 1 ATP DG 8¿ 5 212.1 kJ ? mol21

The second scenario is more likely. The fi rst coupled reaction is more exer-
gonic, but the second coupled reaction “captures” some of this free energy in 
the form of ATP, which the cell can use.

63. (a) The equilibrium constant can be determined by rearranging Equa-
tion 12-2 (see Sample Calculation 12-2):

  K eq 5 e2DG 8¿yRT

  K eq 5 e231.5 kJ ? mol21y(8.314531023 kJ ? K21 ? mol21)(298 K)

  K eq 5 e212.7

  K eq 5 3.0 3 1026

  K eq 5
[palmitoyl-CoA]

[palmitate][CoA]

  3.0 3 1026 5
[palmitoyl-CoA]

[palmitate][CoA]

  Therefore the ratio of products to reactants is 3.0 � 10�6:1. 
The reaction is not favorable.

 (b) Coupling the synthesis of palmitoyl-CoA with ATP hydrolysis to 
ADP produces a standard free energy change of 1.0 kJ ? mol�1 for 
the coupled process [31.5 kJ ? mol�1 � (–30.5 kJ ? mol�1) � 1.0 kJ ? 
mol�1].

 palmitate � CoA � ATP S palmitoyl-CoA � ADP � Pi

  DG 8¿ 5 1.0 kJ ? mol21

  K eq 5 e2DG 8¿yRT

  K eq 5 e21.0 kJ?mol21y(8.314531023 kJ?K21?mol21)(298 K)

  K eq 5 e20.40

  K eq 5 0.67

  K eq 5
[palmitoyl-CoA][ADP][Pi ]

[palmitate][CoA][ATP]

  0.67 5
[palmitoyl-CoA][ADP][Pi ]

[palmitate][CoA][ATP]

 Coupling the synthesis of palmitoyl-CoA with the hydrolysis of ATP to 
ADP has improved the [product]/[reactant] ratio considerably, but the for-
mation of products is still not favored.

 (c) Coupling the synthesis of palmitoyl-CoA with ATP hydrolysis to 
AMP produces a standard free energy change of �14.1 kJ ? mol�1 for 
the coupled process [31.5 kJ ? mol�1 � (�45.6 kJ ? mol�1) � �14.1 kJ 
? mol�1].

palmitate 1 CoA 1 ATP S palmitoyl-CoA 1 AMP 1 PPi

  DG 8¿ 5 214.1 kJ ? mol21

  K eq 5 e2DG 8¿yRT

  K eq 5 e2(214.1 kJ ? mol21)y(8.314531023 kJ ? K21 ? mol21)(298 K)

  K eq 5 e5.7

  K eq 5 296

  296 5
[palmitoyl-CoA][AMP][PPi ]

[palmitate][CoA][ATP]
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 In order to reverse the reaction, the ratio of glucose-6-phosphate to 
glucose would have to be 8.3 � 103:1.

 4. (a)           DG 8¿ 5 2RT  ln  

[fructose-6-phosphate]

[glucose-6-phosphate]

 2.2 kJ ?  mol21
 5  2(8.3145  3   1023 kJ ? K21 ? mol21) 

 (298 K) ln 
[fructose-6-phosphate]

[glucose-6-phosphate]

  2.2 kJ ?  mol21
 5  22.48  kJ ?  mol21

 ln  
[fructose-6-phosphate]

[glucose-6-phosphate]

 20.89 5  ln  

[fructose-6-phosphate]

[glucose-6-phosphate]

 e20.89 

 5   

[fructose-6-phosphate]

[glucose-6-phosphate]

 
 0.41 

1
 5  

[fructose-6-phosphate]

[glucose-6-phosphate]

 (b)  DG 5 DG 8¿ 1 RT  ln  
[fructose-6-phosphate]

[glucose-6-phosphate]

 21.4  kJ ?  mol21
 5   2.2 kJ ?  mol21 1(8.3145  3   1023 kJ ? K21 ? mol21) 

   (310 K) ln 
[fructose-6-phosphate]

[glucose-6-phosphate]

    23.6 kJ ?  mol21
 5  2.6  kJ ?  mol21 ln 

[fructose-6-phosphate]

[glucose-6-phosphate]

   21.4 5  ln  

[fructose-6-phosphate]

[glucose-6-phosphate]

   e21.4 

 5   

[fructose-6-phosphate]

[glucose-6-phosphate]

   
 0.25 

1
 5  

[fructose-6-phosphate]

[glucose-6-phosphate]

 The reaction will proceed in the direction of fructose-6-phosphate syn-
thesis since �G  � 0.

 5. (a) Because the brain relies on glucose from the blood, it stores very 
little glucose in the form of glycogen. Therefore, glucose rather than 
phosphorylated glucose is the substrate that enters the glycolytic path-
way. The fi rst step of glucose catabolism in the brain is catalyzed by 
hexokinase, so this step is the rate-determining step of the pathway. In 
other tissues that break down glycogen for glycolysis, the hexokinase 
step is bypassed.

 (b) The low KM means that the enzyme will be saturated with glucose 
and will therefore operate at maximum velocity. Even if the concentra-
tion of glucose were to fl uctuate slightly, the brain’s ability to catabolize 
glucose would not be affected.

 6. This would not be benefi cial to the patient. In order to enter the gly-
colytic pathway, the glucose-6-phosphate would fi rst have to enter the cells. 
Glucose transporters recognize glucose, not glucose-6-phosphate; thus, 
 glucose-6-phosphate would be unable to enter the cell for oxidation through 
the glycolytic pathway.

 7. One might expect the product of a reaction to inhibit the enzyme that 
catalyzes the reaction, while the reactant would act as an activator. Although 
it is true that ADP is a direct product of the PFK reaction, PFK is sensitive 
to the ATP needs of the cell as a whole. Rising ADP concentrations are an 
indication that ATP is needed; the subsequent stimulation of PFK increases 
glycolytic fl ux and generates ATP as a fi nal pathway product.

 8. (a) R (b) T (c) R

 The �G �� for the formation of the phosphodiester bond is 22.5 kJ ? 
mol�1.

 (e) The �G �� value for the hydrolysis of a phosphodiester bond in DNA 
is –22.5 kJ · mol�1, whereas the �G �� value for the hydrolysis of a typical 
phosphomonoester bond is �13.8 kJ ? mol�1. Therefore, the phospho-
diester bond in DNA is less stable than the typical phosphomonoester 
bond. [From Dickson, K., Burns, C. M., and Richardson, J., J. Biol. 
Chem. 275, 15828–15831 (2000).]

Chapter 13

 1. (a) Reactions 1, 3, 7, and 10; (b) Reactions 2, 5, and 8; (c) Reaction 6; 
(d) Reaction 9; (e) Reaction 4.

 2. Reactions 1, 3, and 10 are irreversible; the remaining reactions are re-
versible. Metabolically irreversible reactions are good “control points” for a 
pathway.

 3. (a)  DG 8¿ 5 2RT ln 
[glucose-6-phosphate][ADP]

[glucose][ATP]

  216.7 kJ ?  mol21 5 2(8.3145 3 1023 kJ ?  K21 ?  mol21)

  (298 K)ln 
[glucose-6-phosphate][ADP]

[glucose][ATP]

  16.7 kJ ? mol21 5 2.48 kJ ? mol21

  ln 
[glucose-6-phosphate][ADP]

[glucose][ATP]

  6.73 5 ln 
[glucose-6-phosphate][ADP]

[glucose][ATP]

  e6.73 5
[glucose-6-phosphate][ADP]

[glucose][ATP]

  840 5
[glucose-6-phosphate][ADP]

[glucose][ATP]

  840 5
[glucose-6-phosphate](1)

[glucose](10)

  8.4 3 103 5
[glucose-6-phosphate]

[glucose]

(b)  DG 8¿ 5 2RT ln 
[glucose][ADP]

[glucose-6-phosphate][ADP]

  16.7 kJ ? mol21 5 2(8.3145 3 1023 kJ ? K21 ? mol21)

  (298 K)ln 
[glucose][ATP]

[glucose-6-phosphate][ADP]

        216.7 kJ ? mol21 5 2.45 kJ ? mol21 ln 
[glucose][ATP]

[glucose-6-phosphate][ADP]

  26.73 5 ln 
[glucose][ATP]

[glucose-6-phosphate][ADP]

  e26.73 5
[glucose][ATP]

[glucose-6-phosphate][ADP]

  1.2 3 1023 5
[glucose][ATP]

[glucose-6-phosphate][ADP]

  1.2 3 1023 5
[glucose](10)

[glucose-6-phosphate](1)

  1.2 3 1024 5
[glucose]

[glucose-6-phosphate]
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 (b) The structure of GAPDH in cancer cells is probably different from the 
structure of GAPDH in normal cells. The structure of the active site in 
GAPDH from cancer cells might be altered in such a way that the binding 
of methylglyoxal is permitted, which then precludes the binding of the 
substrate. Or the altered GAPDH might have a binding site for methyl-
glyoxal elsewhere on the protein, which causes a conformational change in 
the protein that alters the substrate binding site so that the substrate can 
no longer bind. [From Ray, M., Basu, N., and Ray, S., Mol. Cell. Biochem. 
177, 21–26 (1997).]

17. Arsenate is a metabolic poison, and the cells eventually die. In the pres-
ence of arsenate, 1,3-bisphosphoglycerate is not formed; instead, this step 
is essentially skipped. Two moles of ATP per mole of glucose are normally 
generated at this step. If ATP is not generated at this step, the net ATP yield 
for the glycolytic pathway is zero, and the cells die because they are unable to 
meet their energy requirements.

18. As the NADH/NAD� ratio increases, the activity of GAPDH de-
creases and less 1,3-bisphosphoglycerate is produced from glyceraldehyde-
3-phosphate. NAD� is a reactant and NADH is a product of the reaction, 
so as NAD� becomes less available and NADH accumulates, the ratio of 
[product]/[reactant] increases and the activity of the enzyme decreases.

19. Phosphoglycerate kinase catalyzes the conversion of 1,3-bisphosphoglyc-
erate to 3-phosphoglycerate with concomitant production of ATP from ADP. 
The kinase can generate the ATP required by the ion pump, and the ADP 
produced when the pump is phosphorylated can serve as a substrate in the 
kinase reaction.

20. Hexokinase-defi cient erythrocytes have low levels of all glycolytic in-
termediates, since hexokinase catalyzes the fi rst step of glycolysis. Therefore, 
the concentration of 2,3-BPG in the erythrocyte will be decreased as well, 
favoring the oxygenated form of hemoglobin and decreasing its p50 value. 
Pyruvate kinase–defi cient erythrocytes have high levels of 2,3-BPG since 
pyruvate kinase catalyzes the last step of glycolysis. This blockade at the 
last step causes the concentrations of all of the intermediates “ahead” of 
the block to be increased. Thus, the oxygen affi nity of hemoglobin is de-
creased with increased 2,3-BPG concentration, and the p50 value increases 
as a result.
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21. Phosphate levels increase because phosphate is a reactant for the 
 GAPDH enzyme. ATP levels decrease, since ATP is a product of the GAPDH 
reaction. Levels of 2,3-BPG decrease as well, since levels of 1,3-BPG decrease 
as a result of GAPDH inhibition.

22. (a) In hepatocytes, the phospho-His on the phosphoglycerate mutase 
transfers its phosphate to the C2 position of 3PG to form 2,3-BPG. 
The [32P]-labeled phosphate on the C3 position is transferred back to 
the enzyme to form the 2PG product, so initially the enzyme would 
be labeled. In the next round of catalysis, the labeled phosphate on the 
enzyme is transferred to the C2 position of the next molecule of 3PG 
substrate, so 2PG becomes labeled. Eventually, this phosphate is trans-
ferred to ADP to form ATP, so ATP is labeled.

 9. In the presence of the inhibitor, the curve is sigmoidal and the KM in-
creases dramatically (nearly 10-fold, to 200 �M), indicating that a greater 
quantity of substrate is required to achieve ½ Vmax. PEP stabilizes the T form 
of PFK (see Solution 8).

10. The negatively charged fructose-1,6-bisphosphate is repelled by the 
negatively charged Glu 161 in the active site in the low-affi nity form of the 
enzyme, whereas the substrate is attracted to the positively charged Arg 162 
positioned in the active site in the high-affi nity form.

11. Glycerol can serve as an energy source because glycerol can be converted 
to glyceraldehyde-3-phosphate, which can then enter the glycolytic pathway 
“below” the phosphofructokinase step. The mutants cannot grow on glucose 
because glucose enters the glycolytic pathway by fi rst being converted to glu-
cose-6-phosphate, then fructose-6-phosphate. The next step, conversion to 
fructose-1,6-bisphosphate, requires the phosphofructokinase enzyme. Thus, 
glycerol is a suitable substrate for this mutant, but glucose is not.

12. (a) When F26BP binds to the allosteric site on PFK, one of its phos-
phate groups may interact with the serine in some manner, perhaps 
by hydrogen bonding. But if the serine is replaced with the negatively 
charged aspartate, the negative charges on the F26BP are repulsed and 
the F26BP cannot bind to the enzyme.

 (b) Apparently PFK cannot be fully active in the absence of the F26BP 
allosteric activator, which plays an important role in stimulating glycoly-
sis. In its absence, the glycolytic pathway is less active, which accounts 
for the observed decrease in glucose consumption and ethanol produc-
tion. [From Heinisch, J. J., Boles, E., and Timpel, C., J. Biol. Chem. 
271, 15928–15933 (1996).]

13. In the presence of iodoacetate, fructose-l,6-bisphosphate accumulates, 
which suggests that iodoacetate inactivates the enzyme that uses fructose-
l,6-bisphosphate as a substrate. Because iodoacetate reacts with Cys residues, 
the inactivation of the enzyme by the reagent suggests that a Cys residue is in 
the active site. Later studies showed that Cys was not part of the active site; 
instead, the reaction of the Cys with iodoacetate probably caused a conforma-
tional change that rendered the enzyme inactive.

14. 

Possible enediolate intermediate

CH2OPO3
2�

C

OH

O�

CH

15.  DG 5 DG 8¿ 1 RT  ln 
[GAP]

[DHAP]

  4.4 kJ ? mol21 5 7.9 ? mol21

 1 (8.3145 3 1023 kJ ? K21 ? mol21)(310 K) ln 
[GAP]

[DHAP]

  23.5 kJ ? mol21 5 2.58 kJ ? mol21 ln 
[GAP]

[DHAP]

  21.36 5 ln 
[GAP]

[DHAP]

  e21.36 5
[GAP]

[DHAP]

  0.26 5
[GAP]

[DHAP]

The ratio of [GAP] to [DHAP] is 0.26:1, which seems to indicate that the 
formation of DHAP, not the formation of GAP, is favored. However, GAP, 
the product of the triose phosphate isomerase reaction, is the substrate for 
the glyceraldehyde-3-phosphate dehydrogenase reaction. The continuous 
removal of the product GAP by the action of the dehydrogenase shifts the 
equilibrium toward formation of GAP from DHAP.

16. (a) The cancer cells may express the GAPDH protein at higher levels 
(i.e., transcription of the GAPDH gene and translation of its mRNA 
may occur at a higher rate).
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B., Walsh, M. C., van Dam, K., and Westerhoff, H. V., Trends Biochem. Sci. 
23, 162–169 (1998).]

31. (a) One mole of ATP is invested when KDG is converted to KDPG. 
One mole of ATP is produced when 1,3-BPG is converted to 3PG. One 
mole of ATP is produced when phosphoenolpyruvate is converted to 
pyruvate. Therefore, the net yield of this pathway (per mole of glucose) 
is one mole of ATP.

 (b) In order to keep the pathway going, subsequent reactions would 
need to reoxidize the NADPH that is produced when glucose is convert-
ed to gluconate and the NADH that is produced by GAPDH. [From 
Johnsen, U., Selig, M., Xavier, K. B., Santos, H., and Schönheit, P., 
Arch. Microbiol. 175, 52–61 (2001).]

32. (a) When glucose is converted to pyruvate, NAD� is reduced to NADH 
in the glyceraldehyde-3-phosphate dehydrogenase reaction. Without a 
mechanism for regenerating NAD�, glycolysis could not continue.

 (b) If the trypanosome reduced pyruvate to lactate, this step would re-
generate NAD� and no other pathway for regenerating NAD� would 
be needed.

 (c) A drug that interfered with one of the enzymes in the trypanosome’s 
NADH-oxidizing pathway would likely have no effect on the host since 
mammals lack the enzymes that would be inactivated by the drug.

33. (a) Acetyl-CoA produced from pyruvate is a substrate for the citric acid 
cycle, an energy-producing pathway. When the cell's need for energy is 
low, acetyl-CoA accumulates and activates pyruvate carboxylase, which 
catalyzes the fi rst step of gluconeogenesis. As a result, the cell can syn-
thesize glucose when the need to catabolize fuel is low.

 (b) Following its deamination, alanine is a substrate for gluconeogen-
esis. By inhibiting pyruvate kinase, alanine suppresses glycolysis so that 
fl ux through the shared steps of glycolysis and gluconeogenesis will favor 
gluconeogenesis.

34. Fructose-1,6-bisphosphatase catalyzes the conversion of fructose-
1,6-bisphosphate to fructose-6-phosphate in gluconeogenesis. When the 
enzyme is defi cient, the gluconeogenic pathway is severely impaired and 
 glucose synthesis from amino acids, glycerol, and lactate precursors oc-
curs at a low level. At the beginning of a fast, blood glucose levels are 
maintained at normal levels because the source of blood glucose is gly-
cogenolysis in the liver, which occurs normally. Once liver glycogen has 
been depleted, a normal individual would rely on gluconeogenesis for 
endogenous glucose production, but this pathway occurs at a low level 
in this patient because of the defi cient enzyme; therefore, blood glucose 
levels decrease. Pyruvate and alanine, both gluconeogenic precursors, are 
elevated because they cannot be converted to glucose via gluconeogen-
esis. The defi ciency of fructose-1,6-bisphosphatase results in the buildup 
of the substrate, fructose-1,6-bisphosphate. This would promote the 
formation of GAP and DHAP, since the aldolase reaction is reversible. 
Because glycolysis does not occur during a fast, GAP is not consumed by 
the GAPDH reaction, so the ratio of GAP to DHAP, which is normally 
low, increases.

35. Insulin, the hormone of the fed state, might be expected to suppress 
the transcription of the gluconeogenic enzymes pyruvate carboxylase, 
PEPCK, fructose-1,6-bisphosphatase, and glucose-6-phosphatase. [In 
fact, insulin has been shown to suppress the transcription of PEPCK and 
glucose-6-phosphatase.]

36. In type 2 diabetes, insulin is unable to suppress the transcription of 
PEPCK and glucose-6-phosphatase. This leads to an increase in gluconeo-
genenic activity, resulting in the release of glucose from the liver and an 
increase in blood glucose levels.

37. (a) The phosphatase activity is active under fasting conditions. The 
phosphatase removes the phosphate group from F26BP, forming 
 fructose-6-phosphate. Thus F26BP is not present to stimulate glycolysis 
(or to inhibit gluconeogenesis); therefore, gluconeogenesis is active. 

 (b) The hormone of the fasted state is glucagon. 
 (c) When glucagon binds to its receptors, cellular cAMP levels rise as 

described in Section 10-2. This activates protein kinase A, which phos-
phorylates the bifunctional enzyme, resulting in the activation of the 
phosphatase activity and the inhibition of the kinase activity.

 (b) In the plant, the labeled phosphate is transferred to C2 to form 2PG, 
so 2PG is labeled and then eventually ATP. The plant enzyme is not 
labeled.

23. Fluoride inhibits the enzyme enolase. If the enzyme is inactive, its 
substrate, 2-phosphoglycerate, will accumulate. The previous reaction is at 
equilibrium, so 3-phosphoglycerate will accumulate as 2-phosphoglycerate 
accumulates.

24. (a) The glucose–lactate pathway releases 196 kJ ? mol�1 of free energy, 
enough theoretically to drive the synthesis of 196/30.5, or about 6, ATP.

 (b) The complete oxidation of glucose releases 2850 kJ ? mol�1 of free 
energy, enough for 2850/30.5, or about 93, ATP.

25. In cells with a pyruvate kinase defi ciency the [ADP]/[ATP] ratio in-
creases and the [NAD�]/[NADH] ratio decreases. Pyruvate kinase catalyzes 
the second ATP-generating step in glycolysis; in the absence of this reac-
tion, ATP levels decrease and the [ADP]/[ATP] ratio increases. The substrate 
PEP accumulates in a pyruvate kinase defi ciency, stimulating PFK and in-
creasing the concentration of F16BP. This ultimately leads to an increase in 
glyceraldehyde-3-phosphate, which reacts with NAD� to form NADH. In 
the absence of pyruvate kinase, pyruvate is not produced, so lactate cannot 
subsequently re-oxidize NADH to NAD�; therefore, the [NAD�]/[NADH] 
decreases.

26. Cells swell and lyse in the absence of ATP (see Solution 25) because 
the Na,K-ATPase pump (see Fig. 9-15) is unable to function. Consequently, 
Na� ions enter the cell, along with water, which eventually causes the cells to 
swell and lyse, resulting in anemia.

27. The alcohol dehydrogenase enzyme catalyzes the reduction of acetalde-
hyde to ethanol. Concomitantly, NADH is oxidized to NAD�. The NADH 
reactant is produced by glycolysis in the GAPDH reaction. The NAD� pro-
duced in the alcohol dehydrogenase reaction can serve as a reactant for the 
glycolytic GAPDH reaction, allowing glycolysis to continue.

28. (a) If PFK is the only enzyme affected by aluminum treatment, then the 
production of pyruvate from perfused livers of control and aluminum-
treated rats should be the same. In the liver, fructose is fi rst converted 
to fructose-1-phosphate by fructokinase, then fructose-1-phosphate 
 aldolase converts it to glyceraldehyde and dihydroxyacetone phosphate. 
The PFK reaction is bypassed, so inhibition of this enzyme should have 
no effect.

 (b) If the same experiment were carried out using glucose as an energy 
source, pyruvate production would be much lower in the livers from the 
aluminum-treated rats than in livers from the control rats. This result is 
due to the inhibition of the PFK enzyme, which is essential in the pro-
duction of pyruvate from glucose. [From Xu, Z.-X., Fox, L., Melethil, 
S., Winberg, L., and Badr, M., J., Pharmacol. Exp. Ther. 254, 301–305 
(1990).]

29. (a) Methanol reacts with alcohol dehydrogenase (as ethanol does) to 
produce formaldehyde (Section 13-1).

 Methanol

H3C OH

Formaldehydealcohol dehydrogenase

HCH

ONAD� NADH, H�

 (b) Administering ethanol is a good antidote because ethanol will 
compete with methanol for binding to alcohol dehydrogenase and will 
produce the less harmful acetaldehyde. This allows time for methanol 
to be eliminated from the system. [From Cooper, J. A., and Kini, M., 
Biochem. Pharmacol. 11, 405–416 (1962).]

30. If hexokinase cannot be inhibited, all glucose that enters the yeast 
cell will be phosphorylated at the expense of ATP to produce glucose-6- 
phosphate. Glucose-6-phosphate is isomerized to fructose-6-phosphate, 
which is then phosphorylated to fructose-1,6-bisphosphate, again at the ex-
pense of ATP. If concentrations of glucose are high, and if there is no mecha-
nism to inhibit hexokinase, then cellular ATP will be depleted in these early 
steps. The early reactions of glycolysis proceed at a rate greater than the rate 
of the later ATP-generating steps of glycolysis. ATP is therefore used faster 
than it is regenerated, and the yeast mutants die as a result. [From Teusink, 
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47. This observation revealed that the pathways for glycogen degradation 
and synthesis must be different, since a defect in the degradative pathway has 
no effect on the synthetic pathway.

48. McArdle’s disease is also known as type V glycogen storage disease, as it 
results from a defi ciency of muscle (not liver) glycogen phosphorylase.

49. Normally, muscle glycogen is degraded to glucose-6-phosphate, which 
enters glycolysis to be oxidized to yield ATP for the active muscle. In an-
aerobic conditions, pyruvate, the end product of glycolysis, is converted to 
lactate, which is released from the muscle into the blood and enters the liver 
to be converted back to glucose via gluconeogenesis. The patient’s muscle 
cells are unable to degrade glycogen to glucose-6-phosphate; thus, there is 
no glucose-6-phosphate to enter glycolysis and lactate formation does not 
occur. [From Stanbury, J. B., Wyngaarden, J. B., and Fredrickson, D. S., 
The Metabolic Basis of Inherited Disease, pp. 151–153, McGraw-Hill, New 
York (1978).]

50. Blood glucose concentrations are regulated by pancreatic hormones act-
ing on the liver to stimulate glycogen synthesis or degradation, whatever is 
appropriate. Since the patient’s liver enzymes appear to function normally 
(see Problem 48), the blood glucose concentration is properly regulated and 
the patient is neither hypo- nor hyperglycemic.

51. Glucose-6-phosphatase catalyzes the last reaction in gluconeogenesis (and 
glycogenolysis) in the liver. Glucose-6-phosphate is converted to glucose, 
and the glucose transporters export glucose to the circulation, where it is 
available to other body tissues that do not carry out gluconeogenesis and that 
do not store glycogen. In the absence of this enzyme, glucose-6-phosphate 
cannot be converted to glucose and instead accumulates in the liver and is 
converted to glucose-1-phosphate, which is used for glycogen synthesis. Gly-
cogen synthesis is therefore elevated in the livers of patients with this disease. 
The accumulation of glycogen enlarges the liver and causes the abdomen to 
protrude.

52. As described in Solution 51, patients with von Gierke’s disease cannot 
convert glucose-6-phosphate to glucose in the absence of glucose-6-phospha-
tase; thus, these patients are hypoglycemic.

53. In order for the enzyme to be active, the serine in the active site must 
be phosphorylated. This phosphate group is donated to C1 of the glucose-
6-phosphate in the fi rst step of the conversion of glucose-6-phosphate to 
glucose-1-phosphate. If glucose-1,6-bisphosphate dissociates prematurely, 
the serine is not phosphorylated, the enzyme is not regenerated, and further 
rounds of catalysis cannot occur.

54. An increase in the activity of glycogen phosphorylase in the fat body 
will result in the increased degradation of glycogen to glucose. Because 
fructose-2,6-bisphosphate concentrations are low, glycolysis will not be 
stimulated (F26BP is a potent activator of the glycolytic enzyme PFK). 
Instead, glucose can be used to synthesize trehalose, which leaves the fat 
body and enters the hemolymph. In this way, the fat body produces sugars 
for use by other tissues in the fasting insect. [From Meyer-Fernandes, J. R., 
Clark, C. P., Gondim, K. C., and Wells, M. A., Insect Biochem. Mol. Biol. 
31, 165–170 (2001).]

55. The ATP yield for the pathway is 2 ATP. T. tenax stores energy in the 
form of glycogen, which is phosphorolyzed to glucose-1-phosphate. The 
glucose-1-phosphate is converted to glucose-6-phosphate, an isomerization 
reaction that does not require an investment of ATP. Glucose-6-phosphate 
is then converted to fructose-6-phosphate. The next step, in which fruc-
tose-6-phosphate is converted to fructose-1,6-bisphosphate, also does not 
require an investment of ATP, since the phosphofructokinase reaction in 
T. tenax is reversible and uses pyrophosphate rather than ATP. Since the 
GAPDH reaction does not produce 1,3-bisphosphoglycerate, there is no 
ATP produced until the last step, when phosphoenolpyruvate is converted 
to pyruvate. Since this reaction occurs twice for each glucose molecule, 
the pathway yields two moles ATP per mole of glucose. [From Brunner, 
N. A., Brinkmann, H., Siebers, B., and Hensel, R., J. Biol. Chem. 273, 
6149–6156 (1998).]

56. (a) Inhibition of glycogen phosphorylase blocks glycogenolysis, and in-
hibition of the bisphosphatase blocks gluconeogenesis. As a result, the 
liver is unable to produce glucose and the blood glucose level is low.

38. Deamination of alanine produces pyruvate, a gluconeogenic substrate, 
and deamination of aspartate produces oxaloacetate, an intermediate of 
 gluconeogenesis.

39. (a) Increasing the activity of the enzyme that produces F26BP would 
increase the concentration of this metabolite, which stimulates PFK 
and inhibits fructose-1,6-bisphosphatase. This would have the effect 
of stimulating glycolysis and inhibiting gluconeogenesis. Stimulation 
of PFK would increase the concentration of fructose-1,6-bisphosphate, 
which activates pyruvate kinase via feed-forward activation. Additional 
stimulation of pyruvate kinase by brazilin would lead to an increase in 
fl ux through the glycolytic pathway.

 (b) If brazilin is able to act on the liver to increase glycolysis and de-
crease gluconeogenesis, this could help alleviate the high blood glucose 
concentrations that occur in diabetes. An active gluconeogenic pathway 
in the liver would result in effl ux of glucose from the liver, which is not 
desirable in the diabetic patient. [From You, E.-J., Khill, L.-Y., Kwak, 
W.-J., Won, H.-S., Chae, S.-H., Lee, B.-H., and Moon, C.-K., J. Ethno-
pharmacol. 102, 53–57 (2005).]

40. Phosphoenolpyruvate carboxykinase catalyzes an essential step of glu-
coneogenesis. Lower expression of this enzyme decreases the gluconeogenic 
output of the liver, which helps decrease the level of circulating glucose in 
patients with diabetes.

41. A diagram of this pathway, referred to as the Cori cycle, is shown in 
Figure 19-3. Lactate is released from the muscle as a result of anaerobic gly-
colytic activity. It travels via the bloodstream to the liver, where it is taken up, 
converted to pyruvate, and then transformed back to glucose via gluconeo-
genesis. The cost of running this cycle is 4 ATP, since 2 ATP are generated in 
glycolysis and the cost of running gluconeogenesis is 6 ATP.

42. The transformations described comprise the glucose–alanine cycle, 
which is shown in Figure 19-4. Prolonged operation of this cycle results in 
muscle breakdown, since muscle protein is the source of the �-amino acids 
required in the transamination of pyruvate to alanine.

43. The starch in the grains must be converted to glucose because the yeast 
that carry out fermentation use glucose as their starting material.

44. Amylase hydrolyzes starch into oligosaccharides (see Section 12-1), 
which are subsequently hydrolyzed to monosaccharides. Although amylases 
are naturally present in bread fl our, adding additional enzyme speeds up the 
starch degradation process to provide monosaccharides for glycolysis, which 
ultimately results in the conversion of pyruvate to ethanol, yielding CO2 that 
causes the bread to rise.

45. Production of glucose-1-phosphate requires only an iso merization reac-
tion catalyzed by phosphoglucomutase to convert it to glucose-6-phosphate, 
which can enter glycolysis. This skips the hexokinase step and saves a mol-
ecule of ATP. Hy drolysis, which produces glucose, would require expenditure 
of an ATP to phosphorylate glucose to glucose-6-phosphate.

46. (a) See Sample Calculation 12-2. The K eq can be calculated by rearrang-
ing Equation 12-2:

  K eq 5  e2DG 8¿yRT

  K eq 5  e2(3.1 kJ?  mol21) y(8.3145 3  1023

 kJ ?  K21
 ?  mol21)(298 K)

  K eq 5  e21.25

  K eq 5  

0.29

1
 5  

[glycogen, n 2 1][G1P]

[glycogen, n][Pi ]

  
0.29

1
 5  

1 [G1P]

1 [Pi ]

  
3.5

1
 5  

[Pi ]

[G1P]

 (b) DG  5   DG 8¿  1  RT ln  
[glycogen, n 2 1][G1P]

[glycogen][Pi ]
 

  DG  5   3.1 kJ ?  mol21
   1( 8.3145 kJ ?  K21

 ?  mol21
 )(298 K) ln 

(1)(1)

(1)(50)
  DG 5   3.1 kJ ?  mol21 1  (29.7 kJ ?  mol21) 

  DG 5  26.6 kJ ?  mol21
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62. If NADPH is used as a coenzyme for nitrate reduction, it will be-
come oxidized to NADP� and will need to be regenerated. The pen-
tose phosphate pathway produces NADPH, so it is possible that the 
NADPH-producing enzymes of this pathway, glucose-6-phosphate de-
hydrogenase and 6-phosphogluconate dehydrogenase, are stimulated 
by nitrate. [From Hankinson, O., and Cove, D. J., J. Biol. Chem. 249, 
2344–2353 (1974).]

63. G16BP inhibits hexokinase but stimulates PFK and pyruvate ki-
nase. This means that glycolysis will be active, but only if the substrate 
is  glucose-6-phosphate, since glucose cannot be phosphorylated in the 
absence of hexokinase activity. The pentose phosphate pathway is inac-
tive, since 6-phosphogluconate dehydrogenase is inhibited. Phosphoglu-
comutase is activated, which converts glucose-1-phosphate (the prod-
uct of glycogenolysis) to glucose-6-phosphate. Thus, in the presence of 
G16BP, glycogenolysis is active and produces substrate for glycolysis but 
not the pentose phosphate pathway. This is a more effi cient process than 
using glucose taken up from the blood, which would need to be phos-
phorylated at the expense of ATP. [From Beitner, R., Trends Biol. Sci. 4, 
228–230 (1979).]

64. The concentration of xylulose-5-phosphate, an intermediate of the 
pentose phosphate pathway, increases following a meal, when there is 
plenty of glucose being catabolized by the pentose phosphate pathway. 
The increase in fructose-2,6-bisphosphate increases the fl ux through gly-
colysis while inhibiting fl ux through gluconeogenesis, so glycolysis pro-
duces large amounts of pyruvate, which can be converted to acetyl-CoA. 
At the same time, the production of lipid-synthesizing enzymes increases, 
so the net result is that glucose is converted to acetyl-CoA and then to fat 
for storage.

Chapter 14

 1. In mammalian cells, pyruvate can be converted to lactate by lactate 
dehydrogenase. Pyruvate can also be transformed into oxaloacetate; this re-
action is catalyzed by pyruvate carboxylase. Pyruvate can be converted to 
 acetyl-CoA by the pyruvate dehydrogenase complex. Pyruvate can be con-
verted to alanine by transamination.

 2. The decarboxylation step is metabolically irreversible since the CO2 
product diffuses away from the enzyme. The other four reactions are trans-
fer reactions or oxidation–reduction reactions (transfer of electrons) that are 
more easily reversed.

 3. The purpose of steps 4 and 5 is to regenerate the enzyme. In step 3, 
the product acetyl-CoA is released, but the lipoamide prosthetic group 
of E2 is reduced. In step 4, the E3 reoxidizes the lipoamide group by 
accepting the protons and electrons from the reduced lipoamide. In step 
5, the enzyme is reoxidized by NAD�. The product NADH then dif-
fuses away.

 4. TPP is a cofactor in two of the enzymes associated with the citric acid 
cycle—the pyruvate dehydrogenase complex and the �-ketoglutarate dehy-
drogenase complex. If thiamine were defi cient, TPP would be defi cient as 
well and the activities of both these enzymes would decrease. As a result, 
the substrates of these two reactions, pyruvate and �-ketoglutarate, would 
accumulate.

5. Arsenite reacts with the reduced lipoamide group on E2 of the pyruvate 
dehydrogenase complex to form a compound with the structure shown in 
the fi gure. The enzyme cannot be regenerated and can no longer catalyze the 
conversion of acetyl-CoA to pyruvate. The �-ketoglutarate dehydrogenase 
complex has a lipoamide group on its E2 subunits and will be inhibited as 
well. The entire citric acid cycle cannot function, glucose cannot be oxidized 
aerobically, and respiration comes to a halt, which explains why these com-
pounds are so toxic.

 (b) The inhibition of fructose-1,6-bisphosphatase prevents gluconeo-
genesis even when substrates such as glycerol and dihydroxyacetone 
phosphate are supplied. Galactose relieves the hypoglycemia because it 
can be phosphorylated, converted to glucose-6-phosphate, and dephos-
phorylated to yield glucose that enters the circulation.

57. (a) The fi rst committed step of the pentose phosphate pathway is the 
fi rst reaction, which is catalyzed by glucose-6-phosphate dehydrogenase 
and is irreversible. Once glucose-6-phosphate has passed this point, it 
has no other fate than conversion to a pentose phosphate.

 (b) The hexokinase reaction does not commit glucose to the glycolytic 
pathway, since the product of the reaction, glucose-6-phosphate, can also 
enter the pentose phosphate pathway.

58. (a) In a liver cell, glucose-6-phosphate has four possible fates: It can be 
used to synthesize glycogen, it can be catabolized via glycolysis, it can be 
catabolized via the pentose phosphate pathway, and it can be converted 
to glucose and released from the cell.

 (b) In a muscle cell, only the fi rst three processes occur. Muscle cells 
lack glucose-6-phosphatase and therefore cannot release glucose from 
the cell.

59. The pentose phosphate pathway in the red blood cell generates NADPH, 
which is used to regenerate oxidized glutathione. Glucose-6-phosphate dehy-
drogenase is the enzyme that catalyzes the fi rst step of the oxidative branch of 
the pathway. Its defi ciency results in a decreased output of NADPH from the 
pathway. As a result, glutathione remains in the oxidized form and cannot 
fulfi ll its roles of decreasing the concentrations of organic peroxides, main-
taining red blood cell shape, and keeping the iron ion of hemoglobin in the 
�2 form. Hemolytic anemia is the likely result.

60. (a) Since serum withdrawal decreases G6PDH activity, serum with-
drawal should decrease the NADPH/NADP� ratio. NADPH is a product 
of the G6PDH reaction and NADP� is a reactant, so decreased enzyme 
activity leads to an increase in the oxidized form of the coenzyme and 
a decrease in the reduced form.

 (b) In the presence of DHEA, the NADPH/NADP� ratio should decrease, 
since DHEA inhibits G6PDH activity, for the reasons outlined in part (a).

 (c) In the absence of any other factor, adding H2O2 should not affect the 
ratio, since G6PDH can increase its activity to produce more NADPH 
to react with the H2O2.

 (d) In the absence of the serum containing growth factors, G6PDH cannot 
handle the increased load of H2O2, and the ratio would decrease. [From 
Tian, W.-N., Braunstein, L. D., Pang, J., Stuhlmeier, K. M., Xi, Q.-C., 
Tian, X., and Stanton, R., J. Biol. Chem., 273, 10609–10617 (1998).]
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13. In the citrate synthase mechanism, a proton is removed from the acetyl 
group of acetyl-CoA. The histidine then forms a hydrogen bond to stabilize the 
resulting enediolate intermediate. The alanine side chain cannot form this hydro-
gen bond; thus, the reaction cannot continue. [From Pereira, D. S., Donald, L. J., 
Hosfi eld, D. J., and Duckworth, H. W., J. Biol. Chem. 269, 412–417 (1994).]

14. (a)  

S-Acetonyl-CoA

C �

O

S

Br CH2 CH3 CoA

CoA

SH

H3C

HBr

C

O

CH2

 (b) S -acetonyl CoA is a competitive inhibitor. The Vmax of the citrate 
synthase reaction is the same in the absence and in the presence of the 
inhibitor. The KM has increased in the presence of the inhibitor, indi-
cating that the enzyme’s affi nity for its substrate has decreased in the 
presence of the inhibitor. The inhibitor competes with acetyl-CoA for 
binding to the citrate synthase active site. S -acetonyl-CoA can do this 
because its structure resembles that of acetyl-CoA.

 (c) Acetyl-CoA binds to pyruvate carboxylase and acts as an activator. A 
thioester functional group must be required for binding, since S-acetonyl-
CoA, which lacks a thioester functional group, cannot bind to this bind-
ing site. [From Rubenstein, P., and Dryer, R., J. Biol. Chem. 255, 
7858–7862 (1980).]

15. 

CoA S C

OH

CH2

16. During the resting state, citric acid cycle activity is low as a result of the 
low activities of the two enzymes described. Any available citrate will inhibit 
citrate synthase, while the low concentrations of Ca2� ions ensure that the 
activity of isocitrate dehydrogenase is also low. Upon beginning exercise, the 
Ca2� concentration increases in muscle cells, which increases the activity of 
isocitrate dehydrogenase. This depletes the cellular concentration of citrate, 
depriving citrate synthase of its inhibitor, so the activity of citrate synthase 
also increases. Thus, when the cell transitions from resting to exercise mode, 
the activities of the enzymes involved in the citric acid cycle increase in order 
to meet the increased demand for ATP in the working muscle.

17. (a) Aconitase is the enzyme that catalyzes the reversible isomerization of 
citrate to isocitrate. Because this reaction is followed by and preceded by 
irreversible reactions, the inhibition of aconitase leads to an accumulation 
of citrate. The concentrations of other citric acid cycle intermediates will 
be decreased.

 (b) If the citric acid cycle and mitochondrial respiration are not func-
tioning, the cell turns to glycolysis to produce the ATP required for its 
energy needs. Consequently, fl ux through glycolysis increases. The in-
crease in the rate of the pentose phosphate pathway is required to meet 
the increased demand for reducing equivalents during hyperoxia. [From 
Allen, C. B., Guo, X. L., and White, C. W., Am. J. Physiol. 274 (3 Pt. 1), 
L320–L329 (1998).]

18. Citrate accumulates when aconitase is inhibited (see Solution 17). Aconi-
tase is also inhibited when fl uoroacetate is added (see Solution 12) because 
citrate synthase reacts with oxaloacetate and fl uoroacetyl-CoA to produce 
fl uorocitrate, which inhibits aconitase. This transformation can be skipped if 
fl uorocitrate is added directly. Therefore, all three mechanisms either directly 
or indirectly inhibit aconitase and thus would be predicted to have similar 
effects on cells in culture.

19. Cis-aconitate is an intermediate in the reaction when citrate is converted 
to isocitrate by aconitase. Trans-aconitate structurally resembles cis-aconitate 
and would be expected to compete with cis-aconitate for binding to the en-
zyme. But because trans-aconitate is a noncompetitive inhibitor when citrate 
is used as the substrate, the citrate binding site must be distinct from the 
aconitate binding site. Citrate and trans-aconitate do not compete for bind-
ing and can bind to the enzyme simultaneously, but when both substrate and 
inhibitor are bound, the substrate cannot be converted to product. [From 
Villafranca, J. J., J. Biol. Chem. 249, 6149–6155 (1974).]
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 7. In both cases, the activity of the pyruvate dehydrogenase complex de-
creases, as both NADH and acetyl-CoA are products of the reaction. Rising 
concentrations of NADH and acetyl-CoA decrease pyruvate dehydrogenase 
activity by competing with NAD� and CoASH for binding sites on the 
 enzyme.

 8. Ca2� inhibits the kinase and activates the phosphatase. In this way, the 
pyruvate dehydrogenase complex is active and can funnel substrates from 
glycolysis into the citric acid cycle to provide ATP for the contracting muscle.

 9. The E1 subunit of the pyruvate dehydrogenase complex requires TPP, 
the phosphorylated form of thiamine, as a cofactor. Administering large 
doses of thiamine might be a successful treatment option if the E1 mutation 
happens to occur in the thiamine-binding site.

10. If there is residual pyruvate dehydrogenase complex activity, the activity 
can be enhanced by inhibiting the kinase, which inhibits pyruvate dehydro-
genase itself by phosphorylation. [From Brown, G. K., Otero, L. J., LeGris, 
M., and Brown, R. M., J. Med. Genet. 31, 875–879 (1994).]

11. The phosphofructokinase reaction is the major rate-control point 
for the pathway of glycolysis. Inhibiting phosphofructokinase slows the 
entire pathway, so the production of acetyl-CoA by glycolysis followed 
by the pyruvate dehydrogenase complex can be decreased when the citric 
acid cycle is operating at maximum capacity and the citrate concentration 
is high.

12. Citrate synthase acts on oxaloacetate (OAA) and fl uoroacetyl-CoA, 
an acetyl-CoA analog, to produce fl uorocitrate. The fl uorocitrate then serves 
as an inhibitor of aconitase. This leads to an accumulation of citrate, since 
the citric acid cycle can go no further if the aconitase reaction is inhibited.
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  Step 2. The succinyl group is then transferred to the lipo amide prosthetic 
group of E2 of the �-ketoglutarate dehydrogenase complex.
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  Step 3. The succinyl group is transferred to coenzyme A, and the 
 lipoamide group is reduced.
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  Steps 4 and 5. The last two steps are the same as for the pyruvate dehydro-
genase complex. E3 reoxidizes the lipoamide when its disulfi de group ac-
cepts two protons and two electrons. The NAD� reoxidizes the enzyme, 
and the NADH and H� products diffuse away.

26. TPP attacks the carbonyl carbon of the succinyl phosphonate, but the 
subsequent step (the departure of the leaving group) cannot occur because 
the C¬P bond cannot be broken. A covalent bond forms between the en-
zyme and the inhibitor (although the reaction is reversible, the reverse reac-
tion occurs slowly) and the substrate cannot bind.
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[From Bunik, V. I., Denton, T. T., Xu, H., Thompson, C. M., Cooper, A. J. L., 
and Gibson, G., Biochemistry 44, 10552–10561 (2005).]

27. Succinyl-CoA resembles acetyl-CoA suffi ciently that it is able to com-
pete with acetyl-CoA for binding to the active site of citrate synthase. Like-
wise, succinyl-CoA competes with CoASH binding to the active site of 
�-ketoglutarate dehydrogenase. Both cases are examples of feedback inhi-
bition: Succinyl-CoA inhibits the enzyme that produces it and inhibits an 
earlier enzyme in the pathway.

28. Because of the enzyme defi ciency, the citric acid cycle cannot be com-
pleted; in the absence of a functional citric acid cycle, glucose must be oxi-
dized anaerobically. Lactate is a product of anaerobic oxidation of glucose; 
thus, lactate levels are elevated in the patients. The pyruvate S lactate 

20. The yeast mutant would be unable to carry out the citric acid cycle and 
so would be unable to carry out aerobic oxidation of fuel molecules in order 
to generate ATP. The yeast mutant would obtain all of its energy from the 
anaerobic oxidation of glucose, even in the presence of oxygen.

21. See Sample Calculation 12-2. K eq can be calculated by rearranging 
Equation 12-2:

 K eq 5 e2DG 8¿yRT

 K eq 5 e2(221 kJ?mol21)y(8.314531023 kJ?K21?mol21)(298 K)

 K eq 5 e8.5

 K eq 5 4.8 3 103

22. The substrate is isocitrate, a compound with three carboxylate groups 
that are negatively charged at physiological pH. Four of the fi ve conserved 
amino acid residues have positively charged side chains that could form ion 
pairs with isocitrate. The enzyme–substrate complex should not be too stable, 
however; it is the role of the enzyme to stabilize the transition state. So it is 
possible that the positively charged side chains in the binding pocket stabilize 
the transition state. This stabilization must be important in the conversion of 
substrate to product, which explains why these residues are highly conserved 
throughout evolution. [From Hurley, J. H., Thorsness, P. E.,  Ramalingam, 
V., Helmers, N. H., Koshland, D. E., and Stroud, R. M., Proc. Natl. Acad. 
Sci. 86, 8635–8639 (1989).]

23. (a) Usually, phosphorylation of an enzyme causes a conformational 
change in the protein that subsequently alters its activity. For the bacte-
rial isocitrate dehydrogenase, however, phosphorylation of an active site 
Ser residue introduces negative charges that repel the negatively charged 
isocitrate and prevent it from binding. 

 (b) Construction of the mutant supports this hypothesis. The introduc-
tion of the negatively charged Asp residue in place of the Ser residue 
similarly introduces a negative charge to the active site and prevents iso-
citrate binding in the same manner. [From Dean, A. M., Lee, M. H. I., 
and Koshland, D. E., J. Biol. Chem. 264, 20482–20486 (1989).]

24. (a) When yeast use glucose as a carbon source, ATP is obtained from 
the oxidation of glucose by glycolysis. Glucose is oxidized anaerobically, 
without the citric acid cycle. But when the food source is shifted from 
glucose to acetate, yeast are required to obtain all of their energy from 
the citric acid cycle and oxidative phosphorylation. Acetate is converted 
to acetyl-CoA, which enters the citric acid cycle. In the absence of gly-
colysis, fl ux through the citric acid cycle increases. Because isocitrate 
dehydrogenase is one of the main regulatory enzymes of the cycle, in-
creasing its expression increases the rate of its reaction and increases the 
fl ux through the citric acid cycle. In this manner, yeast can effectively use 
acetate as a food source.

 (b) For the wild-type yeast, the [NAD�]/[NADH] ratio increases slight-
ly as the cells switch from using glycolysis to using the citric acid cycle 
to generate ATP, as described in part (a). There is an increase in fl ux 
through the citric acid cycle, but perhaps the isocitrate dehydrogenase 
cannot keep up with the demand, so the ratio increases. There is a more 
dramatic change in the ratio for the mutant because the isocitrate de-
hydrogenase enzyme is nonfunctional. This means that the reaction, in 
which NAD� is a reactant and NADH is a product, cannot occur, so the 
NAD� reactant accumulates. These cells will eventually die if not given 
a carbon source other than acetate. [From Minard, K. I., and McAlister-
Henn, L., Arch. Biochem. Biophys. 483, 136–143 (2009).]

25.  Step 1. In the fi rst step, �-ketoglutarate is decarboxylated, a process that 
requires TPP. The carbon of the carbonyl group becomes a carbanion, 
which forms a bond with TPP.
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than the mutant enzyme. [From Estévez, M., Skarda, J., Spencer, J.,  
Banaszak, L., and Weaver, T. M., Protein Sci., 11, 1522–1557 (2002).]

35. (a) malate 1 NAD1 S oxaloacetate 1 NADH 1 H1

 DG 8¿ 5 29.7 kJ ? mol21

   oxaloacetate 1 acetyl-CoA S citrate 1 coenzyme A
 DG 8¿ 5 231.5 kJ ? mol21

malate 1 NAD1 1 acetyl-CoA S citrate 1 NADH 1 H1 1 CoA
DG 8¿ 5 21.8 kJ ?  mol 21

 (b) The equilibrium constant for the coupled reaction is 3.4 � 105

times greater than the equilibrium constant for the uncoupled 
 reaction.

 Reactions 1 and 8

 K eq 5 e2DG 8¿yRT

 K eq 5 e2(21.8 kJ?mol21)y(8.314531023 kJ?K21?mol21)(298 K)

 K eq 5 e0.73

 K eq 5 2.1

 Uncoupled Reaction 8

 K eq 5 e2DG 8¿yRT

 K eq 5 e2(29.7 kJ?mol21)y(8.314531023 kJ?K21?mol21)(298 K)

 K eq 5 e212.0

 K eq 5 6.2 3 1026

36. When cells obtain energy in the absence of oxygen, glucose is oxidized 
to pyruvate, which is subsequently reduced to lactate with concomitant re-
generation of NAD�. The citric acid cycle is not active, and the cells respond 
by down-regulating the activity of the citric acid cycle enzyme malate dehy-
drogenase. In the presence of oxygen, pyruvate is converted to acetyl-CoA, 
which enters the citric acid cycle so that ATP can be produced by oxidative 
phosphorylation. Under aerobic conditions, malate dehydrogenase is abso-
lutely essential for the regeneration of oxaloacetate as part of the citric acid 
cycle; therefore, activity levels are much higher.

37. (a) The isotopic label on C4 of oxaloacetate is released as 14CO2 in the 
�-ketoglutarate dehydrogenase reaction.

 (b) The isotopic label on C1 of acetyl-CoA is scrambled at the succinyl-
CoA synthetase step. Because succinate is symmetrical, C1 and C4 are 
chemically equivalent, so in a population of molecules, both C1 and C4 
would appear to be labeled (half the label would appear to be at C1 and 
half at C4). Consequently, one round of the citric acid cycle would yield 
oxaloacetate with half the labeled carbon at C1 and half at C4. Both of 
these labeled carbons would be lost as 14CO2 in a second round of the 
citric acid cycle.

38. The volume increase that occurs when the bread dough rises is due to 
the CO2 produced by the anaerobic oxidation of glucose. Sugar (sucrose) 
in the bread dough is hydrolyzed to glucose and fructose by enzymes in the 
yeast. Then the fructose and glucose both enter glycolysis. The end product is 
pyruvate, which is converted to acetaldehyde. In this step, a CO2 is released. 
The acetaldehyde is then reduced to ethanol, which evaporates when the 
bread is baked.

39. (a) Substrate availability: Acetyl-CoA and oxaloacetate levels regulate 
citrate synthase activity.

 (b) Product inhibition: Citrate inhibits citrate synthase, NADH inhib-
its isocitrate dehydrogenase and �-ketoglutarate dehydrogenase, and 
 succinyl-CoA inhibits �-ketoglutarate dehydrogenase.

 (c) Feedback inhibition: NADH and succinyl-CoA inhibit citrate 
 synthase.

40. The alternate pathway bypasses the succinyl-CoA synthetase reaction 
of the standard citric acid cycle, a step that is accompanied by the phos-
phorylation of a nucleoside diphosphate. The alternative pathway therefore 
generates one less nucleoside triphosphate than the standard citric acid cycle. 
There is no difference in the number of reduced cofactors generated.

41. Pyruvate carboxylase converts pyruvate to oxaloacetate, one of the reac-
tants for the fi rst reaction of the citric acid cycle. If the fi rst reaction of the 
cycle cannot take place, the remaining reactions cannot proceed.

transformation is reversible, so if lactate levels rise due to increased glyco-
lytic activity, pyruvate levels rise as well. However, lactate levels rise more 
(because there are other options for pyruvate), so the [lactate]/[pyruvate] 
ratio is increased in the patient. [From Bonnefont, J.-P., et al., J. Pediatrics, 
121, 255–258 (1992)].

29. When operating in reverse, succinyl-CoA synthetase catalyzes a kinase-
type reaction, the transfer of a phosphoryl group from a nucleotide triphos-
phate (GTP or ATP).

30. (a) Succinyl-CoA synthetase catalyzes the only substrate-level phos-
phorylation reaction in the citric acid cycle. The enzyme with the ADP-
specifi c � subunit could produce ATP in the brain and muscle to meet 
the energy needs of these tissues. The enzyme with the GDP-specifi c 
� subunit could produce GTP needed by phosphoenolpyruvate car-
boxykinase for gluconeogenesis in the liver and kidneys.

 (b) Individuals who lack a functioning � subunit cannot carry out the 
succinyl-CoA synthetase reaction in any tissue, since this subunit is 
common to both forms of the enzyme. Because aerobic respiration is 
impossible, the individual uses glycolysis followed by lactate fermenta-
tion to obtain ATP. This doesn’t provide enough energy to sustain life, 
so the person dies shortly after birth.

 (c) When the gene for one of the � subunits is mutated, the gene for 
the other subunit is normal. The individual would suffer from decreased 
succinyl-CoA synthetase activity, but operation of the citric acid cycle 
would allow the individual to obtain some energy from aerobic respira-
tion. However, the individual’s ability to meet his or her energy needs is 
still somewhat compromised, as shown by the elevated levels of lactate 
and decreased life span.

31. Succinate accumulates because it cannot be converted to fumarate. 
 Succinyl-CoA also accumulates because the succinyl-CoA synthetase reac-
tion is reversible. However, the succinyl-CoA ties up some of the cell’s CoA 
supply, so the �-ketoglutarate dehydrogenase reaction, which requires CoA, 
slows. As a result, �-ketoglutarate accumulates.

32. Isocitrate lyase, a glyoxylate pathway enzyme, catalyzes the conversion 
of isocitrate to succinate and glyoxylate. The glyoxylate product of this reac-
tion goes on to form malate, which is eventually converted to glucose via 
gluconeogenesis. The succinate product is not part of this pathway and is 
“disposed of” by mitochondrial succinate dehydrogenase, which regenerates 
the oxaloacetate needed to keep the glyoxylate pathway operating.

33. DG 5 DG 8¿ 1 RT  ln 
[malate]

[fumarate]

   0 5 23.4 kJ ? mol211 (8.3145 3 1023 kJ ? K21 ? mol21)

  (310 K) ln 
[malate]

[fumarate]

  3.4 kJ ? mol21 5 2.58 kJ ? mol21 ln 
[malate]

[fumarate]

  1.32 5 ln 
[malate]

[fumarate]

  e1.32 5
[malate]

[fumarate]

  3.7 5
[malate]

[fumarate]

The ratio of malate to fumarate is 3.7 to 1, indicating that the reaction pro-
ceeds in the direction of formation of malate. This is not a control point for 
the citric acid cycle because the �G is close to zero, indicating it is a near-
equilibrium reaction.

34. The Vmax for the native enzyme is more than 10-fold greater than the 
Vmax for the mutant enzyme, indicating that the wild-type fumarase converts 
substrate to product at a higher rate than the mutant. The KM values are 
similar, indicating that the mutation doesn’t affect substrate binding much. 
The turnover numbers are refl ected in the differences in the Vmax values. The 
catalytic effi ciency is �13-fold greater in the native enzyme, indicating that 
the native enzyme successfully encounters its substrate much more  frequently 
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of acetyl-CoA and oxaloacetate are required for the fi rst step of the citric 
acid cycle, some of the pyruvate was converted to oxaloacetate via the pyru-
vate carboxylase reaction. This explains why oxaloacetate concentrations in-
creased. The concentration of pyruvate did not increase because a steady state 
was reached: The rate of production of pyruvate from phosphoenolpyruvate 
was equal to the rate of consumption of pyruvate.

52. During operation of the citric acid cycle, NAD� and ubiquinone col-
lect the electrons released as acetyl carbons are oxidized to CO2. Oxygen is 
required as the fi nal acceptor in the electron transport chain that reoxidizes 
NADH and QH2.

53. (a) Isocitrate is a branch point between the citric acid cycle and the gly-
oxylate pathway in organisms such as E. coli, which have the glyoxylate 
pathway. When acetate is the only food source, isocitrate dehydrogenase 
is inactive and acetate enters the glyoxylate pathway (as acetyl-CoA). This 
pathway pro duces glucose (by gluconeogenesis) and other intermediates 
that can be used as precursors in other biosynthetic reactions.

Citrate Isocitrate
isocitrate
lyase

Succinate

Glyoxylate
�

Acetate Acetyl-CoA
malate
synthase

Malate
malate
dehydrogenase

Oxaloacetate

 (b) When glucose is the substrate for the cultured E. coli, the glyoxylate 
pathway, which leads to glucose, is no longer necessary. Isocitrate dehydro-
genase then becomes active so that glucose enters glycolysis and then the 
citric acid cycle.

54. Ethanol is converted to acetaldehyde and then to acetate, and acetate 
is converted to acetyl-CoA. Acetyl-CoA then enters the glyoxylate pathway. 
The fi rst step is the synthesis of citrate from acetyl-CoA and oxaloacetate. 
Citrate is isomerized to isocitrate. Isocitrate lyase then splits isocitrate into 
succinate and glyoxylate. Succinate leaves the glyoxysome and enters the mito-
chondrion, where it participates in the citric acid cycle. The glyoxylate fuses 
with a second molecule of acetyl-CoA to yield malate. Malate leaves the gly-
oxysome and enters the cytosol, where it is converted to oxaloacetate via the 
malate dehydrogenase reaction. Oxaloacetate can then enter gluconeogenesis 
to form glucose.

55. If the fatty acid is broken down, the resulting acetyl-CoA units can enter 
the citric acid cycle for further oxidation. Because the labeled carbons are not 
lost as CO2 in the fi rst round of the cycle (see Fig.14-10), some of the label 
will appear in oxaloacetate. If some of this oxaloacetate is siphoned from the 
citric acid cycle for gluconeogenesis, some of the label will appear in glucose. 
This sequence of reactions does not violate the statement that fatty acids 
cannot be converted to carbohydrates because two carbons have already been 
lost as CO2. Thus, there is no net conversion of fatty acid carbons to glucose 
carbons.

56. The mutant cannot convert isocitrate to �-ketoglutarate, so the citric 
acid cycle is blocked at this point. Adding glutamate to the culture medium 
bypasses the block, because glutamate can be converted to �-ketoglutarate 
and the citric acid cycle can continue.

57. The concentration of AMP in muscle cells rises during periods of high 
muscle activity, indicating the need for ATP production via glycolysis and 
the citric acid cycle. AMP is converted to IMP by adenosine deaminase, as 
shown in the fi gure. Breakdown of muscle protein produces aspartate, which 
joins with IMP to produce adenylosuccinate. This substrate is lysed to form 
AMP and fumarate. Fumarate is a citric acid cycle intermediate, and increas-
ing its concentration leads to greater citric acid cycle activity. Thus, the purine 
nucleotide cycle acts as an anaplerotic mechanism for the citric acid cycle (at 
the expense of muscle protein).

58. (a) Hydroxycitrate differs by the addition of a hydroxyl group.
 (b) Based on its structural similarity to the substrate citrate, hydroxy-

citrate is most likely to act as a competitive inhibitor.

42. Both reactants for the fi rst reaction of the citric acid cycle can be pro-
duced from pyruvate. Pyruvate dehydrogenase converts pyruvate to acetyl-
CoA, while pyruvate carboxylase converts pyruvate to oxaloacetate. Stimula-
tion of pyruvate carboxylase by acetyl-CoA occurs when excess acetyl-CoA 
is present and more oxaloacetate is needed. This regulatory strategy ensures 
that there are equimolar amounts of both of these reactants to begin the 
citric acid cycle.

43. (a) The citric acid cycle is a multistep catalyst. Degrading an amino 
acid to a citric acid cycle intermediate boosts the catalytic activity of the 
cycle but does not alter the stoichiometry of the overall reaction (acetyl-
CoA S 2 CO2).

 (b) Pyruvate derived from the degradation of an amino acid can be 
converted to acetyl-CoA by the pyruvate dehydrogenase complex; these 
amino acid carbons can then be completely oxidized by the citric acid 
cycle.

44. In the reversible reaction shown, the amino acid aspartate and the gly-
colytic product pyruvate can undergo a transamination in which aspartate’s 
amino group is transferred, leaving oxaloacetate, which is a citric acid cycle 
intermediate.

45. Any metabolite that can be converted to oxaloacetate can enter gluco-
neogenesis and serve as a precursor for glucose. Biological molecules that are 
degraded to acetyl-CoA cannot be used as glucose precursors because acetyl-
CoA enters the citric acid cycle and its two carbons are oxidized to carbon 
dioxide. Thus, glyceraldehyde-3-phosphate, tryptophan, phenylalanine, and 
pentadecanoate can serve as gluconeogenic substrates because at least one of 
their breakdown products can be converted to oxaloacetate. Palmitate and 
leucine are not glucogenic because their breakdown products are acetyl-CoA 
or one of its derivatives. Acetyl-CoA cannot be converted to pyruvate in 
mammals.

46. An increase in the concentration of glucose increases fl ux through gly-
colysis, which produces more pyruvate. The pyruvate dehydrogenase complex 
activity increases in response to the increase in pyruvate so that the conversion 
of pyruvate to acetyl-CoA can increase proportionally. At the same time, more 
oxaloacetate is required, since equimolar amounts of acetyl-CoA and oxaloac-
etate are required for the fi rst step of the citric acid cycle. Therefore, the activity 
of pyruvate carboxylase, the enzyme that catalyzes the conversion of pyruvate 
to oxaloacetate, also increases.

47. Alanine can be converted to pyruvate via the transamination reaction 
shown in Problem 44. In gluconeogenesis, pyruvate is converted to oxalo-
acetate via the pyruvate carboxylase reaction, then oxaloacetate is converted 
to phosphoenolpyruvate, and so on to produce glucose. But if pyruvate car-
boxylase is defi cient, alanine is converted to pyruvate, but the gluconeogenic 
pathway can go no further.

48. Glutamine can be converted to glutamate, which can be converted to 
�-ketoglutarate. This citric acid cycle intermediate is eventually converted to 
oxaloacetate, so the glutamine is a source of the oxaloacetate needed for glu-
coneogenesis when pyruvate carboxylase is not functioning. The oxaloacetate 
derived from glutamine can also replenish citric acid cycle intermediates that 
are normally produced by the pyruvate carboxylase reaction.

49. Pyruvate carboxylase requires biotin as a cofactor (see Table 12-2). If the 
nature of the defect involves a mutated pyruvate carboxylase with a decreased 
affi nity for biotin, administering large doses of the vitamin might help treat the 
disease. Biotin treatment is ineffective for more severe forms of the disease in 
which the mutation does not occur in the biotin-binding region or in which 
the enzyme is expressed at extremely low levels or not at all.

50. If pyruvate dehydrogenase is defi cient, pyruvate cannot be converted to 
acetyl-CoA. If pyruvate carboxylase is defi cient, pyruvate cannot be convert-
ed to oxaloacetate. So either enzyme block means that pyruvate will accumu-
late, which accounts for the elevated pyruvate levels. Pyruvate is converted 
to lactate in anaerobic metabolism; so if pyruvate levels are elevated, lactate 
will be elevated as well.

51. The exercising muscle required greater concentrations of ATP to power 
it, so the rates of glycolysis and the citric acid cycle increased. Phosphoenol-
pyruvate was converted to pyruvate more rapidly, so the concentration of 
phosphoenolpyruvate decreased. Some of the pyruvate was converted to ace-
tyl-CoA via the pyruvate dehydrogenase reaction. Since equimolar amounts 
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linked to the citric acid cycle, so the citrate synthase and malate dehydro-
genase enzymes are upregulated as well. The glyoxylate pathway allows 
the pathogen to use two-carbon sources to synthesize malate and, from 
there, glucose and larger biological macromolecules. The phagosome is 
not likely to be a rich source of glucose and amino acids that the patho-
gen can use for biosynthesis, so the glyoxylate pathway is essential to its 
survival.

 (b) The host does not have the enzymes found in the glyoxylate path-
way, so inhibitors of isocitrate lyase and malate synthase would be good 
targets, assuming that there is a way to deliver these inhibitors to the 
phagosome. [From Lorenz, M. C., and Fink, G. R., Euk. Cell 1, 657–
662 (2002).]

63. (a) This reaction is an anaplerotic reaction in bacteria and plants, anal-
ogous to the pyruvate carboxylase reaction in animals. PPC produces 
oxaloacetate for the citric acid cycle to ensure its continued operation as 
a pathway for oxidizing fuel molecules and for producing intermediates 
for biosynthetic reactions.

 (b) Acetyl-CoA and oxaloacetate are required in equimolar amounts 
as substrates for the citrate synthase reaction that begins the citric 
acid cycle. If the concentration of acetyl-CoA rises, the concentra-
tion of oxaloacetate will need to increase as well, so acetyl-CoA stim-
ulates the enzyme that produces its cosubstrate. The activation by 
fructose-1,6-bisphosphate appears to be a feed-forward mechanism 
to ensure that suffi cient oxaloacetate is present to condense with the 
acetyl-CoA produced by glycolysis and the pyruvate dehydrogenase 
reaction.

64. (a) PEP

OAA

fumarate

CO2
PEP carboxylase

NADH

NAD� malate dehydrogenase

succinate

QH2

Q succinate dehydrogenase

H2O fumarase

malate

 (b) If the bacteria were allowed to grow aerobically, the carbon atoms 
of fuel molecules would be completely  oxidized to carbon dioxide. 
The citric acid cycle would function in a forward, catabolic direction. 
Depriving the bacteria of oxygen ensures that the fi nal three steps of 
the citric acid cycle will function in a reverse, anabolic direction to 
produce the desired product, succinate. [From Agarwal, L., Isar, J., 
Meghwanshi, G. K., and Saxena, R. K., Enzyme Microb. Tech. 40, 
629–636 (2007).]

65. (a) Glutamine is converted to glutamate by deamidation, and glutamate is 
converted to �-ketoglutarate by transamination. 

 (b) �-Ketoglutarate dehydrogenase, succinyl-CoA synthetase, succinate 
dehydrogenase, fumarase, and malic enzyme.

66. Glutamate is transaminated to �-ketoglutarate; then isocitrate dehy-
drogenase, working in reverse, adds CO2 to �-ketoglutarate to generate 
isocitrate, which is in equilibrium with citrate. ATP-citrate lyase can then 
break down the citrate into oxaloacetate and the acetyl-CoA needed for 
fatty acid synthesis.

 (c) Acetyl-CoA synthesized in the mitochondria from pyruvate, the 
product of carbohydrate catabolism, is made available in the cytosol 
by the action of ATP-citrate lyase (see Fig. 14-17). Inhibiting this en-
zyme might decrease the amount of acetyl-CoA available for fatty acid 
synthesis.

 (d) Since cholesterol synthesis also begins with acetyl-CoA, hydroxy-
citrate might reduce the production of cholesterol and the structurally 
related steroid hormones. (Although hydroxycitrate inhibits ATP-citrate 
lyase in vitro, controlled clinical trials have shown that the compound 
has no signifi cant effect on weight loss in humans.)

59. (a) NADH, citrate, and succinyl-CoA inhibit citrate synthase in mam-
mals but do not inhibit citrate synthase in H. pylori. Isocitrate dehy-
drogenase is NADP�-dependent rather than NAD�-dependent and is 
regulated differently (by higher concentrations of its substrates NADP� 
and isocitrate instead of NADH). H. pylori lacks �-ketoglutarate de-
hydrogenase and instead has �-ketoglutarate oxidase. The enzyme 
succinyl-CoA synthetase is missing in H. pylori. This enzyme catalyzes 
the only substrate-level phosphorylation reaction in the citric acid cycle; 
therefore, no GTP is produced in the citric acid cycle of this organ-
ism. Succinate dehydrogenase is missing. Fumarate reductase is present. 
Mammals do not have the glyoxylate pathway, but most bacteria do. 
H. pylori has only one step, catalyzed by malate synthase (isocitrate lyase 
is not present).

 (b) High KM values indicate a low affi nity of the enzyme for the sub-
strate. The high values indicate that substrate concentrations must be 
relatively high for the enzyme to attain half-maximal velocity. This in-
dicates that the pathway does not operate unless the concentrations of 
the citric acid cycle intermediates are relatively high, which occurs when 
the H. pylori is in a nutrient-rich environment with plentiful resources 
(which would occur when the human “host” ingested a meal). Since the 
primary purpose of the citric acid cycle in H. pylori is to provide biosyn-
thetic intermediates, it makes sense that the pathway operates only when 
metabolic resources are plentiful.

 (c) H. pylori citrate synthase is inhibited by ATP but is not affected by 
NADH or any of the other citric acid cycle intermediates. Since the 
 citric acid cycle in this organism is not used to produce metabolic energy 
in the form of reducing equivalents for oxidative phosphorylation, it 
makes sense that NADH would not serve as an inhibitor.

 (d) Citrate synthase, isocitrate dehydrogenase, and �-ketoglutarate oxi-
dase may serve as regulatory control points since these enzymes catalyze 
irreversible reactions and are subject to activation and inhibition by 
 allosteric modulators.

 (e) Enzymes unique to H. pylori would be good therapeutic targets: �-
ketoglutarate oxidase, fumarate reductase, and malate synthase. [From 
Pitson, S. M., Mendz, G. L., Srinivasan, S., and Hazell, S. L., Eur. J. 
Biochem. 260, 258–267 (1999).]

60. (a) The acetyl-CoA enters the glyoxylate pathway to produce malate, 
which can then be converted to oxaloacetate and used to synthesize glu-
cose. Acetyl-CoA can also condense with oxaloacetate to form citrate, 
which can be converted to isocitrate and then to �-ketoglutarate. Gluta-
mate dehydrogenase converts �-ketoglutarate to glutamate by reductive 
amination. Alternatively, �-ketoglutarate can be converted to glutamate 
by transamination.

 (b) Aspartate undergoes transamination to form oxaloacetate, which can 
condense with acetyl-CoA to form citrate. Citrate is then converted to iso-
citrate, which is converted to �-ketoglutarate. �-Ketoglutarate can then be 
converted to glutamate.

61. Enzymes of the glyoxylate pathway, particularly malate dehydrogenase 
and isocitrate lyase (which are unique to this pathway), would be inacti-
vated. The glyoxylate pathway produces glucose from noncarbohydrate 
sources but is not required when glucose is available. Enzymes required 
for gluconeogenesis that are not involved in glycolysis would also be 
inactivated, mainly phosphoenolpyruvate carboxykinase and fructose-
1,6-bisphosphatase.

62. (a) Isocitrate lyase and malate synthase are found in the glyoxysome, so 
the pathogen is using the glyoxylate pathway. The glyoxylate pathway is 
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Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nF DE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(0.266 V)

  DG 8¿ 5 251.3 kJ ? mol21

 The oxidation of acetaldehyde by NAD� is spontaneous, as shown by the 
negative �G �� value.

 6. Consult Table 15-1 for the relevant half-reactions involving acetoacetate 
and NADH. Reverse the NADH half-reaction and the sign of its E�� value 
to indicate oxidation, then combine the half-reactions and their E�� values.

acetoacetate 1 2 H1 1 2 e2 S 3-hydroxybutyrate  E89 5 20.346 V

NADH S NAD1 1 H1 1 2 e2  E89 5 0.315 V

acetoacetate 1 NADH 1 H1 S NAD1 1 3-hydroxybutyrate  DE89 5 20.031 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nF DE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(20.031 V)

  DG 8¿ 5 6.0 kJ ? mol21

Consult Table 15-1 for the relevant half-reactions involving acetoacetate and 
FADH2. Reverse the FADH2 half-reaction and the sign of its E�� value to 
indicate oxidation, then combine the half-reactions and their E��values.

acetoacetate 1 2 H1 1 2 e2 S 3-hydroxybutyrate  E89 5 20.346 V

FADH2 S FAD 1 2 H1 1 2 e2  E89 5 0.0 V

acetoacetate 1 FADH2 S FAD 1 3-hydroxybutyrate DE89 5 20.346 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nF DE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(20.346 V)

  DG 8¿ 5 66.8 kJ ? mol21

The reduction of acetoacetate by NADH is more favorable than reduction by 
FADH2, as shown by the �G �� values calculated above. Although neither re-
action is spontaneous under standard conditions, reduction by FADH2 is far 
more unfavorable. The reduction of acetoacetate by NADH is, in fact, a favor-
able process under cellular conditions, which differ from standard conditions.

 7. Consult Table 15-1 for the relevant half-reactions involving ubiquinol 
and cytochrome c1. Reverse the ubiquinol half- reaction and the sign of its 
E�� value to indicate oxidation, multiply the coeffi cients in the cytochrome 
c1 equation by 2 so that the number of electrons transferred will be equal, 
then combine the half-reactions and their E�� values.

QH2 S Q 1 2 H1 1 2 e2 E89 5 20.045 V

2 cyt c1 (Fe31) 1 2 e2 S 2 cyt c1 (Fe21) E89 5 0.220 V

QH2 1 2 cyt c1 (Fe31) S Q 1 2 cyt c1 (Fe21) DE89 5 0.175 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nF DE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(0.175 V)

  DG 8¿ 5 233.8 kJ ? mol21

The reaction is spontaneous under standard conditions.

 8. Consult Table 15-1 for the relevant half-reactions involving succinate 
and NAD�. Reverse the succinate half-reaction and the sign of its E�� value 
to indicate oxidation, then combine the half-reactions and their E�� values.

succinate S fumarate 1 2 H1 1 2 e2 E89 5 20.031 V

NAD1 1 H1 1 2 e2 S NADH E89 5 20.315 V

succinate 1 NAD1 1 H1 S NADH 1 fumarate DE89 5 20.346 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(20.346 V)

  DG 8¿ 5 66.8 kJ ? mol21

Chapter 15

 1. Reverse the NADH half-reaction and the sign of its E�� value to indicate 
oxidation, then combine the half-reactions and their E�� values.

pyruvate 1 2 H1 1 2 e2 S lactate   E89 5 20.185 V

NADH S NAD1 1 H1 1 2 e2   E89 5 0.315 V

NADH 1 pyruvate 1 H1 S NAD1 1 lactate DE89 5 0.130 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nF DE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(0.130 V)

  DG 8¿ 5 225.1 kJ ? mol21

The reduction of pyruvate by NADH (Section 13-1) is spontaneous under 
standard conditions.

 2. Reverse the cytochrome a3 half-reaction and the sign of its E�� value 
to indicate oxidation, multiply the coeffi cients by 2 so that the number of 
electrons transferred will be equal, then combine the half-reactions and their 
E�� values.

2 cyt a3 (Fe21) S  2 cyt a3 (Fe31) 1 2 e2   E89 5 20.385 V

½ O2 1 2 H1 1 2 e2 S  H2O   E89 5 0.815 V

2 cyt a3 (Fe21) 1 ½ O2 1 2 H1 S DE89 5 0.430 V
 2 cyt a3 (Fe31) 1 H2O

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(0.430 V)

  DG 8¿ 5 283 kJ ? mol21

The reaction is spontaneous under standard conditions.

 3. The relevant reactions and their E�� values are obtained from 
Table 15-1:

Dihydrolipoic acid S lipoic acid 1 2 H1 1 2 e2   E89 5 0.29 V

NAD1 1 H1 1 2 e2 S NADH   E89 5 20.315 V

Dihydrolipoic acid 1 NAD1 S lipoic acid 1 NADH DE89 5 20.025 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nF DE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(20.025 V)

  DG 8¿ 5 4.8 kJ ? mol21

 4. The relevant reactions and their E�� values are obtained from Table 15-1 
or given in the problem:

cyt c (Fe21 ) S cyt c (Fe31 ) 1 e2   E8¿ 5 20.235 V
CuA(Cu21 ) 1 e2 S CuA(Cu1)   E8¿ 5 0.245 V

cyt c (Fe21 ) 1 CuA(Cu21 ) S cyt c (Fe31 ) 1 CuA(Cu1) DE8¿ 5 0.010 V

Use Equation 15-4 to calculate �G 89 for this reaction:

  DG 8¿ 5 2nF DE8¿
  DG 8¿ 5 2(1)(96,485 J ? V21 ? mol21)(0.010 V)

  DG 8¿ 5 20.96 kJ ? mol21

 5. Consult Table 15-1 for the relevant half-reactions involving acetalde-
hyde and NAD�. Reverse the acetaldehyde half-reaction and the sign of its 
E�� value to indicate oxidation, then combine the half-reactions and their 
E�� values.

acetaldehyde 1 H2O S acetate 1 3 H1 1 2 e2   E89 5 0.581 V

NAD1 1 H1 1 2 e2 S NADH   E89 5 20.315 V

acetaldehyde 1 H2O 1 NAD1 S NADH 1 acetate 1 2 H1 DE89 5 0.266 V
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gained by cytochrome c1 will be passed along to Complex IV, in effect cou-
pling the two reactions, which would also tend to make the process more 
favorable than the �G �� indicates.

11. Consult Table 15-1 for the relevant half-reactions involving O2 and 
NADH. Reverse the NADH half-reaction and the sign of its E�� value to 
indicate oxidation, then combine the half-reactions and their E�� values.

½ O2 1 2 H1 1 2 e2 S H2O  E89 5 0.815 V

NADH S NAD1 1 H1 1 2 e2  E89 5 0.315 V

NADH 1 ½ O2 1 H1 S NAD1 1 H2O DE89 5 1.13 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(1.13 V)

  DG 8¿ 5 2218 kJ ? mol21

The synthesis of 2.5 ATP requires a free energy investment of 2.5 � 30.5 kJ 	 
mol
1, or 76.3 kJ 	 mol
1. The effi ciency of oxidative phosphorylation is 
therefore 76.3/218 � 0.35, or 35%.

12. (a) Consult Table 15-1 for the relevant half-reactions involving NADH 
and coenzyme Q. Reverse the NADH half-reaction and the sign of its 
E�� value to indicate oxidation, then combine the half-reactions and 
their E�� values.

Q 1 2 H1 1 2 e2 S QH2  E89 5 0.045 V

NADH S NAD1 1 H1 1 2 e2  E89 5 0.315 V

NADH 1 Q 1 H1 S NAD1 1 QH2 DE89 5 0.360 V

 Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(0.360 V)

  DG 8¿ 5 269.5 kJ ? mol21

  The phosphorylation of ADP to ATP requires �30.5 kJ 	 mol
1 of free 
energy. Assuming that this reaction is 35% effi cient (see Problem 11), 
0.8 mol ATP can be synthesized under standard conditions.

69.5 kJ ? mol21

30.5 kJ ? mol21 (0.35) 5 0.80 mol

 (b) Consult Table 15-1 for the relevant half-reactions involving ubiqui-
nol and cytochrome c. Reverse the ubiquinol half-reaction and the sign 
of its E�� value to indicate oxidation, multiply the coeffi cients in the 
cytochrome c equation by 2 so that the number of electrons transferred 
will be equal, then combine the half-reactions and their E�� values.

QH2 S Q 1 2 H1 1 2 e2  E89 5 20.045 V

2 cyt c (Fe31) 1 2 e2 S 2 cyt c (Fe21)  E89 5 0.235 V

QH2 1 2 cyt c (Fe31) S Q 1 2 H1 1 2 cyt c (Fe21) DE89 5 0.190 V

 Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(0.190 V)

  DG 8¿ 5 236.7 kJ ? mol21

The phosphorylation of ADP to ATP requires �30.5 kJ/mol of free 
energy. Assuming that this reaction is 35% effi cient, 0.42 mol ATP can 
be synthesized.

 
36.7 kJ ? mol21

30.5 kJ ? mol21 (0.35) 5 0.42 mol

 (c) Consult Table 15-1 for the relevant half-reactions involving cyto-
chrome c and oxygen. Reverse the cytochrome c half-reaction and the 
sign of its E�� value to indicate oxidation, multiply the coeffi cients by 2 
so that the number of electrons transferred will be equal, then combine 
the half-reactions and their E�� values.

2cyt c (Fe21 ) 1 2 e2 S 2 cyt c (Fe31 ) E8¿ 5 20.235 V

½ O2 1 2 H1 1 2 e2 S H2O E8¿ 5 0.815 V

2 cyt c (Fe21 ) 1 ½ O21 2 H1 2 cyt c (Fe31 ) 1 H2O DE8¿ 5 0.580 V

Consult Table 15-1 for the relevant half-reactions involving succinate and 
FAD. Reverse the succinate half-reaction and the sign of its E�� value to indi-
cate oxidation, then combine the half-reactions and their E�� values.

succinate S fumarate 1 2 H1 1 2 e2  E89 5 20.031 V

FAD 1 2 H1 1 2 e2 S FADH2  E89 5 0.0 V

succinate 1 FAD S fumarate 1 FADH2 DE89 5 20.031 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(20.031 V)

  DG 8¿ 5 6.0 kJ ? mol21

The oxidation of succinate by FAD is more favorable than oxidation by 
NAD�, as shown by the �G �� values calculated above. Although neither 
reaction is spontaneous under standard conditions, oxidation by NAD� is 
far more unfavorable. The oxidation of succinate by FAD is, in fact, a favor-
able process under cellular conditions (citric acid cycle, Section 14-2), which 
differ from standard conditions.

 9. (a) Use Equation 15-2 to determine the E values for these two half-
reactions.

QH2 S Q 1 2 H1 1 2 e2 E89 5 20.045 V

 E 5 E8¿ 2
0.026 V

n
 ln 

[QH
2
]

[Q]

 E 5 20.045 V 2
0.026 V

2
 ln 10

 E 5 20.075 V

2 cyt c (Fe31) 1 2 e2 S 2 cyt c (Fe21)      E89 5 0.235 V

 E 5 E8¿ 2
0.026 V

n
 ln 
[cyt c (Fe21 )]
[cyt c (Fe31 )]

 E 5 0.235 V 2
0.026 V

2
 ln 

1

5

 E 5 0.235 V 1 0.021 V 5 0.256 V

QH2 S Q 1 2 H1 1 2 e2  E 5 20.075 V

2 cyt c (Fe31) 1 2 e2 S 2 cyt c (Fe21)  E 5 0.256 V

QH2 1 2 cyt c (Fe31) S Q 1 2 H1 1 2 cyt c (Fe21) DE 5 0.181 V

 (b) Use Equation 15-4 to calculate DG for this reaction:

   DG 5 2nFDE

  DG 5 2(2)(96,485 J ? V21 ? mol21)(0.181 V)

  DG 5 234.9 kJ ? mol21

10. Reverse the half-reaction for the iron–sulfur protein to indicate that 
it is being oxidized. Add the two half-reactions to obtain the �E�� for the 
reaction.

FeS (red ) S FeS (ox) 1 e2  E89 5 20.280 V
cyt c1 (Fe31) 1 e2 S cyt c1 (Fe21)  E89 5 0.215 V

FeS (red  ) 1 cyt c1 (Fe31) S FeS (ox) 1 cyt c1 (Fe21) DE89 5 20.065 V

Use Equation 15-4 to calculate DG 89 for this reaction:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(1)(96,485 J ? V21 ? mol21)(20.065 V)

  DG 8¿ 5 6.27 kJ ? mol21

The positive �G �� indicates that the electron transfer is unfavorable under 
standard conditions. However, cellular conditions are not necessarily stan-
dard conditions, and the �G for this reaction is likely to be negative. Also, 
since this reaction occurs as part of the electron transport chain, the electrons 
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cyanide binds to the Fe2� in hemoglobin, where it does not interfere with 
respiration (although it does interfere with oxygen delivery).

HbO2 (Fe2�)

HbO2 (Fe3�)

HbO2 (Fe2�)

cytochrome a3 (Fe2� Cu)

cytochrome a3 (Fe3� Cu)

CN�

22. (a) Pyruvate and malate are oxidized by pyruvate dehydrogenase 
and malate dehydrogenase, respectively, and both reactions produce 
NADH, which can enter electron transport.

 (b) Fluoxetine inhibits electron transport generally, since the rate of 
electron transport falls from an average of 163 to 77 when 0.15 mM 
fl uoxetine is present. The inhibition is primarily at Complex I, since the 
rate of electron transport in the presence of fl uoxetine is not decreased 
substantially when succinate (which donates its electrons to Complex II) 
and rotenone (which inhibits electron transfer in Complex I) are added. 
However, fl uoxetine also has the ability to inhibit Complex IV some-
what, since electron transport in the presence of fl uoxetine decreases in 
the presence of ascorbate (which donates its electrons to cytochrome c) 
and TMPD (which donates its electrons to Complex IV).

 (c) By decreasing both the rate of electron transport and ATP synthesis, 
fl uoxetine decreases the rate of ATP  production in the brain. The brain 
relies on a constant source of ATP for proper function, so decreased ATP 
production could lead to an impairment of brain function. [From  Curti, 
C.,  Mingatto, F. E., Polizello, A. C. M., Galastri, L. O., Uyemura, S. A., 
and Santos, A. C., Mol. Cell. Biochem. 199, 103–109 (1999).]

23. All these enzymes catalyze reactions in which electrons are transferred 
from reduced substances, such as NADH, to ubiquinone, a compound with 
a higher reduction potential. The fl avin group, whose reduction potential is 
lower than that of ubiquinone (Table 15-1), is ideally suited to shuttle elec-
trons between the reduced NADH and the ubiquinone.

24. Side chains with ionizable groups could accept and give up a proton as 
part of a proton wire (see Table 4-1): Arg, Asp, Cys, Glu, His, Lys, and Tyr.

25. Like the lipids that compose the membrane, coenzyme Q is amphi-
philic, with a hydrophilic head and a hydrophobic tail. “Like dissolves like,” 
and coenzyme Q literally dissolves in the membrane, which facilitates rapid 
diffusion.

26. Ubiquinone is a lipid-soluble redox group, so it binds to Complex I 
from within the membrane rather than from the  matrix (in mitochondria) or 
the cytoplasm (in bacteria).

27. Cytochrome c is a water-soluble, peripheral membrane protein and is 
easily dissociated from the membrane by adding salt solutions that inter-
fere with the ionic interactions that tether it to the inner mitochondrial 
membrane. Cytochrome c1 is an integral membrane protein and is largely 
water insoluble due to the nonpolar amino acids that interact with the 
acyl chains of the membrane lipids. Detergents are required to dissociate 
cytochrome c1 from the membrane because amphiphilic detergents can 
disrupt the membrane and coat membrane proteins, acting as substitute 
lipids in the solubilization process.

28. See Solution 27. Cytochrome c is the most easily released of the mito-
chondrial electron transport proteins because it is a peripheral membrane 
protein that dissolves easily in the intermembrane space. A damaged outer 
mitochondrial membrane allows cytochrome c into the cytosol, where it 
triggers apoptosis.

29. The dead algae are a source of food for aerobic microorganisms lower 
in the water column. As the growth of these organisms increases, the rates 
of respiration and O2 consumption increase to the point where the con-
centration of O2 in the water becomes too low to sustain larger aerobic 
organisms.

  Use Equation 15-4 to calculate �G �� for this reaction:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(0.580 V)

  DG 8¿ 5 2112 kJ ? mol21

  The phosphorylation of ADP to ATP requires �30.5 kJ/mol of free 
energy. Assuming that this reaction is 35%  effi cient, 1.3 mol ATP can 
be synthesized.

 
112 kJ ? mol21

30.5 kJ ? mol21 (0.35) 5 1.3 mol

13. The relevant reactions and their E�� values are obtained from Table 15-1:

succinate S fumarate 1 2 H1 1 2 e2 E8¿ 5 20.031 V

Q 1 2 H1 1 2 e2 S QH2 E8¿ 5 0.045 V

succinate 1 Q S fumarate 1 QH2 DE8¿ 5 0.014 V

 Use Equation 15-4 to calculate �G �� for this reaction:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(0.014 V)

  DG 8¿ 5 22.7 kJ ? mol21

14. This is not enough free energy to drive ATP synthesis under standard 
conditions (�G �� � 30.5 kJ ? mol
1).

15. (a) Since all of these inhibitors interfere with electron transfer some-
where in the electron transport chain, oxygen consumption will decrease 
when any of the inhibitors are added to a suspension of respiring mito-
chondria. Adding any of these inhibitors prevents electrons from being 
transferred to the oxygen, the fi nal electron acceptor.

 (b) In rotenone- or amytal-blocked mitochondria, NADH and Com-
plex I redox centers are reduced while components from ubiquinone on 
are oxidized. In antimycin A–blocked mitochondria, NADH, Complex I 
redox centers, ubiquinol, and Complex III redox centers are reduced while 
cytochrome c and Complex IV redox centers are oxidized. In cyanide-
blocked mitochondria, all of the electron transport components are reduced 
and only oxygen remains oxidized.

16. Adding succinate to rotenone-blocked mitochondria effectively bypasses 
the block as succinate donates its electrons to ubiquinone and electron trans-
port resumes. Adding succinate is not an effective bypass for antimycin A– or 
cyanide-blocked mitochondria because succinate donates its electrons upstream 
of the block.

17. The donation of a pair of electrons to Complex IV will result in the synthesis 
of about 1.3 ATP per atom of oxygen (½ O2). Therefore, the P:O ratio of this 
compound is 1.3 (see Solution 12c).

18. The donation of a pair of electrons to cytochrome c and then to 
Complex IV will result in the synthesis of about 1.3 ATP per atom of 
oxygen (½ O2). Therefore, the P:O ratio of this compound is 1.3 (see 
Solution 12c).

19. Adding tetramethyl-p-phenylenediamine to rotenone-blocked and 
antimycin A–blocked mitochondria effectively bypasses the block as the 
compound donates its electrons to Complex IV and electron transport 
resumes. Adding tetramethyl-p-phenylenediamine is not an effective by-
pass for cyanide-blocked mitochondria because cyanide inhibits electron 
transport in Complex IV. Similarly, ascorbate, which donates its elec-
trons to cytochrome c and then to Complex IV, can act as an effective 
bypass for antimycin A–blocked mitochondria but not cyanide-blocked 
 mitochondria.

20. Myxothiazol inhibits electron transfer in Complex III  (specifi cally, it in-
hibits the transfer of electrons from reduced ubiquinol to both cytochrome b 
and the iron–sulfur protein  redox centers in Complex III).

21. Cyanide binds to the Fe2� in the Fe–Cu center of cytochrome a3 (see 
Problem 15). When the iron in hemoglobin is oxidized from Fe2� to Fe3�, 
cytochrome a3 can donate an electron to reoxidize the hemoglobin to Fe2�. 
This oxidizes the iron in cytochrome a3 to Fe3�. Cyanide does not bind to 
Fe3�, so it is released and Complex IV can again function normally. The 
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 (c) Uncouplers such as DNP ferry protons across the inner mitochon-
drial membrane and dissipate the proton gradient established by elec-
tron transport. In the presence of DNP, electron transport still occurs, 
but the free energy released by the process is dissipated as heat instead of 
being  harnessed to synthesize ATP.

40. (a) The impermeability of the membrane to ions is an important fea-
ture of chemiosmosis because the free movement of ions other than H� 
would dissipate the electrical component of the proton gradient and 
thereby compromise the ability of the gradient to supply free energy for 
ATP  synthesis.

 (b) If the membrane were permeable to other ions, the proton gradient 
would be a simple chemical gradient rather than an electrochemical gra-
dient. However, it would still be able to serve as a source of free energy 
for ATP synthesis.

41. (a) K+

K+
H+

Valinomycin

Nigericin

MATRIX

INTERMEMBRANE SPACE

CYTOSOL

 (b) Potassium ions enter the matrix with the assistance of valinomy-
cin. These ions are then exported by nigericin in exchange for protons. 
Importing protons into the mitochondrial matrix dissipates the proton 
gradient. Since the proton gradient serves as the energy reservoir that 
drives ATP synthesis, no ATP can be synthesized.

42. A phosphate ion enters the mitochondrial matrix in symport with a pro-
ton. This proton moves in a direction opposite to the protons translocated by 
Complexes I, II, and IV. Thus, the difference in pH between the mitochon-
drial matrix and the intermembrane space becomes smaller.

43. A total of 32 ATP are obtained from the exergonic oxidation of glucose 
under aerobic conditions:

glycolysis 2 ATP 2 ATP

2 NADH 2 3 2.5 5 5 ATP

2 pyruvate S 2 acetyl-CoA 2 NADH 2 3 2.5 5 5 ATP

citric acid cycle (2 rounds) 2 3 3 NADH 
2 3 1 QH2 

2 3 1 GTP

6 3 2.5 5 15 ATP 
2 3 1.5 5 3 ATP 
2 3 1 5 ATP

Total 32 ATP

 A total of 2 ATP per glucose are obtained when glucose is  oxidized in the 
absence of oxygen by conversion to lactate or ethanol (Section 13-1).

44. Since two NADH are generated in the cytosol per mole of glucose, and 
because the electrons are donated to FAD instead of NAD�, the number of 
ATP generated is reduced by one ATP per NADH “transferred.” Therefore, 
30 ATP are generated per glucose instead of 32 (see Solution 43).

45. Aerobic respiration yields 32 ATP (see Problem 43), each of which re-
quires 30.5 kJ ? mol
1 to synthesize:

  
32 ATP 3 30.5 kJ ? mol21 ATP

2850 kJ ? mol21  3 100 5 34%

 Lactate fermentation yields 2 ATP:

  
2 ATP 3 30.5 kJ ? mol21 ATP

196 kJ ? mol21  3 100 5 31%

30. The molasses and oil are food for microorganisms. As the food is con-
sumed, the rates of respiration and oxygen consumption increase. Eventually, 
the depletion of oxygen creates a more reducing environment that favors the 
reduction of Cr(VI) compounds to Cr(III) compounds.

31. In the absence of myoglobin function, the mice developed several com-
pensatory mechanisms to ensure adequate oxygen delivery to tissues. The 
symptoms described all involve increasing the amount of available hemo-
globin. In this manner, hemoglobin takes over some of the functions usually 
performed by myoglobin.

32. Myoglobin content and cytochrome c oxidase activity are roughly corre-
lated. This provides indirect evidence for myoglobin’s role in delivering oxygen 
to cytochrome c oxidase to be used as the fi nal electron acceptor in electron 
transport. [From Wittenberg, J. B., and Wittenberg B. A., J. Exp. Biol. 206, 
2011–2020 (2003).]

33. Myoglobin functions in muscle cells to facilitate oxygen diffusion 
throughout the cell and possibly assumes this same role in tumor cells. The 
resulting increase in oxygen concentration may allow the tumor cells to oxi-
dize a higher percentage of the available glucose aerobically and thus obtain 
more ATP per molecule of glucose than if glucose were oxidized anaerobical-
ly. [From Kristiansen, G., et al., J. Biol. Chem., 286, 43417–43428 (2011).]

34. Fructose-2,6-bisphosphate is a potent stimulator of PFK (see Section 13-2). 
This results in greater fl ux through the glycolytic pathway and generation of large 
amounts of pyruvate. The citric acid cycle cannot accommodate the increased 
pyruvate. Consequently, pyruvate is converted to lactate instead of being con-
verted to acetyl-CoA and entering the citric acid cycle.

35. As a result of the exercise program, the number of mitochondria in the 
 muscle cells of the participants increased, as indi cated by an increase in DNA 
content. The increase in Complex II  activity is of similar magnitude, which 
might be the result of the increased number of mitochondria. However, the 
total electron transport chain activity is twofold greater after the exercise 
 intervention, indicating that mitochondrial function increased as well. These 
results suggest that even though oxidative damage to mitochondria increases 
with age, exercise can help maintain or increase mitochondrial function. [From 
Menshikova, E. V., Ritov, V. B., Fairfull, L., Ferrell, R. E., Kelley, D. E., and 
Goodpaster, B. H., J. Gerontol. A Biol. Sci. Med. Sci. 61, 534–540 (2006)].

36. Because Complex I did not decrease in concentration, it is possible that 
it becomes damaged in the course of the disease. The decrease in Complex I 
activity affects the electron transport chain as a whole, which will also show 
decreased activity and decreased aerobic ATP production in the muscle. This 
may contribute to the muscle damage that is one of the symptoms of the 
disease. [From Jung, C., Higgins, C. M. J., and Xu, Z., J. Neurochem. 83, 
535–545 (2002).]

37. The free energy change for generating the electrical imbalance is calcu-
lated using Equation 15-6:

  DG 5 ZFDc

  DG 5 (1)(96,485 J ? V21 ? mol21)(0.081 V)

  DG 5 7.8 kJ ? mol21

38. Use the rearrangement of Equation 15-7 as shown in Sample Calcula-
tion 15-3.

  DG 5 2.303RT(pHin 2 pHout) 1 ZF Dc 

  DG 5 2.303(8.3145 3 1023 J ? K21 ? mol21)(310 K)

  (7.6 2 7.2) 1 (1)(96,485 J ? V21 ? mol21)(0.200 V)

  DG 5 2.4 kJ ? mol21 1 19.3 kJ ? mol21

  DG 5 21.7 kJ ? mol21

39. (a) The pH of the intermembrane space is lower than the pH of the 
mitochondrial matrix because protons are pumped out of the matrix, 
across the inner membrane, and into the intermembrane space. The in-
crease in concentration of protons in the intermembrane space decreases 
the pH; the defi cit of protons in the matrix results in an increase in pH.

 (b) Detergents disrupt membranes. An intact inner mitochondrial 
membrane is required for oxidative phosphorylation to take place. 
Without an intact membrane, an electrochemical gradient, which is the 
energy reservoir that drives ATP synthesis, cannot be established, and 
ATP synthesis does not occur.
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53. DNP uncouples the electron transport chain from oxidative phosphory-
lation by dissipating the proton gradient. Electron transport still occurs, but 
the energy released by electron transport is dissipated as heat instead of be-
ing harnessed to synthesize ATP. One might think that DNP would be an 
effective diet aid because the sources of the electrons that go down the elec-
tron transport chain are dietary carbohydrates and fatty acids. If the energy 
of these compounds is dissipated as heat instead of used to synthesize ATP 
(which would then be used for, among other processes, the synthesis of fatty 
acids in adipocytes), weight gain from the ingestion of food could theoreti-
cally be prevented.

54. FCCP is a lipid-soluble compound that can pass through both the outer 
and inner mitochondrial membranes and into the matrix. FCCP has an acid-
ic hydrogen on the central nitrogen that dissociates in the basic environment 
of the matrix. The FCCP passes back through the inner membrane to the 
intermembrane space, where it is reprotonated and the entire cycle begins 
again. In this manner, the FCCP shuttles protons into the mitochondrial 
matrix and dissipates the proton gradient.

55. Organic compounds are oxidized by oxygen through the activity of the 
electron transport complexes of mitochondria. This activity generates the 
proton gradient that is dissipated during phosphorylation of ADP. When 
there is no more ADP, ATP synthase is inactive and unable to dissipate the 
proton gradient. As a result of the tight coupling between oxidative phos-
phorylation and electron transport, electron transport and oxygen consump-
tion also come to a halt.

56. (a) The P:O ratio is decreased. For some reason, electron transport and 
oxidative phosphorylation have been uncoupled. NADH is oxidized in 
the electron transport chain, oxygen is reduced to water, but ATP may 
not be synthesized if ADP is not available. This decreases the P:O ratio 
because oxygen consumption occurs to a greater extent than ADP phos-
phorylation.

 (b) If the energy released in electron transport is not used to synthesize 
ATP, it is released as heat, which accounts for the elevated body tempera-
ture. If suffi cient ATP is not synthesized to meet energy needs, the rate 
of electron transport increases, which leads to an increased consumption 
of O2 and an increase in the concentration of reduced coenzymes that 
enter electron transport, thus increasing metabolic rate.

 (c) The patient will not be able to carry out strenuous exercise under 
aerobic conditions because her muscle cells are incapable of generating 
enough ATP to power the muscle.

57. F0 acts as a proton channel as the c ring rotates, feeding protons through 
the a subunit (see Fig. 15-23). The addition of F1 blocks proton movement 
because the � shaft rotates along with the c ring. In this system, the � subunit 
and the c ring can rotate only when the binding change mechanism is in 
operation, that is, when the � subunits are binding and releasing nucleotides. 
ATP or ADP � Pi must be added to the system in order for the � subunit 
to move.

58. For yeast, the ratio is 10 H� per 3 ATP, or 3.33. For the chloroplast, the 
ratio is 14 H� per 3 ATP, or 4.67.

59. Since it has 10 c subunits, the bacterial enzyme can theoretically produce 
3 ATP for every 10 protons translocated. In the chloroplast, 3 ATP are syn-
thesized for every 14 protons. Thus, the bacterium is more effi cient in its use 
of the proton gradient established during electron transport and has a higher 
ratio of ATP produced per oxygen consumed.

60. One complete revolution of the c ring generates 3 ATP.

6000 revolutions
min

3
3 ATP

revolution
3

1 min
60 s

5 300 ATP ? s21

61. �-Ketoglutarate is an intermediate of the citric acid cycle, so increas-
ing its concentration can increase fl ux through the  citric acid cycle, con-
tributing to ATP synthesis by substrate-level phosphorylation. However, the 
�-ketoglutarate dehydrogenase reaction generates NADH, which cannot be 
effi ciently reoxidized when electron transport and oxidative phosphorylation 
are not operating normally. The added aspartate helps to eliminate the excess 
NADH: Aspartate is transaminated to oxaloacetate (Section 14-3), which is 
then converted to malate by malate dehydrogenase in a reaction that con-
sumes the NADH. [From Sgarbi, G., Casalena, G. A., Baracca, A., Lenaz, G., 
DiMauro, S., and Solaini, G., Arch. Neurol. 66, 951–957 (2009).]

 Alcoholic fermentation yields 2 ATP:

  
2 ATP 3 30.5 kJ ? mol21 ATP

235 kJ ? mol21  3 100 5 26%

46. Organisms that can oxidize glucose in the presence of  oxygen have an 
advantage over anaerobic organisms because these organisms can extract 
more energy per glucose. This may have been important in evolution.

47. (a) Aerobic oxidation of glucose yields 32 ATP per glucose, whereas 
alcoholic fermentation of glucose by the yeast yields only 2 ATP per 
glucose. Assuming that the energy needs of the yeast cell remain con-
stant under both aerobic and anaerobic conditions, the catabolism of 
glucose by the yeast will be 16-fold greater in the absence of oxygen 
than in the presence of oxygen in order to produce the same amount 
of ATP. Thus, the rate of consumption of glucose decreases when the 
cells are exposed to oxygen because fewer glucose molecules must be 
oxidized to yield the same amount of ATP.

 (b) Both ratios will initially increase, as the citric acid cycle (which does 
not operate under anaerobic conditions) produces more NADH equiva-
lents for electron transport. The [ATP]/[ADP] ratio will also increase, 
since aerobic oxidation of glucose produces more ATP per mole of glu-
cose than anaerobic oxidation [as described in part (a)]. ATP and NADH 
will “reset” the equilibrium by inhibiting the regulatory enzymes of gly-
colysis and the citric acid cycle, slowing down these processes. Eventually, 
the [NADH]/[NAD�] and [ATP]/[ADP] ratios return to their “original” 
values.

48. Stimulation of the glycolytic enzymes hexokinase and phosphofruc-
tokinase increases glycolytic fl ux and allows the yeast cells to obtain ATP 
more quickly under anaerobic conditions. [From Beitner, R., Cohen, T. J., 
Nordenberg, J., and Haberman, S., Biochim. Biophys. Acta 586, 266–277 
(1979).]

49. (a) The import of ADP (net charge –3) and the export of ATP (net 
charge –4) represent a loss of negative charge inside the mitochondria. 
This decreases the difference in electrical charge across the membrane, 
since the outside is positive due to the translocation of protons during 
electron transport. Consequently, the gradient is diminished by the ac-
tivity of the adenine nucleotide translocase.

 (b) The activity of the Pi
H� symport protein diminishes the proton 
gradient by allowing protons from the intermembrane space to reenter 
the matrix.

 (c) Both transport systems are driven by the free energy of the electro-
chemical proton gradient.

50. If the translocase is unable to function, ATP will not be able to exit the 
mitochondrial matrix and ADP will not be  transported inside. Without ADP, 
the substrate for ATP synthase, ATP synthesis will not occur. Since electron 
transport and oxidative phosphorylation are coupled, a decrease in the rate of 
oxidative phosphorylation will decrease the rate of electron transport.

51. Inactivation of one c subunit by DCCD blocks all proton transloca-
tion by F0 since the movement of protons across the membrane requires 
conti nuous rotation of the c ring. Without this rotation, the � subunit of F1 
cannot move, and therefore the � subunits cannot undergo the conforma-
tional changes necessary to synthesize or hydrolyze ATP by the binding 
change mechanism.

52. (a) ATP synthesis decreases dramatically in the presence of oligomycin, 
since proton transfer is required to stimulate rotation of the � subunit of 
ATP synthase, which causes the sequential conformational change of the 
� subunits that catalyze the phosphorylation of ADP to ATP.

 (b) Since oxidative phosphorylation and electron transport are coupled, 
a decrease in the rate of oxidative phosphorylation will also affect the 
rate of electron transport. If ATP synthesis is not occurring, the proton 
gradient is not “discharged” and the rate of electron transport decreases.

 (c) A decrease in the rate of electron transport will also decrease the rate 
of oxygen consumption.

 (d) If dinitrophenol is added, the proton gradient is dissipated, or 
“discharged,” but not in a way that leads to ATP synthesis. Therefore, 
ATP synthesis still does not occur, but electron transport and oxygen 
consumption resume, with the free energy of the process released as 
heat.
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M., Klein, M., Riesmeier, J. W., Müller-Röber, B., Fleury, C., Bouillaud, F., 
and Ricquier, D., Nature 389, 135–136 (1997); Knutson, R. M., Science 
186, 746–747 (1974); and Seymour, R. S., and Schultze-Motel, P., Nature 
383, 305 (1996).]

67. (a) Glutamate enters the mitochondrion through a specifi c transporter 
and is then oxidized to �-ketoglutarate by glutamate dehydrogenase in 
the mitochondrial matrix. Concomitantly, NAD� is reduced to NADH, 
which can then enter electron transport.

 (b) Ceramide could inhibit the glutamate transporter, the glutamate 
dehydrogenase enzyme, any of the three complexes involved in the elec-
tron transport chain, ATP synthase, or the ATP translocase.

 (c) Ceramide doesn’t interfere with ATP synthase.  Ceramide must block 
respiration at an earlier step because the rate of respiration did not in-
crease in the presence of the uncoupler.

 (d) Ceramide does not inhibit the glutamate transporter or glutamate 
dehydrogenase. Ceramide must inhibit one of the three complexes in-
volved in electron transport. (In fact, ceramide inhibits the activity of 
Complex III.) [From Gudz, T. I., Tserng, K.-Y., and Hoppel, C. L., J. 
Biol. Chem. 272, 24154–24158 (1997).]

68. (a) Substrate-level phosphorylation is catalyzed by phosphoglycerate 
 kinase and pyruvate kinase in glycolysis, and by succinyl-CoA synthetase 
in the citric acid cycle.

 (b) C6H12O6 � 6 O2 S 6 CO2 � 6 H2O

Chapter 16

 1. proton translocation C, M
 photophosphorylation C
 photooxidation C
 quinones C, M
 oxygen reduction M
 water oxidation C
 electron transport C, M
 oxidative phosphorylation M
 carbon fi xation C
 NADH oxidation M
 Mn cofactor C
 heme groups C, M
 binding change mechanism C, M
 iron–sulfur clusters C, M
 NADP1 reduction C

 2. Both cellular organelles are membrane-bound structures with their own 
DNA that codes for proteins essential for organelle function (respiration for 
the mitochondrion, photosynthesis for the chloroplast). Both organelles have 
an inner and an outer membrane that enclose an intermembrane space. The 
outer membrane is fairly porous in both organelles, whereas the inner mem-
brane is fairly impermeable. The inner compartment of the mitochondrion is 
referred to as the mitochondrial matrix, while the inner compartment of the 
chloroplast is called the stroma. Contained within the stroma is a third mem-
branous structure called the thylakoid, which is analogous to mitochondrial 
inner-membrane cristae. The thylakoid membrane and the cristae differ in 
shape; the thylakoid consists of stacks of fl attened vesicles, whereas the cristae 
are tubular or highly folded.

 3. 

H

H OHO

H

OH

OH

O

HH

CH2OH

CH2

CH2 O C R2

HC

O

O C R1

O

 4. Lipids with highly unsaturated fatty acids have low melting points, since 
the cis double bonds create bends that make it diffi cult for the lipids to pack 
together. Because there are few intermolecular forces binding these lipids 
together, they generate a highly fl uid membrane, which must be essential for 
photosynthesis in some way.

62. An increase in the amount of glucose led to an increase in glycolytic fl ux 
and an increase in the concentration of NADH, which was subsequently re-
oxidized during electron transport. Because this did not occur with the pdc–
mutants, pyruvate decarboxylase must play a role in reoxidizing the NADH 
produced during glycolysis. In the absence of the enzyme, glycolytic fl ux 
could not increase due to the defi ciency of NAD�. The NAD� defi ciency 
also prevented the decarboxylation of pyruvate by  pyruvate dehydrogenase.

63. During anaerobic fermentation, only 2 ATP molecules can be obtained 
from each glucose molecule. Thus, in order to get enough ATP to satisfy 
the energy needs of the cell, glucose consumption by the glycolytic pathway 
predominates, and only a small amount is left over for the pentose phosphate 
pathway. But during aerobic respiration, 32 ATP are available per glucose 
molecule. Thus, less glucose is needed to synthesize the same amount of ATP, 
so a larger fraction of glucose can enter the pentose phosphate pathway.

64. (a) When UCP1 is stimulated in normal mice, oxidative phosphoryla-
tion is uncoupled from electron transport. This means that the ATP 
yield per substrate molecule oxidized is decreased, since ATP must then 
be produced via substrate-level phosphorylation. The cell’s energy needs 
are not met, which increases the rate of glycolysis and the citric acid 
 cycle, and eventually electron transport, in a vain attempt to synthe-
size more ATP. Since oxygen is the fi nal electron acceptor in electron 
transport, oxygen consumption increases in order to keep up with the 
increased rate of electron transport. In knockout mice, since there is no 
UCP1, oxidative phosphorylation is not uncoupled. Therefore, ATP can 
be synthesized via oxidative phosphorylation. Since the energy needs of 
the cell are being met, the rate of electron transport and oxygen con-
sumption do not increase.

 (b) If UCP1 is not present, then uncoupling of oxidative phosphoryla-
tion does not occur. Thus, ATP can be synthesized via oxidative phos-
phorylation, so less lipid needs to be broken down in order to meet the 
organism’s energy needs.

 (c) In the normal mice, the cold temperature stimulated the uncou-
pling protein. As a result, the energy of electron transport was dissi-
pated as heat rather than used to synthesize ATP. This helped the mice 
maintain normal body temperature. But the UCP1-knockout mice 
lacked the uncoupling protein and were unable to uncouple oxidation 
from phosphorylation. Thus, they could not generate  “extra” heat, and 
their body temperatures decreased as a result.

 (d) When overfeeding occurs, adipose tissue content should increase in 
the absence of UCP1, especially if energy expenditure is less than the 
caloric intake. Since the mice did not gain weight, it is likely that over-
feeding induced the expression of UCP2. Uncoupling electron transport 
and ATP synthesis would allow some of the energy in the excess food 
to be converted to heat rather than stored as fat. [From Enerbäck, S., 
et al., Nature 387, 90–94 (1997); Fleury, C., et al., Nature Genetics 15, 
269–272 (1997); Lowell, B. B., et al., Nature 366, 740–742 (1993); and 
Hirsch, J., Nature 387, 27–28 (1997).]

65. (a) In the root system of the skunk cabbage, starch is broken down to 
yield glucose, which is catabolized via glycolysis, the citric acid cycle, 
and the electron transport chain. The oxidation of glucose provides the 
reduced cofactors (NADH and QH2) required to keep electron trans-
port going so that thermogenesis can occur.

 (b) In the skunk cabbage, thermogenesis increases as the temperature 
decreases. Thus, the rate of aerobic oxidation of glucose increases to 
increase the fl ux of NADH and QH2 through the electron transport 
chain. Since oxygen is the fi nal electron acceptor, an increase in electron 
transport will also increase oxygen consumption. When the ambient air 
temperature is warmer, the need for heat production is less, so there is 
less fl ux through the electron transport chain. Thus, oxygen consump-
tion decreases during the day.

66. The synthesis of the uncoupling protein increases with decreasing tem-
perature, presumably by an increase in transcription of the mRNA that codes 
for the uncoupling protein (although a decrease in the rate of mRNA deg-
radation would produce the same results). The increased amount of mRNA 
likely results in an increase in concentration of the uncoupling protein 
so that the mitochondrial proton gradient would be discharged. Thus, at low 
temperatures, the potato could generate heat rather than ATP. [From Laloi, 
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 (b) Low-resolution models that included the heme groups would be 
more useful, since the positions of the heme groups within the proteins 
might indicate whether they function similarly in accepting and donat-
ing electrons to their redox partners. It is possible that the heme groups 
could have similar orientations even if the apoproteins did not resemble 
each other in overall tertiary structure.

13. The buildup of the proton gradient indicates a high level of activity of 
the photosystems. A steep gradient could therefore trigger photoprotective 
activity to prevent further photooxidation when the proton-translocating 
machinery is operating at maximal capacity.

14. Photooxidation would not be a good protective mechanism since it 
might interfere with the normal redox balance among the electron-carrying 
groups in the thylakoid membrane. Releasing the energy by exciton trans-
fer or fl uorescence (emitting light of a longer wavelength) could potentially 
 funnel light energy back to the overactive photosystems. Dissipation of 
 excess energy as heat would be the safest mechanism, since the photosystems 
do not have any way to harvest thermal energy to drive chemical reactions.

15. The order of action is water–plastoquinone oxidoreductase (Photosys-
tem II), then plastoquinone–plastocyanin oxidoreductase (cytochrome b6 f  ), 
then plastocyanin–ferredoxin oxidoreductase (Photosystem I).

16. If the photosystems were in close proximity, then Photosystem II might 
not undergo photooxidation and instead act as a light-harvesting complex 
for Photosystem I. Because the reaction center of Photosystem II absorbs 
light with a peak wavelength of 680 nm, it could pass energy to the reaction 
center of Photosystem I, which absorbs lower-energy (longer-wavelength) 
light at its P700 group.

17. If electrons cannot be transferred to Photosystem I, then Photosystem II 
remains reduced and cannot be reoxidized. The photosynthetic production 
of oxygen ceases. No proton gradient is generated, so ATP synthesis does not 
occur in the presence of DCMU.

18. Myxothiazol inhibits electron transfer in the cytochrome b6f complex.

19. Like the lipids that compose the membrane, plastoquinone is amphi-
philic, with a hydrophilic head and a hydrophobic tail. “Like dissolves like,” 
so plastoquinone literally dissolves in the membrane, which facilitates rapid 
diffusion.

20. The alanine residue at position 251 is essential for photosynthesis and 
photoautotrophic growth and may be part of the binding site for herbicides. 
When the alanine is mutated to a cysteine, which resembles alanine except 
that a sulfhydryl group has replaced a hydrogen, the mutated protein is 
similar to the wild-type. When the alanine is changed to an amino acid that 
is similar in size but more polar (such as Gly, Pro, or Ser), photosynthesis is 
impaired. Replacement with a larger, nonpolar amino acid results in a mu-
tant that is further impaired, and replacement with a larger polar amino acid 
results in an organism that is not photosynthetically competent. Therefore, 
the residue at position 251 must be relatively small and nonpolar. Residues 
of increasing size and polarity result in photosynthetically impaired organ-
isms. [From Lardans, A., Förster, B., Prásil, O., Falkowski, P. G., Sobolev, 
V., Edelman, M., Osmond, C. B., Gillman, N. W., and Boynton, J. E., J. 
Biol. Chem. 273, 11082–11091 (1998).]

21. Use Equation 15-7, as applied in Sample Calculation 15-3.

 The matrix and the stroma are both in.

  DG 5 2.303 RT (pHin 2 pHout) 1 ZFDc

  DG 5 2.303(8.3145 J ? K21 ? mol21)(298 K)(3.5)

    1 (1)(96,485 J ? V21 ? mol21)(20.05 V)

  DG 5 20,000 J ? mol21 2 4800 J ? mol21

  DG 5 15.2 kJ ? mol21

22.  DG 5 2.303 RT (pHin 2 pHout) 1 ZFDc

  DG 5 2.303(8.3145 J ? K21 ? mol21)(298 K)(0.75)

        1 (1)(96,485 J ? V21 ? mol21)(0.20 V)

  DG 5 4300 J ? mol21 1 19,300 J ? mol21

  DG 5 23.6 kJ ? mol21

 5. (a) Use Planck’s law multiplied by Avogadro’s number (N ) to calculate 
the energy of the photons:

 E 5
hc
l

3 N

  E 5
(6.626 3 10234 J ? s)(2.998 3 108 m ? s21)

4 3 1027 m

   3 (6.022 3 1023 photons ? mol21)

  E 5 300 kJ ? mol21

 (b)  E 5
hc
l

3 N

   E 5
(6.626 3 10234 J ? s)(2.998 3 108 m ? s21)

7 3 1027 m

     3 (6.022 3 1023 photons ? mol21)

   E 5 170 kJ ? mol21

 6. (a) If the synthesis of each ATP requires 30.5 kJ · mol�1, then 9.8 mol 
ATP (300/30.5) could be synthesized.

 (b) About 5.6 mol ATP (170/30.5) could be synthesized.

 7. The difference in reduction potential between P680* and P680 is 
–0.8 V � 1.15 V � �1.95 V.

  DG 8¿ 5 2nFDE8¿
  5 2(1)(96,485 J ? V21 ? mol21)(21.95 V)

  5 188,000 J ? mol21 5 188 kJ ? mol21

 8. Since the energy of one mole of photons is

 E 5
hc
l

3 N

 l 5
hcN
E

 5
(6.626 3 10234

 J ? s)(2.998 3 108
 m ? s21)(6.022 3 1023

 photons ? mol21)

188,000 J ? mol21

 5 636 3 1029 m 5 636 nm

 9. Because the algae appear red, red light is transmitted rather than ab-
sorbed. Therefore, the photosynthetic pigments in the red algae do not ab-
sorb red light but absorb light of other wavelengths.

10. Photosynthetic bacteria can absorb light in the infrared and ultraviolet 
regions of the electromagnetic spectrum.

11. 

N
A B

D C

N

N N

 •  The central metal ion in chlorophyll a is Mg2�, whereas in heme a the 
central metal ion is Fe2�.

 •  In chlorophyll a, there is a cyclopentanone ring fused to ring C.
 •  Ring B in chlorophyll a has an ethyl side chain; the chain in heme b is 

unsaturated.
 •  The propionyl side chain in ring D of chlorophyll a is esterifi ed to a 

long, branched-chain alcohol.

12. (a) The sequences would provide only limited information, since even 
highly homologous proteins such as myoglobin and hemoglobin (which 
have very similar structures) have limited sequence identity (see Sec-
tion 5-1). The three- dimensional structures of the proteins would be 
more likely to indicate whether they function similarly.

76 Ch 16 Solutions

BMWebSolutions_65-105.indd Page 76  16/10/12  10:34 AM user-F408BMWebSolutions_65-105.indd Page 76  16/10/12  10:34 AM user-F408 /Users/user-F408/Desktop/Users/user-F408/Desktop



The cytosolic ratio of ATP/ADP decreases because less ATP is exported to 
the cytosol from the matrix when ATP synthesis is inhibited. Because oligo-
mycin does not inhibit CF0, ATP synthesis is not inhibited, so the ATP/ADP 
ratio is not affected. In some cases the decreased cytosolic ATP/ADP ratio 
might stimulate ATP synthesis in the chloroplast, resulting in an increased 
chloroplastic ATP/ADP ratio. [From Gardeström, P., and Lernmark, U., 
J. Bioenerg. Biomembr. 27, 415–421 (1995).]

31. This statement is false. The “dark” reactions do not require dark-
ness in order to proceed. Sometimes the “dark” reactions are called “light- 
independent” reactions in order to specify that these reactions do not directly 
require light energy. This term is also misleading because the “dark” reactions 
of the Calvin cycle do require the products of the light reactions—ATP and 
NADPH—in order to proceed. Thus, for a majority of plants, the “dark” re-
actions actually occur during the day when the light reactions are operational 
and can produce the needed ATP and NADPH.

32. The net equation would be

 CO2 1 2 H2S S (CH2O) 1 S2 1  H2O

33. 3-Phosphoglycerate is the fi rst stable radioactive inter mediate that 
forms when algal cells are exposed to 14CO2. The radioactive label is found 
on the carboxyl group of the compound.

34. When rubisco reacts with oxygen in a process called photorespiration, 
the products are 3-phosphoglycerate and 2-phosphoglycolate. The latter 
product is further metabolized by pathways that consume ATP and NADPH 
and thus waste some of the energy captured by photosynthesis. If rubisco 
could bind only CO2, the enzyme would produce two molecules of 3-phos-
phoglycerate, which is a precursor to many biological macromolecules. In a 
plant with a rubisco that binds only CO2, photorespiration would not occur, 
and more of the energy obtained in photosynthesis would be available for 
biosynthetic reactions.

35. The increase in mass comes from carbon dioxide. CO2 is the carbon 
source for cellulose, a major structural component of the tree. Water also 
contributes to the increase in mass. Soil nutrients contribute a very small 
percentage of the mass of the full-grown oak tree.

36.  DG 5 DG 8¿ 1 RT  ln Q

  241.0 kJ ? mol21 5 235.1 kJ ? mol21 1 (8.3145

  3 1023 kJ ? K21 ? mol21)(298 K)ln Q

  25.9 kJ ? mol21 5 2.48 kJ ? mol21 ln Q

  22.38 5 In Q

  e22.38 5 Q

  Q 5 0.093

 The ratio of products to reactants is 0.093 to 1.

37. Normally, plants must synthesize large quantities of  rubisco, a protein 
whose constituent amino acids all contain nitrogen. If rubisco had greater 
catalytic activity, the plant might produce less of the enzyme, thereby de-
creasing its need for nitrogen.

38. (a) The compound resembles the transition state of the rubisco car-
boxylase reaction (see Fig. 16-24) and therefore inhibits the enzyme by 
binding in the active site.

 (b) At night, the compound inhibits rubisco in order to prevent the 
 Calvin cycle from consuming NADPH and ATP. During the day, when 
the light reactions are supplying NADPH and ATP, the inhibitor is bro-
ken down to reactivate rubisco so that it can fi x carbon.

39. The unprotonated Lys side chain serves as a nucleophile when reacting 
with CO2. At high pH, a higher percentage of ´-amino groups are in the 
unprotonated form.

40. ATP and NADPH are produced by the light reactions during the day. 
When photosynthesis is occurring, synthesis of starch (an ATP-requiring 
process) occurs, and glycolysis, an  opposing process, is inhibited. At night, 
when the light reactions do not occur and ATP and NADPH concentrations 
are low, the inhibition of phosphofructokinase is relieved. Starch is broken 

 For both organelles, the translocation is endergonic. In the chloroplast, most 
of this energy is due to the concentration (pH) difference on the two sides 
of the membrane; in the mitochondrion, most of the energy is due to the 

membrane potential (�c).

23. Consult Table 15-1 for the reduction potentials of the  relevant half-
reactions, reversing the sign for the water oxidation half-reaction.

H2O S ½ O2 1 2 H1 1 2 e2  E89 5 20.815 V

NADP1 1 H1 1 2 e2 S NADPH  E89 5 20.320 V

H2O 1 NADP1 S  ½ O2 1 NADPH 1 H1 DE89 5 21.135 V

 Use Equation 15-4 to calculate �G ��:

  DG 8¿ 5 2nFDE8¿
  DG 8¿ 5 2(2)(96,485 J ? V21 ? mol21)(21.135 V)

  DG 8¿ 5 219,000 J ? mol21

 Divide by Avogadro’s number to obtain the free energy change per molecule:

219,000 J ? mol21

6.022 3 1023 molecules ? mol21 5 3.6 3 10219 J ? molecule21

24. Use Equation 16-1 and multiply by 2 to calculate the  energy of the 
photons:

  E 5
hc
l

3 2

  E 5
(6.626 3 10234 J ? s)(2.998 3 108 m ? s21)(2)

6 3 1027 m

  E 5 6.6 3 10219 J

 The energy of two photons is nearly twofold greater than the energy change 
for the oxidation of one molecule of water by NADP�, so, in theory, the two 
photons supply suffi cient energy to drive the oxidation.

25. The fi nal electron acceptor in photosynthesis is NADP�. The fi nal elec-
tron acceptor in mitochondrial electron transport is oxygen.

26. Some of the label appears in molecular oxygen released by the water-
splitting reaction of Photosystem II. Some of the  label appears in other com-
pounds, including intermediates of the Calvin cycle, since H2O participates 
in the rubisco reaction (see Fig. 16-24).

27. (a) An uncoupler dissipates the transmembrane proton  gradient by pro-
viding a route for translocation other than ATP synthase. Therefore, 
chloroplast ATP production would decrease.

 (b) The uncoupler would not affect NADP� reduction since light- 
driven electron-transfer reactions would continue regardless of the state 
of the proton gradient.

28. Complex III of the mitochondrial electron transport chain is analogous 
to the cytochrome b6f complex. In the presence of antimycin A, electron 
fl ow in the cytochrome b6f complex would be inhibited. Electrons would not 
reach Photosystem I, and NADPH would not be produced. Proton transloca-
tion from the stroma to the thylakoid lumen also would not occur, so CF1 
would not be stimulated and ATP synthesis would not occur.

29. (a) More c subunits means that more protons are required to rotate the 
ATP synthase through one ATP-synthesizing step. Therefore, more pho-
tons must be absorbed to drive the translocation of more protons, so the 
quantum yield decreases.

 (b) Cyclic electron fl ow contributes to the proton gradient and there-
fore leads to ATP synthesis. However, carbon  fi xation by the Calvin 
cycle requires NADPH also, so the additional photons that drive cyclic 
fl ow do not lead to more carbon fi xed. Consequently, the quantum yield 
 decreases.

30. Because oligomycin inhibits the F0 subunit of mitochon drial ATP syn-
thase, protons from the intermembrane space cannot translocate to the mi-
tochondrial matrix. F1 is not stimulated, and ATP synthesis does not occur. 
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45. (a) PEPC catalyzes the formation of oxaloacetate, one of the two reac-
tants for the fi rst reaction of the citric acid cycle. Anaplerotic reactions 
are important because they replenish citric acid cycle intermediates (see 
Fig. 14-18). If oxalo acetate is unavailable, the citric acid cycle cannot 
continue.

 (b) Acetyl-CoA is an allosteric activator of PEPC. When the concen-
tration of acetyl-CoA rises, additional oxaloacetate will be required 
to react with it in the fi rst reaction of the citric acid cycle. Activa-
tion of PEPC by  acetyl-CoA will lead to increased production of the 
 required oxaloacetate.

46. PEPC supplies oxaloacetate for the citric acid cycle, which can generate 
ATP for the biosynthetic processes occurring in the germinating seedling. The 
PEPC enzyme also plays a role in providing oxaloacetate for the glyoxylate 
cycle (see Box 14-B), which provides a route for the synthesis of glucose from 
fatty acids, a pathway that is lacking in animals.

47. The primers should have the following sequences: GTAGTGGGATT-
GTGCGTC and GCTCCTACAAATGCCATC (see Fig. 3-17).

48. The Bt toxin is not toxic to humans because the stomach is acidic (see 
Table 2-3). The toxin forms a pore only under high pH conditions.

49. Glyphosate herbicides are effective at killing weeds because glyphosate 
inhibits the plant EPSPS enzyme required for the synthesis of aromatic 
amino acids. The transgenic crops are protected from this inhibitor because 
these crops contain the bacterial enzyme that is not subject to inhibition by 
glyphosate.  Using this strategy allows for weed eradication while preserving 
the desired crop.

50. Glyphosate is not toxic to humans because humans do not contain the 
enzyme EPSPS. This pathway was lost during evolution, and the result is 
that phenylalanine is an essential amino acid that must be obtained in the 
diet (see Table 12-1).

Chapter 17

 1. The lipoproteins increase in density as the percentage of  protein content 
increases and the percentages of lipid content decreases. Thus, chylomicrons 
have the lowest density and HDL have the highest density.

 2. Hydrophobic amino acid side chains, such as Ile, Val, Leu, and Phe, 
would be expected to contact the nonpolar lipids.

 3. The products are one palmitoyl methyl ester, two oleoyl methyl esters, 
and one glycerol:

CH3(CH2)14H3C C O

O

CH

HO

H2C

OH OH

CH2

CH3(CH2)7 (CH2)7CH CHH3C C O

O

 4. Water would participate in hydrolysis reactions, yielding glycerol plus 
three fatty acids.

 5. The hydrolysis of pyrophosphate releases �19.2 kJ ? mol�1.
 (a)
fatty acid 1 CoA 1 ATP Δ acyl-CoA 1 AMP 1 PPi

 DG 8¿ 5 0 kJ ? mol21

PPi 1 H2O S 2 Pi  DG 8¿ 5 219.2 kJ ? mol21

fatty acid 1 CoA 1 ATP 1 H2O S acyl- CoA 1 AMP 1 2 Pi

 DG 8¿ 5 219.2 kJ ? mol21

 (b)  K eq 5 e2DG 8¿yRT

  K eq 5 e2(219.2 kJ?mol21)y(8.314531023 kJ?K21?mol21)(310 K)

  K eq 5 e7.4

  K eq 5 1.7 3 103

down, and the resulting glucose-1-phosphate enters glycolysis to produce 
ATP to meet the energy needs of the plant. [From Cséke, C., Nishizawa, 
A. N., and Buchanan, B. B., Plant Physiol. 70, 658–661 (1982).]

41. Grasses turn brown because they undergo photorespiration in hot, 
dry conditions. Rubisco reacts with oxygen to form 2-phosphoglycolate, 
which subsequently consumes large amounts of ATP and NADPH. CO2 
concentrations are low because the plants close their stomata in order to 
avoid loss of water when the weather is hot and dry (see Box 16-A). With-
out CO2, photosynthesis does not occur and the grass turns brown. But 
C4 plants such as crab grass can generate CO2 from oxaloacetate, which 
can enter the Calvin cycle. Carbon fi xation occurs, and the crab grass 
thrives even in hot, dry weather.

42.
Carbon
fixation

Light

P700*red

P700�
ox Ferredoxinred

Ferredoxinox

S S

Reductaseox Enzymeox

S S

Thioredoxinred

SHSH

Thioredoxinox

S S

Reductasered

SHSH

Enzymered

SHSH

 The activity of Photosystem I generates reduced ferredoxin, which is a 
substrate for the reductase. The product of the reductase reaction, reduced 
thioredoxin, can then reduce the disulfi des of the Calvin cycle enzymes. 
Conformational changes in the  enzymes upon exposure of free sulfhydryl 
groups could increase their activity.

43. 

STROMA

CYTOSOL

Dihydroxyacetone
phosphate

Glyceraldehyde
3-phosphate

1,3-Bisphospho-
glycerate

Dihydroxyacetone
phosphate

3-Phospho-
glycerate

Glyceraldehyde
3-phosphate

1,3-Bisphospho-
glycerate

3-Phospho-
glycerate

ATP

NAD+

NADP+

ATP

ADP

ADP

NADPH

NADH

44.  DG 5 DG 8¿ 1 RT  ln Q

  229.7 kJ ? mol21 5 214.2 kJ ? mol21 1 (8.3145

  3 1023 kJ ? K21 ? mol21)(298 K)ln Q

  215.5 kJ ? mol21 5 2.48 kJ ? mol21 ln Q

  26.25 5 In Q

  e26.25 5 Q

  Q 5 0.0019

 The enzyme is likely to be regulated because it catalyzes an irreversible step of 
the Calvin cycle (as evidenced by the large negative value of �G ).
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12. Oxidation of the methylene groups is accomplished by the action of 
a dehydrogenase, which removes electrons. The oxygen atom that becomes 
part of the carbonyl group is derived from a water molecule added by enoyl-
CoA hydratase.

13. (a) Benzoate was produced when the dogs were fed phenylpropionate.
 (b) Phenylacetate was produced when the dogs were fed phenylbutyrate.

Phenylpropionate

Benzoate
Acetyl-CoA

Phenylbutyrate

Phenylacetate

�

O

SCH3C CoACOO�

Acetyl-CoA

�

O

SCH3C CoA

CH2

�
CH2

�
COO�

COO�CH2

CH2

�
CH2

�
COO�CH2

14. The products are three molecules of propionyl-CoA, three molecules of 
acetyl-CoA, and one molecule of 2-methylpro pionyl-CoA.

Propionyl-CoA

Propionyl-CoA

Acetyl-CoA

Acetyl-CoA

Acetyl-CoA

H3C

O

SCH3C CoACH2

SCoA
C

O
�

�

Pristanate

� oxidation

SCoA
C

O
O

C SCoACH3

CH3

�
�

� oxidation

SCoA

O

SCoA

O

�
�

� oxidation

� oxidation

Propionyl-CoA
� oxidation

� oxidation

 6. 

P

O

�O

�O

R C

O

ATP

Fatty Acid

Acyladenylate
mixed anhydride

inorganic
pyrophosphatase

P

O

O�

O

�

P

O

O�O�O�

OO Adenosine

P O Adenosine

R C SCoA

H SCoA

AMP

Acyl-CoA

�

O

P

O

O�

O Adenosine

O

O

O�

C

O

R

H2O

PPi 2 Pi

 7. If carnitine is defi cient, fatty acid transport from the cytosol to the mi-
tochondrial matrix (the site of � oxidation) is impaired. Fatty acid oxidation 
generates a great deal of ATP to power the muscle, so in the absence of fatty 
acid oxidation the muscle must rely on stored glycogen or uptake of circu-
lating glucose to obtain the necessary ATP. Muscle cramping is exacerbated 
by fasting because the concentration of circulating glucose is decreased and 
glycogen stores are depleted. Exercise also increases muscle cramping because 
the demand for ATP by the muscle is greater.

 8. If medium-chain fatty acids are metabolized normally in the absence of car-
nitine, then fatty acids of this size must be able to cross the inner  mitochondrial 
membrane and enter the mitochondrial matrix without the aid of carnitine. 
Carnitine is required for transport of fatty acids longer than 10 carbons.

 9. Medium-chain acyl-CoA (4–12 carbons) would accumulate in indi-
viduals with MCAD defi ciency, since the conversion of fatty acyl-CoA to 
enoyl-CoA is blocked. Acyl-carnitine esters would also accumulate.

10. The patient should avoid fasting and sustained exercise, since both of 
these conditions result in the release of free fatty acids into the bloodstream 
for uptake by the tissues. The patient should also consume a diet that is low 
in fat and high in carbohydrates.

11. The conversion of fatty acyl-CoA to enoyl-CoA is similar to the conver-
sion of succinate to fumarate because both reactions involve oxidation of 
the substrate and concomitant reduction of FAD to FADH2 (see Section 
14-2). The conversion of enoyl-CoA to hydroxyacyl-CoA is similar to the 
conversion of fumarate to malate because both reactions involve the addition 
of water across a trans double bond. The conversion of hydroxyacyl-CoA to 
 ketoacyl-CoA is similar to the conversion of malate to oxaloacetate because 
both reactions involve the oxidation of an alcohol to a ketone with concomi-
tant reduction of NAD� to NADH.

� Oxidation
Fatty acyl-CoA

Enoyl-CoA

Hydroxyacyl-CoA

Ketoacyl-CoA

Citric acid cycle
Succinate

Fumarate

Malate

Oxaloacetate
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1 NADH, 1 acetyl-CoA �
              2.5 � 10 � 12.5 ATP 

1 NADH, 1 acetyl-CoA �
              (2.5 � 10) � 12.5 ATP 

3 (1 QH2, 1 NADH, 1 acetyl-CoA) �
        3(1.5 � 2.5 � 10) � 42 ATP 

H3C (CH2)4 CoAC C

H H

C

O

CH2

CoAC C

H

H

C

O

C

H

C

O

C C

H

H

C

O

enoyl-CoA isomerase

enoyl-CoA isomerase

1 cycle of  � oxidation
(acyl-CoA dehydrogenase
reaction is bypassed)

1 cycle of  � oxidation
(acyl CoA dehydrogenase
reaction is bypassed)

Acetyl-CoA (10 ATP)

CH CH CH2

C

H

CH2

H3C (CH2)4 CH CH CH2 CH2

CoAC

O

H3C (CH2)4 CH CH

H3C (CH2)4

H3C (CH2)4

CH CH

CH CH

CH2

CH2

H3C (CH2)4 CH2

CH2 S

CoAC

O

CH2 S

CoAS

CoAS

acyl-CoA dehydrogenase 1 QH2 � 1.5 ATP

NADPH
NADP�2,4-dienoyl-CoA reductase Costs 2.5 ATP

3 cycles of  � oxidation

17. A C17 fatty acid goes through seven cycles of � oxidation. The fi rst six 
cycles produce 1 QH2, 1 NADH, and 1 acetyl-CoA. The seventh cycle pro-
duces 1 QH2, 1 NADH, 1 acetyl-CoA, and 1 propionyl-CoA. Each QH2 
generates 1.5 ATP in the electron transport chain, each NADH generates 
2.5 ATP, and each acetyl-CoA generates a total of 10 ATP (1 QH2 � 1.5 � 
1.5 ATP; 3 NADH � 2.5 � 7.5 ATP; 1 GTP � 1 ATP for a total of 10 
ATP per acetyl-CoA). The total is 98 ATP. Propionyl-CoA is metabolized 
to succinyl-CoA (at a cost of 1 ATP; see Fig. 17-7) and enters the citric 
acid cycle. Conversion of succinyl-CoA to succinate yields 1 GTP (which 
offsets the cost of the propionyl-CoA S succinyl-CoA conversion), and 
conversion of succinate to fumarate yields 1 QH2 (equivalent to 1.5 ATP). 
Fumarate is converted to malate, then malate is converted to pyruvate, 
yielding 1 NADPH (equivalent to 2.5 ATP). The pyruvate dehydrogenase 
reaction converts pyruvate to acetyl-CoA (which is subsequently oxidized 
by the citric acid cycle to yield 10 ATP) and 1 NADH, which yields 2.5 
ATP. Therefore, oxidation of propionyl-CoA yields an additional 16.5 ATP. 
The total is 98 ATP � 16.5 ATP � 114.5 ATP. Two ATP must be sub-
tracted from this total to account for the ATP spent in activating the C17 
fatty acid to fatty acyl-CoA. This gives a fi nal total of 112.5 ATP. Note that 
a C17 fatty acid yields more ATP than palmitate (106 ATP) and less than 
oleate (118.5 ATP).

18. Adding up the ATP in the fi gure gives a total of 155 ATP. Subtracting 
the 2 ATP required for activation brings the total to 153 ATP.

15. (a) Palmitate goes through seven cycles of � oxidation. The fi rst six 
cycles produce 1 QH2, 1 NADH, and 1 acetyl-CoA. The seventh cycle 
produces 1 QH2, 1 NADH, and 2 acetyl-CoA. Each QH2 generates 
1.5 ATP in the electron transport chain, each NADH generates 2.5 
ATP in the electron transport chain, and each acetyl-CoA generates 
a total of 10 ATP (1 QH2 � 1.5 � 1.5 ATP; 3 NADH � 2.5 � 7.5 
ATP; 1 GTP � 1 ATP for a total of 10 ATP per acetyl-CoA). The total 
is 108 ATP. Two ATP must be subtracted from this total to account for 
the ATP spent in activating palmitate to palmitoyl-CoA. This gives a 
total of 106 ATP.

 (b) The same logic is used for stearate, except that stearate goes through 
eight cycles of � oxidation. The total is 120 ATP.

16. (a) Oleate is an 18-carbon fatty acid. If it were completely saturated, 
120 ATP would be generated via � oxidation (see Problem 15b). The 
double bond at the 9,10 position must be converted from the cis to 
the trans isomer. � oxidation continues after this isomerization step, 
but with the loss of 1 QH2. Thus 1.5 ATP should be subtracted from 
the total to yield 118.5 ATP. The pathway below shows a total of 
120.5 ATP, but 2 ATP are subtracted to account for the ATP spent in 
fatty acid activation.

(CH2)7CH CH SCoA

3 (1 QH2, 1 NADH, 1 acetyl-CoA)�
           3(1.5 � 2.5 � 10) � 42 ATP 

1 NADH, 1 acetyl-CoA �
              2.5 � 10 � 12.5 ATP 

3 cycles of  � oxidation

4 cycles of  � oxidation 4 (1 QH2, 1 NADH, 1 acetyl-CoA) �
             4(1.5 � 2.5 � 10) � 56 ATP 

Oleoyl-CoA

H3C (CH2)7

H3C (CH2)7 SCoA

C

C C

H H

O

C

O

CH2

H3C (CH2)8 SCoAC C

H

H

C

O

H3C (CH2)8 SCoAC

O

enoyl-CoA isomerase

1 cycle of  � oxidation
(acyl-CoA dehydrogenase
reaction is bypassed)

Acetyl-CoA (10 ATP)

 (b) Linoleate is also an 18-carbon fatty acid and would yield 120 ATP 
via � oxidation if it were saturated. The double bond at the 9,10 posi-
tion must be converted from the cis to the trans isomer, resulting in the 
loss of 1 QH2 (1.5 ATP). In addition, an NADPH-dependent reduction 
of the 12,13 double bond costs 2.5 ATP. This reduces the ATP total by 
4, so oxidation of linoleate yields 116 ATP. (Subtract 2 ATP for activa-
tion from the total shown in the fi gure.)

H3C (CH2)4 (CH2)7CH CH SCoA

3 (1 QH2, 1 NADH, 1 acetyl-CoA) �
             3(1.5 � 2.5 � 10) � 42 ATP 

3 cycles of  � oxidation

Linoleyl-CoA

CH CH C

O

CH2
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ATP requirement One ATP (two high-
energy phospho-
anhydride bonds) 
required to activate 
the fatty acid

Consumes one ATP 
per two carbons 
incorporated into 
the growing fatty 
acyl chain.

Unit product/unit 
donor

Two-carbon acetyl units 
(acetyl-CoA)

C3 intermediate 
(malonyl-CoA)

Confi guration of 
 hydroxyacyl 
 intermediate

L D

Shortening/growth 
occurs at which end 
of the fatty 
acyl chain?

Thioester end Thioester end

24. Acetyl-CoA carboxylase generates malonyl-CoA, the substrate for fatty 
acid synthase. Mice without acetyl-CoA carboxylase are unable to synthesize 
fatty acids and hence store less fat in their bodies. Malonyl-CoA also inhibits 
carnitine acyltransferase. In the absence of acetyl-CoA carboxylase to produce 
this inhibitor, transport of fatty acids into mitochondria cannot be regulated, 
and mitochondrial � oxidation proceeds continuously.

25. Phase I

Phase II

Adenosine

O�

O�

OH

NH

NH

HN

HN

HO

ADP

O

O

P C�

�

�

OP O
O

P

O�

O�

O

C

O

C

O

O

C

O

O

C

O

O

O�

O �O

P

O�

O�

O

O

C

C
O

O

S
E

C N
O

ATP

Carboxyphosphate

biotinyl-enzyme

Pi

(CH2)4 (CH2)4

NH

NHC

O

O

H

O

S
E

O�
O�

C N
O

NH

O

(CH2)4 (CH2)4

Carboxybiotinyl-enzyme

Carboxybiotinyl-enzyme

Biotinyl-enzyme

CoAS

Acetyl-
CoACH2

C
O

C O

CoASCoAS

CH2

C
O

CH2

NH

O

�

�

C
O

H

N NH

CoAS

CH2

Acetyl-CoA enolate

Biotinyl-enzyme

Malonyl-CoA

H3C (CH2)20 CH2 CH2 SCoA

O

C

enoyl-CoA

6 cycles of  � oxidation
(acyl-CoA dehydrogenase
reaction is bypassed)

6 NADH, 6 acetyl-CoA �
      6(2.5) � 6(10) ATP � 75 ATP

PEROXISOME
MITOCHONDRION

5 cycles of  � oxidation 5 QH2, 5 NADH, 5 acetyl-CoA �
5(1.5) � 5(2.5) � 5(10) ATP � 70 ATP

acetyl-CoA (10 ATP)

H3C (CH2)8 CH2 CH2 SCoA

O

C

SCoAC C C

H

H

H3C (CH2)20

O

�
acyl-CoA oxidase

FAD
FADH2

H2O2 2 H2O O2
O2

19. The patient could be treated with injections of vitamin B12 directly into 
the bloodstream. Alternatively, the patient could be treated with high doses 
of oral vitamin B12. In the presence of high concentrations of the vitamin, 
suffi cient amounts may be absorbed even in the absence of intrinsic factor.

20. A patient with pernicious anemia would have an excess of methylmalo-
nate in the blood or urine because the methylmalonyl-CoA mutase reaction 
(Figure 17-7), which requires the  cobalamin cofactor, would be unable to take 
place, leading to accumulation of reactants.

21. A fatty acid cannot be oxidized until it has been activated by its attach-
ment to coenzyme A in an ATP-requiring step. The fi rst phase of glycolysis 
also requires the investment of free energy in the form of ATP. Consequently, 
neither � oxidation nor glycolysis can produce any ATP unless some ATP is 
already available to initiate these catabolic pathways.

22. (a) The free energy cost of synthesizing ATP from ADP � Pi is 30.5 kJ ? 
mol
1. Glucose oxidation could theoretically yield 2850/30.5, or 93.4 
ATP. The ATP yield per carbon atom is 93.4/6 � 15.6. Palmitate oxida-
tion could theoretically yield 9781/30.5, or 320.7 ATP. The ATP yield 
per  carbon atom is 320.7/16 � 20.4 ATP.

 (b) In vivo, the catabolism of glucose leads to the production of 32 ATP 
(see Solution 15-43), which is 32/6, or 5.3 ATP per carbon atom. The 
catabolism of palmitate leads to the production of 106 ATP (see Solu-
tion 15a), which is 106/16, or 6.6 ATP per carbon atom.

 (c) In theory as well as in vivo, fatty acid oxidation yields more ATP 
per carbon atom than glucose oxidation (this is primarily because the 
carbons of carbohydrates are already partially oxidized, whereas fatty 
acid carbons are usually fully reduced). Both pathways are equally ef-
fi cient from a thermodynamic point of view, recovering slightly more 
than 30% of the free energy available (for glucose 5.3/15.6, and for 
palmitate, 6.6/20.4).

23.
Fatty acid degradation Fatty acid synthesis

Cellular location Mitochondrial matrix Cytosol

Acyl-group carrier Coenzyme A Acyl-carrier protein

Electron carrier(s) Ubiquinone and 
NAD1  accept 
 electrons to 
become 
ubiquinol and 
NADH

NADPH donates elec-
trons and  becomes 
oxidized to NADP1
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Breast cancer ID50 

Compound Alkyl side chain (R) Normal cells ID50

 A ¬C13H27 2.7

 B ¬C11H23 6.0

 C ¬C9H19 2.5

 D ¬C8H17 4.3

 E ¬C7H15 4.5

 F ¬C6H13 1.5

 (c) Inhibitor D at a concentration of 2 g/mL signifi cantly inhibits incor-
poration of radiolabeled acetate into tri acylglycerols. At a concentration 
of 5 g/mL, 80% of total  acylglyceride synthesis is inhibited. Phospho-
lipid synthesis is not signifi cantly affected, supporting the hypothesis that 
the drug’s target is fatty acid synthase. [From Kuhajda, F. P., Pizer, E. S., 
Li, J. N., Mani, N. S., Frehywot, G. L., and Townsend, C., Proc. Natl. 
Acad. Sci. 97, 3450–3454 (2000).]

35. The shorthand form for fatty acids is described in Problem 8-1. Fatty acids 
that cannot be synthesized from palmitate using cellular elongases and desatur-
ases are essential fatty acids and must be obtained from the diet. Mammals do not 
have a desaturase enzyme that can introduce double bonds beyond C9.  Oleate 
and palmitoleate, with a double bond at the 9,10 position, are not  essential fatty 
acids. Linoleate has a second double bond at the 12,13 position. Because a dou-
ble bond could not be introduced at the 12,13 position, linoleate is an essential 
fatty acid. �-Linolenate has double bonds at positions 9,10, 12,13, and 15,16 
and is also essential.

(CH2)7

CH3
Oleate

CH

CH

(CH2)7

C

O

O�

(CH2)5

Palmitoleate

CH

CH

(CH2)7

C

O

O�

CH3CH3

(CH2)7

C

O

O�

(CH2)4

Linoleate

CH

CH

CH2

CH

CH

CH3

(CH2)7

C

O

O�

CH2

�-Linolenate

CH

CH

CH2

CH

CH

CH2

CH

CH

36. DHA is an n-3 fatty acid and is essential for growth. A well-nourished 
mother will produce breast milk containing DHA, but a bottle-fed infant 
whose sole source of food is infant formula will not obtain this essential fatty 
acid unless it is added to the formula.

37. In gluconeogenesis, the input of free energy is required to undo the 
exergonic pyruvate kinase reaction of glycolysis. Pyruvate is carboxylated 
to produce oxaloacetate, and then oxalo acetate is decarboxylated to pro-
duce phosphoenolpyruvate. Each of these reactions requires the cleavage of 
one phosphoanhydride bond (in ATP and GTP, respectively). In fatty acid 
synthesis, ATP is consumed in the acetyl-CoA carboxylase reaction, which 
produces malonyl-CoA. The decarboxylation reaction is accompanied by 
cleavage of a thioester bond, which has a similar change in free energy to 
cleaving a phosphoanhydride bond.

38. (a) Liver fatty acid synthase activity increases with consumption of a 
high-carbohydrate diet. Glucose in excess of what is required to meet 
immediate energy needs is oxidized to pyruvate by glycolysis, then 
 converted to acetyl-CoA by pyruvate dehydrogenase. Excess acetyl-CoA 
is used to synthesize fatty acids, which are ultimately used to synthesize 
triacylglycerols for storage in adipose tissue.

26. As shown in the mechanism for malonyl-CoA formation (Problem 25), 
ATP is required to generate a carboxyphosphate intermediate. The result is 
that malonyl-CoA contains some of the free energy of ATP. This free energy 
is released when the acetyl group condenses with malonyl-ACP and CO2 is 
released. The release of CO2 is entropically favored and drives the reaction 
to completion.

27. All three enzymes involve the ATP-dependent addition of a carboxylate 
group (donated by bicarbonate) to a substrate. The bicarbonate is activated 
via its attachment to biotin, a cofactor required by all three enzymes. The 
carboxybiotin, a prosthetic group of all three enzymes, transfers the carboxyl-
ate group to the substrate, increasing the number of carbons in the substrate 
by one.

28. Epinephrine signaling via an adrenergic receptor activates a G protein, 
which activates adenylate cyclase to produce cyclic AMP to activate protein 
kinase A (PKA). PKA phosphorylates its substrates, including acetyl-CoA 
carboxylase, thereby inactivating the enzyme. As a result of lower acetyl-
CoA carboxylase activity, the rate of fatty acid synthesis drops. Epinephrine 
signaling also leads to phosphorylation and activation of glycogen phos-
phorylase, which mobilizes glucose from glycogen. These responses are 
consistent: When the cell needs to mobilize metabolic fuel (for example, 
by glycogenolysis), storage of fuel (for example, by fatty acid synthesis) is 
inhibited.

29. The K I is lower when the enzyme is phosphorylated. Phosphorylation de-
creases the activity of the enzyme (see Solution 28). Palmitoyl-CoA (a pathway 
product) allosterically inhibits the enzyme; a lower concentration is required 
for inhibition if the enzyme is already phosphorylated. A low K I value indi-
cates more effi cient inhibition (see Section 7-3); therefore, palmitoyl-CoA 
binds more tightly to the phosphorylated enzyme. The allosteric inhibition 
of acetyl-CoA carboxylase by palmitoyl-CoA is a method of “fi ne-tuning” the 
regulation of the enzyme by phosphorylation.

30. Acetyl-CoA carboxylase is stimulated by citrate (which signals abundant 
acetyl-CoA, the enzyme’s substrate). The phosphorylated form of acetyl-CoA 
carboxylase is less active than the dephosphorylated form (see Solution 28); 
therefore, a greater concentration of citrate would be required to increase the 
activity of the enzyme.

31. The synthesis of palmitate from acetyl-CoA costs 42 ATP. Seven 
rounds of the synthase reaction are required. ATP is required to convert 
each of 7 acetyl-CoA to malonyl-CoA for a total of 7 ATP. Two NADPH 
are required for seven rounds of synthesis, which is equivalent to 2 � 7 � 
2.5 � 35 ATP.

32. The label does not appear in palmitate because 14CO2 is released in 
Reaction 3 of fatty acid synthesis (Fig. 17-13).

33. Mammalian fatty acid synthase is structurally different from bacterial 
fatty acid synthase; thus, triclosan can act as an inhibitor of the bacterial 
enzyme but not the mammalian enzyme. The mammalian fatty acid synthase 
is a multifunctional enzyme made up of two identical polypeptides. In bac-
teria, the enzymes of the fatty acid synthetic pathway are separate proteins. 
Triclosan actually inhibits the bacterial enoyl-ACP reductase. The enzymes 
of the mammalian multifunctional enzyme must be  arranged in such a way 
as to preclude the binding of triclosan to the active site of the enoyl-ACP 
reductase.

34. (a) A portion of the inhibitor molecule mimics the structure of a fatty 
acid. The compound may act as a competitive inhibitor, binding to the 
enzyme active site to preclude binding of the substrate.

 (b) The lower the ID50 value, the lower the concentration of inhibitor 
required to kill the cells. It is desirable for the inhibitor to inhibit fatty 
acid synthase in cancer cells but not normal cells. Thus, an effective in-
hibitor would have a low ID50 value in cancer cells but a high ID50 value 
in normal cells. The ratios of ID50 values for normal and  cancer cells 
were calculated to determine which of the inhibitors tested was most 
effective. As shown in the table below, compounds B, D, and E were the 
most effective inhibitors. These compounds have side chains of 11, 7, 
and 8 carbons, respectively. Inhibitor D has the shortest alkyl chain and 
is the most soluble of the three.

82 Ch 17 Solutions

BMWebSolutions_65-105.indd Page 82  10/9/12  10:16 PM user-F393BMWebSolutions_65-105.indd Page 82  10/9/12  10:16 PM user-F393 /Users/user-F393/Desktop/Users/user-F393/Desktop



HMG-CoA reductase on the essential serine residue. The phosphorylated 
form of the enzyme is less active. In the mutant cells, the alanine cannot be 
phosphorylated, so the enzyme activity was unaffected even in the presence 
of increasing cellular cholesterol.

47. (a) Fumonisin inhibits ceramide synthase. The concentration of the fi nal 
product, ceramide, decreased, while other lipid synthetic pathways were 
not affected. The fi rst enzyme in the pathway, serine palmitoyl transfer-
ase, was not the target of fumonisin B1 because there was no signifi cant 
decrease in the production of its product, 3-ketosphinganine. The sec-
ond enzyme in the pathway, 3-ketosphinganine reductase, was also not 
a target because if it were, the substrate of this reaction would have ac-
cumulated in the presence of fumonisin. Accumulation of sphinganine 
indicates that  ceramide synthase is inhibited. When ceramide synthase 
is inhibited, sphinganine cannot be converted to dihydroceramide and 
instead accumulates.

 (b) Fumonisin likely acts as a competitive inhibitor. It is structurally 
similar to sphingosine and its derivatives and thus can bind to the ac-
tive site and prevent substrate from binding. The fumonisin may form 
a covalent bond with the enzyme, or it may bind to the enzyme’s ac-
tive site noncovalently with high affi nity. Alternatively, fumonisin may 
act as a substrate and be converted to a product that cannot be subse-
quently converted to ceramide. [From Wang, E., Norred, W. P., Bacon, 
C. W., Riley, R. T., and Merrill, A. H., J. Biol. Chem. 266, 14486 –14490 
(1991).]

48. Three phosphoanhydride bonds must be cleaved in order to synthesize 
phosphatidylcholine from choline and diacylglycerol (see Fig. 17-19). Cho-
line is activated by conversion to phosphocholine, with a phosphate group 
donated by ATP. The phosphocholine is subsequently converted to CDP–
choline, a reaction in which a second phosphoanhydride bond is cleaved. 
Pyrophosphate is the leaving group in this reaction, and the third phospho-
anhydride bond is cleaved when the pyrophosphate is hydrolyzed to ortho-
phosphate.

49. A hydrolysis reaction removes a fatty acyl group from a triacylglycerol, 
leaving a diacylglycerol. The intent is to reduce the total fatty acid content 
of the oil, thereby reducing its caloric value, without drastically altering the 
fl uidity of the product.

50. Choline kinase catalyzes the ATP-dependent phosphorylation of cho-
line to produce phosphocholine, which is subsequently activated by CTP as 
part of the phosphatidylcholine synthetic pathway (Fig. 17-19).

51. (a) The enzyme transfers a methyl group from a donor molecule three 
times in order to convert phosphoethanolamine to phosphocholine.

Phosphoethanolamine Phosphocholine

2�O3P CH2O NH3
�CH2

2�O3P CH2O N(CH3)3
�CH2

 (b) The methyltransferase would be a suitable drug target only if the 
enzyme were unique to the parasite and was not expressed in humans. 
[In fact, this is the case.]

52. Ergosterol has two additional double bonds (one in a ring and one in the 
extended chain) and one additional methyl group.

53. (a) Because cholesterol is water insoluble, it is commonly found associ-
ated with other lipids in cell membranes. Only an integral membrane 
protein would be able to recognize cholesterol, which has a small OH 
head group and is mostly buried within the lipid bilayer.

 (b) Proteolysis releases a soluble fragment of the SREBP that can travel 
from the cholesterol-sensing site to other  areas of the cell, such as the 
nucleus.

 (c) The DNA-binding portion of the protein might bind to a DNA 
 sequence near the start of certain genes to mark them for transcription. 
In this way, the absence of cholesterol could stimulate the expression of 
proteins required to synthesize or take up cholesterol.

54. (a) HDL remove excess cholesterol from tissues and transport it back 
to the liver. This prevents the accumulation of cholesterol in vessel walls 
that leads to atherosclerosis.

 (b) Liver fatty acid synthase activity is decreased with consumption of 
a high-fat diet. Endogenous fatty acid synthesis is not required if fatty 
acids are being obtained from the diet.

 (c) Mammary gland fatty acid synthase activity increases in mid to late 
pregnancy to provide fatty acids for triacylgly cerols in breast milk for the 
neonate.

39. (a) Acetoacetate is a ketone body. It is converted to acetyl-CoA, 
which can be oxidized by the citric acid cycle to supply free energy 
to the cell.

 (b) Intermediates of the citric acid cycle are also substrates for other 
metabolic pathways. Unless they are replenished, the catalytic activity 
of the cycle is diminished. Ketone bodies are metabolic fuels, but they 
cannot be converted to  citric acid cycle intermediates. A three-carbon 
glucose-derived compound such as pyruvate can be converted to oxalo-
acetate to increase the pool of citric acid cycle intermediates and keep 
the cycle operating at a high rate.

40. Fatty acid degradation produces acetyl-CoA, but in the absence of glu-
cose, acetyl-CoA cannot enter the citric acid cycle due to insuffi cient oxa-
loacetate, a substrate for the fi rst step. When carbohydrate concentrations 
drop, any available oxaloacetate is diverted to gluconeogenesis to produce the 
glucose necessary for red blood cell and brain function. If acetyl-CoA cannot 
enter the citric acid cycle (and acetyl-CoA cannot be converted to pyruvate 
in mammals), it is converted to ketone bodies.

41. The synthesis of the ketone body acetoacetate does not  require the input 
of free energy (the thioester bonds of 2 acetyl-CoA are cleaved; see Fig. 17-16). 
Conversion of acetoacetate to 3-hydroxybutyrate consumes NADH (which 
could otherwise generate 2.5 ATP by oxidative phosphorylation). However, 
the conversion of 3-hydroxybutyrate back to 2 acetyl-CoA  regenerates the 
NADH (see Fig. 17-17). This pathway also  requires a CoA group donated by 
succinyl-CoA. The conversion of succinyl-CoA to succinate by the citric acid 
cycle enzyme succinyl-CoA synthetase generates GTP from GDP � Pi , so the 
conversion of ketone bodies to acetyl-CoA has a free energy cost equivalent to 
one  phosphoanhydride bond.

42. Oxidation of fatty acids yields acetyl-CoA, which enters the citric acid 
cycle by reacting with oxaloacetate. Oxaloacetate is produced by the action 
of pyruvate carboxylase on pyruvate produced by glycolysis. Without glucose 
metabolism to generate pyruvate, the citric acid cycle cannot proceed. Thus, 
the statement “fats burn in the fl ame of carbohydrates” refers to the fact that 
normal carbohydrate metabolism (leading to the production of oxaloacetate) 
is absolutely required for normal fatty acid metabolism, which provides 
 acetyl-CoA for the citric acid cycle.

43. In the absence of pyruvate carboxylase, pyruvate cannot be converted 
to oxaloacetate. Without suffi cient oxaloacetate to  react with acetyl-CoA in 
the fi rst reaction of the citric acid cycle, acetyl-CoA accumulates. The excess 
acetyl-CoA is converted to ketone bodies.

44. A patient with a pyruvate carboxylase defi ciency has ele vated levels of py-
ruvate (see Solution 14-50), which also results in an increase in lactate as the 
cells rely on anaerobic metabolism in the absence of proper citric acid  cycle 
function. NADH is required to transform pyruvate to lactate (see Section 
13-1), resulting in a decrease in the cellular [NADH]/[NAD�] ratio. NADH 
is required to convert acetoacetate to �-hydroxybutyrate (see  Reaction 4 in 
Figure 17-16); therefore, the equilibrium of this reaction favors acetoacetate 
when cellular NADH concentrations are diminished. [From Saudubray, 
J. M., Marsac, C., Charpentier, C., Cathelineau, L., Besson Leaud, M., and 
Leroux. J. P., Acta Pædiat. Scand. 65, 717–724 (1976).]

45. All cells can obtain glycerol-3-phosphate from glucose because glucose 
enters glycolysis to form dihydroxyacetone phosphate, which is subsequently 
transformed to glycerol-3-phosphate via the glycerol-3-phosphate dehydroge-
nase reaction. Cells capable of carrying out gluconeogenesis, such as liver cells, 
can transform pyruvate to dihydroxyacetone phosphate. (Interestingly, adipo-
cytes do not carry out gluconeogenesis but do express PEPCK and are thus able 
to convert pyruvate to glycerol-3-phosphate.)

46. The experimental results indicate that HMG-CoA reductase is regulated 
by phosphorylation. In normal cells, delivery of LDL particles results in an 
increase in cellular cholesterol, which stimulates a kinase that phosphorylates 
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 8. (a)
Glutamine synthetase

(more active)
Glutamine synthetase

(less active)

OH

CH2

CH2

�    ATP �    PPi

HH

AdenineO

H

OH

H

OH

O�O P

O

O

CH2

 (b) �-Ketoglutarate would inhibit adenylylation, preserving the enzyme in 
its unmodifi ed, active form. Transamination reactions involving �-ketoglu-
tarate produce glutamate, a reactant for the glutamine synthetase reaction.

 9. 

�H3N CH2 O�

Glu

�-Ketoglutarate

COO�O

C OC

H

�H3N CH

NH

CH2

CH2

NH2
� NH2

�

O�

Glu

�-Ketoglutarate

COO�O

C

C

OC

CH2

NH2

NH

CH2

CH2

C

CH2

NH2

�H3N CH

CH2

OH OH

O�

Glu
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COO�O

C OC

CH2

�H3N CH

CH2

O�

Glu

�-Ketoglutarate

COO�O

C OC

CH2

(a)

(b)

(c)

(d)

10. 

Asp

�H3N

�H3N

CH

CH2

O�

O

C

Glu

�-Ketoglutarate

COO�

COO�COO�

OC

CH2
Oxaloacetate
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CH2

O�

O

C
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CH2
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CH

CH3
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O

C
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�-Ketoglutarate

COO�

OC

CH3
Pyruvate

(a)

(b)

(c)

 (b) HDL level alone does not indicate the risk of developing atheroscle-
rosis, since the level of LDL, the activity of the LDL receptor, and other 
factors such as smoking or vessel wall injuries resulting from infection 
can all infl uence the likelihood of developing the disease.

55. (a) Insufficient apolipoprotein B-100 affects the production of 
LDL. Without enough of the protein portion of the lipoprotein, 
these individuals are less able to export triacylglycerols and other 
lipids from the liver in the form of LDL, and the lipids remain in 
the liver.

 (b) LDL are a major vehicle for cholesterol transport from the liver to 
other tissues, so low levels of LDL would cause hypocholesterolemia.

56. Chylomicrons are produced by intestinal cells to package dietary lipids 
for delivery to the rest of the body. Fat-soluble  vitamins such as vitamin A are 
also transported via chylomicrons. Without chylomicrons, the body lacks an 
effi cient way to distribute vitamin A obtained from the diet.

Chapter 18

 1. The ATP-induced conformational change must decrease the E	�, from 
�0.29 V to about �0.40 V. The decrease in reduction potential allows the 
protein to donate electrons to N2, since electrons fl ow spontaneously from 
a substance with a lower reduction potential to a substance with a higher 
reduction potential. Without the conformational change, nitrogenase could 
not reduce N2.

 2. Alfalfa is a leguminous plant (see Fig. 18-1) that harbors nitrogen-fi xing 
bacteria in its root nodules. Crop growing depletes the soil of fi xed nitrogen; 
planting alfalfa every few years allows the associated nitrogen-fi xing bacteria to 
replenish the nitrogen supply in the soil and decreases the need for nitrogen-
based fertilizers.

 3. Leghemoglobin, like myoglobin, is an O2-binding protein. Its presence 
decreases the concentration of free O2 that would otherwise inactivate the 
bacterial nitrogenase.

 4. Bacterial nitrogenase is inactivated by oxygen, so nitrogen fi xation takes 
place in cells that lack Photosystem II, the complex where water is oxidized to 
form molecular oxygen (see Section 16-2).

 5. (a)
Glu 1 ATP 1 NH1

4 S Gln 1 Pi 1 ADP
Gln 1 a-ketoglutarate 1 NADPH S 2 Glu 1 NADP1

Glu 1 a-keto acid Δ a-ketoglutarate 1 amino acid

NH1
4 1 ATP 1 NADPH 1 a-keto acid S

ADP 1 Pi 1 NADP1 1 amino acid
 (b)

a-ketoglutarate 1 NH1
4 1 NAD(P)H Δ

Glu 1 H2O 1 NAD(P)1

Glu 1 a-keto acid Δ a-ketoglutarate 1 amino acid

a-keto acid 1 NAD(P)H 1 NH1
4 Δ

NAD(P)1 1 amino acid 1 H2O

 6. (a) The low K M of glutamine synthetase for ammonium ions ensures 
that the fi rst method (a) will be used when the concentration of available 
ammonia is low. The second method (b) will be used when the concen-
tration of ammonia is high.

 (b) Incorporation of one mole of ammonia into an amino acid using 
the fi rst method (a) costs one mole of ATP, whereas ATP is not required 
when the prokaryotic cell uses the second method (b). The prokaryotic 
cell is at a disadvantage when the ammonia concentration is low because 
energy must be expended in order to synthesize amino acids under these 
conditions.

 7. Cancer cells upregulate glutamine membrane transport proteins, which 
results in the effective uptake of glutamine from the circulation. Another 
strategy used by cancer cells is upregulation of the glutamine synthetase 
enzyme, which converts glutamate to glutamine. Glutamine analogs (com-
pounds that are structurally similar to glutamine) could be used to either 
block the transport proteins or to bind to the enzyme and interfere with 
substrate binding.

84 Ch 18 Solutions

BMWebSolutions_65-105.indd Page 84  16/10/12  10:34 AM user-F408BMWebSolutions_65-105.indd Page 84  16/10/12  10:34 AM user-F408 /Users/user-F408/Desktop/Users/user-F408/Desktop



17. 

Pyruvate transamination Ala

transamination
transamination

�-Ketoglutarate Glu
Gln synthetase

Asn synthetase

Gln

3-Phosphoglycerate Ser

Cys

Gly

Arg

Asp

Glu

Pro

Asn

Oxaloacetate

18. Evolution has shaped the biosynthetic pathway to perform under the 
conditions where its activity is most needed—when the cognate amino acids 
are in short supply. If the enzymes contained large numbers of Cys and Met 
residues, then a scarcity of these amino acids would hinder the production of 
the enzymatic machinery to synthesize more of them.

19. Cysteine is the source of taurine. The cysteine sulfhydryl group is oxidized 
to a sulfonic acid, and the amino acid is decarboxylated.

20. (a) The sulfonamide is a structural analog of the p-aminobenzoate group 
of folate.

p-Aminobenzoate

H2N O�

O

C

 (b) Mammals obtain folate from their diet and lack the enzymes neces-
sary to synthesize folate. They are therefore not affected by the drug.

21. If an essential amino acid is absent from the diet, then the rate of pro-
tein synthesis drops signifi cantly, since most proteins contain an assortment of 
amino acids, including the defi cient one. The other amino acids that would nor-
mally be used for protein synthesis are therefore broken down and their nitrogen 
excreted. The decrease in protein synthesis, coupled with the normal turnover of 
body proteins, leads to the excretion of  nitrogen in excess of the intake.

22. (a) Collagen contains a high proportion of Gly and Pro residues and 
relatively few of the other amino acids (Section 5-2). Therefore, it does 
not provide a good mix of amino acids.

 (b) Because collagen is a protein, it supplies amino acids that can be 
used as metabolic fuels or converted to carbohydrates, lipids, or nucleo-
tides. Sucrose (glucose and fructose) is a metabolic fuel, but its carbons 
cannot be used to synthesize amino acids or nucleotides unless a source 
of amino groups is also provided.

23. (a) The sigmoidal shape of the velocity versus substrate concentration 
plot indicates that threonine deaminase binds its substrate in a positively 
cooperative manner. As the threonine concentration increases, threo-
nine binds to the enzyme with increasing affi nity.

 (b) Isoleucine is an allosteric inhibitor of threonine deaminase and binds 
to the T form of the enzyme. Velocity decreases by about 15%, but the 
nearly 10-fold increase in K M is more dramatic. The decrease in velocity 
and increase in K M indicate that isoleucine, the end product of the path-
way, acts as a negative allosteric inhibitor of the enzyme that catalyzes an 
early, committed step of its own synthesis. The velocity versus substrate 
concentration curve obtained for threonine deaminase in the presence 
of isoleucine has greater sigmoidal character, which means that binding 
of threonine is even more cooperative in the presence of the inhibitor.

 (c) Valine stimulates threonine deaminase by binding to the R form. 
The maximal velocity is somewhat increased, but the K M is decreased, 
indicating that the threonine substrate has a higher affi nity for the 
enzyme in the presence of valine. The cooperative binding of threo-
nine to threonine deaminase is abolished in the presence of  valine, 
however, as indicated by the hyperbolic shape of the curve.

 The products are all intermediates of the citric acid cycle (oxaloacetate and 
�-ketoglutarate) or closely associated with the citric acid cycle (pyruvate).

11. (a) Leucine  (b) Methionine (c) Tyrosine (d) Valine

12. 

(CH2)4 NH2

H3C COO�

N�

N�

O3
2�PO

O3
2�PO

O�

E
H

O

C�
H

C�

H

H
H

H

C

(CH2)4 NH3E

H3C

O

C�

COO�

N�

O�

C�

H
H

H
H

H

N

C

�

13. In the glutamine synthetase reaction, ATP donates a phosphoryl 
group to glutamate, which is then displaced by an ammonium ion, pro-
ducing glutamine and phosphate. The ammonium ion is the nitrogen 
source. The asparagine synthetase reaction also requires ATP as an energy 
source, but the nitrogen donor is glutamine, not an ammonium ion. As-
partate is converted to asparagine, and the glutamine becomes glutamate 
after donating an amino group. ATP is hydrolyzed to AMP and pyro-
phosphate instead of ADP and phosphate as in the glutamine synthetase 
reaction.

14. (a) 

Aspartate

NH4
�

�
ATP AMP �PPi 

CH2

C O

�H3N CH O�

O�

Asparagine

CH2

C O

�H3N CH C O�

O

C

O

NH2

 (b) The above reaction shows NH4
� rather than glutamate as the nitro-

gen donor. ATP is hydrolyzed to yield ATP and PPi. This is similar to 
the glutamine synthetase reaction with the exception that ATP is hydro-
lyzed to ADP and Pi (see Solution 13).

15. Phosphoglycerate dehydrogenase converts 3-phosphoglycerate to 
3-phosphohydroxypyruvate, which then undergoes transamination with 
glutamate to yield 3-phosphoserine and �-ketoglutarate, a citric acid cycle 
intermediate. The additional �-ketoglutarate allows greater fl ux through the 
cycle to meet the cell’s energy needs. [From Possemato, R. et al., Nature 476, 
346–350 (2011).]

16. (a)
 NH2

� CH2H3C COO�

 (b) The conversion of sarcosine to glycine requires the methyl-group 
donor tetrahydrofolate, which contains folate and will be scarce when 
folate is in short supply.
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34. 3-Methylhistidine cannot be reused to synthesize new proteins be-
cause it is a modifi ed amino acid for which there is no corresponding 
codon. The concentration of 3-methylhistidine offers only an approxi-
mation of the rate of muscle degradation because, although actin is a 
major component of muscle cells, it is found in nonmuscle cells as well 
(see Section 5-2).

35. Pyruvate can be transaminated to alanine, carboxylated to oxaloac-
etate, or oxidized to acetyl-CoA to enter the citric acid cycle. �-Ketoglu-
tarate, succinyl-CoA, fumarate, and oxaloacetate are all citric acid cycle 
intermediates; they can also all enter gluconeogenesis. Acetyl-CoA can 
enter the citric acid cycle, be converted to acetoacetate, or be used for 
fatty acid synthesis. Acetoacetate is a ketone body and can be converted to 
acetyl-CoA for the citric acid cycle or fatty acid synthesis.

36. The ketogenic amino acids are broken down to acetyl-CoA or aceto-
acetate, which can be converted to acetyl-CoA. For glucogenic amino acids, 
the carbon skeletons are broken down to either pyruvate (which is converted 
to acetyl-CoA by the pyruvate dehydrogenase complex) or a citric acid cycle 
intermediate (which can be converted to phosphoenolpyruvate by the reac-
tions of gluconeogenesis; phosphoenolpyruvate is the precursor of pyruvate 
and therefore of acetyl-CoA).

37. Threonine catabolism yields glycine and acetyl-CoA. The acetyl-CoA 
is a substrate for the citric acid cycle, which ultimately provides ATP for 
the rapidly dividing cell. Glycine is a source of one-carbon groups, which 
become incorporated into methylene-tetrahydrofolate via the glycine cleav-
age system. THF delivers one-carbon groups for the synthesis of purine 
nucleotides and for the methylation of dUMP to produce dTMP; nucleo-
tides are needed in large amounts in rapidly dividing cells. [From Wang, 
J., Alexander, P., Wu, L., Hammer, R., Cleaver, O., and McKnight, S. L., 
Science 325, 435–439 (2009).]
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24. (a) Lysine might regulate its own synthesis by acting as an allosteric 
inhibitor of dihydropicolinate synthase. This  enzyme catalyzes the fi rst 
unique reaction in a series of eight reactions that lead to lysine.

 (b) Using the same reasoning, methionine might act as a feedback in-
hibitor for acyltransferase. Methionine might also regulate the activity of 
homoserine dehydrogenase, another major branch point of the pathway, 
even though this enzyme is also involved in threonine biosynthesis.

 (c) Similarly, threonine might act as a feedback inhibitor for homoserine 
kinase and might also inhibit homoserine dehydrogenase.

25. In an autoimmune disease, the body’s own white blood cells become ac-
tivated to mount an immune response that leads to pain, infl ammation, and 
tissue damage. The activity of the white blood cells, which proliferate rapidly, 
can be diminished by methotrexate, as occurs in rapidly dividing  cancer cells.

26. TS uses methylene-tetrahydrofolate to methylate dUMP to produce 
dTMP and dihydrofolate. DHFR can convert DHF back to THF to participate 
in additional rounds of dTMP synthesis. Because DHFR can catalyze a reaction 
each time TS catalyzes a reaction, it makes sense for the enzymes to be closely 
linked: The enzymes can be present in equal amounts and the DHF product of 
the TS reaction can be effi ciently channeled from one active site to the other.

27. (a) ADP and GDP both serve as allosteric inhibitors of  ribose phosphate 
pyrophosphokinase.

 (b) PRPP, the substrate of the amidophosphoribosyltransferase, stimulates 
the enzyme by feed-forward activation. AMP, ADP, ATP, GMP, GDP, and 
GTP are all products and inhibit the enzyme by feedback inhibition.

28. (a) A 10-fold increase in the K M for APRT results in decreased affi nity 
of the enzyme for one of its substrates. The result is the accumulation of 
adenine, which is oxidized to dihydroxyadenine and forms kidney stones.

 (b) One way to treat this condition is to administer a compound that 
would bind to xanthine dehydrogenase and prevent adenine from bind-
ing. This would prevent the conversion of adenine to dihydroxyadenine.

29. Inhibiting HGPRT would block production of IMP, which is a precur-
sor of AMP and GMP. In order to be an effective drug target, HGPRT must 
be essential for parasite growth; that is, the parasite cannot synthesize its own 
purine nucleotides de novo but instead relies on salvage reactions using the 
host cell’s hypoxanthine.

30. Phosphoribosyl pyrophosphate (PRPP) is a reactant in the salvage reac-
tions involving IMP and GMP, so if these reactions cannot occur, the PRPP 
that would normally be used in the salvage reactions would accumulate. 
PRPP stimulates amidophosphoribosyltransferase by feed-forward activa-
tion (see Problem 27), which accelerates the synthesis of purine nucleotides 
and increases the concentration of their degradation product, uric acid.

31. Lymphocytes that have not fused with a myeloma cell are unable to use 
the de novo synthetic pathway because it is blocked. These cells are still able 
to use the HGPRT salvage pathway, but the cells will not survive beyond 
7–10 days. Myeloma cells cannot survive in HAT medium because the amino-
pterin blocks the de novo pathway and these cells lack HGPRT and cannot 
use the salvage pathway. Only hybridomas that result from the fusion of a 
lymphocyte (which can carry out the salvage pathway) and a myeloma cell 
(which can divide in culture indefi nitely) will survive in HAT medium.

32. 5-Fluorouracil structurally resembles uracil and competitively inhibits 
thymidylate synthase. When the enzyme is inhibited, dUMP is not convert-
ed to dTMP and there is no subsequent phosphorylation to dTTP, so the 
concentration of dTTP in the cells declines. In the presence of the inhibitor, 
dUMP accumulates and is converted to dUTP. The concentration of dUTP 
in cells is normally low because thymidylate synthase acts quickly on dUMP 
to convert it to dTMP. Cancer cells die in the presence of 5-fl uorouracil be-
cause the cells lack the dTTP required for DNA synthesis. Normal cells are 
not affected because DNA synthesis is not as rapid as in cancer cells.

33. (a) Arginine residues are converted to citrulline residues by a process 
of deamination (water is a reactant and ammonia is a product). Note 
that free citrulline produced by the urea cycle or in the generation of 
nitric oxide is not incorporated into polypeptides by ribosomes since 
there is no codon for this nonstandard amino acid.

 (b) The nonstandard amino acid citrulline is not normally incorpo-
rated into polypeptides, so its presence appears foreign to the immune 
system, increasing the risk of triggering an autoimmune response.
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44. (a) 

Phenylpyruvate

CH2

O

C COO�

 (b) A tetrahydrobiopterin defi ciency prevents the conversion of phenyl-
alanine to tyrosine in the phenylalanine catabolic pathway. Consequently, 
phenylalanine accumulates and undergoes transamination to phenylpyru-
vate, which is excreted.

 (c) The growing child still requires some phenylalanine for growth. 
The low-phenylalanine diet should provide enough phenylalanine 
for growth but should not exceed amounts needed for growth since 
the excess cannot be metabolized due to the lack of phenylalanine 
hydroxylase.

 (d) The artifi cial sweetener aspartame consists of a methylated Asp–Phe 
dipeptide. (The C-terminal carboxyl group is methylated.) Aspartame 
is broken down to Asp, Phe, and methanol. Since aspartame is a source 
of phenylalanine, patients with PKU should not use this product, and 
physicians should advise their patients to check labels carefully and to 
avoid use of this product.

 (e) Phenylalanine is the precursor of tyrosine. If the phenylalanine in-
take is low, supplemental tyrosine may be needed.

45. Persons with NKH lack a functioning glycine cleavage  system. 
This is the major route for the disposal of glycine, and in its absence, 
 glycine accumulates in body fl uids. The presence of excessive glycine, a 
neurotransmitter, in the cerebrospinal fl uid explains the effects on the 
nervous system.

46. Proteins, a polymeric form of amino acids, could be considered as a stor-
age depot for amino acids, since the proteins can be degraded to release amino 
acids for use as metabolic fuels. However, proteins have functions other than 
fuel storage, which is not the case for glycogen and triacylglycerols (although 
triacylglycerols also function as thermal insulation in some species).

47. The glutamate dehydrogenase reaction converts �-ketoglutarate to 
glutamate. In the presence of excess ammonia, �-ketoglutarate in the brain 
could be depleted, diminishing fl ux through the citric acid cycle.

48. (a) GTP (representing a high level of cellular ATP) inhibits glutamate 
dehydrogenase to favor glutamate formation.

 (b) ADP (a signal for low cellular energy) activates glutamate dehydro-
genase to favor synthesis of �-ketoglutarate so that citric acid cycle fl ux 
can increase.

 (c) NADH inhibits glutamate dehydrogenase to favor glutamate forma-
tion, since a high level of NADH means that the cell does not need the 
citric acid cycle to produce additional reduced cofactors.

49. Glutamine is degraded to glutamate with the release of ammonia, which 
can bind protons to form NH4

�. This helps counteract the acidosis that oc-
curs when the concentration of acidic ketone bodies in the blood increases 
during starvation.

50. One nitrogen atom is derived from ammonia that is incorporated into 
carbamoyl phosphate for entrance into the urea  cycle. The other nitrogen 
atom comes from aspartate, which serves as a substrate in the argininosucci-
nase reaction. Ultimately, both nitrogen atoms that appear in urea originated 
from  excess dietary protein.

51. The reaction of serine and homocysteine to produce cysteine and 
�- ketobutyrate, the catabolism of the pyrimidine breakdown products 
�-ureidopropionate and �-ureidoisobutyrate, the reaction catalyzed by as-
paraginase, the conversion of serine to pyruvate, the conversion of cysteine 
to pyruvate, the glycine cleavage system, and the glutamate dehydrogenase 
reaction all generate free ammonia.

52. Glutamate dehydrogenase, glutamine synthetase, and carbamoyl phos-
phate synthetase can potentially “mop up” NH1

4 .

53. (a) A urea cycle enzyme defi ciency decreases the rate at which nitrogen 
can be eliminated as urea. Since the sources of nitrogen for urea synthe-
sis include free ammonia, low urea cycle activity may lead to high levels 
of ammonia in the body.

 (b) A low-protein diet might reduce the amount of nitrogen to be 
 excreted.

 (b) Reaction 2 is analogous to the pyruvate dehydrogenase reaction. The 
dehydrogenase catalyzes the release of carbon dioxide and the formation of 
a high-energy bond with coenzyme A.

 (c) Reaction 3 is analogous to the acyl-CoA dehydrogenase enzyme of 
fatty acid biosynthesis. Hydrogens are removed from the � and � car-
bons of the substrate.

39. The fate of propionyl-CoA produced upon degradation of isoleucine is 
identical to that of propionyl-CoA produced in the oxidation of odd-chain 
fatty acids (see Fig. 17-7). Propionyl-CoA is converted to (S )-methylmalonyl-
CoA by propionyl-CoA carboxylase. A racemase converts the (S )-methyl-
malonyl-CoA to the (R ) form. A mutase enzyme converts the (R )-methyl-
malonyl-CoA to succinyl-CoA, which enters the citric acid cycle.
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41. (a) Acetyl-CoA can enter the citric acid cycle if suffi cient oxaloac-
etate is available; if not, excess acetyl-CoA is converted to ketone 
bodies. Leucine differs from isoleucine in that leucine is exclusively 
ketogenic, generating a ketone body and a ketone body precursor 
upon degradation. Isoleucine produces propionyl-CoA along with 
acetyl-CoA; the former can be converted to succinyl-CoA (see Solu-
tion 39) and then to glucose. Thus, isoleucine is glucogenic as well 
as ketogenic. 

 (b) Persons defi cient in HMG-CoA lyase are unable to degrade leucine 
and must restrict this amino acid in their diets. A low-fat diet is also rec-
ommended  because this same enzyme is involved in the production of 
ketone bodies (see Reaction 3 in Fig. 17-16). A diet high in fat would 
generate a high concentration of acetyl-CoA, which would not be able to 
be converted to ketone bodies in the absence of this enzyme.

42. The missing enzyme is the branched chain �-keto-acid  dehydrogenase 
(see Fig. 18-11). This enzyme is common to the catabolic pathways of valine, 
isoleucine (see Problem 38), and leucine (see Problem 40) and explains why 
the corresponding �-keto acids of these amino acids accumulate. Because the 
patients are unable to break down branched-chain amino acids, they should 
consume a diet that contains only enough of these amino acids to meet the 
needs of growth and development.

43. (a) Insulin inhibits the enzyme, whereas glucagon stimulates the  enzyme.
 (b) In the presence of Phe, the activity of the enzyme increases dra-

matically, more so in the presence of glucagon. Phe acts as an allosteric 
activator of phenylalanine hydroxylase and plays a role in converting the 
enzyme from the inactive dimeric form to the active tetrameric form.

 (c) The incorporation of phosphate into the active form of phenylalanine 
hydroxylase indicates that the enzyme is regulated by phosphorylation as 
well as allosteric control. Glucagon signaling must lead to phosphoryla-
tion of the enzyme.

 (d) Phenylalanine hydroxylase is most active when the glucagon con-
centration is high, corresponding to the fasting state. Under these 
circumstances, phenylalanine can be degraded to produce acetoac-
etate (a ketone body) and fumarate (which can be converted to glu-
cose); both compounds provide necessary resources in the fasting 
state.
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 cellular nitrogen level. When nitrogen levels are adequate, glutamine 
synthetase activity is inhibited.

 (c) The fi rst batch of glutamine synthetase was adenylylated and was in 
its less active form and more susceptible to inhibition by allosteric mod-
ulators. The enzyme was in the adenylylated form because the growth 
medium contained glutamate, and under these conditions, glutamine 
synthetase activity is inhibited. The second batch of enzyme was not 
adenylylated and was in its fully active form, which is what would be ex-
pected when NH1

4  is the sole nitrogen source. Because the second batch 
of enzyme was not adenylylated, it was not susceptible to inhibition by 
the allosteric modulators. [From Stadtman, E. R., J. Biol. Chem. 276, 
44357–44363 (2001).]

62. (a) H. pylori urease converts urea to NH3 and CO2. The ammonia has a 
pK of 9.25, so it combines with protons to produce NH1

4 . The resulting 
decrease in hydrogen ion concentration helps the bacteria maintain an 
intracellular pH higher than the environmental pH.

 (b) Urease on the cell surface increases the pH of the fl uid surround-
ing the cell, creating a more hospitable microenvironment for bacterial 
growth.

Chapter 19

 1. The two main metabolites at the “crossroads” are pyruvate and 
 acetyl-CoA. Pyruvate is the main product of glycolysis. It can be convert-
ed to acetyl-CoA by pyruvate dehydrogenase. Pyruvate is produced from 
a  transamination reaction involving alanine. Pyruvate can be carboxylated 
to oxaloacetate for gluconeogenesis. Acetyl-CoA is a product of fatty acid 
degradation and one of the reactants in the citric acid cycle. Acetyl-CoA is 
a product of the degradation of ketogenic amino acids. Acetyl-CoA can be 
used to synthesize fatty acids and ketone bodies.

 2. Glucose-6-phosphate is the product of the hexokinase reaction and is 
produced when glucose is transported into cells. G6P can then continue 
along the pathway of glycolysis to produce ATP and biosynthetic intermedi-
ates. G6P can be reversibly converted to glucose-1-phosphate for incorpo-
ration into glycogen. Glycogen degradation produces glucose-1-phosphate, 
which is isomerized to glucose-6-phosphate. G6P is also the product of glu-
coneogenesis. Glucose-6-phosphatase catalyzes the removal of the phosphate 
group to produce glucose, which can leave the cell. Glucose-6-phosphate can 
also enter the pentose phosphate pathway to produce NADPH and ribose.

 3. The Na,K-ATPase pump requires ATP to expel Na� ions while im-
porting K� ions, both against their concentration gradients. Inhibition by 
oubain reveals that the brain devotes half of its ATP production solely to 
power this pump. Because the brain does not store much glycogen, it must 
 obtain  glucose from the circulation. Glucose is oxidized aerobically in order 
to maximize ATP production.

 4. Glucose enters the red blood cell via specifi c transport proteins and 
undergoes glycolysis to produce pyruvate. The next step is the conversion 
of pyruvate to lactate with concomitant production of NAD�. The NAD� 
is used in the glyceraldehyde-3-phosphate dehydrogenase reaction, and 
its production is essential for the continuation of the glycolytic pathway. 
Despite the presence of oxygen in the red blood cell, glucose is oxidized 
anaerobically due to the lack of mitochondria. Two ATP are produced per 
glucose molecule.

 5. (a) Phosphorolytic cleavage
  glycogen(n residues) � Pi S glycogen(n21 residues) � glucose-1-phosphate

 Hydrolytic cleavage
  glycogen(n residues) � H2O S glycogen(n21 residues) � glucose

 (b) Phosphorolytic cleavage yields glucose-1-phosphate, which is nega-
tively charged due to its phosphate group and cannot exit the cell via the 
glucose transporter. In addition, glucose-1-phosphate can be isomerized 
to glucose-6-phosphate (and can enter glycolysis) without the expendi-
ture of ATP. Hydrolytic cleavage yields neutral glucose, which can leave 
the cell via the glucose transporter. Converting free glucose to glucose-6-
phosphate so that it can enter glycolysis requires the expenditure of ATP 
in the hexokinase reaction.

54. Excretion of the nitrogen-containing amino acids glycine and glutamine 
(an important source of amino groups) helps reduce the amount of amino 
groups in the body. With Ucephan treatment, nitrogen is excreted as phenyl-
acetylglutamine or hippuric acid.
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55. Adding arginine, the product of the argininosuccinase reaction, would 
increase fl ux through the urea cycle.

56. An individual consuming a high-protein diet uses amino acids as 
metabolic fuels. As the amino acid skeletons are converted to glucogenic or 
 ketogenic compounds, the amino groups are disposed of as urea, leading to 
increased fl ux through the urea cycle. During starvation, proteins (primarily 
from muscle) are degraded to provide precursors for gluconeogenesis. Ni-
trogen from these protein-derived amino acids must be eliminated, which 
demands a high level of urea cycle activity.

57. (a) The condensation of ammonia and �-ketoglutarate produces the 
amino acid glutamate.

 (b) The reverse reaction, in which glutamate is deaminated to produce 
�-ketoglutarate, replenishes the citric acid cycle intermediate.

58. Glutaminase:
glutamine S glutamate 1 NH1

4

 Glutamate dehydrogenase:

glutamate 1 NAD(P)1 S  a-ketoglutarate 1 NH1
4 1 NAD(P)H

 net:
glutamine 1 NAD(P)1 S  a-ketoglutarate 1 2 NH1

4 1 NAD(P)H

59. The amino acids released by protein degradation are used as meta-
bolic fuels. The amino groups are removed and the nitrogens are eventu-
ally  excreted in the form of urea. The carbon skeletons can be completely 
 catabolized to CO2 by muscle cells to produce ATP via the citric acid cycle 
and oxidative phosphorylation, or they can be partially broken down and 
transported to the liver to be used in gluconeogenesis, which indirectly 
 supplies the muscle cells with glucose.

60.  

NMDA

H3C C H

CH2

COO�

COO�

NH2
�

61. (a) UTase is stimulated by �-ketoglutarate and ATP, both substrates 
 (either directly or indirectly) of glutamine synthetase. UTase is inhibited 
by glutamine and inorganic phosphate, both products of the reaction. 
UR is stimulated by glutamine, a product of the glutamine synthetase 
reaction. High concentrations of glutamine decrease the activity of glu-
tamine synthetase.

 (b) Histidine, tryptophan, carbamoyl phosphate, glucosamine-6- 
phosphate, AMP, CTP, and NAD� are all end products of glutamine 
metabolic pathways. Alanine, serine, and glycine refl ect the overall 
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14. Increased levels of citrulline indicate that the cytosolic  argininosuccinate 
synthetase reaction in the urea cycle (see Section 18-5) is not occurring nor-
mally. This reaction requires aspartate as a reactant in addition to citrulline. 
The accumulation of citrulline may occur because there is a shortage of aspar-
tate. A defi ciency of pyruvate carboxylase results in a decreased concentration 
of oxaloacetate that could otherwise be transaminated to aspartate. Hyperam-
monemia is the result of urea cycle impairment, since ammonia is not being 
converted to urea for excretion by the kidneys. [From Coude, F. X., Ogier, H., 
Marsac, C., Munnich, A., Charpentier, C., and Saudubray, J. M., Pediatrics 
68, 914 (1981).]

15. (a) The antibiotics affect the composition of the intestinal microbiome, 
favoring species that allow the animal to gain more weight from a given 
amount of food. 

 (b) The presence of antibiotics selects for the growth of microbial spe-
cies that can resist the antibiotic. The result is a large number of  bacteria 
with antibiotic-resistance genes that can be transferred to other species, 
including those that cause disease in humans.

16. Fatty acid oxidation must be a major source of metabolic free energy 
during metamorphosis.

17. The increase in glycolytic activity and the decrease in citric acid cycle 
activity indicate that aerobic metabolism is decreased. Instead, metabolic in-
termediates are funneled into pathways that will ultimately produce the glu-
cose and amino acids required for milk production. The main source of these 
intermediates is the muscle. Amino acids released from the muscle travel via 
the bloodstream to the liver, where they are converted to glucose via gluconeo-
genesis. Rather than returning to the muscle (which would occur during the 
Cori cycle), the glucose and amino acids are diverted to the mammary gland 
for milk production. [From Khula, B., Nuernberg, G., Albrecht, D., Goers, 
S., Hammon, H. M., and Metges, C. C., J. Proteome Res., 10, 4252–4262 
(2011).]

18. (a)
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 (b) Cancer cells utilize anaerobic metabolism even in the presence of 
oxygen (the Warburg effect; Box 19-A). The cells obtain ATP mainly 
from glycolysis, which explains why a glycolytic inhibitor interferes with 
ATP production, whereas an inhibitor of electron transport does not.

19. Because glucokinase is not saturated at physiological glucose concentra-
tions, it can respond to changes in glucose availability with an increase or de-
crease in reaction velocity. Consequently, the entry of glucose into glycolysis 
and subsequent metabolic pathways depends on the glucose concentration. 
Because hexokinase is saturated at physiological glucose concentrations, its 
rate does not change with changes in glucose concentration.

20. Indirect evidence indicates that glucokinase functions as a glucose 
 sensor, so increasing its activity might be benefi cial in treating diabetes. 
 Allosteric activators could be designed to bind to the high-affi nity form of 
glucokinase, increasing its catalytic activity even at low glucose concentra-
tions. The result is an increased uptake of glucose, an increased rate of phos-
phorylation of glucose to glucose-6-phosphate, an enhanced capacity of the 
liver to store glucose as glycogen, and a decrease in the circulating blood 
glucose concentration.

21. Insulin binding to its receptor stimulates the tyrosine kinase activity 
of the receptor. Proteins whose tyrosine residues are phosphorylated by 
the receptor tyrosine kinase can then interact with additional compo-
nents of the signaling pathway. These interactions could not occur if a 
tyrosine phosphatase removed the phosphoryl groups attached to the Tyr 
residues.

22. Insulin stimulates uptake of glucose via GLUT4 receptors in adipo-
cytes. Glucose is converted to glycerol-3-phosphate via glycolysis and the 

 6. (a) The reaction is probably a near-equilibrium reaction because the re-
actants and products have the same total number of phosphoanhydride 
bonds.

 (b) In highly active muscle, ATP is rapidly converted to ADP. Adenyl-
ate kinase catalyzes the conversion of two ADP to ATP and AMP as a 
way to generate additional ATP to power the actin–myosin contractile 
mechanism.

7. (a) The fumarate is used to boost the level of citric acid cycle intermedi-
ates to increase fl ux through this pathway and increase ATP synthesis by 
oxidative phosphorylation.

 (b) Transamination of aspartate would produce oxaloacetate, but an-
other �-keto acid, such as pyruvate or �-ketoglutarate, would become 
an amino acid in the process. Consequently, there would be no net 
change in the level of citric acid cycle intermediates.

 8. When AMP concentrations are high, the energy status of the cell is low, 
and the glycolytic pathway is needed to provide ATP for the cell. AMP de-
aminase acts on the increased concentrations of AMP to produce ammonium 
ions. These, along with AMP, stimulate the activities of phosphofructokinase 
and pyruvate kinase and increase the activity of the glycolytic pathway as a 
whole. Factors that infl uence the activity of adenosine deaminase will thus also 
indirectly affect the rate of glycolysis. [From Yoshino, M., and Murakami, K., 
J. Biol. Chem. 260, 4729–4732 (1985).]

 9. Glycolysis produces two moles of ATP per mole of glucose. Synthesis of 
one mole of glucose via gluconeogenesis costs six moles of ATP. Therefore, 
the cost of running one round of the Cori cycle is four ATP. The extra ATP 
is generated from the  oxidation of fatty acids in the liver.

10. The lactate dehydrogenase reaction, which reduces pyruvate to lactate, 
occurs with concomitant oxidation of NADH to NAD�. NAD� serves as a 
reactant in the glyceraldehyde-3-phosphate reaction in glycolysis. If pyruvate 
were the end product of glycolysis, all of the cellular NAD� would become 
 reduced to NADH and the glycolytic pathway would grind to a halt for lack 
of NAD�.
11. During starvation, muscle proteins are broken down to produce gluco-
neogenic precursors. The amino groups of the amino acids are transferred to 
pyruvate via transamination reactions. The resulting alanine travels to the 
 liver, which can dispose of the nitrogen via the urea cycle and produce glucose 
from the alanine skeleton (pyruvate) and other amino acid skeletons. This 
glucose circulates not just to the muscles but to all tissues that need it, so the 
metabolic pathway is not truly a cycle involving just the liver and muscles.

12. Plasma alanine would be elevated as well. The increased plasma con-
centration of pyruvate would accelerate the operation of the glucose– alanine 
 cycle. Pyruvate is taken up by the muscle and transaminated to alanine, 
which is then released to the circulation to be taken up by the liver. Since 
plasma pyruvate levels are elevated, alanine levels would also be elevated.

13. (a) Since pyruvate carboxylase catalyzes the carboxylation of pyruvate to 
oxaloacetate, a defi ciency of the enzyme would result in increased pyru-
vate levels and decreased oxaloacetate levels. Some of the excess pyruvate 
would also be converted to alanine, so alanine levels would be elevated.

 (b) Some of the excess pyruvate is converted to lactate, which explains 
why the patient suffers from lactic acidosis. Decreased oxaloacetate 
 levels decrease the activity of the  citrate synthase reaction, the fi rst step of 
the citric acid cycle. This causes the accumulation of acetyl-CoA, which 
forms ketone bodies that accumulate in the blood to cause ketosis.

 (c) A pyruvate carboxylase defi ciency results in decreased oxaloacetate 
levels. Aspartate is formed by transamination of oxaloacetate, so as-
partate levels are decreased as well. Low levels of oxaloacetate decrease 
the levels of all the  citric acid cycle intermediates due to the decreased 
activity of the citrate synthase reaction. This results in lower levels of 
�-ketoglutarate, which can be transaminated to glutamate. Therefore, 
glutamate levels are low, as are GABA levels, since GABA is produced 
from glutamate (see Section 18-2).

 (d) Acetyl-CoA stimulates pyruvate carboxylase activity. Adding acetyl-
CoA would allow the investigators to determine whether there was a slight 
amount of pyruvate carboxylase activity that could be detected by adding 
this activator. [From Stanbury, J. B., Wyngaarden, J. B., Fredrickson, D. S., 
Goldstein, J. L., and Brown, M. S., The Metabolic Basis of Inherited Disease, 
pp. 196–198, McGraw-Hill Book Company, New York (1983).]
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 (e) If the patient ingests glucose or fructose, blood sugar concentrations 
can be maintained at a high level. The muscles will thus be able to take 
up glucose or fructose and oxidize these sugars via glycolysis to yield the 
ATP required of active muscles. In this way, the muscles do not have to 
rely on stored glycogen as a fuel source.

29. Phosphorylase kinase is regulated by phosphorylation, which causes a 
conformational change that activates the enzyme. The enzyme is phosphor-
ylated by protein kinase A (see Figure 19-11). The activity of the enzyme 
therefore depends somewhat on the G protein–coupled receptor pathway 
activated by either glucagon or epinephrine. But phosphorylase kinase is not 
fully active until calmodulin (a calcium-binding protein that is part of its 
structure) binds calcium and undergoes its own conformational change. The 
intracellular concentration of calcium increases when the phosphoinositide 
signaling system is activated (see Section 10-2), so the activation of phos-
phorylase kinase depends on this signaling pathway as well.

30. The increased demand for glucose is met by an increase in the rate of 
gluconeogenesis in the liver, which is stimulated by glucagon in the fasted 
state. Other body tissues contribute by providing gluconeogenic substrates; 
for example, protein breakdown in muscle provides amino acids. Catechol-
amines stimulate glycogenolysis in muscle, leading to increased production 
of  lactate, which is a gluconeogenic precursor after being transported to the 
liver. Glucagon stimulates triacylglycerol breakdown in adipose tissue; the 
glycerol can serve as a gluconeogenic precursor, whereas the mobilized fatty 
acids are used as substrates for oxidation by the muscle. [From Mitrou, P., 
Raptis, S. A., and Dimitriadis, G., Endocr. Rev., 31, 663–679 (2010).]

31. (a) AMPK increases the expression of GLUT4, since this will increase 
ATP production via glucose catabolism.

 (b) AMPK decreases glucose-6-phosphatase expression, since this is 
a gluconeogenic enzyme that would contribute to cellular ATP con-
sumption.

32. (a) inhibit (b) inhibit (c) stimulate (d) stimulate

33. AMPK stimulates pathways involved in ATP production, so the rates of 
glycolysis and fatty acid oxidation increase. Cancer cells normally rely on an-
aerobic metabolism to meet their energy needs, so the stimulation of AMPK has 
the effect of increasing aerobic metabolism, which increases the production of 
reactive oxygen species.

34. Insulin activation of cAMP phosphodiesterase destroys cAMP so that it 
can no longer activate protein kinase A, the enzyme that activates phosphory-
lase kinase, as a step toward activating glycogen phosphorylase and inactivat-
ing glycogen synthase. The result is that insulin promotes glycogen synthesis.

35. Overexpression of IRS-1 would increase the rate of translocation of 
GLUT4 transporters to the cell surface. IRS-1 triggers the downstream acti-
vation of proteins such as the phosphatase enzyme that removes phosphate 
groups from glycogen phosphorylase (which inactivates the enzyme) and 
glycogen synthase (which activates the enzyme). The result is that glycogen 
synthesis in the cultured muscle cells would increase.

36. The liver is a “glucose buffer” because it can absorb glucose when 
glucose is plentiful and release glucose when glucose is scarce. The liver 
responds to hormones and the changing supply of glucose in order to 
maintain the blood glucose concentration at a relatively constant level of 
,5 mM. If the blood glucose concentration becomes greater than 5 mM, 
the liver takes up glucose and converts it to glucose-6-phosphate. This reac-
tion is catalyzed by glucokinase, whose K M for glucose is higher than that 
of hexokinase and is in the range of the elevated blood glucose concentra-
tion. If the glucose concentration drops below 5 mM, the liver responds by 
degrading glycogen and releasing glucose to bring the glucose concentration 
back up to ,5 mM.

37. These two enzymes are part of the gluconeogenic pathway. Their con-
centrations increase when dietary fuels are not available so that the liver can 
supply other tissues with newly synthesized glucose.

38. Several days into a fast, muscle and liver glycogen have been depleted. 
In the absence of dietary glucose, the main source of endogenous glucose 
is gluconeogenesis. Citric acid cycle intermediates are used to synthesize 
oxaloacetate and then pyruvate, which enters the gluconeogenic pathway. 
Catalytic amounts of citric acid cycle intermediates are required for proper 

glycerol-3-phosphate dehydrogenase reaction. The glycerol-3-phosphate 
is used as the backbone of the triacylglycerol molecule.

23. Phosphorylation of glycogen synthase by GSK3 inactivates the enzyme 
so that glycogen synthesis does not occur. But when insulin activates protein 
kinase B, the kinase phosphorylates GSK3. Phosphorylated GSK3 is inactive 
and unable to phosphorylate glycogen synthase. In the dephosphorylated 
state glycogen synthase is active and glycogen synthesis can occur.

24. Phosphorylation and inactivation of GSK3 indirectly results in the ac-
tivation of glycogen synthase as described in Solution 23. Promoting the 
storage of glucose as glycogen in muscle and liver reverses the symptoms of 
insulin resistance.

25. If the phosphorylation of GSK3 is blocked, GSK3 remains active and 
can phosphorylate glycogen synthase, rendering it inactive (see Solution 23). 
This decreases the ability of the cell to take up glucose and convert it to a 
storage form and exacerbates insulin resistance (see Problem 24).

26. Ingesting large amounts of glucose stimulates the � cells of the pancreas 
to release insulin, which causes liver and muscle cells to use the glucose to 
synthesize glycogen and causes adipose tissue to synthesize fatty acids. Insulin 
also inhibits the breakdown of metabolic fuels. The body is in a state of rest-
ing and digestion and is not prepared for running.

27. (a) Stimulation of the rate of phosphate removal from glucose-6- 
phosphate explains why the glucose concentration increased and the 
glucose-6-phosphate concentration decreased. The phosphoenolpyru-
vate concentration increased because fl ux from dihydroxyacetone phos-
phate to phosphoenolpyruvate increased (the glycolytic reactions are all 
near equilibrium).

 (b) Removing the phosphate from glucose-6-phosphate is the fi nal step 
of gluconeogenesis (and glycogenolysis) and allows glucose to leave the 
liver. Increasing the rate of this step enhances the overall rate of gluco-
neogenesis. At the same time, glycolysis is inhibited because the very 
fi rst step of glycolysis is the phosphorylation of glucose to glucose-6- 
phosphate. If phosphate groups are continually detached, glucose-6-
phosphate cannot enter glycolysis and thus glycolysis is effectively inhib-
ited. [From Ichai, C., Guignot, L., El-Mir, M. Y., Nogueira, V., Guigas, 
B., Chauvin, C.,  Fontaine, E., Mithieux, G., and Leverve, X. M., J. Biol. 
Chem. 276, 28126–28133 (2001).]

28. (a) Normally, glucagon binds to cell-surface receptors on the liver, stim-
ulating adenylate cyclase to produce cAMP and activate protein kinase 
A, which subsequently activates glycogen phosphorylase via phosphory-
lation. Glycogen phosphorylase catalyzes the degradation of glycogen to 
glucose, which is released into the bloodstream. Blood glucose concen-
trations should rise shortly after an intravenous injection of glucagon. 
Glycogen degradation in the patient’s liver thus appears to be normal.

 (b) Glycogen metabolism in the liver appears to be normal, since glyco-
gen content is normal and the patient’s response to the glucagon test is 
normal. However, muscle glycogen is elevated, which indicates a defect 
in muscle glycogen metabolism. Most likely glycogen synthesis is nor-
mal, since the biochemical structure of the glycogen is normal. A defi -
ciency in the muscle glycogen phosphorylase enzyme is the most likely 
explanation.

 (c) Blood alanine concentrations normally increase as part of the  glucose–
alanine cycle. Glucose-6-phosphate, the product of glycogenolysis, enters 
glycolysis and produces pyruvate. Pyruvate undergoes a transamination 
reaction to form alanine, which is released from the muscle. Alanine 
then enters the liver, where the transamination reaction takes place in 
reverse to re-form pyruvate. Pyruvate can then enter gluconeogenesis, 
the resulting glucose product is released, and the cycle begins again. But 
the patient’s tissues cannot perform the glucose–alanine cycle because his 
muscles are unable to produce glucose-6-phosphate. Instead, the muscles 
take up alanine and use it as a fuel. Thus, plasma alanine levels in the 
patient decrease rather than increase.

 (d) Blood glucose concentrations are regulated by pancreatic hormones 
acting on the liver to stimulate glycogen synthesis or degradation, what-
ever is appropriate. Since the patient’s liver enzymes appear to function 
normally, his blood glucose concentration is properly regulated and he 
is neither hypo- or hyperglycemic.
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heart for oxidation, since the muscle and heart cannot synthesize 
their own fatty acids. This accounts for the increased blood levels 
of triacylglycerols.

 (d) Insulin stimulates the activity of ACC2 in the muscle cells of nor-
mal mice, which promotes fatty acid synthesis and inhibits fatty acid 
oxidation (due to increased malonyl-CoA levels). The muscle cells in 
the knockout mice lack ACC2 and are not subject to insulin-mediated 
control. Fatty acid synthesis does not occur, malonyl-CoA levels do not 
rise, and fatty acid oxidation proceeds normally, even in the presence of 
insulin.

 (e) Knockout mice are leaner because their heart and muscle tissue 
 cannot synthesize fatty acids, so triacylglycerols are mobilized to provide 
fatty acids for these tissues, as described in part (d). Knockout mice 
have a higher rate of  fatty acid oxidation and a lower rate of synthesis, 
as described in part (c), which also accounts for their lower weight gain 
despite the increased caloric intake.

 (f ) Molecular modeling techniques could be used to design a drug 
that inhibits the enzyme activity of ACC2 but not ACC1. The drug 
would have to be targeted in such a way that it would be delivered to 
the  mitochondrial matrix, where ACC2 is located. [From Abu-Elheiga, 
L., Matzuk, M. M., Abo-Hashema, K. A. H., and Wakhil, S. J., Science 
291, 2613–2616 (2001).]

48. (a) Acetate is converted to acetyl-CoA, which serves as a substrate for 
acetyl-CoA carboxylase and is converted to malonyl-CoA. Fatty acid syn-
thase normally acts on malonyl-CoA for incorporation into fatty acids, 
but in the presence of the inhibitor C75, fatty acid synthesis does not 
occur. Therefore, radioactive malonate accumulates, and virtually no 
 label  appears in fatty acids.

 (b) C75 causes hypothalamic levels of NPY to decrease. This decreases 
appetite, which leads to weight loss. In this manner, C75 fools the 
body into thinking that it is in the fed state, when in fact it is being 
starved.

 (c) Acetyl-CoA carboxylase (ACC) catalyzes the reaction that converts 
acetyl-CoA to malonyl-CoA. In the presence of the ACC inhibitor, 
 malonyl-CoA cannot be produced and hepatic malonyl-CoA levels 
would decrease. Subsequent administration of C75 would have no ef-
fect on the ACC inhibitor–treated animals because C75, a fatty acid 
synthase inhibitor, acts downstream of ACC. If malonyl-CoA inhibits 
feeding, the ACC inhibitor–treated and C75-treated mice would have 
lower levels of malonyl-CoA, and feeding would not be inhibited, that 
is, the mice would eat normally. These experiments were carried out and 
this is in fact what occurred.

 (d) When malonyl-CoA accumulates, long-chain fatty acyl-CoA mol-
ecules also accumulate in the cytosol. Malonyl-CoA inhibits carnitine 
acyltransferase, which prevents translocation of fatty acyl-CoAs into the 
mitochondrial matrix for � oxidation. It is possible that long-chain fatty 
acyl-CoAs serve as signaling molecules to begin the pathway that sup-
presses appetite. [From Loftus, T. M., Jaworksy, D. E., Grehywot, G. 
L., Townsend, C. A., Ronnett, G. V., Lane, M. D., and Kuhajda, F. P., 
 Science 288, 2379–2381 (2000).]

49. The drugs can activate the intracellular tyrosine kinase  domains of the 
insulin receptor, bypassing the need for insulin to bind to the receptor.

50. (a) In the absence of the phosphatase, the intracellular domain of the in-
sulin receptor remains phosphorylated longer. The IRS-1 substrate may 
also retain its phosphate group, enabling it to stimulate the intracellular 
processes that allow glucose to be brought into cells via the GLUT4 
receptor. In the absence of phosphatase activity to turn off the signaling 
pathway, the action of insulin is potentiated, and a normal physiological 
effect is observed with a lower concentration of the hormone.

 (b) Injecting the mice with insulin would produce greater phosphoryla-
tion of the insulin receptor and possibly IRS-1, since there is no phos-
phatase enzyme to remove the phosphate groups.

 (c) Compounds that inhibit the activity of the PTP-1B phosphatase 
might be effective in treating diabetes. A concern would be the specifi c-
ity of these compounds, since  unpredictable side effects would result if 
the drug inhibited other cellular phosphatases or if PTP-1B has other 
cellular targets unrelated to insulin signaling.

functioning of the cycle, so when these intermediates are diverted to gluco-
neogenesis, the citric acid cycle cannot function properly.

39. If 3,000 g of fat are utilized at a rate of 75/g day, the fast can last for 40 
days before death occurs.

40. During a prolonged fast, body protein is conserved as fats are mobilized 
to provide energy in the absence of food intake. Triacylglycerols are degraded 
to glycerol and fatty acids. The glycerol can serve as a gluconeogenic precur-
sor, and the fatty acids are degraded to acetyl-CoA to form ketone bodies that 
are used by the heart and brain as a substitute for glucose. In this manner, 
body protein is spared and the chance for survival is increased.

41. After a few days of a diet low in carbohydrate, glycogen stores are de-
pleted and the liver converts fatty acids to ketone bodies to be used as fuel 
for muscle and other tissues. Acetone is produced from the nonenzymatic 
decarboxylation of the ketone body acetoacetate. The relatively nonpolar 
 acetone passes from blood capillaries into the lung alveoli, and its smell can 
be detected in exhaled breath.

42. Regular exercise maintains muscle mass so that muscle proteins are less 
likely to be broken down to provide amino acids as fuel, and the body uses 
its stored fat instead. Inactivity while dieting may promote loss of muscle 
mass instead of fat.
43. (a) Leptin stimulates glucose uptake by skeletal muscle.
 (b) Glycogenolysis is inhibited, probably by direct inhibition of gly-

cogen phosphorylase, which catalyzes the committed step in glycoge-
nolysis.

 (c) Leptin increases the activity of cAMP phosphodiesterase; the re-
sult is that cAMP cellular concentration decreases. In this way, leptin 
acts as a glucagon antagonist in the same manner that insulin does; 
glucagon’s signal transduction pathway leads to an increase in cAMP 
concentration.

44. (a) The cytochrome c content is high because of the large number 
of mitochondria that allow brown adipose tissue to oxidize meta-
bolic fuels aerobically, funneling the reduced coenzymes through 
the electron transport chain. Uncoupling oxidative phosphorylation 
permits the energy of electron transport to be dissipated as heat (see 
Box 15-B).

 (b) When subjects were exposed to cold, uptake of the  labeled glucose 
into brown adipose tissue increased to provide reduced coenzymes for 
electron transport and thermogenesis.

45. Both of these observations indicate a decrease in the ability of the mito-
chondrion to oxidize fatty acids. Carnitine acyltransferase transports fatty acids 
from the cytosol to the mitochondrial matrix, the site of � oxidation. Products 
of � oxidation, the reduced coenzymes NADH and QH2, are reoxidized by 
the electron transport chain, with concomitant production of ATP. If fatty acid 
oxidation cannot occur, fatty acids will be used to synthesize triacylglycerols for 
storage in adipose tissue instead.

46. Endogenous fatty acid synthesis is required when dietary fatty acid 
intake is insuffi cient. Stimulation of acetyl-CoA carboxylase ensures that 
the body will have enough fatty  acids in the absence of dietary lipids 
(although essential fatty acids will still be lacking under these circum-
stances). During starvation (and untreated diabetes, which is similar to 
the starved state), body tissues do not have the resources to synthesize 
fatty acids, so acetyl-CoA carboxylase is inhibited. In the starved state, 
fatty acids are mobilized to provide fuel to body tissues.

47. (a) Malonyl-CoA, the product of the acetyl-CoA carboxylase reaction 
(the committed reaction of fatty acid synthesis), inhibits simultaneous 
fatty acid oxidation by inhibiting carnitine acyltransferase, an enzyme 
required for shuttling fatty acids into the mitochondrial matrix for 
 oxidation. This mechanism prevents the oxidation of newly synthesized 
 fatty acids because they cannot enter the mitochondrion.

 (b) In the absence of ACC2, heart and muscle are unable to synthesize 
fatty acids. This increases the demand on the liver to provide fatty acids 
for heart and muscle. In the knockout mice, liver glycogen is degraded 
to glucose, then oxidized to pyruvate and acetyl-CoA in order to provide 
acetyl-CoA for fatty acid synthesis.

 (c) Fatty acid levels decrease because of the lack of ACC2. Triacyl-
glycerols are released by adipose tissue and travel to the muscle and 
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53. AMPK phosphorylates and activates phosphofructokinase-2, the en-
zyme that catalyzes the synthesis of fructose-2,6-bisphosphate. This metabo-
lite is a potent activator of the glycolytic enzyme phosphofructokinase and 
an inhibitor of  fructose-1,6-bisphosphatase, which catalyzes the opposing 
reaction for gluconeogenesis. Stimulation of AMPK would increase the con-
centration of fructose-2,6-bisphosphate and would therefore stimulate gly-
colysis and inhibit gluconeogenesis. The increase in glucose utilization and 
decrease in glucose production would lower the level of glucose in the blood 
in the diabetic patient. [From Hardie, D. G., Hawley, S. A., and Scott, J. W., 
J. Physiol. 574, 7–15 (2006).]

54. Metformin activates AMPK and, in so doing, promotes the phosphory-
lation of acetyl-CoA carboxylase, the enzyme that catalyzes the fi rst commit-
ted step of lipid synthesis (see Section 17-2). Phosphorylation inactivates 
acetyl-CoA carboxylase, which decreases the concentration of malonyl-CoA 
and inhibits lipid synthesis. The decrease in malonyl-CoA relieves the in-
hibition of fatty acid transport and allows � oxidation to occur. The result 
is a decrease in the concentration of the plasma triacylglycerols that predis-
pose the patient to atherosclerosis. Phosphorylation of protein kinase B by 
AMPK would increase translocation of GLUT4 transporters to the plasma 
membrane. In this manner, AMPK is acting as insulin does, promoting the 
uptake of glucose into muscle and adipose tissue. Stimulation of AMPK by 
metformin benefi ts the patient with metabolic syndrome, who is resistant 
to insulin, because AMPK triggers the same responses as insulin signaling. 
[From Hardie, D. G., FEBS Lett. 582, 81–89 (2008).]

Chapter 20

 1. Topoisomerase I reactions are driven by the free energy change of DNA 
shifting from a supercoiled conformation to a relaxed conformation, so no 
external source of free energy is needed. The enzyme merely accelerates a 
 reaction that is already favorable. Topoisomerase II reactions involve more 
extensive mechanical intervention because both strands of the DNA are 
cleaved and held apart while another segment of DNA passes through the 
break. This process requires the free energy of ATP, since it is not thermody-
namically favorable on its own.

 2. E. coli topoisomerase IV is a type II topoisomerase. Both strands of 
the DNA helix need to be cut in order to separate the two  circular DNA 
 molecules.

 3. Novobiocin and ciprofl oxacin are useful as antibiotics because they 
inhibit prokaryotic DNA gyrase but not eukaryotic topoisomerases. They 
can kill disease-causing prokaryotes without harming host eukaryotic cells. 
Doxorubicin and etoposide inhibit eukaryotic topoisomerases and can be 
used as anticancer drugs. Although these drugs inhibit topoisomerases from 
both cancer cells and normal cells, cancer cells have a higher rate of DNA 
replication and are more susceptible to the effects of the inhibitors than are 
normal cells.

 4. (a) In all the variants, a neutral or negatively charged amino acid has 
been replaced with a positively charged amino acid (Lys or Arg). The �1 
abbreviation means that one additional positive charge was introduced, 
a �2 indicates the introduction of two additional positive charges, and 
so on. DNA is negatively charged because of its phosphodiester back-
bone. It’s reasonable to hypothesize that an enzyme with an increased 
number of positive charges might bind more effectively to the negatively 
charged DNA.

 (b) Intact, double-stranded DNA has a lower absorbance at 260 nm 
than does single-stranded DNA. An increase in absorbance at 260 nm 
over time is a useful measurement of the catalytic activity of DNase, 
since the products of the reaction are short, single-stranded oligonucle-
otides.

 (c) All of the variants have lower K M values than the wild-type  DNase, 
indicating that the DNase variants bind more tightly to the DNA sub-
strate than does the wild-type enzyme. The tighter binding is no doubt 
due to the additional positive charges on the variants, which allow the 
formation of ion pairs between the variant enzymes and the DNA. 
There seems to be a rough correlation between the number of posi-
tively charged residues and the K M value: An increase in the number of 
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 (b) These amino acids are positively charged. Since a negatively charged 
aspartate residue in the glucagon receptor has been shown to be essen-
tial for binding, it’s possible that an ion pair forms between a positively 
charged amino acid side chain (His, Lys, or Arg) and the essential aspar-
tate. This  hypothesis can be tested by modifying His1, Lys12, and Arg18 
to neutral or negatively charged side chains and assessing the resulting 
analogs’ binding and signal-transducing capabilities.

 (c) Eliminating the Asp at position 9 results in an analog with de-
creased affi nity for the receptor and with little biological activity, 
indicating that the Asp plays a role in both binding and signal trans-
duction. Substituting the Asp with a positively charged Lys decreases 
the binding affi nity by about half but completely eliminates the bio-
logical activity. The Asp evidently plays an important role in binding, 
but conservation of the negative charge does not seem to be critical, 
since a positive charge does not abolish binding. Hence some other 
aspect of the Asp side chain structure is important for binding. The 
Asp at position 9 does seem to be important for biological activity, 
since deletion or substitution of the Asp greatly decreases biological 
activity.

 Abolishing the positive charge at position 12 greatly decreases bind-
ing affi nity. But once the analogs are bound, they are still capable of elic-
iting a biological response. The addition of a negative charge at position 
12 virtually abolishes binding, so it’s possible that the positively charged 
group at position 12 forms an ion pair with a negatively charged amino 
acid on the glucagon receptor.

 Leu18 binds more effectively to receptors than does Ala18, support-
ing the hypothesis that hydrophobic interactions between the hormone 
and the receptor are important, since leucine has a more hydrophobic 
side chain than alanine. Substitution with a Glu residue also decreases 
binding, but not as much as at position 12. The positive charge is im-
portant, since replacement with the negatively charged Glu abolishes 
more than 90% of the binding ability of the analog.

 The des-His1-glucagon has decreased binding affi nity and has a 
greater decrease in biological activity, indicating that the histidine at 
position 1 is important for binding but plays a greater role in signal 
transduction. This is also supported by the other des-His1 analogs. The 
des-His1-des-Asp9 analog does not bind well (only 7% of the control) 
and has no biological activity. Interestingly, the des-His1-Lys9 derivative 
binds well (70%) but has no biological activity. This indicates that the 
substitution of aspartate for lysine at position 9 preserves characteristics 
that are important for binding. However, once bound, the analog does 
not trigger signal transduction.

 (d) The des-His1-Lys9 is the best antagonist because it binds to the 
receptor with 70% of the affi nity of the native hormone but has no 
biological activity. In this derivative, the two amino acids important in 
signal transduction have been modifi ed, while the positively charged 
residues at positions 12 and 18, which are critical for binding, have been 
retained. [From Unson, C. G., et al., J. Biol. Chem. 266, 2763–2766 
(1991); and Unson, C. G., et al., J. Biol. Chem. 273, 10308–10312 
(1998).]

52. The bypass surgery eliminates a portion of the stomach and the small 
intestine, which are normally sources of hormones that regulate fuel metabo-
lism and insulin sensitivity. The surgery apparently alters hormonal signaling 
enough to restore insulin sensitivity.
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of the replication fork, generating positive supercoils that would  hinder 
DNA  unwinding.

 7. Negatively supercoiled DNA is more easily unwound, and thus the sepa-
ration of the DNA strands occurs more easily, which facilitates the replica-
tion process.

 8. The origin is more likely to be richer in A:T base pairs, since these expe-
rience fewer stacking interactions and are more easily separated, which would 
allow easier access for the replication proteins.

 9. (a) Yes. By moving along a single DNA strand, the helicase can act as a 
wedge to push apart the double-stranded DNA ahead of it.

 (b) The free energy of dTTP hydrolysis is similar to the free energy of 
ATP hydrolysis. Each hydrolysis reaction drives the helicase along two 
to three bases of DNA.

 (c) The T7 helicase is probably a processive enzyme. Its hexameric ring 
structure is reminiscent of the clamp structure that promotes the pro-
cessivity of DNA polymerase (see Fig. 20–12). [From Kim, D.-E., 
 Narayan, M., and Patel, S. S., J. Mol. Biol. 321, 807–819 (2002).]

10. Helicase would unwind the parental DNA, exposing extensive segments 
of single-stranded DNA. Without a polymerase to convert these template 
strands into double-stranded DNA, the single strands would be susceptible 
to endonucleases, especially if the supply of replication protein A was limited.

11. (a) DNA replication (and hence bacterial growth) halts immediately at 
the nonpermissive temperature because the DNA cannot be unwound 
ahead of the replication fork in the absence of the helicase.

 (b) Bacterial growth slows and then stops because the role of DnaA is to 
locate the replication origin (see Problem 7). When the temperature shifts 
to the nonpermissive temperature, DNA replication already under way is 
not affected (those cells can complete cell division), but another round of 
replication cannot begin in the absence of functioning DnaA.

12. (a) SSB, which coats single-stranded DNA exposed at the replication 
fork, must have a relatively low affi nity for DNA because it is displaced 
as the polymerase proceeds. The polymerase, along with accessory pro-
teins such as the clamp, has a relatively high affi nity for the DNA.

 (b) The cell most likely contains large amounts of SSB in order to coat 
all the single-stranded DNA and prevent it from forming secondary 
structures. Whereas the cell requires multiple copies of SSB for each 
replication fork, in theory, only two DNA polymerase enzymes are re-
quired (one for the leading strand and one for the lagging strand).

13. The ddNTP lacks the 3� hydroxyl group that serves as the attacking 
nucleophile for the incoming dNTP.

14. The drug would inhibit DNA synthesis because the polymerization re-
action is accompanied by the release and hydrolysis of inorganic pyrophos-
phate (PPi ; see Fig. 20-9). Failure to hydrolyze the PPi would remove the 
thermodynamic driving force for the overall process.

15. DNA polymerase ´ would need to have greater processivity because it 
synthesizes the leading strand continuously. Polymerase � can be less proces-
sive because it synthesizes only a short DNA segment at the start of each 
Okazaki fragment.

16. The following proteins are required: an initiator protein, topoisomerase, 
helicase, SSB, primase, DNA polymerases capable of replicating both the 
leading and lagging strands, a clamp and clamp loader, and RNAse H. [From 
Li, J. J., and Kelly, T. J., Proc. Natl. Acad. Sci., 81, 6973-6977 (1984).]

17. First, the cell contains roughly equal concentrations of the four deoxynu-
cleotide substrates for DNA synthesis; this minimizes the chance for an over-
abundant dNTP to take the place of another or for the wrong dNTP to take 
the place of a scarce dNTP. Second, DNA polymerase requires accurate pairing 
between the template base and the incoming base. Third, the 3� S 5�exo-
nuclease proofreads the newly formed base pair. Fourth, the removal of the 
RNA primer and some of the adjacent DNA helps minimize errors introduced 
by primase and by the DNA polymerase at the 5� end of a new DNA segment. 
Finally, DNA repair mechanisms can excise mispaired or damaged nucleotides.

18. (a) The positively charged Mg2� ion could decrease the affi nity of the 
DNA’s 3� O atom for H, thereby increasing the nucleophilicity of the 
3� O atom (making it behave more like an O
 ion). The Mg2� could 
also help neutralize the negative charge on the incoming nucleotide.

positively charged residues results in a  lower K M value, which indicates 
tighter binding. However, the Vmax values must also be assessed. All of 
the variants have a higher Vmax value than the wild-type enzyme, indi-
cating that the tighter binding leads to greater catalytic activity. The 
replacement of three amino acids yields a variant enzyme in which the 
K M and Vmax values are optimized. When four or fi ve amino acids are 
replaced, the velocity is lower than when only three amino acids are re-
placed. Since the K M value for the �4 and �5 variants is also generally 
smaller, it is possible that the enzyme and substrate bind to each other 
so tightly that catalytic effi ciency is compromised.

 (d) The plasmid DNA normally exists in a supercoiled circle, as shown in 
the control lane. The wild-type DNase can nick the DNA on one strand 
to convert the plasmid to the relaxed circular DNA. The �3 mutant is 
the best of the three in its ability to cleave supercoiled DNA. All three 
mutants are able to produce linear DNA, whereas the wild-type DNase 
does not. This indicates that the variants can cut both strands, whereas 
the wild-type enzyme cuts only one strand.

 (e) All of the mutants have a greater nicking activity than the wild-type 
for low- and high-molecular-weight DNA at low concentrations. The 
�2 mutant is especially active under these conditions and would be a 
good choice to use for a lupus patient. The �1 and �2 mutants can 
degrade low-molecular-weight DNA at a high DNA concentration better 
than the wild-type enzyme, but the �3 and �4 mutants are not as active. 
Not all of the data are given, so it is diffi cult to draw conclusions about 
the ability of the mutants to degrade high-molecular-weight DNA, but 
the �2 mutant is clearly more effective than the wild-type DNase and 
would be a good choice to use for a CF patient. [From Pan, C. Q., and 
Lazarus, R. A., J. Biol. Chem. 273, 11701–11708 (1998).]

 5. Parental 15N-labeled DNA strands are shown in black, and newly 
synthesized 14N DNA strands are shown in gray. The original 15N-labeled 
 parental DNA strands persist throughout succeeding generations, but their 
proportion of the total DNA decreases as new DNA is synthesized.

Hybrid DNA

Fourth generation
7
8

Third generation

Second generation

First generation

15N DNA (heavy)

14N DNA
(light)

+

+ ++

+

+ 1
8

3
4

1
4

 6. DNA gyrase is a type II topoisomerase in E. coli. It can introduce nega-
tive supercoils into the DNA ahead of the replication fork. In the absence of 
DNA gyrase, strand separation would cause overwinding of the DNA ahead 
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24. Eukaryotic DNA ligases use ATP, and bacterial ligases use NAD�, as a 
cofactor in the reaction. A drug that inhibited only NAD�-dependent ligases 
would be an effective drug to treat bacterial diseases without harming the 
host. Bacteria unable to carry out the ligase reaction cannot complete DNA 
replication and cannot survive.

25. (a) DNA polymerase, (b) reverse transcriptase or telomerase, 
 (c) primase or RNA polymerase.

26. By removing the triphosphate groups from deoxynucleotides, the 
enzyme depletes the pool of dNTP substrates for the viral reverse tran-
scriptase. As a result, viral RNA cannot be converted to DNA and viral 
replication is blocked.

27. (a) 

H

H

H

H

H

H

H

H

H

H

H

H

H

H

H

H

N

N
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N
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N
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(b)

 

T

T
T

T

A

G

T

T

G

G

A

G

G

G

A

G

G

G

T
T

G

G

G

A

28. Because there is a strong link between telomerase activity and aging, 
it’s possible that cancer cells might overexpress the telomerase enzyme. 
Increased telomerase activity could contribute to the growth of cancer 
cells. If the G quartet acts as a negative regulator of telomerase activity, 
inducing its formation could inhibit the telomerase and inhibit growth of 
cancer cells.

29. The resulting telomeres will have a sequence complementary to the 
mutated sequence of the telomerase-associated RNA template. This ex-
periment was important because it established the mechanism of the en-
zyme and verifi ed the role of the RNA template in extending chromosome 
length.

30. The proteins collectively known as shelterin do not recognize the 
mutated RNA sequence and do not bind to it. This leaves the ends of 
the DNA unprotected. This has been shown to lead to apoptosis (pro-
grammed cell death). [From Blackburn, E. H., Mol. Cancer Res., 3, 477–
482 (2005).]

31. Without functional DNA repair enzymes, additional mutations may 
arise in genes that are involved in regulating cell growth. In the absence 
of proper growth controls, cells may  begin to proliferate at an accelerated 
rate.

 (b) The Mg2� could stabilize the negative charge that develops on the 
pentacovalent transition state.

(DNA)

�O

O�

C5� (NTP)

O�

O�

C3�

O

OPO

O

P

O�

O

O

P

19. PPi is the product of the polymerization reaction catalyzed by DNA 
polymerase. This reaction also requires a template DNA strand and a primer 
with a free 3� end.
 (a) There is no primer strand, so no PPi is produced.
 (b) There is no primer strand, so no PPi is produced.
 (c) PPi is produced.
 (d) No PPi is produced because there is no 3� end that can be extended.
 (e) PPi is produced.
 (f ) PPi is produced.

20. The enzyme most likely detects the geometry of the polynucleotide 
chain as it shifts from the wide and shallow A-form characteristic of an RNA 
helix to the narrower and steeper B-form of DNA.

21. The DNA molecule (chromosome) is much longer than an Okazaki 
fragment and must be condensed and packaged in some way to fi t inside 
the nucleus (in a eukaryote) or cell (in a prokaryote). If the cell waited until 
the entire DNA molecule had been replicated, the newly synthesized lagging 
strand, in the form of many Okazaki fragments, might already be packaged 
and inaccessible to the endonuclease, polymerase, and ligase necessary to 
produce a continuous lagging strand.

22. The DNase can create a nick (a break in one strand). Then the exonuclease 
activity of DNA polymerase I can remove nucleotides on the 5� side of the 
nick. At the same time, the polymerase active site can add radioactive deoxy-
nucleotides to the 3� side of the nick. The removal and replacement of nucleo-
tides translates the nick in the 5� S 3� direction. DNA ligase can then seal the 
gap between the original DNA and the newly synthesized radioactive segment.

23. 
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40. (a)

 

N
H

N

N

O

Xanthine

NH

O

 (b) Since cytosine also pairs with guanine, the deamination of guanine 
to xanthine does not induce a mutation.

41. All of these deaminations produce bases that are foreign to DNA; there-
fore, they can be quickly spotted and repaired before DNA has replicated and 
the damage is passed on to the next generation.

42. (a)

 

O

N

N
H

5-Methylcytosine Thymine

NH

O

ON
H

NH2

H3C H3C

 (b) Thymine
 (c) C:G to T:A transition occurs.
 (d) The cell cannot repair the deaminated 5-methylcytosine since the 

resulting base is indistinguishable from thymine that occurs normally.

43. (a) 
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 (b) 
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 [From Sowers, L. C., Boulard, Y., and Fazakerley, G. V., Biochemistry 
29, 7613–7620 (2000).]

32. The Pt cross-links distort the DNA, much like a thymine  dimer does. 
Unless the nucleotide excision repair pathway restores the normal DNA 
structure, the DNA containing the cross-link cannot be replicated, and the 
cell undergoes apoptosis.

33. The triphosphatase removes nucleotides containing the modifi ed base 
before they can be incorporated into DNA during replication.

34.

 

NH2

HN

N N

N

N

N

N

N

N
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O

8-Oxoguanine
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H
H

35. The O 6-methylguanine produced by the methylation of guanine pro-
duces a residue that can base pair with either cytosine or thymine. If the 
O 6-methylguanine residue base pairs with thymine, the G:C base pair will 
eventually be changed to an A:T base pair.

36. The structures of the intercalating agents resemble A:T and G:C base 
pairs, which explains why they are able to slip in between the stacked base 
pairs of DNA. This has the effect of creating what appears to the replication 
machinery as an “extra” base pair. An extra base incorporated into the newly 
synthesized DNA may eventually lead to a frameshift mutation (in which the 
additional nucleotide causes the translation apparatus to read a different set 
of successive three-nucleotide codons).

37. Bromouracil causes an A:T to G:C transition.

O

O
H

H

H

N

N

N

N

N
N

N
H

5-Bromouracil
(keto tautomer)

5-Bromouracil
(enol tautomer)

Guanine

NH
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H
O

O

ON
H
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38. The ultraviolet light is an additional precaution against contamination. 
Ultraviolet light causes the formation of thymine dimers in bacterial DNA. 
High levels of exposure to ultraviolet light would overwhelm the cells’ ability 
to repair the dimers, which would result in the eventual death of the bacte-
ria. Thus, the ultraviolet light helps keep the hood space free from bacteria 
that could contaminate the cultured cells.

39. (a)

 

NN

N

O

Hypoxanthine

NH

 

 (b) 
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O

H
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N

O

 (c) An A:T base pair is converted to a C:G base pair.
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 (d) Overexpression of an error-prone DNA polymerase similar to 
polymerase 
 would increase the mutation rate. [From Matsuda, T., 
Bebenek, K., Masutani, C., Hanaoka, F., and Kunkel, T. A., Nature 
404, 1011–1013 (2000).]

51. The side chains of lysine and arginine residues have high pK values 
and are positively charged at physiological pH. The positively charged 
groups can form ion pairs with the negatively charged phosphate groups 
on the backbone of the DNA molecule.

52. A solution of 0.5 M NaCl effectively dissociates the positively charged 
histone proteins from the negatively charged DNA by disrupting the ionic 
bonds that hold these two chromatin components together. The charged 
sodium and chloride ions can form substitute ionic interactions with the 
histone protein and DNA.

53. 
CH2
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�O O�

NH2
�

C

C

O

O

N

N

CH2

CH2

CH2

CH2

CH3

CH3NH
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(a) (b)

(d)

(c)

(e)

  Both acetylation and methylation of the lysine produce a neutral side 
chain and remove the lysine residue’s positive charge; phosphorylation 
of the serine and histidine side chains produces a side chain with two 
negative charges; methylation of the arginine residue increases the size 
of the side chain somewhat but does not alter the charge of the side 
chain.

54. The high degree of sequence conservation from cows to peas indicates 
that the sequence of the histone H4 protein is so vital to its function that 
amino acid substitutions, especially those that are nonconservative in nature, 
would disrupt the function of the protein and thus cannot be tolerated.

55. (a) The nonstandard amino acid is homocysteine, which can accept a 
methyl group donated by methyl-tetrahydrofolate to regenerate methio-
nine (see Section 18-2).

HC

COO�

�H3N

CH2

SH

CH2

 (b) The other product is methanol, CH3OH.

56. DNA methylation is important in the process of imprinting, in which 
DNA expression depends on parental origin. In the absence of DNA meth-
ylation, imprinting cannot take place. DNA methylation is important in 
gene expression during embryonic development, and if the DNA cannot 
be methylated, the embryos do not develop properly and die before birth.

57. No, histones modifi ed with ubiquitin are not marked for proteolytic de-
struction by the proteasome because the amino acid side chains of the histone 

44. (a) 

O6-Methylguanine Thymine

N
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CH3 CH3

 The methylation of guanine causes a G:C to A:T transition.

 (b)

 O6-Methylguanine

Protonated cytosine
N

N
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O

ON

H

H
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H

H

N

N

N�

N

H3C

 No, since G normally base pairs with C, a mutation does not result. 
A mutation occurs only when O 6-methylguanine pairs with T. [From 
Leonard, G. A., Thomson, J., Watson, W. P., and Brown, T., Proc. Natl. 
Acad. Sci. 87, 9573–9576 (1990).]

45. Most likely, the thymine–thymine dimer, since this lesion forms upon 
exposure of the DNA to ultraviolet light.

46. The thymine dimers form when DNA is exposed to ultraviolet light, so 
the enzymes that repair the damage are activated by the same stimulus that 
produced the damage.

47. The mutant bacteria are unable to repair deaminated cytosine (uracil). 
In these cells, the rate of change of G:C base pairs to A:T base pairs is much 
greater than normal.

48. The amino acid code is degenerate in that several codons may specify 
the same amino acid. For example, the codons GCA, GCC, GCG, and 
GCU all code for alanine. So if a mutation occurred at the third position 
(the 3� end) of the codon, alanine would still be incorporated into the 
protein.

49. DNA polymerase III replicates DNA until a thymine dimer is en-
countered. Polymerase III is accurate but cannot quickly bypass the dam-
age. Polymerase V, which can more quickly proceed through the damaged 
site, does so, but at the cost of misincorporating G rather than A opposite 
T. Thus, replication can continue at a high rate. The tendency for DNA 
polymerase V to continue to introduce errors is minimized by its low 
processivity: Soon after passing the thymine dimer, it dissociates, and the 
more accurate polymerase III can continue replicating the DNA with high 
fi delity.

50. (a) The polymerases that lack 3� S 5� exonuclease activity have higher 
error rates than polymerases that contain the exonuclease activity.

 (b) �, once every 6250 bases; �, once every 1493 bases; �, once every 
100,000 bases; ´, once every 100,000 bases; 
, once every 29 bases.

 (c) Polymerase 
 and HIV RT incorporate the correct base with ap-
proximately the same effi ciency (for example, 420, 760, and 800 �M ? 
min�1  103). However, polymerase 
 incorporates mispaired bases 
much more effi ciently than HIV RT does (22, 1.6, and 8.7 vs. 0.07 �M ? 
min�1  103). These results indicate that the high error rate of poly-
merase 
 results from its ability to incorporate the wrong base rather 
than its inability to incorporate the correct base.
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cell requires them in equal amounts. Therefore, rRNA gene transcription 
does not need to be selective, and one promoter suffi ces. In contrast, the 
protein-coding genes transcribed by RNA polymerase II must be expressed 
at different times and at different levels. The regulation of transcription of 
these genes is more elaborate, requiring different promoter sequences that 
can potentially interact with different sets of transcription factors.

 9. A:T base pairs have weaker stacking interactions (see Section 3-1) and 
are easier to melt apart than G:C base pairs, which have stronger stacking 
interactions. This facilitates DNA unwinding to expose the template for 
transcription.

10.  11
GAGCATATAAGGTGAGGTAGGATCAGTTGCTCCTCACATTT
 TATA box Inr

11. O

CH CNH
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12. The other product is methylamine.
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13. Upregulation of the methylase will increase the extent of methyla-
tion of Lys 4 (K4) and Lys 27 (K27) in histone 3. Since H3K4me3-associ-
ated genes normally tend to be in transcriptionally active chromatin (see 
Table 21-2), these genes are hyperactivated in cancer cells. The opposite 
occurs with H3K27me3-associated genes, which are normally transcrip-
tionally inactive and will be hypersilenced in cancer cells. [From Stark, 
G. R., Wang, Y., and Lu, T., Cell Res., 21, 375–380 (2011).]

14. Both TAFs and histone proteins bind to DNA in a non-sequence- 
specifi c manner. Proteins with a high affi nity for DNA likely share structural 
similarities. It is known that histones contain abundant amounts of positively 
charged Lys and Arg residues that form ionic bonds with negatively charged 
DNA; perhaps TAFs do as well.

15. (a) The polymerase binds most tightly to the DNA segment with the 
largest bulge. This DNA mimics the transcription bubble, in which the 
DNA strands have already been separated.

 (b) Since Kd is a dissociation constant, the apparent equilibrium constant 
for the binding reaction is 1/Kd. Equation 12-2 gives the relationship 
 between �G and K:

 DG 5 2RT  ln K or DG 5 2RT  ln(1yK d)

 (c) For double-stranded DNA:

 DG 5 2(8.3145 J ? K21 ? mol21)(298 K)ln(1y315 3 1029)

 5 237 kJ ? mol21

 For the eight-base bulge,

 DG 5 2(8.3145 J ? K21 ? mol21)(298 K)ln(1y1.3 3 10212)
 5 268 kJ ? mol21

proteins have only one ubiquitin attached. In order to enter the proteasome 
for degradation, a chain of at least four ubiquitin molecules is required (see 
Section 12-1).

58. Histone acetylation has been shown to be associated with transcription-
ally active chromatin, so it makes sense that the  enzymes that catalyze this 
particular modifi cation would be  associated with transcription factors.

59. (a) Because the protamine–DNA complexes occupy less volume than 
nucleosomes, DNA can be more easily packed into the small volume of 
the sperm nucleus.

 (b) DNA in nucleosomes is less compact and therefore more accessible 
for transcription, so one would expect  nucleosomal DNA to contain 
genes that would need to be expressed immediately following fertiliza-
tion, that is, genes essential for early embryogenesis.

60. The C4 amino group of cytosine is involved in base pairing with 
guanine (Section 3-1), so deamination is more likely to occur when the 
DNA is single-stranded. However, packaging the DNA in a nucleosome 
decreases the likelihood of DNA melting, so nucleosomal DNA is pro-
tected from  cytosine deamination. [From Chen, X., Chen, Z., Chen, H., 
Su, Z., Yang, J., Lin, F., Shi, S., and He, X., Science 335, 1235–1238 (2012).

Chapter 21

 1. Messenger RNA is translated into protein, and a single mRNA can be used 
to translate many proteins. In this way, the mRNA is “amplifi ed.” Ribosomal 
RNA performs a structural role and is not amplifi ed, so many more rRNA genes 
are needed to express suffi cient rRNA to meet the needs of the cell.

 2. Organizing genes with related functions in an operon means that the 
genes can be turned on and off together. Furthermore, because the genes 
are transcribed as a unit, the products can be generated in roughly equiva-
lent concentrations and in the same region of the cell (where the ribosome 
is located). Consequently, only one signal is needed to activate or deacti-
vate the metabolic function carried out by the products of the operon’s 
genes. A eukaryotic cell can coordinate the transcription of physically 
separated but functionally related genes if they share a set of enhancers, 
silencers, activators, or repressors.

 3. Sequence-specifi c interactions require contact with the bases of DNA, 
which can participate in hydrogen bonding and van der Waals interactions 
with protein groups. Electrostatic interactions involve the ionic phosphate 
groups of the DNA backbone and are therefore sequence independent.

 4. The protein must identify a gene to be expressed and must acti-
vate the transcription machinery so that the DNA can be transcribed 
to RNA. The gene is identifi ed by the ability of the protein to bind spe-
cifi c DNA sequences  associated with the gene. The resulting distortion 
in the DNA can then be recognized in a sequence-independent manner 
by  transcription factors that assemble at the site in order to initiate RNA 
synthesis.

 5. The promoter region is shaded.
�1

AAAATAAATGCTTGACTCTGTAGCGGGAAGGCGTATTATCCAACACCC

 6. Mutations that result in a promoter sequence that more closely resembles 
the consensus sequence will increase the rate of transcription, whereas mu-
tations that result in a promoter sequence that deviates from the consensus 
sequence will have the opposite effect.

 7. Affi nity chromatography takes advantage of the ability of the desired 
protein to bind to a specifi c ligand (see Section 4-5). To purify Sp1, the 
GGGCGG oligonucleotide is covalently attached to tiny beads, which con-
stitute the stationary phase of a chromatography column. A cellular extract 
containing the Sp1 protein is loaded onto the column and a buffer (the 
mobile phase) is washed through the column to elute proteins that do not 
bind to the oligonucleotide ligand. Next, a high-salt buffer is applied to the 
column to disrupt the strong interactions between the Sp1 and the GC box, 
and the Sp1 protein is eluted. [From Kadonaga, J. T., et al., Trends Biochem. 
Sci. 11, 20–23 (1986) and Kadonaga, J. T., and Tjian, R., Proc. Natl. Acad. 
Sci. 83, 5889–5893 (1986).]

 8. RNA polymerase I transcribes rRNA genes. Although there are multiple 
copies of these genes, there are only a few types of rRNA molecules and the 
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the trp operon are not expressed because tryptophan biosynthetic enzymes 
are not needed when tryptophan is plentiful. But when the concentration 
of tryptophan drops, tryptophan dissociates from the repressor, causing 
a conformational change that results in the dissociation of the repressor 
from the promoter. RNA polymerase can now bind to the promoter, and 
the genes encoding the enzymes for the tryptophan synthetic pathway can 
now be expressed.

23. The accurate transmission of genetic information from one genera-
tion to the next requires a high degree of fi delity in DNA replication. A 
higher rate of error in RNA transcription is permitted because the cell’s 
survival usually does not depend on accurately synthesized RNA. If trans-
lated, an RNA transcript containing an error may lead to a defective pro-
tein, which is likely to be destroyed by the cell before it can do much 
damage. The gene can be transcribed again and again to generate accurate 
transcripts.

24. The 5� end of any prokaryotic RNAs ending in A will be labeled. 
The 5� ends of RNA transcripts have 5� triphosphate groups containing 
the labeled �-phosphate. The phosphodiester bonds in the RNA will not 
be labeled because these phosphate groups come from the �-phosphates 
of the nucleoside triphosphates (the �-phosphates are released as pyro-
phosphate).

*pppA 1 pppN Δ *pppApN 1 PPi

25. Cordycepin, which resembles adenosine, can be phosphorylated and 
used as a substrate by RNA polymerase. However, it blocks further RNA 
polymerization because it lacks a 3� OH group.

26. The incorporation of cordycepin into a growing RNA chain pro-
vides evidence that transcription occurs in the 5� S 3� direction. Once 
incorporated, transcription halts because of the lack of a 3� OH group. If 
transcription occurred in the 3� S 5� direction, cordycepin would not be 
incorporated into the growing RNA chain and would not be able to halt 
RNA synthesis.

27. Rifampicin inhibits the transition from RNA chain initiation to 
elongation. Normally, RNA polymerase initiates RNA synthesis repeat-
edly, releasing many short transcripts before committing to elongation. 
In the presence of rifampicin, the RNA polymerase cannot convert from 
initiation mode to elongation mode and remains bound to its promoter. 
Synthesis of longer RNA transcripts is not possible in the presence of 
the drug.

28. The prokaryotic RNA polymerase is a six-subunit enzyme with a sub-
unit composition of �2���v� and is the only RNA polymerase in prokary-
otic cells. In contrast, eukaryotic cells have three different RNA polymerase 
enzymes that differ in structure from the prokaryotic polymerase. Thus, ri-
fampicin can be effectively used as an antibiotic to treat bacterial diseases 
in eukaryotic organisms because the drug is able to block transcription in 
the disease-causing  prokaryotic cells without inhibiting transcription in the 
eukaryotic organism.

29. G U C C G A U C G A A U G C A U G

30. (a) mRNA (n residues) 1 Pi S NDP 1 mRNA (n 2 1 residues)

 (b) The reverse of the phosphorolysis reaction is an RNA polymeriza-
tion reaction. PNPase uses an NDP substrate to extend the RNA by 
one nucleotide residue and releases Pi. RNA polymerase uses an NTP 
substrate and releases PPi.

 (c) High processivity would allow the exonuclease to rapidly degrade 
mRNA molecules. This would be important in cases where the gene 
product was no longer needed. An mRNA that was degraded more 
slowly could potentially continue to be translated.

31. If �-amanitin were added to cells in culture, the synthesis of mRNA 
would be inhibited, but the synthesis of all other types of RNA would be 
relatively unaffected. RNA polymerase II is responsible for mRNA synthesis 
and is the most sensitive to inhibition by �-amanitin. Experiments with this 
toxin permitted investigators to determine the types of RNA synthesized by 
each polymerase.

 Polymerase binding to the melted DNA is more favorable than binding 
to double-stranded DNA.

 (d) Melting open a DNA helix is thermodynamically  unfavorable. 
Some of the favorable free energy of binding the polymerase to 
the DNA is spent in forming the transcription bubble. When the 
transcription bubble is preformed (for example, in the DNA with 
an eight-base bulge), this energy is not spent and is refl ected in the 
 apparent energy of polymerase binding. The difference in �G values 
for polymerase binding to double-stranded DNA and to the eight 
base bulge is 
68 
 (
37) � 
31 kJ ? mol
1. This value estimates 
the free energy cost (�31 kJ ? mol
1) of melting open eight base pairs 
of DNA.

 (e) The AT-rich sequence is easier to melt open than the GC-rich se-
quence because GC-rich DNA experiences stronger stacking interac-
tions. [From Bandwar, R. P., and Patel, S. S., J. Mol. Biol. 324, 63–72 
(2002).]

16. The presence of the � factor decreases the affi nity of RNA polymerase 
for DNA. This allows the polymerase–� factor  complex to quickly scan long 
segments of DNA for promoter sequences. Once transcription has begun, 
the � factor is no longer needed and dissociates from the enzyme. Now the 
RNA polymerase has a high affi nity for DNA, which helps keep it associated 
with the template during transcription.

17. The lactose permease allows lactose to enter the cell, which increases the 
intracellular lactose concentration. Allolactose can then bind to the repressor 
protein to remove it from the operator. The presence of additional lactose 
assists in the full expression of the operon.

18. (a) When glucose is present, the cAMP concentration is low. CAP can-
not bind to the operon in the absence of cAMP, so the operon is off. 
Glucose is the preferred substrate, so lactose is not used as long as glu-
cose is present.

 (b) The operon is off, both because glucose is present and CAP is not 
bound [see part (a)] and because lactose is absent and the repressor is 
bound to the operator, preventing RNA polymerase from binding.

 (c) CAP binds cAMP and can bind to the operon, but the operon re-
mains off because the repressor is also bound in the absence of lactose.

 (d) The operon is on. In the absence of glucose, cAMP levels rise. 
cAMP binds to CAP, which can bind to the operon to stimulate tran-
scription. In the presence of lactose, allolactose is formed and binds to 
the repressor, removing the repressor from the operator. The genes of 
the operon are expressed and the bacterial cell can use lactose as a food 
source.

19. If the repressor cannot bind to the operator, the genes of the lac operon 
are constitutively expressed; that is, the genes are expressed irrespective of 
whether lactose is present or absent in the growth medium. Adding lactose 
has no effect on gene expression.

20. If the repressor can bind to the operator, the genes of the operon are not 
expressed. When lactose is added to the growth medium, it cannot bind to 
the repressor. The repressor remains bound to the DNA and the genes of the 
operon are not expressed. This is an example of a noninducible mutation, 
because adding lactose does not result in gene expression.

21. Wild-type cells cannot grow in the presence of phenyl-Gal. The wild-
type cells produce a small amount of �-galactosidase in the absence of lac 
operon expression, but not in suffi cient amounts to be able to cleave phenyl-
Gal to phenol and  galactose. The lacI mutants, however, will thrive in this 
growth medium. The mutation in the lacI gene results in the expression of 
a nonfunctional repressor (or perhaps no repressor); in any case, the lac op-
eron is constitutively expressed and �-galactosidase is produced in suffi cient 
amounts to act on phenyl-Gal to release galactose. The use of this growth 
medium permits selection of repressor mutants, since the mutants survive 
while the wild type cells do not.

22. When tryptophan is plentiful, there is “extra” tryptophan available 
to bind to the repressor. With tryptophan bound, the repressor binds to 
the promoter and prevents RNA polymerase from binding. The genes of 
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hybrid. The �,�-imido nucleoside triphosphate cannot be hydrolyzed to its 
corresponding diphosphate and inorganic phosphate, so Rho-dependent 
 termination cannot occur.

39. (a) 

RNA polymerase

Operator

Operon

DNA

transcription

Product absent

Product present

Repressor

Product

RNA polymerase

no transcription

Repressor

 (b) 

Operon

mRNA

DNA

translation

Product absent

Product present

DNA

mRNA

RNA-binding protein

Product

terminate transcription
or block translation

 (c) If no protein were involved, the operon’s product would have to 
interact directly with the mRNA.

32. Differential binding to the ion exchange column indicates that the RNA 
polymerases had different affi nities for the DEAE, indicating that the amino 
acid sequences of the polymerases were different. The different sensitivities 
to the Mg2� ions and to the mushroom toxin also indicate differences in the 
enzymatic mechanism for the three enzymes, even though all three enzymes 
catalyze RNA polymerization.

33. The C-terminal domain (CTD) is phosphorylated on multiple serine 
residues when RNA polymerase transitions to elongation mode. The pres-
ence of many negatively charged phosphate groups causes charge–charge 
repulsions that cause this domain to be positioned away from the globular 
domain of the RNA polymerase as well as away from the negatively charged 
DNA.

34. The C-terminal domain (CTD) is phosphorylated when RNA poly-
merase transitions from initiation mode to elongation mode. If the CTD is 
missing, it cannot be phosphorylated, and elongation cannot occur. Tran-
scripts that do manage to clear the promoter in the absence of a phosphor-
ylated domain will not be properly processed, since the phosphorylated 
CTD serves as a docking site for enzymes involved in co-transcriptional 
modifi cation.

35. (a) 59? ? ? NNAAGCGCCGNNNNCCGGCGCUUUUUUNNN ? ? ? 39

 (b) 

G C
CN

N
N

N

G C

G C
A U
A U

C G
C G

C G

UUUU 3�NN5�

36. (a) 59? ? ? NNAAICICCINNNNCCIICICUUUUUUNNN? ? ? 39

 (b) 

I C

I C
A U
A U

C I
C I

C I

UUUU 3�NN5�

I C

CN

N
N

N

 The RNA terminator hairpin is much less stable when I is substituted 
for G because I:C base pairs have only two hydrogen bonds whereas G:C 
base pairs have three. The stability of the RNA hairpin is important in 
termination. When ITP is substituted for GTP in culture, the hairpin 
might not form; as a consequence, RNA transcripts will not terminate 
properly.

37. As transcription proceeds, the nascent RNA forms a variety of secondary 
structures as portions of the transcript form complementary base pairs. The 
formation of these secondary structures may cause transcription to pause but 
not necessarily terminate.

38. The �,�-imido nucleoside triphosphate can be used as a substrate by 
RNA polymerase, since it is the phosphoanhydride bond closest to the  ribose 
that is cleaved when the nucleotide is incorporated into the growing RNA 
transcript. Elongation is therefore not affected by the presence of the modi-
fi ed nucleotide. Rho-dependent termination is affected because Rho is a he-
licase that uses the energy of ATP hydrolysis to pry apart the DNA–RNA 
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44.

 
Polymerase

Type of 
template

 
Substrates Reaction product

DNA polymerase DNA dATP, dCTP, 
 dGTP, dTTP

DNA

Human 
 telomerase

RNA dATP, dGTP, 
 dTTP

telomere DNA

RNA polymerase DNA ATP, CTP, 
 GTP, UTP

RNA

Poly(A)  
 polymerase

none ATP poly(A) tail of 
 mRNA

Bacterial CCA-
 adding enzyme

none ATP, CTP 3� CCA on tRNA

45. Messenger RNAs are transcribed only by RNA polymerase II. The phos-
phorylated tail of RNA polymerase II recruits the enzymes needed for cap-
ping and polyadenylation. Other types of RNAs are synthesized by different 
RNA polymerases that do not have phosphorylated tails and cannot recruit 
enzymes involved in post-transcriptional modifi cation. Thus, only mRNAs 
are capped and polyadenylated.

46. The capped mRNA has a 5�–5� triphosphate linkage, which is not 
recognized by exonucleases (which normally cleave 5�–3� phosphodiester 
bonds). Capping must occur as soon as the 5� end of the mRNA emerges 
from the RNA polymerase so that the message will not be degraded by 
exonucleases.

47. The active site of poly(A) polymerase is narrower because it does not 
need to accommodate a template strand.

48. Poly(A) polymerase binds only ATP, whereas other RNA polymerases 
bind ATP, CTP, GTP, and UTP.

49. The PABP binds to the poly(A) tails and protects the mRNA from 
 degradation by the nucleases. Increasing the concentration of PABP extends 
the half-lives of the mRNAs bound to this protein.

50. Histone synthesis is required for only a very short period of time 
 during the cell cycle when DNA is being replicated; thus, stabilization of 
the mRNA coding for these proteins is not required.

51. (a) The phosphate groups of the phosphodiester backbone of RNA will 
be labeled wherever �-[32P]-ATP is used as a substrate by RNA poly-
merase.

 (b) 32P will appear only at the 5� end of RNA molecules that have A as 
the fi rst residue (this residue retains its � and � phosphates). In all other 
cases where �-[32P]-ATP is used as a substrate for RNA synthesis, the 
�- and �-phosphates are released as PPi (see Fig. 20-9).

 (c) No 32P will appear in the RNA chain. During polymerization, the 
�- and �-phosphates are released as PPi. The terminal (�) phosphate 
of an A residue at the 5� end of an RNA molecule is removed during 
the capping process.

52. Bacterial genes contain no introns, so the cells, which lack splicing 
 machinery, cannot express eukaryotic genes containing introns and exons. 
Mature eukaryotic mRNA, which has already been spliced, contains only 
 exons, which, after they have been converted back to DNA, can be tran-
scribed and translated by the bacteria.

53. The splicing reactions are mediated by the spliceosome, a large RNA– 
protein complex. The intron must be large enough to include spliceosome 
binding site(s). In addition, the formation of a lariat-shaped intermediate (see 
Fig. 21-22) requires a segment of RNA long enough to curl back on itself 
without strain.

54. The mRNA from a gene may be alternatively spliced to yield several dif-
ferent types of proteins. This increases the diversity of the proteins produced 
by the cell without a correspondingly large number of genes.

55. Introns are removed co-transcriptionally rather than post-transcription-
ally because the former strategy makes it less likely that exons will be skipped 
during the intron-removal process.

 (d) U A
U A
U G

A U

GAU AGC

G C

C G
U A

 (e) Researchers could probe the conformation of an RNA molecule 
in the presence and absence of FAD by monitoring a conformation- 
dependent property of the RNA molecule, such as its susceptibility to 
an endonuclease.

 (f ) The FMN component of FAD is the most effective, since it has 
the lowest dissociation constant. The phosphate group is important for 
RNA binding, since ribofl avin, which lacks a phosphate group, binds 
much less tightly. [From Winkler, W. C., Cohen-Chalamish, S., and 
Breaker, R. B., Proc. Nat. Acad. Sci. 99, 15908–15913 (2002).]

40. (a) CAG codes for Gln. The resulting protein would contain a series of 
extra Gln residues. These polar residues would most likely be located on 
the protein surface but could interfere with protein folding, stability, 
interactions with other proteins, and catalytic activity.

 (b) The longer transcripts could be due to transcription initiating 
upstream of the normal site or failing to stop at the usual termi-
nation point. Longer mRNA molecules could also result from the 
addition of an abnormally long poly(A) tail or the failure to undergo 
splicing.

 

(c)

 

G C

G C

A A

G C

CAG CAG

C G

C G

C G

A A

A A

 [From Fabre, E., Dujon, B., and Richard, G.-F., Nuc. Acids Res. 30, 
3540–3547 (2002).]

41. 

DNA

RNA

42. Head-on collisions between DNA polymerase and RNA polymerase 
would halt both replication and transcription since advancement of the 
replication fork would be blocked by the RNA polymerase moving toward 
it. To resolve the stand-off, both enzymes would need to dissociate from 
the DNA, and replication would need to be reinitiated, which would be 
time-consuming. Cells in which transcription and replication occur in the 
same direction can undertake both processes more effi ciently.

43. Bacterial mRNAs have a 5� triphosphate group. The pyrophospho-
hydrolase removes two of the phosphoryl groups as pyrophosphate (PPi), 
leaving a 5� monophosphate (this apparently makes the mRNA a better 
substrate for the endonuclease).
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 (b) The possible codons are UUU, UUC, UCC, UCU, CCC, CCU, 
CUU, and CUC. UUU and UUC code for Phe, UCC and UCU code 
for Ser, CCC and CCU for Pro, and CUU and CUC for Leu. Therefore, 
the polypeptide would contain Phe, Ser, Pro, and Leu.

 (c) The possible codons are UUU, UUG, UGG, UGU, GGG, GGU, 
GUU, and GUG. UUU codes for Phe, UUG for Leu, UGG for Trp, UGU 
for Cys, GGG and GGU for Gly, and GUU and GUG for Val. Therefore, 
the polypeptide would contain Phe, Leu, Trp, Cys, Gly, and Val. 

 (d) These results show that the genetic code is redundant because all 
three templates result in the incorporation of Leu.

 5. (a) A polypeptide consisting of a repeating Tyr–Leu–Ser–Ile tetrapep-
tide will be produced. 

 (b) Depending on the reading frame, the polypeptide may begin with 
Tyr, Ile, or Ser.

 6. The result is an Ile–Asp–Arg tripeptide. Polypeptides such as the ones 
described in Solution 5 are not produced because UAG is a stop codon.

 7. Because the tRNAs that match the common codons are most abundant 
in the yeast cell, protein synthesis is normally effi cient. If a mutation alters 
a codon so that it is not one of the 25 commonly used codons, it is likely 
that the isoacceptor tRNA for that codon is relatively scarce. Consequently, 
waiting for the appropriate tRNA to deliver the amino acid to the ribosome 
would result in a lower rate of protein synthesis, even though the sequence 
of the protein is unchanged.

 8. (a) For maximum effi ciency in translation, one would expect that the 
highly expressed genes would contain the preferred codons, so that the 
cell would have high levels of the appropriate tRNAs to deliver the amino 
acids to make those proteins. For genes that are expressed more rarely, 
the delay that would result from using rare codons or rare tRNAs would 
probably not have a large impact on the cell. 

 (b) Because different organisms have different codon-usage patterns, the 
gene’s sequence may reveal whether it contains codons preferred by bacteria 
or codons preferred by mammals.

 9. The 5� nucleotide is at the wobble position, which can participate in 
non–Watson–Crick base pairings with the 3� nucleotide of an mRNA  codon. 
Because the fi rst two codon positions are more important for specifying an 
amino acid (see Table 22-1), wobble at the third position may not affect 
 translation.

10. Molecular sequence data indicate that Bacteria split from a group that 
later diverged to form the Archaea and Eukarya. One would therefore  expect 
Archaea and Eukarya to be more similar in some ways than Archaea and 
 Bacteria or Eukarya and Bacteria.

11. 

I:A

N

N

N

N N

N

N

NNO

H

H

H

12. (a) CUG, CUA, and CUU.
 (b) The sequence of the polypeptide would not be  affected, because all 

the codons recognized by the tRNA specify leucine. [From Sørensen, 
M. A., et al., J. Mol. Biol., 354, 16–24 (2005).]

13. If the adenosine of an mRNA codon were changed to inosine, then the 
codon could pair with a tRNA anticodon containing guanosine rather than 
uridine. This could result in the incorporation of a different amino acid at 
that codon position. A given gene could give rise to several different polypep-
tide products, depending on how many A residues were edited to I residues 
and how many of these changes resulted in amino acid substitutions.

14. (a) The RNA-binding site of the synthetase is necessary for binding 
tRNA for aminoacylation and for binding RNA during splicing.

 (b) Because of their long evolutionary history, aminoacyl–tRNA syn-
thetases have had many opportunities to diversify in structure and in 
function in order to assume additional roles in the cell.

15. Gly is the smallest amino acid, so the aminoacylation site in GlyRS can 
be small enough to prevent the entry of any other amino acid.

56.            5� splice site
                 T
 ? ? ? CCCTGGGCAGGTTGGTA ? ? ?

                                   3� splice site
                                      T

? ? ? TTTCCCACCCTTAGGCTGCT ? ? ?

57. (a) U69 is more important for catalysis, since deleting this residue or 
substituting it with another residue generally resulted in a dramatic de-
crease in the catalytic constant (k ) but had a modest effect on K d.

 (b) Increasing the size of the bulge dramatically decreased substrate 
binding affi nity, suggesting that although the presence of the bulge is 
necessary for catalysis, the geometry of the bulge is important for sub-
strate binding. [From Kaye, N. M., Zahler, N. H., Christian, E. L., and 
Harris, M. E., J. Mol. Biol. 324, 429–442 (2002).]

58.

HN

N

S

O

Ribose
4-Thiouridine

Ribose

N

N

NH2

S

2-Thiocytidine

59. 5� · · · GGAGUACCCUGAUGAGAUC · · · 3�
 3� · · · CCUCAUGGGACUACUCUAG · · · 5�

[From Takei, Y., Kadomatsu, K., Yuzawa, Y., et al., Cancer Res. 64, 3365–
3370 (2004).]

60. The conformation of DNA is constrained by the requirement of form-
ing a double-helical structure. Single-stranded RNA, in contrast, can fold 
into complex three-dimensional shapes that are better suited for catalytic 
activities such as binding substrate molecules, providing chemically reactive 
groups, and stabilizing transition states. In addition, the 2� OH group of 
RNA (absent in DNA) participates in certain transesterifi cation reactions, 
such as splicing (see Fig. 21-22).

61. The primary structure of a protein refers to its sequence of amino acids; 
in the RNase P RNA this corresponds to the sequence of 417 nucleotides. 
Secondary structure in proteins refers to regular, repeating structural motifs 
such as � helices and � sheets. In the ribozyme, secondary structure refers to 
the base-paired stem and loop structures. Tertiary structure in proteins refers 
to the overall three-dimensional shape of the macromolecule; similarly for 
the ribozyme, the tertiary structure refers to the three-dimensional shape of 
the molecule.

62. The mutation could alter the promoter sequence to decrease the fre-
quency of transcription; the mutation could  increase the binding affi nity 
for a repressor protein (or decrease the binding affi nity for an activator); the 
mutation could introduce secondary structure into the mRNA that would 
hinder RNA polymerase or promote premature transcription termination; 
the mutation could slow the rate of mRNA splicing; the mutation could 
render the mRNA a better target for RNA  interference.

Chapter 22

 1. A hypothetical quadruplet code would have 44, or 256, possible com-
binations.

 2. Because the genetic code is degenerate, a mutation that alters a codon 
may not alter the amino acid encoded by that  codon. This is particularly true 
for mutations at the third codon  position. Changes at the fi rst or second po-
sition almost always change the encoded amino acid, but the new amino acid 
may be chemically similar to the old one (for example, Val S Ala).

 3. (a) Poly(Phe), (b) poly(Pro), and (c) poly(Lys).

 4. (a) The possible codons are UUU, UUA, UAA, UAU, AAA, AAU, 
AUU, and AUA. UUU codes for Phe, UUA for Leu, UAA is a stop 
codon, UAU codes for Tyr, AAA for Lys, AAU for Asn, and both AUU 
and AUA for Ile. Therefore, the amino acids in the polypeptide would 
be Phe, Leu, Tyr, Lys, Asn, and Ile. 
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27. Acetylation removes the positive charge on the N-terminus, as shown 
below. If some copies of the protein are acetylated whereas others are not, 
two spots will appear on the gel, which separates proteins based on charge 
as well as size (the difference in size is not signifi cant). [From Kaltschmidt, 
E., and Wittmann, H. G., Proc. Natl. Acad. Sci. 67, 1276–1282 (1970).]

O

CCH

R

�H3N
H
N

O

CCH

RO

CH3C

28. All three types of proteins have an RNA recognition motif because all 
of them bind to RNA. The ribosomal proteins bind to rRNA to form the 
ribosome. Rho factor is a transcriptional terminator in bacteria that acts as a 
helicase to pry the nascent RNA away from its DNA template (see Section 
21-2). The eukaryotic poly(A) binding protein binds to the poly(A) tail at 
the 3� end of mRNA (see Figure 21-19).

29. The start codon is likely near the 5� end of the mRNA, and the stop 
codon near the 3� end (neither is at the very end of the mRNA molecule).

I

III

II

1

5�

3�

2

3

4

5
6

7

IV

V

VI

VII

mRNA

DNA
Start

Stop

poly A

30.

Process Replication Transcription Translation

Substrates dATP, dCTP, 
dGTP, dTTP

ATP, CTP, GTP, 
UTP

20 different amino 
acids, each linked 
to a tRNA

Product two  identical 
double helices

a single-stranded 
RNA molecule

a polypeptide chain

Template or 
guide

both  parent 
DNA strands 
are used as 
templates

one strand of 
DNA is used as 
a template

mRNA sequence 
specifi es the order 
of amino acids

Primer RNA primer no primer needed Met attached to an 
initiator tRNA

Enzyme DNA poly-
merase

RNA polymerase ribosome (rRNA)

Cellular 
location

nucleus nucleus cytoplasm

31. The polypeptide would contain all Lys residue with an Asn at the 
C-terminus. If the mRNA were read from 3� S 5�, the polypeptide would 
consist of an N-terminal Gln followed by a series of Lys residues. Transcription 
and translation both take place in the 5� S 3� direction; this allows bacterial 
cells to begin translating nascent mRNA before transcription is complete. If 
translation took place in the 3� S 5� direction, the ribosome would have to 
wait for mRNA synthesis to be completed before translation could begin.

32. AUG codes for methionine, GUG for valine, and UUG for leucine.

33. The sequence on the 16S rRNA that aligns with the Shine–Dalgarno 
sequence is shown. The initiation codon is highlighted in gray.

16. Gly and Ala; Val and Leu; Ser and Thr; Asn and Gln; and Asp and Glu.

17. (a) AlaRS can generate Ala–tRNAAla, Gly–tRNAAla, and Ser–RNAAla. 
 (b) An editing active site that admits amino acids smaller than alanine 

would destroy Gly–tRNAAla, but it would not get rid of Ser–RNAAla, 
since it cannot fi t into the editing active site (serine is larger than ala-
nine). (c) AlaXp functions as a free-standing editor for AlaRS by elimi-
nating Ser–tRNAAla after it has been synthesized by AlaRS.

18. (a) The enzyme itself must act as a template to direct the addition of two 
C residues followed by one A residue.

 (b) The enzyme must recognize only ATP and CTP as substrates, ex-
cluding GTP, UTP, and all dNTPs.

 (c) In the two-domain enzyme, one polymerase adds the two C residues, 
and the other domain then adds the terminal A residue.

19. The two Lys codons are AAA and AAG. Substitution with C would 
yield CAA and CAG, which code for Gln; substitution with G would yield 
GAA and GAG, which code for Glu; and substitution with U would yield 
AUU and UAG, which are stop codons. Replacing a Lys codon with a stop 
codon would terminate protein synthesis prematurely, most likely producing 
a nonfunctional protein. Replacing Lys with Glu or Gln could disrupt the 
protein’s structure and therefore its function if the Lys residue was involved in 
a structurally essential interaction such as an ion pair in the protein interior. 
If the Lys residue was on the surface of the protein, replacing it with Glu or 
Gln, both of which are hydrophilic, might not have much impact on the 
protein’s structure or function.
20. In order for a cell to incorporate a nonstandard amino acid into a poly-
peptide, the amino acid must fi rst be attached to a tRNA corresponding to 
one of the 20 standard amino acids. The aminoacyl–tRNA can then bind to 
the ribosome, and its amino acid can be incorporated into the growing poly-
peptide at positions corresponding to the codon for the standard amino acid. 
The failure of cells to synthesize norleucine-containing peptides most likely 
refl ects the inability of LeuRS to effi ciently attach norleucine to tRNALeu. 
A mutant LeuRS, which presumably lacks the proofreading activity of the 
wild-type LeuRS, was able to produce norleucine–tRNALeu, and the cells’ 
ribosomes used this aminoacylated tRNA to translate Leu codons.
21. Like other nucleic acid–binding proteins we have studied (histones are 
an example), proteins containing the positively charged Lys and Arg residues 
interact favorably with the polyanionic RNA. The most important interac-
tions between the protein and the nucleic acid are likely to be ion pairs.
22. The assembly of functional ribosomes requires equal amounts of the 
rRNA molecules. Therefore, it is advantageous for the cell to synthesize the 
rRNAs all at once.
23. In protein-coding genes, a high degree of conservation indicates a seg-
ment of protein that is intolerant of substitution.  Mutations that produce 
amino acid substitutions in these regions are likely to produce nonfunctional 
proteins. It is the same for ribosomal RNA. Mutations in the rRNA that dis-
rupt its function are likely to be lethal and will not be passed on to progeny. 
Consequently, the sequences of the rRNAs are intolerant of substitution and 
are highly conserved.
24. Ribosomal inactivating proteins catalyze the removal of  adenine residues 
from ribosomal RNA. This is analogous to the removal of a side chain from 
an amino acid residue in a protein. Like proteins, ribosomal RNAs have 
specifi c residues that are essential to their function; removing these residues 
causes loss of activity.
25. The small and large ribosomal subunits are held together by RNA–RNA 
contacts that are stabilized by Mg2� ions. The tRNAs that bind to the A and 
P sites in the ribosome contact the rRNA; these interactions have the same 
structural features. Adding EDTA chelates the magnesium ions and causes 
loss of ribosomal stability; this may be accompanied by the unfolding of the 
ribosomal RNA and the dissociation of the ribosomal  proteins, so translation 
cannot occur.
26. The peptidyl transferase activity lies entirely within the 23S rRNA; 
that is, 23rRNA is a ribozyme. The proteins might be necessary to assist the 
23S rRNA in forming the necessary three-dimensional structure required 
for catalytic activity, just as the proper conformation is required for protein 
enzymes. Extremely strong intermolecular interactions between the proteins 
and the rRNA confi rm the importance of the proteins and explain why the 
extraction process failed to remove them.
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44. The number of phosphoanhydride bonds (about 30 kJ ? mol
1 each) 
that are cleaved in order to synthesize a 20-residue polypeptide can be 
 calculated as follows (the relevant ATP- or GTP-hydrolyzing proteins are 
indicated in parentheses):

Aminoacylation (AARS) 2 3 20 ATP

Translation initiation (IF-2) 1 GTP

Positioning of each aminoacyl–tRNA (EF-Tu) 19 GTP

Translocation after each transpeptidation (EF-G) 19 GTP

Termination (RF-3) 1 GTP

Total: 80 ATP equivalents

Thus, approximately 80 � 30 kJ ? mol
1, or 2400 kJ, is required. In a cell, 
proofreading during aminoacylation and during translation requires the 
 hydrolysis of additional phosphoanhydride bonds, making the cost of accu-
rately synthesizing the 20-residue polypeptide greater than 2400 kJ ? mol
1.

45. In prokaryotes, both mRNA and protein synthesis take place in the 
 cytosol, so a ribosome can assemble on the 5� end of an mRNA even while 
RNA polymerase is synthesizing the 3� end of the transcript. In eukaryotes, 
RNA is produced in the nucleus, but ribosomes are located in the cytosol. 
Because transcription and translation occur in separate compartments, they 
cannot  occur simultaneously. A eukaryotic mRNA must be transported from 
the nucleus to the cytosol before it can be translated.

46. If a peptidyl–tRNA dissociates from the ribosome during translation, 
the hydrolase releases the peptide from the tRNA. Because peptide synthesis 
is prematurely terminated, the polypeptide is likely to be nonfunctional, and 
its amino acids must be recycled. Similarly, the tRNA, once released from the 
peptidyl group, can be reused. The essential nature of the peptidyl–tRNA 
hydrolase suggests that ribosomes that have initiated translation sometimes 
stop translating before reaching a stop codon.

47. (a) The ribosome positions the peptidyl group for reaction with the 
incoming aminoacyl group, so a peptidyl group with a constrained 
 geometry, like Pro, is unable to react  optimally.

 (b) Because Arg and Lys (both with positively charged side chains)  react 
much faster than Asp (negatively charged side chain), the active site 
must be more accommodating of cationic groups than anionic groups.

 (c) Transpeptidation of Ala is faster than for Phe or Val, so for nonpolar 
amino acids, small size is more favorable. [From Wohlgemuth, I., Brenner, 
S., Beringer, M., and  Rodnina, M. V., J. Biol. Chem. 283, 32229–32235 
(2008).]

48. During elongation, attack by the aminoacyl group attached to the 
A-site tRNA breaks the ester bond linking the peptidyl group to the tRNA 
in the P site. Bond cleavage by adding an amino group is aminolysis. During 
translation termination, a  water molecule adds to the ester bond to remove 
the peptidyl group from the tRNA. Bond cleavage by adding water is hy-
drolysis.

49. (a) Transpeptidation involves the nucleophilic attack of the amino 
group of the aminoacyl–tRNA on the carbonyl carbon of the peptidyl–
tRNA (see Fig. 22-15). The higher the pH, the more nucleophilic the 
amino group (the less likely it is to be protonated).

50. (a) 
NH

CHR

�O tRNA

N�

Peptidyl–tRNA

Aminoacyl–tRNA

CHR

C

C

tRNA

O

O

O

H H

59 · · · CUACCAGGAGCAAAGCUAAUGGCUUUA · · · 39
       39 · · · UCCUC · · · 59

34. S1 helps to maintain mRNA in the single-stranded state and prevents 
it from forming a double-stranded structure that would block initiation of 
translation because the initiator tRNA would be unable to bind.

35. Colicin E3 is lethal to the cells because it prevents accurate and effi cient 
translation. Cleavage of the 16S rRNA at A1493 destroys the part of the 
30S ribosomal subunit that verifi es codon–anticodon pairing. As a result, 
the  ribosome is less able to incorporate the correct aminoacyl group into a 
growing polypeptide. In addition, EF-Tu hydrolysis of GTP is slow because 
EF-Tu does not receive a signal from the ribosome that an mRNA–tRNA 
match has occurred, so the speed of translation decreases.

36. In 16S rRNA, A1492 and A1493 act as a sensor to distinguish cor-
rectly and incorrectly paired codons and anticodons. tRNA binding triggers 
a conformational change in the rRNA that allows A1492 and A1493 to form 
hydrogen bonds with an mRNA that has correctly base paired with a tRNA 
anticodon in the A site. Changing one of these two rRNA residues would in-
activate the translational proofreading mechanism by eliminating the specifi c 
hydrogen bonding between the rRNA and the mRNA. As a result, incor-
rectly paired tRNAs could not be distinguished from correctly paired tRNAs, 
and the error rate of translation would increase.

37. The correctly charged tRNAs (Ala–tRNAAla and Gln–tRNAGln) bind 
to EF-Tu with approximately the same affi nity, so they are delivered to the 
 ribosomal A site with the same effi ciency. The mischarged Ala–tRNAGln 
binds to EF-Tu more loosely, indicating that it may dissociate from EF-Tu 
before it reaches the ribosome. The mischarged Gln–tRNAAla binds to EF-Tu 
much more tightly, indicating that EF-Tu may not be able to dissociate from 
it at the ribosome. These results suggest that either a higher or a lower bind-
ing affi nity could affect the ability of EF-Tu to carry out its function, which 
would decrease the rate at which mischarged aminoacyl–tRNAs bind to the 
 ribosomal A site during translation.

38. The ribosome minimizes the chances of misreading the A-site codon 
by binding the A-site tRNA with lower affi nity. If the tRNA bound with 
higher affi nity, it would be less likely to dissociate as part of the proofreading 
mechanism.

39. In a living cell, EF-Tu and EF-G enhance the rate of protein synthe-
sis by rendering various steps of translation irreversible. They also promote 
the accuracy of protein synthesis through proofreading. In the absence of 
the elongation factors, translation would be too slow and too inaccurate to 
 support life. These constraints do not apply to an in vitro translation system, 
which can proceed in the absence of EF-Tu and EF-G. However, the result-
ing protein is likely to contain more misincorporated amino acids than a 
protein synthesized in a cell.

40. If EF-Tu formed a complex with fMet–tRNAf
Met, the fMet–tRNA could 

be delivered to the ribosomal A site when a Met codon was positioned there. 
However, transpeptidation could not occur because the amino group of fMet 
is blocked by the formyl group. Polypeptide synthesis would be halted until 
the fMet–tRNAf

Met was replaced by Met–tRNAMet in the A site.

41. The mRNA has the sequence

CGAUAAUGUCCGACCAAGCGAUCUCGUAGCA

The start codon and stop codon are highlighted. The encoded protein has 
the sequence 

Met–Ser– Asp –Gln–Ala – Ile – Ser.

42. (a) Translation begins at the fi rst AUG codon (ATG in the DNA). The 
polypeptide sequence is Met–Val–His–Leu–Thr.

 (b) The mutated sequence has a T residue inserted in the second codon. 
This is a frameshift mutation, so all codons following that point will be 
altered. The polypeptide sequence is Met–Val–Ala–Ser–Asp.

43. To encode 1480 amino acids, 1480 codons or 4440 nucleotides (1480 � 
3) are needed, plus a stop codon. The 1686 additional mRNA nucleotides 
(6129 
 4443) include segments at the 3� and 5� ends where translation fac-
tors and the ribosome bind.
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30S subunits allows binding at one site to infl uence events at another site. 
[From Thompson, J., O’Connor, M., Mills, J. A., and Dahlberg, A. E., 
J. Mol. Biol. 322, 273–279 (2002).]

53. Anfi nsen’s ribonuclease experiment demonstrated that a protein’s pri-
mary structure dictates its three-dimensional structure. The purifi ed ribonu-
clease was able to refold without the assistance of chaperones because other 
cellular components were absent. Chaperones are required in vivo because 
they prevent the interaction and aggregation of the many proteins and other 
components that exist in the cell. Molecular chaperones assist in the protein-
folding process and do not contribute any additional information regarding 
the tertiary structure of the protein; that information is contained within the 
primary structure of the protein, as demonstrated by Anfi nsen.

54. Protein folding is driven by the hydrophobic effect (see Section 4-3), 
which directs nonpolar side chains to the interior of the folded protein be-
cause these side chains do not interact  favorably with water. The derivatized 
protein was able to fold as easily as the native protein because the lysine 
residues are located on the surface of the protein and do not play a large role 
in the protein-folding process.

55. Mitochondria contain ribosomes that synthesize proteins encoded by 
mitochondrial DNA. Like cytosolic proteins, mitochondrial proteins require 
the assistance of chaperones for proper folding. Other proteins are synthe-
sized in the cytosol and are transported partially unfolded through pores in 
the mitochondrial membranes; these proteins also require the assistance of 
chaperones to fold properly once they reach their destination.

56. Cells expressing growth factor receptors that have lost the ligand- binding 
domain but retain the tyrosine kinase domain are transformed cells; that is, 
they are cancerous cells (see Box 10-B) because they grow and proliferate in the 
absence of extracellular signaling ligands. Hsp90 binds to the tyrosine kinase 
domain to stabilize it or help it fold. When geldanamycin is added to these 
transformed cells, Hsp90 can no longer function, the tyrosine kinase activity 
drops, and the cells no longer exhibit the characteristics of transformed cells.

57. The different domains in a multidomain protein associate with one 
 another via van der Waals forces, since the domain interfaces eventually end 
up in the interior of the protein. A cagelike chaperonin structure allows these 
proteins to fold in a protected environment where the hydrophobic regions 
of the protein are not exposed to other intracellular proteins with which they 
could potentially aggregate.

58. (a) The � chains, when in excess, combine with all available � chains to 
form functional �2�2 hemoglobin, thereby minimizing the formation of 
nonfunctional �4 hemoglobin.

 (b) The protein helps prevent the precipitation of the � chains that have 
not yet paired with � chains.

 (c) When a defi ciency of � chains is coupled with an excess of � chains, 
the � chains precipitate and destroy the red blood cells, worsening the 
anemia that results from the lack of � chains.

 (d) The imbalance between the amounts of � and � chains is minimized 
when the synthesis of both globins is depressed due to mutations in both 
an � globin gene and a � globin gene.

 (e) The process of initiating translation requires that eIF2 hydrolyze its 
bound GTP to GDP and Pi. In order for the protein to participate in 
subsequent translation initiation events, its GDP must be replaced with 
GTP. If this exchange does not occur, reinitiation is not possible, and 
protein synthesis comes to a halt.

 (f ) Heme prevents the phosphorylation of eIF2, so translation initiation 
can proceed. This mechanism regulates the level of globin synthesis ac-
cording to the availability of heme. Consequently, the cells can produce 
functional hemoglobin, which contains globin polypeptides as well as 
heme prosthetic groups.

59. The basic residue is highlighted in gray; the hydrophobic core is un-
derlined.

MKWVTFISLLLLFSSAYSRGV

60. During translation, the SRP must be positioned on the ribosome where 
the signal peptide emerges from the exit tunnel. The SRP then undergoes a 
conformational change that temporarily pauses the translation process. In 
order to fulfi ll these roles, the SRP must be able to bind to the ribosome, 
most likely through interactions between the SRP RNA and ribosomal RNA.

 (b)

  

NN

N

NH2

H
�
N

 The protonated A2451 residue, which has a positive charge, could stabi-
lize the negatively charged oxyanion of the  tetrahedral reaction interme-
diate. As the pH increases, A2451 would be less likely to be protonated, 
so this catalytic mechanism would be less effective at higher pH.

51. (a) The mutation would allow the aminoacylated tRNA rather than a 
release factor to enter the ribosome and pair with a stop codon. The 
result would be incorporation of an amino acid into a polypeptide rather 
than translation termination, so the ribosome would continue to read 
mRNA  codons and produce elongated polypeptides. The inability of 
the mutated tRNA to recognize its amino acid–specifying codons would 
have a minor impact on protein synthesis, since the cell likely contains 
other isoacceptor tRNAs that can recognize the same codons.

 (b) Not all proteins would be affected. Only proteins whose genes  include 
the stop codon that is read by the mutated tRNA would be  affected. 
 Proteins whose genes include one of the other two stop codons would be 
synthesized normally.

 (c) Aminoacyl–tRNA synthetases usually recognize both the anticodon 
and acceptor ends of their tRNA substrates. A mutation in the tRNA 
anticodon, such as a nonsense suppressor mutation, might interfere with 
tRNA recognition, so the mutated tRNA molecule might not undergo 
aminoacylation. This would minimize the ability of the mutated tRNA 
to insert the amino acid at a position corresponding to a stop codon.

52. (a) Introduction of a stop codon would terminate protein synthesis pre-
maturely, so no functional �-galactosidase would be synthesized. If the 
stop codon were located near the C-terminus of the protein, the poly-
peptide would be shorter than normal but might still retain activity if its 
 active site region were intact.

 (b) These results indicate that the oxazolidinone increases the ability of 
ribosomes to overlook the stop codon and synthesize �-galactosidase 
polypeptides of normal size.

 (c) �-Galactosidase activity would be extremely low because a nucleo-
tide insertion or deletion changes the reading frame for translation. The 
resulting polypeptide would have a different amino acid sequence and 
would therefore be nonfunctional.

 (d) These results indicate that the oxazolidinone promotes frameshift-
ing in the ribosome so that despite the insertion or deletion, the correct 
reading frame is occasionally translated and some functional �-galacto-
sidase is synthesized.

 (e) There are two possible Glu codons: GAA and GAG. Changing a 
single base in these codons generates codons specifying four different 
amino acids. Substitutions at the second position yield codons for Ala 
(GCA and GCG), Gly (GGA and GGG), and Val (GUA and GUG). 
Substitution at the fi rst position yields codons for Gln (CAA and CAG).

 (f ) The oxazolidinone does not promote codon misreading, that is, in-
corporation of an amino acid other than the one specifi ed by a codon. 
If codon misreading were occurring, the encoded Ala, Gln, Gly, and 
Val codons would occasionally be read as Glu codons, and a functional 
enzyme would result.

 (g) The ability of the oxazolidinone to cause the ribosome to read 
through stop codons would result in the synthesis of longer-than- 
normal polypeptides. These proteins might not fold properly or might 
not be catalytically active, which would interfere with normal cellular 
metabolism. The  ability of the oxazolidinone to promote frameshifting 
would result in polypeptides with garbled amino acid sequences, which 
would be nonfunctional and potentially toxic to the cell.

 (h) No; the oxazolidinone affects translational accuracy, which is primar-
ily a function of the 30S ribosomal subunit, the location of the binding 
sites for mRNA and the tRNA anticodon loop. A binding site near the 
peptidyl transferase site would be more consistent with an effect on pep-
tide bond formation. Presumably, communication between the 50S and 
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 (c) The acetyltransferase acetylates Lys residues in histones, neutralizing 
the positive charge of the Lys side chain and weakening its interaction 
with the DNA, so transcriptional activity is increased. If the acetyl-
transferase is inactive, the DNA will be less transcriptionally active and 
certain genes will not be expressed. The loss of transcriptional activ-
ity could contribute to the progression of the polyglutamine disease. 
[From  Pennuto, M., Palazzolo, I., and Poletti, A., Hum. Mol. Gen. 18, 
R40–R47 (2009).]

66. CH2OH

O
HO

H

H

NH

OH
H

HH

O

NH

CH3

C O

C O

CH3

CH CH

67. O

CH(H2C)12H3C C

O

C
H
N

H

68. G proteins (see Section 10-2) have palmitoylated Cys residues and as 
such are classifi ed as lipid-linked proteins. The nonpolar palmitate acyl chain 
helps to anchor this protein to the membrane.
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61. The hydrophobic cleft of this particular protein might allow it to recognize 
the hydrophobic core of the signal sequence (see Problem 59). Other proteins in 
the SRP might be involved in pausing translation and promoting translocation.

62. If the SRP waited to bind the polypeptide until translation was com-
plete, it is highly likely that the newly synthesized protein would have 
already misfolded into a conformation that included its signal peptide or 
would have aggregated with other cellular proteins. By binding to the na-
scent polypeptide as soon as its signal sequence emerges from the ribosome, 
the SRP ensures the delivery of the ribosome to the ER membrane so that 
the polypeptide can be translocated co-translationally. Chaperones within 
the ER lumen then ensure that the protein folds properly.

63. In the cell-free system, SRP can bind to the exit tunnel of the ribosome, 
but translation is not arrested when no membrane is present. This indicates 
that the SRP must interact with both the nascent polypeptide and the ER 
membrane in order to pause translation. When microsomal membranes are 
subsequently added, the protein is not translocated, indicating that translo-
cation must occur co-translationally, not post-translationally. Proteins that 
are not translocated retain their signal sequences because they do not have 
access to the signal peptidase, which is located in the microsomal lumen.

64. The SRP recognizes the N-terminal signal sequence as it emerges from 
the ribosome, pauses translation, and escorts the entire complex to the ER 
membrane, where it docks with its receptor and translation resumes. GTP 
is required for this process. GTP hydrolysis could be part of a proofreading 
step by occurring in response to SRP conformational changes and by trig-
gering additional changes in the SRP. This mechanism would ensure that 
only proteins with signal sequences were translocated into the ER. Cyto-
solic proteins lacking signal sequences would not trigger GTP hydrolysis, 
and the SRP would not be able to dock with its ER receptor.
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AMINO ACID STRUCTURES AND ABBREVIATIONS
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NUCLEIC ACID BASES, NUCLEOSIDES, AND NUCLEOTIDES
 Base Base Nucleoside Nucleotide
 Formula (X 5 H) (X 5 ribose or deoxyribose) (X 5 ribose phosphate or deoxyribose phosphate)

 Adenine (A) Adenosine Adenosine monophosphate (AMP)

 Guanine (G) Guanosine Guanosine monophosphate (GMP)

 Cytosine (C) Cytidine Cytidine monophosphate (CMP)

 Thymine (T) Thymidine Thymidine monophosphate (TMP)

 Uracil (U) Uridine Uridine monophosphate (UMP)
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N N
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The Standard Genetic Code

First 
Position
(59 end)

Second Position

              U                                 C                               A                                 G

Third 
Position 
(39 end)

U UUU   Phe 
UUC   Phe 
UUA   Leu 
UUG   Leu

UCU   Ser 
UCC   Ser 
UCA   Ser 
UCG   Ser

UAU   Tyr 
UAC   Tyr 
UAA   Stop 
UAG   Stop

UGU   Cys 
UGC   Cys 
UGA   Stop 
UGG   Trp

U
C
A
G

C CUU   Leu 
CUC   Leu 
CUA   Leu 
CUG   Leu

CCU   Pro 
CCC   Pro 
CCA   Pro 
CCG   Pro

CAU   His 
CAC   His 
CAA   Gln 
CAG   Gln

CGU   Arg 
CGC   Arg 
CGA   Arg 
CGG   Arg

U
C
A
G

A AUU   Ile 
AUC   Ile 
AUA   Ile 
AUG   Met

ACU   Thr 
ACC   Thr 
ACA   Thr 
ACG   Thr

AAU   Asn 
AAC   Asn 
AAA   Lys 
AAG   Lys

AGU   Ser 
AGC   Ser 
AGA   Arg 
AGG   Arg

U 
C 
A 
G

G GUU   Val 
GUC   Val 
GUA   Val 
GUG   Val

GCU   Ala 
GCC   Ala 
GCA   Ala 
GCG   Ala

GAU   Asp 
GAC   Asp 
GAA   Glu 
GAG   Glu

GGU   Gly 
GGC   Gly 
GGA   Gly 
GGG   Gly

U 
C 
A 
G
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