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Preface

The concept of innate immune response to noninfectious stressors needs a defi-
nition of its foundation and of relevant underlying tenets. This way, the reader 
can be confronted with a coherent, unitary conceptual framework, in which 
diverse biological features of such a response can be adequately grasped and 
traced back to common cause/effect mechanisms.

Individuals are prompted to adapt in order to improve and optimize the in-
teraction with their environment. In this respect, animals usually adopt a “feed 
forward” strategy – animals mount a corrective action to potentially noxious 
stimuli before whichever problem becomes substantial.1 This process is affected 
by animal needs, which may refer to vital resources or to particular actions un-
derlying the access to vital resources. Adaptation implies a stepwise corrective 
action, whereby activity and energy expense are proportional to the perceived 
threat. In this scenario, inflammation should be interpreted as a protective at-
tempt to restore a homeostatic state of the host. Threats are caused by stress-
ors, meant as whatever biological, or physico-chemical entities, real or unreal 
(psychotic) conditions affecting or potentially affecting the established levels 
of homeostasis, according to the host’s perception. Adaptation to environmen-
tal stressors can be measured by different procedures, including the evaluation 
of physiological parameters. These indicate the onset of a biological defense 
action,2 characterized by:

1. An early, biological response (neuro-endocrine and behavioral);
2. A later change of biological functions in different organs and apparata.

As for phase 2, immune functions represent a crucial reporter system of the 
adaptation process because of the strict functional and anatomical connections 
between brain and lymphoid organs; the brain itself is the main regulatory or-
gan of the immune system. As highlighted in a previous review paper,3 the two 
main circuits, “psycho-sensitive stimuli/behavioral response” and “antigenic 
stimuli/immune response,” are indeed subsystems of a unitary integrated com-
plex aimed at providing optimal conditions for the host’s survival and adapta-
tion (see Fig. P.1). In this conceptual framework, immune responses, stress, and 
inflammation should be considered an ancestral, overlapping set of responses 
aimed at the neutralization of stimuli perturbing body homeostasis.4

Within the immune system, innate immunity is the first line of defense 
against a plethora of noxae perturbing the host’s homeostatic balance. It is based 
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on complex pathways of recognition and signaling for pathogen-associated mo-
lecular patterns (PAMPs) and damage-associated molecular patterns (DAMPs), 
as well as on diverse humoral and cell-mediated effector functions. Microbial 
components are recognized by means of pattern-recognition receptors (PRRs) 
including Toll-like and NOD-like receptors (TLRs and NLRs).5 The activation 
of PRRs results in the expression of proinflammatory cytokines, chemokines, 
and antimicrobial peptides, initiating and regulating the immune response. The 
possible recognition of PAMPs and DAMPs implies that the innate immune sys-
tem can detect (1) infectious microbial pathogens and (2) cellular stress caused 
by a plethora of noninfectious physico-chemical agents, or by the very response 
to microbial agents.5 Both infectious and noninfectious agents can deliver in 
fact “danger” signals,6 which are processed for subsequent humoral and cell-
mediated responses. Danger signals may be soluble (DAMPs) or cell-associated 
(stress antigens) for a recognition by natural killer and some gd T cell popula-
tions, in the framework of the “lymphoid stress surveillance system.”7

The innate immune system may also have a profound impact on concomitant 
behavioral adaptation responses, as exemplified by the role of proinflammatory 
cytokines in the induction of sickness behavior (lethargy, anorexia, and curtail-
ing of social and reproductive activities) that is a clearly defined motivational 
status.8 Thus, the innate immune system reshuffles behavioral priorities toward 
a well-organized, integrated response to microbial infections; interestingly, be-
havioral depression was shown to provide an important adaptive advantage to 
sick animals, anorexia being thus associated to a better chance for survival un-
der such conditions.9

The relationship between stress, inflammation, and immune functions de-
serves a few comments. Usually, transient acute stresses are not noxious for 

FIGURE P.1 The central nervous and immune systems are part of a unitary integrated complex.
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healthy individuals, and they may be associated with better immune responses. 
These events are even thought of as nature’s adjuvant under field conditions.10 
On the whole, the consequences of stress on immune functions are generally 
adaptive in the short term, whereas they can be damaging when stress is chronic, 
including predisposition to disease occurrence.

If innate immune functions represent a crucial reporter system of effective 
versus noneffective adaptation to infectious and noninfectious stressors, it goes 
without saying that a sound panel of clinical immunology tests may reveal sub-
jects at risk for disease occurrence, as a result of poor environmental adaptation. 
Predisposition to disease occurrence after exposure to chronic stress may have 
two faces in the same coin:

1. Reduced clearance of common environmental pathogens.
2. Poor homeostatic control of the inflammatory response.

In general, a defective innate immune response forces the host to a wider 
use of the adaptive immune response (antibody and cytotoxic T lymphocytes), 
which is demanding in terms of energy expense.11

The innate immune response must be regulated to enable efficient pathogen 
killing but also to limit detrimental tissue pathology.12 This is the reason why a 
complex of sensing receptors and signaling pathways developed along the phy-
logenetic evolution to allow the coordinated expression of proinflammatory and 
anti-inflammatory cytokines in response to environmental stress. In particular, 
the signaling pathway consisting of phosphoinositide 3 (Pi3)-kinase, Akt, and 
mechanistic target of rapamycin (mTor) is a key regulator of innate immune 
responses to environmental stress.13 Among mitogen-activated protein kinases, 
p38 plays a crucial role in the regulation of mTor activity. p38 can be activated 
by TLR ligands, cytokines, and most importantly, by diverse physicochemical, 
noninfectious stress signals.14 p38- and Pi3-driven signals coordinately act on 
mTor to regulate the expression of IL-12 and IL-10 in myeloid immune cells.12

Therefore, the innate immune system can finely tune pro- and anti-
inflammatory responses in tissues after exposure to both infectious and nonin-
fectious stressors.

Innate immune responses to both infectious and noninfectious stressors are 
finely modulated by the host’s microbiota, meant as the ensemble of microor-
ganisms that resides in an established environment. There are clusters of bac-
teria in different parts of the body, such as the gut, skin, mouth, vagina, and 
so on. Gut microbiota corresponds to the huge microbial population living in 
the intestine, containing trillions of microorganisms with some 1000 different 
species, most of them specific to each subject. The recognition of commensal 
microorganisms is essential for the development and function of the immune 
system in the mucosal and peripheral districts.15 The activities of the innate 
immune system are finely tuned by commensal bacteria. These can, for exam-
ple, inhibit NF-kB activation by disrupting the host cell control over ubiquitina-
tion and degradation,16 thus exerting an anti-inflammatory control action. Also, 
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commensal bacteria can release metabolites of complex digested polysaccha-
rides, which may induce the expression of anti-inflammatory cytokines such as 
IL-10.17 Several aspects of innate immunity are stimulated by specific bacterial 
strains, whereas the whole microbiota exerts a substantial inflammatory con-
trol of the gut ecosystem and of pathogen susceptibility, in the framework of 
a continuous “cross-talk” with the mucosal immune system.18 This interaction 
is critical; the microbiota is required for proper development and function of 
innate immune cells. In turn, these provide effector functions that maintain a 
stable microbiota, in the framework of interdependency and feedback mecha-
nisms aimed at mutual homeostasis.19

The effective recognition of PAMPs and DAMPs and the related signaling 
pathways imply that sensing, signaling, and effector mechanisms of the innate 
immune system are remarkably similar for both infectious and noninfectious 
stimuli, albeit differently modulated (Fig. P.2). This is the central tenet and sub-
ject of this book, which deals with different kinds of noninfectious stressors in 
preclinical and clinical studies in both human and veterinary medicine.

Innate immune responses to noninfectious stressors can be best grasped by 
a few examples, in the light of consolidated research models:

l As illustrated in a previous review article,3 a proinflammatory cytokine of 
the innate immune system like IL-1 induces activation of the hypothalamo-
pituitary-adrenocortical axis as well as stimulation of cerebral noradrena-
line; the effects of IL-1 are remarkably similar to those observed following 
either LPS administration (reminiscent of infectious stress) or acute, non-
infectious stressing events in laboratory animals, such as electric shock or 
restraint.20 Likewise, the brain produces interferon (IFN)-a in response to 
noninflammatory as well as inflammatory stress; the intracerebral injection 

FIGURE P.2 Common features of infectious and noninfectious stressors. APPs, acute-phase 
proteins; HSPs, heat-shock proteins.
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of this cytokine may alter the brain activity to exert a feedback effect on the 
immune system.21

l Pigs mount an IFN-a response to early weaning, which also affect the usual 
pattern of constitutive expression of type I IFN genes.22 Early weaning is as-
sociated with the expression of inflammatory cytokine genes in the proximal 
and distal parts of the small intestine.23 Calves also mount IFN-a responses 
to long-distance road journeys in trucks (M. Amadori, unpublished results). 
In the mentioned studies, both pigs and cattle did not show evidence of con-
comitant viral infections.

l Abnormal inflammatory responses and activation of the innate immune 
system (cytokines, acute phase responses) can be detected in high-yielding 
dairy cows submitted to the metabolic stress of lactation onset.24

l Heat stress can induce innate immune responses in cattle, as shown by Peli 
et al. in a field survey in one beef and one veal farm located in Northern Ita-
ly.25 The survey was carried out during a meteoalarm issued in July 2009 by 
the Italian environmental control authorities. Blood samples were collected 
from 10 head/farm 1–2 days before the announced heat wave and 3–4 days 
after, a heat wave being defined as average daily temperature humidity index 
(THI) ≥73. In both farms, this threshold value was overstepped as a result 
of sudden THI increase (+6.5 points). A significant increase of white blood 
cell (WBC) counts took place in cattle, showing no correlation with hema-
tocrit values. Cattle showed increases of serum IL-4 (P < 0.01), IL-6, and 
TNF-a, as well as a significant decrease of serum IFN-g levels (P < 0.01) 
over the heat stress period. In general, the impact of the heat stress was more 
serious in steers than in calves. These data are fully in agreement with previ-
ous findings in humans after traumatic and burn injuries, which confirm a 
major downregulation of the TH1 response and an upregulation of the TH2 
response.26 These findings should be offset against the current figures of 
high mortality rates of farm animals in hot summer periods,27 which are 
of concern in terms of both animal health and welfare.

l The innate immune response to endocrine disruptors is a fascinating issue, 
largely investigated in fish models. Thus, there is evidence that the fish im-
mune system is a potential target for environmental endocrine disruptors.28 
Oxidative stress (an imbalance between production and depletion of reactive 
oxygen species, ROS) is the first response to environmental stressors,29 as 
shown, for example, in a zebrafish model of exposure to atrazine.30 ROS 
are associated with cell injury or death, lipid peroxidation, and membrane 
damage. Therefore, they cause the release of DAMPs and relevant innate im-
mune responses. Thus, in another zebrafish model, the exposure to phthalate 
esters caused a significant increase of mRNA levels of interferon (IFN)-
gamma, interleukin (IL)-1 beta, Mx protein, lysozyme and complement fac-
tor C3B genes.31

l Widespread toxic compounds in forages and milk like mycotoxins also in-
duce responses of the innate immune system. Mycotoxins are secondary 
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metabolites of fungi, which may contaminate food and feeds. The same mold 
can produce different mycotoxins, but the presence of a particular mold does 
not always indicate that a certain mycotoxin is released; moreover, different 
fungi can contaminate the feed in different production phases (plant growth, 
harvest, and storage). In particular, mycotoxins can cause oxidative stress32 
and modulate the immune response, resulting in different forms of immu-
nosuppression (depressed T- or B-lymphocyte activity, suppressed antibody 
production, and impaired macrophage/neutrophil-effector functions), and a 
release of proinflammatory cytokines (IL-1b, IL-6, and TNF-a), and acute 
phase proteins like haptoglobin and serum amyloid A.33,34 Therefore, my-
cotoxins exert a two-sided interaction with the host, underlying (1) clas-
sical immunotoxic activities giving rise to different forms of immunosup-
pression34 and (2) cellular stress causing innate immune responses. These 
two features may obviously overlap and act synergically in the host. Thus, 
increased susceptibility to human and animal infectious diseases can be ob-
served after exposure to mycotoxins.35 Because of their worldwide distri-
bution and toxic effects mycotoxins are considered an important risk for 
human health.36 Many studies demonstrated the immunotoxic and/or immu-
nomodulatory effects of single mycotoxins, even though there are no clear 
data about the effects of a combined exposure to different mycotoxins.

l The systemic inflammatory response syndrome is an extremely serious in-
nate immune response to tissue damages. This may be observed, for ex-
ample, in some human patients with fractures, who develop high fever and 
shock after a couple of days. The traditional hypothesis of a reduced post-
traumatic blood flow in the gut underlying increased intestinal permeability 
and bacteremia was discounted, since portal blood of these patients is ster-
ile.37 Instead, the plasma has a high concentration of mitochondrial DNA 
(a noninfectious stressor) as a result of cellular disruption by trauma. These 
mitochondrial DAMPs with evolutionarily conserved similarities to bacte-
rial PAMPs can then signal through identical innate immune pathways to 
create a sepsis-like state.37

l As previously stated, one of the likely associations between noninfectious 
stress and innate immunity can be traced back to the lymphoid stress-
surveillance system, that is, to the network of lymphocyte populations (main-
ly gd T cells), which recognize neo-antigens like MIC on stressed cells,7 
that is, cells exposed to events as diverse as heat shock, infections, DNA 
damage, and so on. MIC and other proteins are ligands for the activating  
NK cell receptor NKG2D, expressed on NK cells, CD8+ ab T cells and gd 
T cells, also sustaining an IFN-g response.38 The response to stress antigens 
aims to control the negative consequences for the host in terms of tissue 
damage and biological fitness. This tenet is probably relevant to the impact 
of psychotic stressors, too. Thus, in murine models, the ability to control 
the consequences of mental stress is dependent on peripheral immunity. 
T cells specific to abundantly expressed CNS antigens are responsible for 
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brain tissue homeostasis and help the individual to cope with stressful life 
episodes, their activity being checked by regulatory CD4+ CD25+ T cells.39 
Animals with immune deficiency show a reduced ability to check the con-
sequences of stress in terms of anxiety and startle response.40 Interestingly, 
a short exposure to a psychotic stressor can enhance T-cell infiltration to 
the brain, associated with increased ICAM-1 expression by choroid plexus 
cells. The mental stress response can be reduced by immunization with a 
CNS-related myelin peptide.40 This is an interesting example of “protective 
autoimmunity,” in which a primary stress response gives rise to a protective 
adaptive immune response to self-tissue antigens.

l Psychologically stressful states may underlie inflammation in the visceral 
fat and vasculature of patients with cardiovascular disease.41 Also, a psycho-
logical stress condition induces a shift in the type-1/type-2 cytokine balance 
toward a type-2 response, which may play a role in the course of hepatitis B 
virus infection.42

l Nutrient overload (obesity model of metabolic stress) promotes inflam-
mation, sustained by inflammatory cytokines.43 Obesity is characterized 
by chronic low-grade inflammation with permanently increased oxidative 
stress, which damages cellular structures, and leads to the development of 
obesity-related complications.44

Regardless of the triggering cause, the findings mentioned indicate that the 
innate immune and inflammatory response is triggered in the host to achieve a 
better ability to deal with both infectious and noninfectious stress.5 At the same 
time, this response needs to be accurately controlled to avoid tissue damage and 
waste of metabolic energy.

In this conceptual framework, the book aims to illustrate the aforementioned 
concepts in established models of response to noninfectious, physical, chemi-
cal, metabolic, and psychotic stressors in both animals and humans. The reader 
will be presented with updated contributions on these subjects and given ideas 
and perspectives of leading edge research activities in these and other related 
fields of investigation.

The book is opened by an overview of the innate immune response by Ste-
fania Gallucci. This overview is mainly focused on a detailed description of 
the sensors implied in the recognition of noninfectious stressors, their main 
categories, and signaling pathways. This way the reader can be aware of the 
strategies adopted by the host to check these stressors and prevent unwanted 
consequences in terms of homeostatic balance.

The above chapter is strictly correlated with the contribution by Kensuke 
Miyake on “homeostatic inflammation.” DAMPs are produced not only by dam-
aged cells in disease, but also by undamaged cells. This leads in turn to the new 
fascinating concept of autoimmune disease as an outcome of an excessive re-
sponse of innate immune sensors to their endogenous ligands. This implies that 
the host steadily exerts a fine tuning of low-grade, physiological inflammatory 
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responses, aimed at optimizing homeostatic balance and major physiological 
functions. Homeostatic inflammation is therefore a foundation of successful en-
vironmental adaptation. Failure of either induction or control of these crucial 
circuits can give rise to serious clinical repercussions.

Lopèz-Soto et al. deals with the molecular basis of the immune response to 
stressed cells. The reader is confronted with the mechanisms controlling the ex-
pression of molecules (stress antigens) with key roles in immunity. The subse-
quent activation of dendritic cells and T-cell-mediated responses outlines an in-
teresting model, whereby a primary signal of the innate immune system (stress 
antigens) gives rise to an effector innate response (NK cells), or to adaptive T 
cell responses. This is actually reminiscent of “protective autoimmunity” by the 
host’s T cells, following exposure to the aforementioned psychotic stress. Since 
the response to stress antigens frequently takes place in the host, the prevalence 
of reactive NK and T cells may be high, which may have important conse-
quences on diagnostic assays of cell-mediated immunity. These can be biased 
whenever responder lymphocytes are confronted in vitro with both Ag-specific 
and stress antigens, expressed, for example, in established cell lines.45 Also, it 
would be worth investigating in the future the possible evolution of NK cell 
responses to self-stress antigens, in line with recent evidence of a “maturation” 
of NK responses to viral infections – NK cells can acquire in fact some form of 
immunological memory, and enhanced NK functions can be displayed during 
secondary, compared to primary exposure to virus infections.46

One of the major stressors involved in the generation of DAMPs is hypoxia, 
as illustrated in the contribution by Elena Riboldi and Antonio Sica. Hypoxia 
is linked to the production of reactive oxygen species (ROS), which underlies 
the generation of inflammasomes and the release of inflammatory cytokines 
like IL-1 and IL-18.47 On the whole, hypoxia and inflammatory signals share 
selected transcriptional events, including the activation of members of both the 
hypoxia-inducible factor (HIF) and nuclear factor kB (NF-kB) families. These 
concepts are of paramount importance in the pathophysiology of human dis-
eases ranging from cancer, to infections, to chronic inflammation. This is also 
relevant to an important large animal model, the pig. The percentage weight of 
the heart muscle has decreased from 0.38% in wild boars to 0.21% in modern 
Landrace pigs.48 Such pigs show an accentuated mean capillary-to-fiber dis-
tance in larger (type II) muscle fibers, which hampers an effective removal of 
toxic metabolites and favors lactic acid accumulation.49 The resulting tissue hy-
poxia induces conditions of persistent oxidative stress response, which paves 
the way to serious clinical conditions such as Mulberry Heart Disease, Porcine 
Stress Syndrome, and Osteochondrosis. Disease predisposition as a result of 
genetic selection of pigs is also highlighted in the chapter by Erminio Trevisi, 
Livia Moscati, and Massimo Amadori. In agreement with the preceding state-
ments, lean muscle pigs show in fact abnormally high serum concentrations of 
reactive oxygen metabolites (ROMs), as opposed to rural swine.48
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The concept of metabolic stress and its recognition by the innate immune 
system is highlighted in the chapter by Nicola Lacetera in another large animal 
model – the high-yielding dairy cow. In this chapter, fundamental features of a 
major metabolic stress (energy deficit and oxidative stress after lactation onset) 
are analyzed with respect to heat-shock protein (HSP) responses. HSPs can act 
as signaling intermediates and regulate innate and adaptive immune responses. 
The outcome of these regulatory actions may dictate the inflammatory profile of 
the immune response during infections and diseases. De facto, the prevalence 
of diverse disease cases and culling rates are high in the early lactation phase of 
high-yielding dairy cows.50,51 These findings are also commented in the chapter 
by Erminio Trevisi, Livia Moscati, and Massimo Amadori.

The chapter by Yoshiro Maru deals with the role of innate immune respons-
es in cancer metastasis. These are substantially different from those observed 
in primary tumor tissues, in that they can alter microenvironments, whether 
physically and functionally, in the organs that are distant from the primary site. 
This remote control cultivates the so-called “soil” before the actual arrival of 
tumor cells as “seed” from the primary site. It can be argued that fundamental 
components of the innate immune system, mainly Toll-like receptors and in-
flammasomes, play a fundamental role in effective metastatization of primary 
tumor cells. In this model, the innate immune response to a noninfectious, tu-
mor stressor may turn detrimental to the host and give rise to serious clinical 
repercussions.

The correlation between innate immune responses and generation of psy-
chotic disorders in humans is the topic of the chapter by Jaana Suvisaari and 
Outi Mantere. The authors outline fundamentals of psychoneuroimmunology 
(PNEI), as a comprehensive conceptual framework in which complex labora-
tory and clinical findings can be correctly grasped and evaluated. In practice, 
the canonical boundaries between immune and neuroendocrine control systems 
can be no longer recognized in a continuum of homeostatic circuits, in which 
a single recognized effector function is part of a wider strategy for better sur-
vival and adaptation. Such a strategy is based upon networks of multidirectional 
signaling and feedback regulations effected by neuroendocrine- and immuno-
cyte-derived mediators.52 In this scenario, the reader can understand why proin-
flammatory activation of the innate immune system and T-cells of the adaptive 
immune system underlie first-episode psychosis and chronic psychotic disor-
ders. Whereas such alterations are most pronounced in the acute clinical phase, 
chronic psychotic disorders and chronic inflammation proceed together, and 
they are often accompanied by metabolic comorbidities such as obesity, type 2 
diabetes, and dyslipidemias. In the framework of PNEI, Suvisaari and Mantere 
outline psychotic disorders as neurodevelopmental diseases. In this scenario, 
they review scientific data about alterations in innate immune response during 
neonatal period and data on childhood exposures that could be linked to psy-
chotic disorders via inflammatory mechanisms. Also, they discuss animal and 
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genetic studies on schizophrenia supporting the role of immunological factors 
for disease occurrence.

The modulation of the IFN system by environmental, noninfectious stressors 
is illustrated in the chapter by Elisabetta Razzuoli, Cinzia Zanotti, and Massimo 
Amadori. Most data reviewed by the authors refer to Type I interferons, that is, a 
heterogeneous group including several distinct families (IFN-a, IFN-b, IFN-ε, 
IFN-w, IFN-k, IFN-d, and IFN-τ), with some of them (like IFN-a) consisting of 
different subtypes.53 Although type I IFNs were discovered as a potent antiviral 
substance accumulated in chick chorioallantoic membranes more than 50 years 
ago,54 these cytokines were subsequently shown to exert a plethora of regula-
tory functions under both health and disease conditions: activation of immune 
effector cells, induction of Th1 responses, modulation of MHC expression, 
adrenocortical-stimulating, opioid-like and pyrectic properties, and induction of 
behavioral (psychotic) responses, to cite a few.55 On the whole, type I IFNs have 
been highlighted as physiological modulators, with only one of their functions 
being the ability to hinder viral replication intracellularly. In this scenario, the 
authors review the accumulated evidence of an important role of Type I IFNs as 
homeostatic agents in the inflammatory response. As such, these cytokines can 
be detected following exposure to diverse environmental, noninfectious stress-
ors inducing an inflammatory response in the host. IFN responses can be thus 
detected in large animal models of commingling, truck transportation, early 
weaning, as well as in human and animal models of psychotic stress and auto-
immune diseases. The authors also discuss the constitutive expression of IFNs 
in tissues of healthy individuals, in view of its possible role and functions in the 
response to infectious and noninfectious stressors. Constitutive expression and 
a prevalent posttranscriptional control of expression outline a peculiar response 
system, dealt with by the authors on the basis of accumulated evidence in clini-
cal and preclinical studies.

Clinical repercussions of altered innate immune responses to environmental 
stressors are illustrated in the final chapter by Erminio Trevisi, Livia Moscati, 
and Massimo Amadori. Cattle and pig models are illustrated in terms of time-
course of a few clinical immunology and chemistry parameters, depicting the 
process of environmental adaptation in critical phases of the farming activities, 
in agreement with the contents of Lacetera’s chapter. In particular, the authors 
illustrate the disease-predicting and prognostic potential of some laboratory pa-
rameters of innate immune responses to noninfectious stressors. The chapter is 
mainly focused on large animal models, that is, dairy cows and pigs, for which 
strong evidence has been accumulated of a timely prediction of disease risks 
on the basis of laboratory parameters of innate immunity. These large animal 
models are compared with human models of innate immune responses and their 
predictive and prognostic value for disease occurrence. The authors also dis-
cuss the diagnostic and prognostic potential of common parameters of immuno-
suppression in man and animals like the plasma concentrations of widespread 
opportunistic viruses (Anelloviridae and the like).
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On the whole, the chapters of this book provide a robust, comprehensive 
view of the critical interactions between environmental, noninfectious stress-
ors, and the host’s innate immune system, in a unitary and coherent conceptual 
framework. The “One Health” approach of this book aims to reconcile appar-
ently diverging findings in different animal species with common interpreta-
tive views, and to provide a convenient framework to complex biological phe-
nomena. In particular, the choice of large animal models stems from a critical 
reappraisal of current preclinical investigation strategies, whereby the need 
for an improved conceptual framework is both diverse and substantial. Large 
animal models are founded on animal species like pig, more closely related to 
humans than mice in terms of phylogenetic evolution, and showing anatomical 
and physiologic characters comparable to humans. Most importantly, moving 
beyond the mouse into large animal models should allow for better translation 
into clinical research.56 In this scenario, the book can be conducive to fruitful 
links between preclinical and clinical research centers and to a relevant, posi-
tive impact on diagnostic, prophylactic, and therapeutic schemes for animal and 
human diseases.
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An Overview of the Innate 
Immune Response to Infectious 
and Noninfectious Stressors

Stefania Gallucci
Department of Microbiology and Immunology, Laboratory of Dendritic Cell Biology,  
Temple University, School of Medicine, Philadelphia, PA, USA

INTRODUCTION

The immune system is a complex network of cells and molecules, whose main 
function is to protect the body from the invasion of harmful microorganisms – 
the pathogens.1

In most vertebrates, including human and mammals in general, the immune 
system is composed of two branches, the innate and adaptive immune systems, 
which collaborate in fighting infections. The innate system activates first and 
then it stimulates the adaptive immunity. The innate immune system, as the 
name suggests, is already operational at birth and it gets started fast in a few 
hours because it is mediated by cascades of molecules that activate in a mat-
ter of minutes. These cascades include the complement, antimicrobial peptides, 
and cytokines such as type I interferons. The innate immunity is also mediated 
by cells like the phagocytes (granulocytes, dendritic cells (DCs), and macro-
phages) and the natural killer cells, which activate in a few hours. The adaptive 
immunity (also called acquired immunity), on the other hand, is mediated by 
T and B lymphocytes, which become fully operational only after birth, and 
requires days to be ready to face the pathogens.1

In order to efficiently fight infections without harming the body, cells of 
the innate immune system perform four main functions: first, they recognize 
presence and “dangerousness” of an infection (recognition); second, they fuel 
the inflammatory process and fight the infection, through phagocytosis and cy-
totoxicity, these events occur during the first days from the encounter with a 
pathogen, that is new to the immune system, when the adaptive immunity is not 
ready yet (effector phase); third, they activate the adaptive immune response by 
presenting the antigen (Ag) to T cells and they determine the kind of adaptive 
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immune response to be activated by secreting specific cytokines (Ag presenta-
tion and T helper (Th) class regulation); finally, cells of the innate immune 
system participate in repairing the tissues damaged either by the pathogen, or 
by the immune response triggered by the pathogen, and in maintaining the ho-
meostasis of tissues and organs of our body (tissue repair and homeostasis).1

This chapter will focus on the rules and molecular players, ligands, and 
 receptors for the function of recognition by the innate immune system.

RECOGNITION

One of the main questions in the history of immunology is how the immune sys-
tem recognizes if it is appropriate to mount an immune response (i.e., against a 
pathogen) or if it is more useful to become tolerant (i.e., to self Ags). When lym-
phocytes encounter their Ag, the molecule that they are specific for, they can  either 
mount an immune response or be tolerized; this decision depends on the state of 
activation of the cells that are presenting the Ag to them, the Ag-presenting cells 
(APCs).2 The most important APCs are DCs, but macrophages and B cells can 
also present Ags, and initiate adaptive immune responses. The DCs3,4 reside in all 
the tissues and organs of the body in a resting state and, as sentinels, they monitor 
the environment waiting for an activation signal. At this stage, the dendritic cells 
do not present Ags, rather they sample their environment through the processes 
of macropinocytosis and phagocytosis.5 Once the dendritic cells receive signals of 
activation, they migrate to the draining lymph nodes and are able to stimulate 
T lymphocytes by processing the uptaken Ags, and display them on the cell sur-
face in association with MHC class I and II molecules (signal 1), upregulating 
costimulatory molecules, such as CD80 and CD86 (signal 2), and secreting pro-
inflammatory cytokines (signal 3), in order to start an immune response.6

Until the 1970s, immunologists thought that lymphocytes were designed to 
activate in the mere presence of the Ag. The immune system was considered 
incapable of mounting an immune response against the Ags of its own body 
(self-Ags) because the autoreactive lymphocytes were all physically eliminated 
during development. Experimental evidence indicates that autoreactive lympho-
cytes are present in healthy individuals, so that explanation was not sufficient.

The first idea that the innate immune system and not the lymphocytes dis-
criminates what is self from what is nonself came from Charlie Janeway Jr, 
who wrote in 19897 that the innate immunity, and now we know the dendritic 
cells, sense the infectious foreign agent, through an array of pattern recognition 
receptors (PRRs). These receptors bind conserved features of molecules shared 
by families of evolutionary distant organisms like bacteria, and he called these 
molecules pathogen-associated molecular patterns (PAMPs). These PAMPs 
have to be essential for the survival or pathogenicity of microorganisms, other-
wise the microbes would lose them in order to escape from the immune system. 
And they cannot be expressed by host organisms otherwise they would trigger 
 autoreactivity.8
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This theoretical model of immune recognition provided a new molecular 
basis to support the classic self–nonself model of immunity that had been widely 
accepted by immunologists for 50 years. But it could not explain the occur-
rence of important immune responses in the absence of any pathogen: clinical 
situations such as the rejection of transplants, chronic inflammatory diseases, 
 tumor immunity, trauma-induced systemic inflammatory response syndrome, 
and other inflammatory conditions like atherosclerosis or ischemia – reperfusion 
injury – are mediated by a “sterile inflammation,” in which the innate immune 
system is activated by signals that do not come from an infectious agent.9

In 1994, Polly Matzinger proposed an alternative model, the Danger Model, 
that says that the dendritic cells sense danger.10 She theorized that the den-
dritic cells are activated by endogenous molecules, secreted by cells undergoing 
stress, or released during tissue damage or by necrotic cells. A similar “injury 
hypothesis,” was also proposed by W.G. Land, inspired by his experience in 
transplantation.11 Seong and Matzinger subsequently called these endogenous 
danger signals damage-associated molecular patterns (DAMPs),12 using the 
same nomenclature of Janeway. In the beginning the two models were seen as 
mutually exclusive, but two decades of experimental evidence now indicate that 
the innate immune system is indeed activated through PRRs that are triggered 
by PAMPs and also by DAMPs, and many scientists call PAMPs and DAMPs 
as the “danger signals,”9,13,14 using an inclusive nomenclature that suggests that 
PRRs recognize the molecular features of a pathologic status that can be the 
result of pathogens and trauma/stress.

To summarize, the innate immune cells have specificity for a limited num-
ber of molecules, namely the PAMPs and DAMPs, which signal infectious 
nonself and damaged self as danger or alarm. PAMPs are molecular structures 
conserved in large families of bacteria, viruses, or other microorganisms, and 
they are usually considered associated with pathogens; since PAMPs are also 
expressed by the normal flora of the mammalian mucosa, they are also called 
microbial-associated molecular patterns (MAMPs).15 DAMPs are endogenous 
molecules that are actively secreted by cells undergoing stress, or are passively 
released by necrotic cells or liberated upon tissue damage. The innate immune 
cells express a limited diversity of receptors, called PRRs, that are germ-line 
encoded, which means they are transcribed from a limited number of genes that 
remain the same throughout the life of an individual as most of the genes do. 
These receptors survey the extracellular and intracellular space for conserved 
danger signals that serve as indicators of infection and tissue damage.

PRRs AND PAMPs

PRRs are presently divided into several main families of receptors, which 
have been increasing in number in the last few years, thanks to the continuous 
discovery of novel pathways. The best-known families so far are the toll-like 
receptors (TLRs), the C-type lectin receptors (CLRs), the nucleotide-binding 
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domain, leucine-rich repeat (LRR) containing (or NOD-like) receptors (NLRs), 
the RIG-I-like receptors (RLRs), the cGAS-STING, and the AIM2-like recep-
tors (ALRs) (Table 1.1).14,16 Furthermore, some PRRs belong to other families 
of receptors, like the immunoglobulin superfamily. Most PRRs are expressed by 
DCs and other APCs, and they are involved in recognizing PAMPs and DAMPs 
during infections by viruses, bacteria, and fungi, and during tissue damage and 
sterile inflammation, stimulating APC activation and inflammatory processes. 
Cytokine receptors, like the interleukin-1 receptor and the type I interferon re-
ceptor, also activate similar functions. Moreover, PRRs can be expressed also 
by T cells and by nonimmune cells, influencing the class of the adaptive im-
mune response, through the production of specific cytokines.

In the following sections, the families of PRRs will be described together 
with the main PAMPs that they recognize, while the DAMPs will be described 
in independent sections in the second part of the chapter, in order to provide to 
the mediators of noninfectious stressors the space and the details appropriate to 
the focus of this book.

TABLE 1.1 The DAMPs

DAMP Source Receptor
Activating the 
inflammasome

Extracellular 
nucleic acids

Dead cells, 
NETs, damaged 
mitochondria

TLR7, TLR9 No

Intracellular/
retroviral DNA

Cytoplasmic EVE 
or mtDNA

cGAS-STING, 
RLRs, ALRs

Yes

ATP Dead cells, 
damaged 
mitochondria

P2Z/P2X7, NLRs Yes

Uric acid, alum, 
CPPD crystals

Nucleic acid 
breakdown, dead 
cells

TLRs, NLRs Yes

Heat-shock 
proteins

Dead cells TLRs, CD91, CLRs n.d.

HMGB1 Dead cells, 
activated immune 
cells

TLRs, RAGE, 
CXCR4

No

EMC degradation 
products

ECM TLRs, P2X, NLRs Yes

Homeostatic 
perturbations

Changes 
in cellular 
environment

mTOR, ? Yes
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Toll-Like Receptors

TLRs were the first family of PRRs discovered and still the most studied.  Ruslan 
Medzhitov, while working in the lab of CA Janeway, Jr., cloned the first mam-
malian receptor that activates the transcription factor central to the immune 
activation, NFkB, predicting it would be an analog of the toll protein.17 Toll 
had been previously shown to control the dorsal–ventral patterning during early 
 embryonic development in Drosophila melanogaster and was also known to 
stimulate the production of antimicrobial proteins and trigger antifungal immune 
 responses in adult Drosophila.18 Beutler et al. then showed that TLR4 recognizes 
the most known PAMP, the lipopolysaccharide (LPS) from Gram- negative bac-
teria.19 The importance of the discovery of TLRs for our understanding of the 
initiation and regulation of the immune response has been recognized in 2011 by 
the Nobel Prize20 to J.A. Hoffmann for the studies in Drosophila,18 to B. Beutler 
for the mammalian studies,19 and to R. Steinman for initiating21 and driving the 
research on the dendritic cells.2,3 The TLR family presently  includes 13 mem-
bers in mice and 10 in humans that have in common homology of structure and 
signaling adaptors.14 TLRs are transmembrane glycoproteins characterized by 
an extracellular domain that is responsible for ligand recognition through vari-
able LRR modules.22 TLRs form homo- or heterodimers and some are localized 
on the cell surface (TLR1, 2, 4, 5, and 6), where they recognize a variety of 
molecules conserved in extracellular bacteria and fungi; for example, the main 
PAMP that triggers TLR4 is LPS from Gram-negative bacteria, but TLR4 can 
also recognize fusion proteins from the respiratory syncytial virus, mouse mam-
mary tumor virus envelope proteins, and the pneumolysin from Streptococcus 
pneumoniae. TLR2, forming heterodimers with TLR1 and TLR6, recognizes 
a wide range of PAMPs derived from bacteria, fungi, parasites, and viruses,23 
such as lipopeptides from Gram-positive bacteria and mycoplasma, peptidogly-
can, and lipoteichoic acid from Gram-positive bacteria, zymosan from fungi, 
lipoarabinomannan from mycobacteria, tGPI-mucin from Trypanosoma cruzi, 
and the hemagglutinin protein from measles virus. TLR5 is triggered by fla-
gellin from flagellated bacteria. TLRs are also expressed in the endosomal 
compartment (TLR 3, 7, 8, and 9) and recognize mostly nucleic acids. TLR3 
recognizes double-stranded (ds) RNA, TLR7-8 recognizes single-stranded (ss) 
RNA, and TLR9 recognizes unmethylated 29-deoxyribo-cytidine-phosphateg-
uanosine (CpG) DNA motifs that can come from intracellular pathogens like 
viruses or DNA endocytosed from the extracellular space.14,23 The triggering of 
TLRs often requires accessory molecules that strengthen the binding with the  
 ligand and also provide qualitative difference in the signaling pathways  activated 
downstream of the receptor. As an example, MD-2 is an accessory molecule 
 associated with TLR4 and required for its activation, and indeed MD-2 deficient 
cells do not respond to LPS.24 Moreover, CD14 also associates with TLR4 and 
affects how TLR4 binds to its ligands: it has been suggested that CD14 prefer-
entially increases the binding of DAMPs.22



6     The Innate Immune Response to Noninfectious Stressors

Signaling
The intracellular tail of TLRs is associated to adaptor molecules that are respon-
sible for triggering the signaling pathways leading to the initiation of the innate 
immune response, from transcription of costimulatory molecules, proinflamma-
tory cytokine and type I interferons (I-IFNs), to upregulation of phagocytosis, 
autophagy, cell metabolism, and in some case cell death. The two main signaling 
pathways downstream TLRs are (1) the pathway mediated by the adaptor MyD88 
that leads, through a cascade of signaling events, to NFkB activation, transloca-
tion to the nucleus and NFkB-mediated transcription; (2) the pathway mediated 
by the adaptor TRIF that leads, through the activation of IRFs (interferon regu-
latory factors), to the transcription of type I IFN alpha/beta; the response to the 
autocrine production of type I IFNs induces the expression of interferon stimu-
lated genes (ISGs), generating an interferon positive feedback loop.25 The master 
regulator of the production of type I IFNs is IRF7, which is highly expressed in 
dendritic cells and especially in plasmacytoid dendritic cells, the major producers 
of type I IFNs, and it is strongly upregulated upon stimulation with type I IFN, 
directing the amplification of the interferon positive feedback loop.26 Both path-
ways also activate the pathway of the MAP kinases, that is, Erk, p38, and JNK, 
which leads to the activation of the transcription factor AP-1 and the expression of 
proinflammatory cytokines.14 Most TLRs utilize the MyD88-mediated pathway; 
TLR3 utilizes only the TRIF pathway, while TLR4 utilizes both pathways, with 
implications for the quality and strength of the downstream response. The auto-
crine production of type I interferons is necessary to mediate the full activation of 
APCs, and APCs, both dendritic cells and macrophages, which do not respond to 
type I interferons, either because they do not express the type I interferon recep-
tor (IFNAR) or the pivotal signal transducers downstream of IFNAR, STAT1, 
and STAT2, are deficient in the upregulation of the costimulatory molecules and 
proinflammatory cytokines that are characteristic of full innate cell activation.27–29

C-Type Lectin Receptors

CLRs are a family of receptors important in the immunity against bacteria, vi-
ruses, and fungi. They contain at least one C-type lectin-like domain (CTLD), 
a conserved motif that has evolved to adapt to a variety of ligands, either of 
microbial origin or released by damaged host cells.30 CTLDs were originally 
named because they can bind carbohydrates in a calcium-dependent manner, 
but many can also bind glycans, proteins, or lipids in a calcium-independent 
manner. CLRs are expressed on the cell surface of DCs, macrophages, and 
other myeloid cells, and also on epithelial cells. Dectin-1/CARD9,* Dectin-2/
Mincle, DC-SIGN, and mannose receptor are examples of CLRs that, once they 
 recognize microbes, induce phagocytosis and microbicidal activities to degrade 

* Many of these receptors have a complex nomenclature, with two or more names indicating the 
same molecule.
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them or shuttle them to Ag presentation.31 Moreover, many CLRs also recog-
nize damaged and dead cells and they can distinguish between cells dying by 
apoptosis, considered anti-inflammatory (recognized by receptors like Mgl-1/
Clec10a), from those dying by necrosis/necroptosis, types of death considered 
proinflammatory (recognized by receptors like Mincle/CLEC4E and DNGR-
1/CLEC9A).32 Therefore, CLRs expressed in myeloid cells can regulate their 
endocytic traffic, signaling pathways, and gene transcription in order to initi-
ate immunity or tolerance for the Ags coming from necrotic or apoptotic cells, 
respectively. DNGR-1 is expressed mostly in CD8a dendritic cells and it rec-
ognizes necrotic cells by binding the protein F-actin, a cytosolic component 
of the cytoskeleton that is exposed to the extracellular space by necrotic cells. 
DNGR-1 binding marks the phagocytosed dead cell as necrotic and shuttles it 
to the class I pathway for cross-presentation.33 Another proinflammatory CLR 
is LOX-1, (lectin-like oxidized low-density lipoprotein), the primary receptor 
for oxidized low-density lipoprotein (ox-LDL) in endothelial cells, which can 
recognize other DAMPs, such as heat-shock proteins,30 and it is involved in the 
pathogenesis of atherosclerosis.34

Signaling
Some CLRs, like Dectin-1 and DNGR-1, activate the signaling molecule Syk 
through an ITAM-like motif. This signaling pathway leads to DC and macro-
phage activation, via NFkB and MAP kinase, downstream of Dectin but not of 
DNGR-1. Indeed, DNGR-1 has not been shown to trigger DC activation but 
rather to promote cross-priming, that is, the presentation of extracellular Ags 
with MHC class I molecules, in DCs already activated by other PRRs.30

The RIG-I-Like Receptors

The recognition of viral infections and host defense in invertebrates and plants 
is mostly carried out by RNA interference and the Dicer nuclease family of 
host immune receptors.35 In the vertebrates and mammals in particular, the im-
mune system relies on the production of type I25 and III interferons36 and ISGs, 
which are produced upon recognition of intracellular RNA and DNA by the 
PRR families of RLRs and ALRs.14,37 The RLRs retinoic acid-inducible gene I 
(RIG-I) and melanoma differentiation factor 5 (MDA5) are cytoplasmic PRRs, 
which belong to the larger family of helicases.38 They are expressed not only 
by APCs or immune cells, but also by most cells of our body, and are pivotal 
in antiviral responses by recognizing RNAs in the cytosol. They contain three 
important domains: (1) a C-terminal repressor domain (RD) embedded within 
the C-terminal domain (CTD); (2) a central ATPase containing DExD/H-box 
helicase domain, which binds the RNAs; and (3) two amino-terminal caspase 
recruiting domains (CARD) that mediate downstream signaling.38 RIG-I binds 
the terminal 59 triphosphate and the blunt-end base pair at the 59-end of ss- and 
dsRNA; MDA5 binds the internal duplex segments of consensus dsRNAs.39 
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Using poly (I:C) as a synthetic dsRNA mimic, studies have shown that MDA5 
binds long, but not short, dsRNA.

Signaling
The binding of the RNA ligands induces a conformational change in the RLRs, 
releasing the CARD, which then can start the activation of the downstream sig-
naling pathway by associating, via CARD–CARD interactions, with the mem-
brane-associated adaptor mitochondrial antiviral signaling (MAVS, also known 
as IPS-1, VISA, and Cardif).40 Once activated, MAVS starts to aggregate and 
activate in a prion-like manner other MAVS molecules,40 amplifying the acti-
vation of the downstream events, which include activation of TBK1, MAPKs, 
NFkB, and IRFs, leading to production of inflammatory cytokines and interfer-
ons, as most PRRs do.14

NLRs and the Inflammasome

Nucleotide-binding domain, LRR-containing (or NOD-like) receptors (NLRs) 
are involved in responses to a wide range of microbial pathogens, in inflam-
matory diseases, cancer, and metabolic and autoimmune disorders.16 Although 
results from genetically deficient cells and mice support an important role for 
NLRs in immunity against infections, no direct binding of NLRs to PAMPs 
has been found so far,16 suggesting that NLRs may be pure PRRs for DAMPs 
released or generated upon intracellular damage. A number of mechanisms have 
been proposed to trigger NLR activation, including potassium efflux, an increase 
in intracellular calcium and a decrease in cellular cyclic AMP, pore-forming ac-
tions driven by the host or bacteria, phagolysosomal destabilization, changes 
in cell volume and mitochondrial-derived reactive oxygen species (ROS), and 
oxidized mitochondrial DNA (mtDNA).41 NLRs are cytoplasmic receptors that 
can be divided in two subfamilies: (1) the NOD subfamily, characterized by the 
presence of one or more CARD domains, and (2) the LRR and pyrin domain 
(PYD) -containing proteins (NLRP), characterized by the presence of a pyrin 
domain. Once activated, several NLRs, like NLRP1b, NLRP3, and NLRC4, as-
sociate with the adaptor protein ASC (apoptosis-associated speck-like protein 
containing a CARD), which forms a platform that recruits the procaspase-1 to 
form the multiprotein complex “inflammasome.”42

Signaling
The multimeric complex of proteins of the inflammasome assembles in the cyto-
plasm of macrophages and dendritic cells, by reorganizing the cytoplasmic ASC 
into a single “speck” of 0.8–1 mm, which is considered a hallmark of inflamma-
some assembly. This speck is crucial for the recruitment of caspase-1 and the am-
plification of the events downstream of the inflammasome, which are the cleavage 
by caspase 1 of pro-IL-1b and pro-IL-18 into biologically  active cytokines, ready 
to be secreted outside the cells. The production of these procytokines occurs prior 
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to the activation of the inflammasome and is induced by the triggering of other 
PRRs, such as TLRs. Moreover, the inflammasome triggers the proinflammatory 
cell death “pyroptosis,” again through the activation of caspase 1 and 11.41

A noncanonical pathway to activate the inflammasome is initiated by intra-
cytosolic LPS that directly activates caspase 11 in an ASC-independent man-
ner, upon priming by autocrine type I interferons. This scenario possibly occurs 
when LPS gains access to the cytosol thanks to bacterial secretion systems. 
Moreover, the inflammasome can also be activated by some CLRs like Dec-
tin-1, by forming a noncanonical complex with caspase 8 and ASC that can 
cleave pro-IL-1b.43

AIM2-Like Receptors

ALRs44 are intracellular sensors of dsDNA derived from bacteria, viruses, and 
autoinflammatory sterile conditions. They comprise members of the PYHIN fam-
ily, that is, human AIM2 (absent in melanoma 2) and interferon-inducible pro-
tein 16(IFI16). The PYHIN family of proteins is defined by an N-terminal PYD, 
involved in homotypic protein–protein interactions, and one or two C-terminal  
DNA-binding HIN domains (HIN hematopoietic interferon-inducible nuclear 
Ag). AIM2 is expressed in the cytoplasm, while IFI16 is mostly nuclear and it 
can translocate to the cytoplasm during cellular stress, such as upon UV irradia-
tion. Most cells, like fibroblasts, epithelial cells, macrophages, dendritic cells, 
and T cells express ALRs, with differences in distribution and functions of the 
different members. AIM2 recognizes DNA in a nonsequence specific manner 
via electrostatic attraction between the positively charged HIN domain and the 
negatively charged dsDNA sugar-phosphate backbone.44 The positive charge 
of the HIN domain also plays an important role in the regulation of AIM2. 
In AIM2, the HIN domain is normally bound to the negatively charged PYD, 
maintaining AIM2 in an autoinhibited state prior to the binding to dsDNA. In 
the presence of dsDNA, the domain HIN will bind to the DNA, releasing the 
negatively charged PYD that is able to bind ASC, activate the inflammasome, 
and the downstream cleavage of pro-IL1b and pro-IL18, to the bioactive cy-
tokines.45 Moreover, dsDNA also generates a platform to recruit more AIM2 
molecules, further amplifying a process that is already autocatalytic.

Similarly to AIM2, IFI16 recognizes dsDNA in a GC and sequence-indepen-
dent manner, but it shows specificity for length, binding preferably fragments 
of dsDNA, which are around 150 base pairs long. This length requirement may 
explain why IFI16, although localized in the nucleus, is not constantly activated 
by the host DNA, which normally exposes linker dsDNA between nucleosomes 
that are 10–20 bp long, and therefore too short to activate IFI-16.46,47

Signaling
Activated IFI16 assembles a multimeric complex, similar to AIM2, which 
is translocated to the cytoplasm, where it can trigger the activation of the 
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 inflammasome, but it can also bind and activate the endoplasmic resident adap-
tor protein stimulator of interferon genes (STING), inducing the production of 
type I interferons (described further).44

C-GAS and Other DNA Sensors

Besides the ALRs, other cytosolic DNA sensors have been recently discov-
ered to participate in the initiation of antiviral responses. These sensors in-
clude DNA-dependent activator (DAI) of IFN-regulatory factors; DEAD 
(aspartate-glutamate-alanine-aspartate)-box polypeptide 41 (DDX41); DNA-
dependent protein kinase (DNA-PK);44 and cGAMP synthetase (cGAS).48 
The latter is involved in sensing viral DNA in host defense as well as self-
DNA in autoimmunity. Indeed, cGAS has been shown to recognize dsDNA 
and upon activation, generate the endogenous cyclic dinucleotide GMP–AMP 
(cGAMP). cGAS directly binds dsDNA in a sequence-independent manner 
through electrostatic and hydrogen bond interactions with the sugar–phos-
phate backbone of DNA; this binding induces a conformational change in 
cGAS and allows ATP and GTP to reach the catalytic pocket in cGAS that 
synthesizes the cGAMP.48

Signaling
In a similar manner to the bacterial cyclic dinucleotides (CDNs), cGAMP then 
activates STING, which subsequently activates the transcription factors NFkB 
and IRF3, through the kinases IKK and TBK1, respectively, leading to the pro-
duction of type I interferon and proinflammatory cytokines, and maturation of 
APCs.48

RAGE

The receptor for advanced glycosylation end products (RAGE) is an important 
receptor of DAMPs. Initially discovered to bind advanced glycosylation end 
products (AGE), RAGE is a transmembrane receptor of the immunoglobulin 
superfamily, containing an extracellular region that binds DAMPs through its V 
domain, and a cytoplasmic region mediating the downstream signaling. RAGE 
can also become soluble, upon alternate splicing or protease processing, and 
acts as a decoy receptor by preventing DAMPs from triggering transmembrane 
RAGE. The expression of RAGE is upregulated by the presence of its ligands, 
creating a positive feedback loop that amplifies its activation. RAGE and TLRs 
share common ligands and signaling pathways, suggesting a cooperative inter-
action in stimulating the immune response. Indeed, RAGE binding triggers the 
activation of NFkB, cell proliferation, and TGF-b production.49 RAGE has been 
mostly studied for its role in inflammation and tissue damage, but it can also 
bind PAMPs, such as bacterial or viral DNA that are chaperoned by HMGB1 
(see the next section).
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Soluble PRRs

A special class of PRRs consists of soluble molecules that recognize pathogens 
and modified self. The collectins and ficolins recognize microorganisms and 
can trigger the lectin pathway of complement, leading to the activation of the 
complement cascade and the initiation of complement-dependent inflammation, 
phagocytosis, and cell lysis. The family of pentraxins comprises of short pen-
traxins, that is, the C-reactive protein (CRP) and the serum amyloid P (SAP), 
which are acute phase proteins, mainly secreted by the hepatocytes during in-
flammation in response to IL-6 and IL-1, and the long pentraxins such as PTX3. 
PTX3 is expressed by dendritic cells and monocytes/macrophages, but also by 
endothelial and epithelial cells, and it is induced by TLR triggering and proin-
flammatory cytokines; furthermore, PTX3 is also stored in preformed granules 
in the neutrophils, ready to be secreted in the presence of pathogens or upon 
TLR triggering. PTX3 can bind bacteria, viruses, and fungi, as well as dead 
cells, and promote their complement-mediated lysis and phagocytosis.50

PRR LOCALIZATION

The immune system can mount different types of immune responses, humoral 
or cell mediated, that are promoted by distinct subsets of Th cells: Th1 T cells 
help the CD8 T cells to become cytotoxic T cells (CTL), pivotal in host defense 
against viruses and intracellular parasites; Th1 T cells also activate macrophages 
to increase their ability to kill and digest the pathogens that they have phagocy-
tosed or the intracellular pathogens that have infected them; Th2 cells partici-
pate in the host defense against extracellular parasites and also promote allergy. 
Follicular Th cells help B cells to mature and produce antibodies (Abs); Th17 
cells contribute to the clearance of extracellular bacteria and fungi by recruiting 
neutrophils and macrophages in the site of infection.1 These different subsets of 
Th cells mediate their functions through the secretion of cytokines. Last but not 
the least, there are the CD4 regulatory T cells (Treg) that are characterized by the 
expression of CD25 and of the transcription regulator FOXP-3. Tregs suppress 
the immune response, as a part of the maintenance of peripheral tolerance. The 
immune system deploys these different types of immune strategies depending on 
the kind of pathogens it is facing, the microenvironment in which the infection 
is taking place, intracellular or extracellular, and also depending on the tissues 
involved; responses in the gut can be very different from the ones in the skin 
or in the eye. These differentiations are dictated by the encounter of different 
PAMPs triggering specific PRRs. Moreover, the simultaneous exposure to spe-
cific DAMPs can further affect the activation pattern of the APCs, influencing the 
cocktail of cytokines that they will produce, and therefore the type of adaptive 
immune response that they can initiate.

TLRs, CLRs, and RAGE are expressed on the cell surface or in the endo-
somal compartment, and their localization is important to detect the presence of 
PAMPs and DAMPs, directly exposed in the extracellular space or that require 
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processing upon phagocytosis in the endosomal compartment, respectively. On 
the contrary, NLRs, RIG-Is, ALRs, and other nucleic acid sensors are localized 
in the cytoplasm and detect pathogens that penetrate into the cells and DAMPs 
produced directly by the stressed cells. Depending on their localization, PRRs 
can provide information about the whereabouts of the pathogen/stress, and 
therefore direct the most appropriate immune strategy to deal with it: extracellu-
lar strategies such as antibody production, complement activation, Th17 or Th2 
types of adaptive responses are deployed for an extracellular pathogen/stress, 
while CTL killers and the macrophages inducing the delayed type IV hyper-
sensitivity (DTH) are activated in the presence of intracellular pathogens. The 
PRR compartmentalization is also an important strategy to avoid inappropriate 
exposure of PRRs to DAMPs in the absence of tissue damage.13,16,22,51 Indeed, 
DAMPs are normally sequestered from PRRs through the compartmentaliza-
tion of PRRs. For example, PRRs recognizing nucleic acids are associated to 
the endosomes and therefore, are not exposed to the DNA present in the nucleus 
or the RNA present in the cytoplasm, but to extracellular nucleic acids that are 
released during major surgery, trauma, or cancer, clinical situations, in which 
necrotic cell death is occurring.52

DAMPs

The DAMPs can be defined as primary endogenous danger signals, as they origi-
nate directly from the damaged cells or tissues53–55 (Table 1.1). A second cat-
egory of endogenous danger signals consists of secondary danger signals, which 
are  cytokines produced by activated immune cells that behave as danger signals, 
 activating dendritic cells and initiating innate immunity55 (see the next section 
dedicated to the secondary danger signals). DAMPs are very heterogeneous in 
structure, physical, chemical, and biological properties, but they have in common 
the property to be normally sequestered from the PRRs and become exposed to 
them upon cellular and tissue damage.9,13 In the late 1990s, the labs of Janeway and 
Beutler were showing that the immune system is activated by pathogens through 
the activation of TLR by PAMPs,8,17,19 Matzinger and coworkers showed that 
necrotic cells and a prototypic endogenous danger signal, type I interferons, can 
stimulate the activation of dendritic cells into APCs, which are able to present Ags 
to T cells and initiate adaptive immune responses in vivo (e.g., DTH and CTLs) 
in the absence of any pathogen, therefore acting as endogenous adjuvants.54,56–58  
These discoveries opened the new field of the endogenous danger signals as 
 immune stimulators.55 Since then, a large number of literature has been detailing 
the molecular players that trigger and sustain sterile inflammation (Table 1.1).

Nucleic Acids

Nucleic acids are potent PAMPs, important in initiating immune responses 
in host defense against viral and also bacterial infections, and they are also 
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DAMPs, involved in autoimmunity and antitumor immunity. Endogenous 
DNA is normally sequestered in the nucleus, hidden from TLRs and cytoplas-
mic DNA sensors. During the programmed cell death apoptosis, the mainte-
nance of membrane integrity and activation of DNAse prevent the release of 
endogenous DNA in the extracellular compartment.59 Such a careful elimina-
tion does not occur during necrosis and other forms of proinflammatory cell 
death, such as necroptosis, the RIP-3-dependent programmed necrotic cell 
death;60 in these kinds of necrotic cell death, DNA and RNA are released into 
the extracellular milieu, becoming available to be uptaken by APCs and trigger 
endosomal TLRs.52 This process is considered an important pathogenic step in 
autoimmunity and especially in systemic lupus erythematosus (SLE), in which 
nucleic acids, possibly coming from necrotic cells,61 play the double role of 
autoadjuvants, triggering TLR7 and TLR9, and of Ags, eliciting specific and di-
agnostic auto-Abs.62 DNA is also actively extruded by neutrophils as a strategy 
to trap and kill bacteria in the phenomenon called “neutrophil extracellular traps 
(NETs)”;63 this extracellular DNA can activate innate immunity and production 
of type I IFNs, and it has been suggested to participate in the pathogenesis of 
autoimmunity.64

The cytosol can also be a source of DNA as DAMPs. This fact was made 
evident by the discovery that there is a constitutive activation of DNA sensors 
dependent on STING, with subsequent production of type I interferons and au-
toimmunity, in human and murine models of TREX1 deficiency, a 3959-exonu-
clease present in the cytosol. It has been proposed that TREX1, also called DN-
Ase III, normally degrades DNA produced by endogenous viral elements (EVE) 
like integrated retroviruses.65–67 In the absence of TREX1, such endogenous 
viral DNA accumulates in the cytoplasm above the threshold of sensitivity of 
the DNA sensors, thus triggering the IFN response. In this case, this EVE DNA 
can be considered a PAMP, because of its viral origin, and a DAMP, because it is 
derived from sequences integrated in the mammalian genome during evolution.

Moreover, it has been recently proposed that DNA derived from tumor cells 
can stimulate APCs to produce type I interferons in a TLR-independent manner. 
This tumor-derived host DNA has been shown to activate cytosolic PRRs that 
trigger the signaling pathways mediated by STING, although it remains to be 
understood how phagocytosed DNA can exit the endosomal compartment and 
access the cytosol of APCs.68

ATP

The concept of DAMP compartmentalization is highlighted by the single nu-
cleotide ATP, which is normally present in the cytosol without immunological 
consequences, but when it is secreted in the extracellular milieu at high con-
centration, it can activate DCs by triggering the purinergic receptors P2Z/P2X7 
present on the cell surface.69,70 ATP is one of the most ancient and conserved 
DAMP, conserved in evolution from prokaryotes, to plants and mammals.71 In 
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collaboration with TLRs, ATP is a mediator of the activation of NLRP3 and 
the inflammasome, leading to the activation of caspase 1 and the production 
of mature IL-1b. Extracellular ATP is one of the mediators of the sterile in-
flammation induced by necrotic cells, for example, during the massive death 
of tumor cells induced by chemotherapy.68 The immunological role of ATP is 
rather complex and the concentration of extracellular ATP is tightly regulated 
through hydrolysis by the ectonucleotidases CD39 and CD73; the adenosine 
generated from ATP degradation were shown to have immunosuppressive ef-
fects that can promote tumor growth and resistance to immunosurveillance  
in vivo.68 Moreover, low concentrations of ATP do not induce DC maturation 
but rather the migration of phagocytes, and it has been proposed that ATP at 
low concentrations functions as a “find-me signal” released by apoptotic cells 
to recruit phagocytes and increase apoptotic body clearance.9,72 These complex 
results suggest that extracellular ATP plays an important role in defining the 
response of innate immune cells to dead cells, either apoptotic or necrotic, or 
tissue damage, and therefore controlling ATP concentrations is of paramount 
importance in the global regulation of the immune response.

Uric Acid

One of the first DAMPs to be shown to act as an adjuvant in vivo, and induce 
CTL responses important in immunotherapy of tumors, is uric acid.57,58 Uric 
acid is a small molecule that is present in the extracellular milieu at low concen-
tration with no immunological effects. When it is released at high concentra-
tions, it precipitates and forms insoluble crystals of monosodium urate (MSU), 
which are highly inflammatory. It has been very well known for a long time that 
uric acid, the end product of purine nucleotide catabolism, can accumulate as 
MSUs and induce inflammation in the joints of patients with gout. Recently, it 
has been shown that MSU triggers DC activation upon release by dead cells, 
that is, during chemotherapy. Several mechanisms may underline the proin-
flammatory effects of MSU. These involve the activation of the inflammasome, 
which MSU stimulates together with the increased concentrations of extracel-
lular ATP derived from damaged mitochondria, which are released by dead 
cells. In turn, MSU causes the stimulation of IL-1b production and, possibly, of 
pyroptosis.16 The induction of inflammasome-dependent pyroptosis in the mac-
rophages, which respond to necrotic cells, seems to establish a positive feed-
back loop. The induction of ROS further amplifies the inflammatory process.73

Alum is highly utilized as a safe adjuvant in the preparations of vaccines for 
the human population. In analogy to MSU and to calcium pyrophosphate dehy-
drate (CPPD), Alum has been shown to form crystals, accumulate at the site of 
injection and induce inflammasome activation. It has been proposed that when 
phagocytes uptake MSU or other crystals, the physical rigidity of the crystals 
damage the phagolysosomes, and this leads to the leakage of proinflammatory 
mediators into the cytosol, triggering the activation of the inflammasome.74 
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More generally, Davis et al. proposed in 201116 that the inflammasome can rec-
ognize host-derived crystalline or polymer moieties associated to a special abil-
ity to recognize “mislocalization of these endogenous molecules.” Indeed, to 
quote their words “ATP, MSU, and CPPD are normally cytosolic  constituents; 
however, if they are sensed in the extracellular environment, an inflammatory 
response is initiated (inside out). Likewise, if extracellular cholesterol crystals, 
hyaluronan, or amyloid b are internalized (outside in), a similar  response is 
initiated.”16

Heat-Shock Proteins

Heat-shock proteins are highly abundant molecules, normally expressed intra-
cellularly, that act as chaperones and play a vital role in the protein synthesis 
machinery by maintaining proteins in their correct folding. Their names have 
been derived by the fact that the expression of important members of this large 
family of proteins is upregulated by several noninfectious stressors, such as 
elevated temperature, osmotic shock, and cytotoxic agents.75 Srivastava and co-
workers first showed that HSPs are released by necrotic cells, they act as danger 
signals that activate dendritic cells and induce Ag presentation, and initiate im-
mune responses.76 HSPs such as HSP70, HSP90, calreticulin, and GP96, have 
been involved in antitumor immunity, where they act as DAMPs. Moreover, as 
chaperones, HSPs can also participate in Ag processing, delivering Ags, and 
possibly autoantigens to APCs.9,77 In particular, calreticulin, normally present 
in the ER lumen, upon cellular stress caused, for example, by chemotherapy,  
can translocate to the plasma membrane, where it interacts with the HSP  receptor 
CD91 on phagocytes, promoting the phagocytosis of dead tumor cells.  Several 
HSPs, like calreticulin and GP96, trigger CD91 on APCs and induce APC 
 activation, production of proinflammatory cytokines, and T cell polarization 
toward the Th17 phenotype, which contributes to antitumor  immunity.  Indeed, 
high expression of calreticulin in tumors has been associated with  favorable 
prognosis.68

Mitochondrial Danger Signals

Mitochondria are pivotal players in the activation of the innate immune re-
sponse. Indeed, they are important sources of danger signals, PAMPs and 
DAMPs, and are required for the appropriate activation of the immune cells. 
Mitochondria are ancient symbionts that express molecules of bacterial origin 
that can be considered PAMPs, such as the mtDNA,78 which contains CpG mo-
tifs capable of stimulating TLR9, and N-formyl peptides, analogs to bacterial 
peptides.9 During cellular stress, mitochondria are damaged and released by 
necrotic cells in the extracellular milieu, where their danger signals participate 
in the activation of the innate immune cells. In fact, major traumatic injury 
causes elevated  serum levels of mtDNA, which contributes to the severity of the 
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sterile shock.78 Mitochondria also contribute to the execution of cell death pro-
gram and the shift from apoptosis to necrosis/necroptosis, participating in the 
qualification of cell death as pro- or anti-inflammatory.79 Finally, mitochondria 
are major stations of production of energy and recent evidence shows that the 
modulation of their ability to increase production of ATP, as a source of energy 
in this case, not as a DAMP, strongly affect the strength of the innate and adap-
tive immune response.80

HMGB1

High Mobility Group Box protein 1 (HMGB1) is a nonhistonic DNA-binding 
protein, which is normally localized in the nucleus as part of the chromatin, 
where it contributes to the stabilization of the nucleosomal structure, and to the 
regulation of gene transcription.81 HMGB1 is highly conserved in evolution and 
it is a member of a family of four chromatin proteins, HMG1, 2, 14, and 17. 
HMGB1 binds to DNA, thanks to its high positive charge. Although it is well 
known as a DAMP, it is becoming clear that HMGB1 has several other func-
tions,  depending on the compartment, in which it resides, and the posttransla-
tional modifications that it has received, such as oxidation and hyperacetylation 
(see the end of this section).82

DAMP
HMGB1 can be released by necrotic cells during tissue injury and activate den-
dritic cells by triggering TLR4, inducing activation of NFkB, and production 
of proinflammatory cytokines such as TNF-a. HMGB1 can also trigger other 
PRRs like TLR2 and RAGE, on the cell surface of APCs. The importance of 
HMGB1 as a major DAMP released by necrotic cells is supported by the ob-
served decrease in stimulatory capacity of necrotic cells genetically lacking 
HMGB1, and by the ability of neutralizing Abs to ameliorate inflammation.83,84 
Moreover, high levels of HMGB1 have been found in the sera of patients upon 
brain and myocardial ischemia and during sepsis; furthermore, clinical studies 
and reports in animal models support a pathogenic role for HMGB1 in the late 
phase of septic shock.83

Chaperone
Since HMGB1 is released by necrotic cells still bound to DNA, it can act as a 
chaperone to shuttle nuclei acids into the endosomal compartment of APCs, and 
possibly facilitate the triggering of nucleic acid sensors such as TLR9. During 
apoptosis, HMBG1 has been shown to bind firmly to the chromatin and there-
fore to remain sequestered in the apoptotic bodies. Under normal circumstanc-
es, this strategy would keep HMGB1 hidden from the PRRs and bound to be 
degraded during clearance of apoptotic cells. In case of defects in the  clearance 
of apoptotic cells, such as in autoimmune diseases,85 late apoptotic cells could 
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become necrotic and release HMGB1 chaperoning DNA. HMGB1 also has 
the ability to bind LPS, at the level of lipid A, possibly because of its electric 
charge, and it can chaperone it to the CD14-TLR4 MD2 complex, increasing 
the response of macrophages to the LPS.86 Therefore, HMGB1 stimulates the 
innate immune response not only as a DAMP but also as a chaperone of PAMPs 
and coreceptor of PRRs.13

Secondary Danger Signal
HMGB1 can also act as a secondary danger signal, when it is actively secreted 
like a cytokine by innate immune cells, such as macrophages and dendritic cells, 
upon TLR stimulation or exposure to TNF-a. In this case, HMGB1 is hyper-
acetylated and translocated to the cytoplasm, where it is then secreted in the ex-
tracellular compartment through a noncanonical mechanism, independent from 
the Golgi system.87 Furthermore, an autocrine secretion of HMGB1 has been 
proposed to mediate dendritic cell activation and the induction of Th1-polarized 
adaptive immune responses.88

Chemokine
HMGB1 can also be secreted in a chemical form that allows it to bind to the 
chemokine CXCL12 and form a heterodimer, which can trigger the chemokine 
receptor CXCR4, and recruit leukocytes at the site of inflammation. This che-
moattractant effect also facilitates the migration of smooth muscle stem cells 
that promote the repair of the necrotic tissues.

Redox State
HMGB1 can act as a chromatin protein, chemokine, DAMP, chaperone, and 
also as a cytokine. These different functions depend on the redox state of 
HMGB1.13 Indeed, intracellular chromatin HMGB1 has three cysteines that 
are in a reduced (all-thiol) state; when HMGB1 is secreted in the extracellu-
lar environment still in the all-thiol state, it can bind to CXCL12 and act as a 
chemokine;89 upon oxidation of two cysteines, and the formation of a disulfide 
bond, HMGB1 is able to bind TLRs and act as a DAMP. If all the cysteines 
are oxidized, HMGB1 loses all the proinflammatory activities.90 The complex 
regulation of different functions of HMGB1 is justified by its important role in 
tolerance and immunity.

Degradation Products of the Extracellular Matrix

Another important family of DAMPs consists of molecules generated by the 
degradation of components of the extracellular matrix (ECM).9 Indeed, both 
infectious and sterile tissue damages are associated with the disruption of ECM, 
leading to the production of low molecular weight-degradation products like 
the glycosaminoglycan heparin sulfate and hyaluronic acid (HA). These soluble 
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ECM fragments trigger multiple PRRs, mostly TLR2 and TLR4, to activate 
dendritic cells and promote inflammation. Proteoglycans (PGs), such as bigly-
can and decorin, are released during tissue damage by the proteolytic activity of 
the enzymes, such as bone morphogenetic protein (BMP)-1, matrix metallopro-
teinases (MMP)-2, -3, and -13, and granzyme B.51 Many other glycoproteins, 
like the fibronectin extra domain A (EDA), extravascular fibrinogen, and tenas-
cin C, can act as DAMPs binding to TLR4, while PGs can trigger TLR2 and 
TLR4, and biglycan can also activate the NLRP3 inflammasome through the 
purinergic receptor P2X, leading to IL-1b production. The glycoprotein tenas-
cins are highly expressed during the embryonic development in vertebrates and 
then during tissue injury and tumor growth. Their levels are found increased in 
inflammatory situations, such as, in rheumatoid arthritis, and mice deficient in 
tenascin-C show rapid resolution of inflammation, confirming the role of these 
DAMPs as amplifiers of inflammation.51 Further evidence indicates that ECM 
molecules act as initiators/amplifiers of the autoimmune process in autoimmune 
diseases like rheumatoid arthritis, and in antitumor immunity.68 The fact that 
so many DAMPs activate the immune cells through TLR4, posed the problem 
of discriminating the real stimulatory effects of the tested endogenous danger 
signals from the possible contamination of reagents with LPS. In vivo evidence  
generated using mice deficient for specific DAMPs, together with special 
 attention to minimize the levels of LPS in the preparations, dissolved the initial 
concerns.51

SECONDARY ENDOGENOUS DANGER SIGNALS

The secondary endogenous danger signals are cytokines, such as IL-1b,  TNF-a, 
and the interferons, which are produced by activated immune cells upon 
PRR triggering and initiate and mediate the activation of innate and adaptive 
 immunity.55 Although they are not considered classic DAMPs because they 
are produced upon PRR triggering, they activate and sustain the signaling path-
ways and the effector functions of the classic PRRs, such as the activation of 
the transcription factor NFkB, and the induction of proinflammatory processes, 
respectively.

Interestingly, the same cytokines can also be classified as DAMPs when 
they are secreted by damaged or stressed cells.55 This is the case of type I inter-
ferons, which are also secreted by virally infected cells to warn of a viral infec-
tion. A second example is the production of IL-1b by cells dying of pyroptosis, 
as a consequence of a stressor that activated the NLRP3 inflammasome.68

Emerging and Homeostatic Danger Signals

In addition to the classic danger signals, derived from infectious nonself or 
damaged self, there are growing numbers of novel danger signals that belong 
to a third category of stressors. These novel danger signals neither derive from 
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microorganisms, nor from stressed or dead cells, rather they are made up of 
inorganic material that can induce tissue damage and therefore the release of 
DAMPs.9 Previous paragraphs have described the ability of MSU crystals to 
stimulate the inflammasome. Similarly, crystals of silica and other inorganic 
matter, which do not normally form in our body but can be generated upon ex-
posure to environmental pollutants, can induce damage of phagocytes, through 
the destabilization of the phagolysosomes.51

Novel materials are also introduced into our bodies as wonders of modern 
medicine. Indeed, nanoparticles, either of organic origin such as liposomes, or 
made up of gold or any other precious metal, or polymers used for prosthetics, 
are not immunologically neutral, and evidence suggests that they may initiate 
the activation of the innate immune response by generating stress, cell death, 
and eliciting DAMPs.9 Moreover, inorganic particulate matter may have, in 
common with DAMPs, a property of hydrophobicity that Seong and Matzinger 
have described to be shared by PAMPs and DAMPs.12

Another category of danger signals, has been recently proposed, which does 
not include either organic or inorganic, self or nonself molecules, but rather per-
turbations in the steady state of the cells and the tissues, which alert the cells of 
the immune system of the occurrence of injury or infections. Gallo and Gallucci 
called these alarms “homeostatic danger signals.”9 Localized acidosis, changes 
in osmolarity, hypoxia, oxidative stress with increased levels of ROS, and other 
metabolic disturbances, are conditions often associated with inflammation, ei-
ther sterile or directly caused by bacterial growth. APCs are capable of directly 
sensing some of these perturbations. For example, macrophages can directly 
activate the inflammasome in a hypotonic environment because of the efflux 
of potassium and chloride induced by the mechanism that acts to reestablish 
the correct intracellular volume in case of decreased extracellular osmolarity.41 
Moreover, the signaling molecule mTOR, has been suggested to be involved in 
the sensing of osmotic stress.91 Instead other perturbations induce the release of 
classic DAMPs, like high temperature (>40°C) that induces the upregulation 
of HSP70 and the subsequent activation of dendritic cells.9 These perturbations 
can trigger the activation of signaling pathways in common with the PRRs, such 
as the inflammasome, and they may also trigger novel mechanisms that have not 
been discovered yet.

CONCLUSIONS

The innate immune response has a powerful ability to recognize a pathologic 
status caused by pathogens and/or trauma/stress through a set of receptors, very 
conserved in evolution, the PRRs, which are triggered by a diversified group 
of danger signals. These signals can be infectious or noninfectious, organic 
or inorganic, self or nonself molecules, and even perturbations in the physical 
and chemical microenvironment of the extracellular and intracellular spaces. 
Although these molecules are very heterogeneous, they trigger a very limited 
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number of PRRs, and even more limited signaling pathways, suggesting that the 
purpose of the diversification is to maximize the ability to recognize pathologic 
conditions, even in the face of changes in the molecular diversity, that infectious 
agents implement as evasion strategies. It remains to be understood how few 
PRRs and signal transduction pathways can tailor the most efficient immune 
response to ward off the stressor, and the least damaging response for the tissue, 
in which such a response is occurring. Future studies will clarify how this hap-
pens; it is important that such studies are conducted by focusing on the DAMPs 
rather than the PAMPs, because they are possibly the ones that can provide the 
correct flavor of the tissue, and suggest the best immune response.
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Homeostatic Inflammation 
as Environmental-Adaptation 
Strategy

Kensuke Miyake, Ryutaro Fukui
Division of Infectious Genetics, Institute of Medical Science, Tokyo, Japan

INTRODUCTION

Homeostatic inflammation is similar to chronic inflammation; moreover, this 
concept has wider implications than inflammation. “Does inflammation work as 
pathogenic or protective response?,” is a continuously asked question that raises 
a very important discussion, because a number of diseases are based on inflam-
mation. According to the concept of homeostatic inflammation, inflammation 
is a part of homeostasis.1 For example, metabolites work as ligands for innate 
immune sensors and induce inflammation, but if the inflammation is reversible 
and not progressive to the stage of vicious circle, homeostatic inflammation 
even works to maintain a stable immune environment (Fig. 2.1).

In this chapter, we focus on three topics. The first one is modulation of in-
flammation by metabolites and recognition of metabolites by innate immune 
sensors. These processes are closely linked to the interaction between immu-
nity and metabolism. The second topic is protective and pathogenic functions 
of homeostatic inflammation. Although homeostatic inflammation is a part of 
homeostasis, accumulation of damage caused by homeostatic inflammation is a 
risk of lethal inflammation. The third one is the strategy to control homeostatic 
inflammation. Control means both induction and suppression, which is a goal 
of homeostatic inflammation.

INNATE IMMUNE SENSORS RECOGNIZE VARIOUS 
ENDOGENOUS LIGANDS INCLUDING METABOLITES

Innate immune sensors recognize pathogen-associated molecular patterns 
(PAMPs) and induce immune responses to protect the host from pathogens.2–5 
PAMPs are not pathogen-specific and innate immune sensors would not  recognize 
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self-derived molecular patterns under normal conditions, however, self-derived 
molecules sharing the construct with pathogens are also recognized as endog-
enous ligands by innate immune sensors.6,7

Some of the well-known host-derived molecules are called damage- 
associated molecular patterns (DAMPs). DAMPs are released from damaged 
cells and recognized by innate immune sensors to induce inflammation and 
facilitate clearance of damaged cells by phagocytes.8,9 Digested cells no lon-
ger release DAMPs, thus originally, DAMPs induce inflammation to terminate 
inflammation.

Although the term “DAMPs” is linked to damaged cells, nondamaged cells 
also produce endogenous ligands of innate immune sensors. For example, fatty 
acids, phospholipids, and nucleic acids are produced by the metabolism of cells. 
These metabolites do not induce acute inflammation like PAMPs, but they in-
duce chronic inflammation and may lead to diseases.

To understand the mechanisms of interaction between DAMPs and innate 
immune sensors, it is important to classify the properties of DAMPs. In this 
chapter, DAMPs are grouped by their chemical natures and recognized recep-
tors (Table 2.1). The first group includes proteins and fatty acids. They are 
mainly recognized by cell surface-distributed toll-like receptors (TLRs), such 
as TLR1, TLR2, TLR6, or TLR4/MD-2. This makes sense because in case of 
PAMPs recognition, TLR2/TLR1 or TLR2/TLR6 heterodimer recognizes lipo-
protein and TLR4/MD-2 recognizes lipopolysaccharide (LPS).10–17

The second group consists of nucleic acids, DNA, RNA, and monomers 
of nucleotides. They are not as diverse as the first group, but they are known 
as the inducers of various autoimmune diseases.18,19 The recognition pattern 
of nucleic acid-sensing sensors is also related to PAMPs, for example, TLR3 
recognizes double stranded RNA (dsRNA),20 TLR7 and TLR8 recognize single 
stranded RNA (ssRNA),21,22 TLR9 recognizes DNA,23–25 and stimulator of in-
terferon genes (STING) recognize cyclic di-guanosine monophosphate (cyclic 
di-GMP).26–29

FIGURE 2.1 Concept of homeostatic inflammation. Danger signals underlie inflammation, 
which are induced by DAMPs released from damaged cells. In case of homeostatic inflamma-
tion, there is a spontaneous activation of innate immune sensors induced by endogenous ligands. If 
homeostatic inflammation is limited and reversible, it is a part of homeostasis. Collapse of control 
systems of homeostatic inflammation leads, of course, to pathogenic and irreversible inflammation 
and diseases.
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Although innate immune sensors recognize DAMPs because of their 
 similarity to PAMPs, a nucleotide-binding oligomerization domain contain-
ing NOD-like receptor (NLR) in the NLR family, that is, NLR pyrin domain 
 containing 3 (NLRP3), has a broader recognition pattern, activated by proteins, 
uric acid, and even some crystals (Table 2.1).30–33

MODULATION OF METABOLITES RECOGNIZED 
BY EXTRACELLULAR SENSORS

Lipids (fatty acids, phospholipids, etc.) and proteins can be endogenous ligands 
of the innate immune system, and exert a great influence on innate immune 
and inflammatory responses. Since these are mainly recognized by extracellular 
receptors, such as TLR4/MD-2, their activity for homeostatic inflammation is 
dependent on the release into the extracellular matrix. It reflects the inflamma-
tion in obese adipose tissue, where adipocytes and macrophages interact.34–38

The TLR4/MD-2 complex recognizes LPSs as PAMPs. Crystallographic 
analyses or tests with monoclonal antibody revealed that LPS directly binds to 
MD-2; furthermore, myristic acid binds to MD-2 as endogenous ligands.39–41 
This is not just binding; myristic acid and other saturated fatty acids, for exam-
ple, palmitate, stimulate TLR4/MD-2 and induce inflammatory cytokines.42–44 
Saturated fatty acids are taken from foods and synthesized from acetyl  coenzyme 

TABLE 2.1 Type of endogenous ligands and their sensors

DAMP/ 
metabolite Chemical nature Sensor Reference

Saturated fatty 
acids

Lipid TLR4 [42–44]

Oxidized LDL Lipid TLR4/TLR6, CD36 [45]

Amyloid-b Protein
(Peptide)

TLR4, TLR6, CD36 [45]

Biglycan Protein (Proteoglycan) TLR2, TLR4, NLRP3 [50,51]

Tenascin-C Protein (Glycoprotein) TLR4 [47–49]

Fibronectin
(Extra domain A)

Protein (Glycoprotein) TLR4 [52]

Heat shock 
protein

Protein TLR4 [55]

SA130 Protein
(Ribonucleoprotein)

Micle [163]

RNA Nucleic acid TLR3, TLR7, TLR8 [27,109,219]

DNA Nucleic acid TLR9, STING [26,27,109]

Uric Acid Nucleic acid NLRP3 [33]



28     The Innate Immune Response to Noninfectious Stressors

A (acetyl-CoA) as part of metabolism. It means that fatty acids continuously 
stimulate TLR4/MD-2 and induce homeostatic inflammation even in steady 
state. Of course, overexposure to fatty acids may lead to metabolic syndrome, 
and it will be described in later sections.

Not only are saturated fatty acids, other lipids, or protein a vast source of 
endogenous ligands of innate immune sensors. Oxidized low-density lipopro-
tein (ox-LDL), known as a ligand of scavenger receptor CD36, stimulates a 
heterodimer of TLR4 and TLR6 in macrophages.45 CD36–TLR4–TLR6 axis 
is also shown as amyloid-b-protein recognition system in this report. LDL is a 
transporter of cholesterol, which is oxidized on vascular endothelial cells, and 
amyloid-b protein is secreted by the cleavage of amyloid-b precursor protein.46 
These processes are parts of normal metabolism, as far as LDL production and 
accumulation are limited.

Proteins are recognized by TLR4 much as lipids. Tenascin-C, biglycan, ex-
tra domain A of fibronectin, and heat shock proteins (HSPs) are reported as 
examples.47–55 HSPs are produced by cellular stress and work as chaperones. 
Others are glycoproteins, expressed in tendinous tissue (tenascin-C), or as ubiq-
uitous extracellular matrix. Biglycan is also recognized by NLRP3 and causes 
the release of inflammatory cytokines.51

MODIFICATION OF NUCLEIC ACID-SENSING RECEPTORS

Nucleic acids are the most conserved molecules in all organisms, including 
viruses. The sequences of nucleic acid are totally different between host and 
microbes, but both sets of genes are constructed from the same nucleotides. 
As a result, nucleic acid-sensing innate immune receptors may recognize self-
derived nucleic acids and induce inflammation.

To avoid excessive inflammation induced by nucleic acids, there are two gen-
eral modification systems in cells. The former implies modification of nucleic 
acid-sensing receptors; the latter is involved in the modification of the host’s 
nucleic acids. Nucleic acid-sensing receptors are produced in the endoplasmic 
reticulum much as other molecules and distributed to the compartments, where 
they recognize their ligands (Fig. 2.2).56,57 This is an important tool to control 
the function of nucleic acid-sensing receptors, and associated molecules ease or 
suppress recognition.58

Nucleic acid-sensing TLRs, TLR3, TLR7, TLR8, TLR9, TLR11, TLR12, 
and TLR13 require UNC93 homolog B1 (UNC93B1) for response to their 
 ligands.59–62 UNC93B1 was found as a mammalian homolog of UNC-93, coor-
dinating muscle contraction in Caenorhabditis elegans.63,64 UNC-93 deficient 
C. elegans showed sluggish movement and a characteristic “rubber band,” un-
coordinated phenotype, thus this molecule was named “UNC.” In mammali-
an cells, the function of UNC93B1 is not related to coordination of muscle 
contraction. The immunological function of UNC93B1 was found through the 
analysis of N-ethyl-N-nitrosourea-induced mutant mice.59 H412R mutation of 
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UNC93B1 was found in mice susceptible to virus infection, and UNC93B1 
was characterized as an essential molecule for TLR3, TLR7, and TLR9. This 
mutation is called “triple D (3d),” meaning triple defect in these three nucleic 
acid-sensing TLRs.

UNC93B1 is a multiple transmembrane ER protein, binding to the transmem-
brane region of these TLRs.65 UNC93B1 transports TLRs to  endolysosomes, 
where nucleic acid-sensing TLRs recognize their ligands.56,66 Binding of 
 UNC93B1 to TLRs is upstream of transportation and the H412R mutant is not 
able to bind to TLRs; as a result, nucleic acid-sensing TLRs in 3d mice are not 
functional.

UNC93B1 is not only an essential molecule for nucleic acid-sensing TLRs, 
but also a regulator of them. A D34A mutation in UNC93B1 enhances the re-
sponse of TLR7 and attenuates the response of TLR9.67 The response of TLR3 
is not affected by this mutation. The D34A mutant UNC93B1 binds more to 
TLR7 and less to TLR9 compared with wild type UNC93B1, and TLR trans-
portation to endolysosomes reflects the change of binding activity. This data 
suggest that UNC93B1 reciprocally controls the responses of TLR7 and TLR9, 
and suppresses the hyperactivity of TLR7. So, it is thought of as a factor of 
various autoimmune diseases, thus wild type UNC93B1 would prevent exces-
sive exposure of TLR7 to its ligand. The reason why TLR9 has dominance over 
TLR7 under the control of wild type UNC93B1 has not yet been revealed, but it 

FIGURE 2.2 Modulation of TLRs in cells. TLRs are transported from ER to the cell surface or 
endolysosomes by accessory molecules.1 Fatty acids or proteins are recognized on the cell surface, 
and nucleic acids are recognized in endolysosomes. Nucleic acid-sensing TLRs are cleaved in en-
dolysosomes and cleaved N-terminal region binds to cleaved C-terminal region.2 This matured form 
of TLR is able to recognize nucleic acids ligands and induce signal.
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is predicted to have a protective role of TLR9 for TLR7-dependent autoimmune 
disease.68,69

UNC93B1 transports the nucleic acid-sensing TLR3, TLR7, TLR9, and 
protein-sensing TLR5 to the cell surface.70–76 Whereas TLR5 needs transporta-
tion to the cell surface for its function, it is still unclear what the functions of 
nucleic acid-sensing TLRs are on cell surfaces. Interaction of nucleic acid-sens-
ing TLRs with UNC93B1 is an important key to understand the intracellular 
behavior of these TLRs, thus the details of its mechanisms need to be clarified.

Next, we introduce another molecule for the transportation of nucleic acid-
sensing TLRs, that is, protein associated with TLR 4 (PRAT4A). PRAT4A was 
found to be a transporter of TLR4 from ER to the cell surface for response to 
LPS, and it is also required for the response of other TLRs.77–80 Whereas TLR3 
function is intact, and responses of TLR2, TLR5, TLR7, and TLR9 are deficient 
in Prat4a−/− cells.

Requirements of TLR transportation by PRAT4A are different from those 
of UNC93B1. TLRs requiring UNC93B1 for transportation are TLR3, TLR5, 
TLR7, TLR8, TLR9, and TLR13, containing acidic amino acid residues in their 
juxtamembrane region.70,81 Between the end of the C-terminal-capping module 
of leucine rich repeat (LRR) and transmembrane regions, a few amino acid resi-
dues are inserted into all mammalian TLRs.82,83 UNC93B1-binding TLRs have 
one or two acidic amino acids (aspartic acid or glutamic acid) in this conserved 
region, which is critical for binding to UNC93B1.

The characteristic feature of TLRs using PRAT4A for transportation is not as 
clear, but they can be grouped according to their adaptor proteins. After recognition 
of ligands, TLRs activate signaling pathways by recruiting adaptor proteins.84,85 
TLR3 uses TLR adaptor molecule 1 (TICAM-1, TRIF) for signaling,86–89 where-
as all of the other TLRs recruit myeloid differentiation primary response gene 88 
(MyD88) for starting their signaling cascade.23,90–94 TLR4/MD-2 uses both adap-
tor proteins with toll-interleukin 1 receptor domain-containing adaptor protein 
(TIRAP, Mal) and TLR adaptor molecule 2 (TICAM-2, TRAM).95–97

As described earlier, responses of TLRs through MyD88 is abolished but 
response of TLR3, independent from MyD88 signaling, is intact in Prat4a−/− 
mice.79 Response of TLR4 is partially intact, therefore, MyD88 dependent sig-
naling of TLRs might have deficiency by the lack of PRAT4A. This is a totally 
different modification system from UNC93B1, and it means multiple mecha-
nisms control the distribution of TLRs and keep correct immune response.

A further modification step of nucleic acid-sensing TLRs is proteolytic 
cleavage of TLRs, which is performed by proteases in endolysosomes.57,98 
 Requirement for cleavage is indicated by finding that response of nucleic ac-
id-sensing TLRs is facilitated by proteases of the cathepsin family.99,100 These 
reports showed that members of the cysteine protease family cathepsin K, B, 
and L are involved in the function of nucleic acid-sensing TLRs. An effect of 
cathepsins on ligand recognition by TLR9 was revealed, but the substrates of 
cathepsin were not identified.
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In subsequent studies, significant roles of proteolytic cleavage for the 
 function of nucleic acid-sensing TLRs have been recognized. First, two groups 
reported that proteolytic cleavage and conformational change of TLR9 are 
 essential for their activation.101,102 According to these reports, the cleavage site 
of TLR9 is predicted on a flexible loop between LRR14 and LRR15. TLR9 is 
transported by UNC93B1 from ER to endolysosomes and truncated into a ma-
ture form. Truncated TLR9 mainly binds to a ligand, CpG-ODN, and recruits 
MyD88 for signal transduction. In addition to previously reported cathepsins, 
cathepsin S, a cysteine protease was implied as a modifier of TLR9 activation, 
and the enzymatic activity of cathepsins was highlighted.

Thereafter, contribution of protease to TLR9 cleavage was reported in de-
tail.103,104 In these studies, it is shown that cathepsins and an asparagine-specific 
cysteine protease, asparagine endopeptidase (AEP), directly cleave TLR9, and 
this cleavage is a multistep process. Ectodomain of TLR9 is cleaved by AEP 
or cathepsins first, then cleaved TLR9 is trimmed solely by cathepsins, and 
changed into its functional form. TLR3 and TLR7 are also cleaved by these 
processes for their maturation.103,105

Finally, the binding of cleaved fragments to their ligands is reported as an 
indispensable step for functional modification of nucleic acid-sensing TLRs. 
The modification steps from transportation to binding are common to TLR3, 
TLR7, and TLR9, but the details of their processes are different. Among these 
findings, the development of brand new monoclonal antibodies allows to detect 
nontagged cleaved versus dissociated N-terminal.

About TLR3, human TLR3 and murine TLR3 were analyzed, and the cleaved 
site of human TLR3 was predicted in LRR12.106 The cleaved C- terminal of 
human TLR3 is not dissociated with the N-terminal region, but single expres-
sion of the C-terminal region is not functional. In the case of murine TLR3, 
TLR7, and TLR9, a cleaved site was detected by N-terminal amino acid se-
quencing.74,107,108 Their positions were S343, E461, and A462, or T461 and 
F467, respectively, and coexpression of the C-terminal region and N-terminal 
region revealed that these murine TLRs require cleavage and following associa-
tion. Among these TLRs, TLR7 has unique cysteine residues in its ectodomain, 
whereas C98 and C475 are required for the formation of a disulfide bond.108 
This is accounted for by the fact that TLR7 has only a covalent bond for modi-
fication, but this is needed for cleavage and ligand recognition.

DNA AND RNA ARE MODIFIED TO BE RECOGNIZED  
OR NOT BY INNATE IMMUNE SENSORS

Much as the modification of nucleic acid-sensing sensors, modification of nu-
cleic acid is important for both recognition and ignorance.109 In this section, 
modification of nucleic acid is described with both roles of facilitating and sup-
pressing recognition. This two-sided modification reflects the protective and 
pathogenic roles of interaction with innate immune sensors and metabolites.
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To avoid excessive recognition of nucleic acids by innate immune sensors, 
extracellular self-derived nucleic acids are rapidly digested by enzymes. This is 
contrary to the recognition of pathogen-derived nucleic acids, to be kept intact 
for recognition. They are released at intracellular component or cytosol and 
recognized by nucleic acid sensors.110

One well-known clearance system of nucleic acids is DNA digestion by the 
deoxyribonuclease (DNase) family.111–113 DNases are expressed in almost all 
types of cells including macrophages that engulf and digest released DNA. One 
of the members of the DNase family, DNase I, works in circulation; a neutral 
environment. This is a protective function of DNase I against systemic lupus 
erythematosus (SLE).114,115

Another member, DNase II, is distributed in cells, and it digests en-
gulfed DNA. DNase II is an essential molecule for the survival of organisms.  
Dnase2a−/− mice are embryonic lethal with severe anemia, and macrophages 
are accumulated in lesions of fetal liver.116,117 In these macrophages, many nu-
cleuses are observed with undigested DNA, released from erythroid precursors.

In the human body, about 100 billion red blood cells are generated every 
day. At the final stage of differentiation, nucleus is released from red blood cells 
as a result of enucleation. This is a basic function also for mice, exerted by liver 
as a blood-forming organ during the embryonic stage. Macrophages in the liver 
of Dnase2a−/− mice are activated by the DNA and produce excessive interferon  
(IFN)-b. Dnase2a−/− Ifnar1−/− double mutant mice are rescued from lethal 
anemia; therefore, digestive modification of DNA by DNase II prevents lethal 
inflammation in the embryo.

Engulfment of released nucleus by macrophage is dependent on phosphati-
dylserine expressed on the membrane of the nucleus.118 Phosphatidylserine is 
also expressed on apoptotic cells as an “eat-me” signal, and recognized by T cell 
immunoglobulin and mucin domain-containing molecule 1 (Tim1) and Tim4 
on macrophages.119 From these results, clearance of apoptotic cells by macro-
phages might be performed much as nucleus is released from erythrocytes.

A factor of the lethal phenotype of Dnase2a−/− mice is thought to activate 
STING, a sensor of cyclic di-GMP converted from cytosolic DNA.26,27 Another 
DNA sensor, TLR9, does not contribute to this phenotype, but DNase II cleaves 
DNA into the forms recognized by TLR9.120 DNase II-deficient cells do not re-
spond to several types of TLR9 ligands because of the lack of DNA cleavage ac-
tivity. One is CpG-A, cleaved by DNase II into 11–12 mer fragments. Treatment 
of DNase II-deficient cells with precleaved form of CpG-A activates the cells, 
thus the digestion of DNA ligands is required for TLR9 responses. Not only 
artificial ligands but also bacterial DNA is cleaved by DNase II for recognition 
by TLR9. In a strict sense, commensal bacteria are not self but symbiotic organ-
isms, and their components work as metabolites. Based on it, TLR9 signaling 
induced by gut flora DNA, regulates the balance of T cell populations.121 In the 
small intestine of Trl9−/− mice, regulatory T cells are increased and effector T 
cells are suppressed. DNase II is broadly expressed among the cells, thus gut 
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flora DNA released from commensal bacteria has a potential to be modified by 
DNase II and to affect the regulation of homeostatic inflammation.

ssRNA is one of the most conserved structures between host and microbes, 
known as ligand of TLR7 or TLR8.21,22 These TLRs recognize not only polymer 
RNA chains, but also small molecules such as imidazoquinolines and nucle-
oside analogs.93,122–124 Activity and selectivity for these ligands are different 
among species; for example, TLR7 works mainly in murine cells but TLR8 
does not respond to the ligands strongly. It does not mean that murine TLR8 is 
not functional, because murine TLR8 is activated by the combination of ligands 
such as oligodeoxynucleotides and imidazoquinolines.125,126 In human cells, 
TLR7 and TLR8 work well; however, ligand binding to each TLR is different 
from murine TLRs. These are very complicated activation patterns of TLR7 and 
TLR8, tightly linked to protection against viral or autoimmune diseases. It is 
therefore important to analyze the functions of TLR7 and TLR8, or the charac-
ters of their ligands.

Ribonuclease (RNase) digests RNA into oligonucleotides or mononucleo-
tides for clearance of RNA, and affects the ligand activity of endogenous RNA. 
TLR7 overexpressing Tg (TLR7-Tg) mice develop SLE-like phenotypes with 
the production of autoantibody, glomerulonephritis, hepatitis, and splenomega-
ly.127,128 These phenotypes are developed spontaneously, but overexpression of 
RNaseA attenuates inflammation in TLR7-Tg mice.129

This means that abundant endogenous RNA ligands exist in circulation, be-
cause RNaseA digests RNA in circulation. From these results, TLR7 recognize 
self-derived RNA polymer chains released into circulation as ligands; mean-
while, endogenous single nucleosides may bind TLR7 or TLR8. Recently, crys-
tal structures of TLR8 in complex with ssRNA and uridine were determined.130 
According to a published report,130 TLR8 recognizes short oligonucleotides 
and uridine degraded from uridine- and guanosine-rich ssRNA. These degraded 
molecules bind to different sites, and both of them are required for activation 
of TLR8. It implies that TLR8 recognizes both degraded molecules derived 
from RNA.

PRIMING EFFECT OF NONINFECTIOUS INFLAMMATION  
ON IMMUNE RESPONSE

Since pathogens may be invading hosts at any time, the immune system should 
be always ready to protect the hosts. Acquired immunity is a powerful defender 
but requires several days for activation. The innate immune system is capable of 
rapid response to pathogens, but their receptor should also be prepared before 
infection (Fig. 2.3).

For example, expression of TLR7 in B cells is maintained by type I IFNs. 
IFN-a or IFN-b treatment of B cells enhances mRNA expression of TLR7 and 
response to TLR7 ligands.131,132 Type I IFNs signaling deficient Ifnar1−/− mice 
have less TLR7 and treatment of type I IFN does not rescue the expression level 
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of TLR7. These findings suggest that spontaneous production of type I IFN 
is required for keeping the expression level of TLR7 in B cells. Plasmacytoid 
DCs (pDCs) are a well-known producer of type I IFN, and B cells also have 
the potential to produce type I IFNs following stimulation with TLR ligands.132 
Actually, it is not unclear how type I IFNs are produced spontaneously, but the 
lower expression level of TLR7 in Ifnar1−/− B cells implies that homeostatic 
inflammation induces type I IFNs and primes B cells for maintenance of TLR7 
expression.

B cells belong to the acquired immune system by their main role of produc-
ing antibodies. Moreover, B cells are primed by metabolites and DAMPs to get 
ready for the invasion of pathogens. As mentioned earlier, B cells express not 
only an acquired immune sensor called the B cell receptor (BCR), but also in-
nate immune sensors. These innate immune sensors directly recognize PAMPs 
and activate B cells without costimulation of BCR.133–135

In B cells, the class switch of BCR is induced by activation-induced cyti-
dine deaminase (AID) when B cells are activated by BCR stimulation and cy-
tokines.136 It is known that TLR ligands facilitate class switch in B cells,137,138 
and even in steady state, spontaneous production of antibodies is dependent on 
signaling from innate immune sensors. Radioprotective 105 (RP105) is a ho-
molog of TLR4, and expressed on the surface of B cells with MD-1, a homolog 
of MD-2.139–142 The heterodimer of RP105/MD-1 is involved in the response of 
TLR2 and TLR4/MD-2 on B cells, and enhances antibody production from B 
cells.143–146

FIGURE 2.3 Priming effect of homeostatic inflammation on the immune system. Endogenous 
ligands induce type I IFNs in myeloid or B cells. B cells respond to type I IFNs and enhance the 
transcription of mRNA for TLR7. Expressed TLR7 or other immune sensors induce class switch of 
immunoglobulin genes and secretion of antibody spontaneously.
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In the serum of RP105−/− or MD-1−/− mice, concentrations of IgG2b and 
IgG3 are drastically lower than the level of wild type mice, whereas concentra-
tions of IgM, IgG1, and IgG2c are not changed.147 Furthermore, IgG3 is only 
affected by TLR2/TLR4 double deficiency, and IgG2b, IgG2c, and IgG3 are 
decreased in Myd88−/− mice. These differential patterns of defects in the classes 
of immunoglobulin imply that spontaneous class switch is controlled by mul-
tiple innate immune sensors and each immune sensor induces switching into 
specific classes. Since antibiotic treatments or germ-free conditions affect spon-
taneous class switch, cross-talk with commensal bacteria might be an important 
factor as well.

CORRELATION WITH INFLAMMATORY  
AND AUTOIMMUNE DISEASES IN ADIPOSE TISSUE

In this chapter, we mainly showed the protective or neutral side of homeostatic 
inflammation; however, if homeostatic inflammation is out of control, inflamma-
tion damages cells and DAMPs are released (Fig. 2.1).148 A persistent release of 
DAMPs stimulates innate immune sensors continuously and strongly. Activated 
innate immune sensors facilitate the production of inflammatory cytokines, and 
activated cells respond to DAMPs and inflammation. Finally, a vicious circle is 
constructed among innate immune sensors, inflammation, and DAMPs.

After the vicious circle is constructed, chronic inflammation induced by 
DAMPs may be associated with disease occurrence. Whereas the response to 
PAMPs implies an immune response to pathogens, an excessive response to 
endogenous ligands can lead to autoimmune disease. The correlation between 
homeostatic inflammation and autoimmune or metabolic diseases is the main 
topic of these sections. Finally, we present some possible ways to treat diseases 
based on the control of homeostatic inflammation.

Homeostatic inflammation, driven by lipid/protein-sensing TLRs is related 
to the metabolic syndrome, and it is tightly linked to obesity and adipose tissue 
metabolism. Adipose tissue is a connective tissue mainly composed of adipo-
cytes. It stores fatty acids in a steady state, but in adipose tissue of obese subjects 
production of adipocytokines and chemokines gets increased. According to the 
interaction between adipocytes and macrophages, obesity is now thought of as a 
state of inflammation.149–151 This assumption is corroborated by several findings 
in obese subjects: (1) metabolites recognized by TLR4 on macrophages (see 
aforementioned description), (2) expression pattern of innate immune  sensors 
in macrophages, and (3) adipose tissue remodeling as a result of inflammation.

Innate immune sensors are mainly expressed in myeloid cells; for example, 
dendritic cells and macrophages work as frontlines of the immune system and 
facilitate the acquired immunity response.152–156 Among innate immune sensor-
expressing cells, macrophage plays a central role in adipose tissue (Fig. 2.4). 
In obese adipose tissue, production of chemotactic factors, such as monocyte 
chemoattractant protein-1 (MCP-1), is enhanced, and macrophages infiltrate the 
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tissue after stimulation of chemokine receptor 2 (CCR2), that is, the receptor of 
MCP-1.157–159 Infiltrated macrophages are stimulated and activated by saturated 
fatty acids released from adipocytes, so that large amounts of proinflamma-
tory cytokines are produced and do damage to adipocytes. Damaged adipocytes 
release more fatty acids as a danger signal and finally a vicious circle is con-
structed from homeostatic inflammation.

Damaged and dead adipocytes are surrounded by macrophages, and a 
crown-like structure is formed. Macrophages and adipocytes closely interact in 
the structure and inflammation is amplified. Macrophage-inducible C-type lec-
tin (Mincle), expressed on macrophages by stimuli, such as LPS or inflammato-
ry cytokines, recognizes mycobacterial glycolipids (trehalose-6,69-dimycolate, 
TDM) or a component of fungi.160–162 In addition to these PAMPs, Mincle rec-
ognizes SA130, a nucleoprotein released from dead cells as DAMP.163 Mincle 
activates a signal pathway by binding to Fc receptor gamma (FcRg), an immu-
noreceptor containing a tyrosine-based activation motif (ITAM motif). SA130 
facilitates the binding of Mincle to FcRg; therefore, Mincle is activated by dead 
cells. A coculture experiment revealed that direct attachment of macrophages 
and adipocytes is required for the activation of Mincle, suggesting that tight 
attachment in the crown-like structure is the core of inflammation in adipose 
tissue.164

FIGURE 2.4 Interaction between adipocytes and macrophages in adipose tissue. Obese 
adipocytes release chemokines (dark gray circle) and macrophages infiltrate adipose tissue with 
their chemokine receptor. Macrophages recognize released saturated fatty acids (light gray circle) 
by TLR4/MD-2 and get activated. Activated macrophages produce proinflammatory cytokines, 
which damage adipocytes. These release SA130, a ligand of Mincle (white circle). Attachment of 
 macrophages to damaged adipocytes enhances the recognition of SA130 and macrophages are more 
activated. Finally, a vicious circle is established between cells and molecules.
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EXCESSIVE ACTIVATION OF NUCLEIC ACID-SENSING  
SENSORS INDUCES AUTOIMMUNE DISEASES

As mentioned in the aforementioned sections, there are multiple controlling 
systems for nucleic acid-sensing receptors to avoid excessive activation. They 
vary from the expression of receptors to the feedback after signal transduction, 
and the collapse of the controlling system results in autoimmune diseases. Here 
we describe the correlation between homeostatic inflammation and autoimmune 
diseases, mainly induced by endogenous nucleic acids (Fig. 2.5).

Among nucleic acid-sensing receptors, the contribution of TLR7 to autoim-
mune disease has been reported frequently. A phenotype of the Yaa mutant mice 
has been known as a lupus model for about 30 years, and their phenotype is 
linked to the genetic background and major histocompatibility complex.165–175 
Yaa gene induced autoantibody production and nephritis as observed in SLE 
patients, but the master gene of Yaa phenotypes had been unclear for a long 

FIGURE 2.5 Homeostatic inflammation and autoimmune diseases. Endogenous nucleic acids 
(and of course other DAMPs) are released from damaged cells and recognized by nucleic acid-sens-
ing sensors in myeloid and B cells. Activated myeloid cells produce cytokines/IFNs to activate B 
and T cells, and autoantibodies or T cell-derived cytokines are released, respectively. They damage 
cells and these damaged cells release DAMPs again. Through these steps, inflammation is amplified 
and autoimmune diseases are developed.
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time. The master gene for the phenotype of Yaa mice was revealed by the ex-
panded investigation into innate immunity. A group found that the TLR7-coding 
locus is duplicated on Yaa chromosome.176 TLR7 is an X-linked gene, and the 
duplicated locus is out of expression control. As a result, response of TLR7 in 
B cells is enhanced and autoantibody is generated.177,178 Pathogenic activity of 
overexpressed TLR7 is reproduced in TLR7 transgenic mice, also giving rise to 
SLE-like phenotypes like Yaa mice.127,128

Even if the expression level of TLR7 is kept normal, TLR7 may underlie 
autoimmune phenotypes. An imidazoquinolone analog of imiquimod has type I 
IFN-inducing activity, and is used for antiviral therapy.179–184 Imiquimod cream 
is typically used for treatment of papillomavirus, but psoriasis is reported as a 
side effect. Imiquimod induces type I IFN as an agonist of TLR7, and the side 
effect of imiquimod is also dependent on TLR7 activation.185,186 Imiquimod is 
not a self-derived ligand, but psoriasis is driven by a complex of self-derived 
RNA and antimicrobial peptide LL37, which is recognized by TLR7 and TLR8 
in DCs.187

Pathogenicity of TLR9 is more complicated than TLR7, because TLR9 
works as an inducer and attenuator of some types of autoimmune diseases. For 
example, the complex of LL37 and self-derived DNA stimulates TLR9 in pDCs 
and induces psoriasis.188,189 Formation of nucleic acid/protein complexes stabi-
lize the ligand activity of nucleic acids and facilitate the recognition by recep-
tors. The immune complex of DNA with antibody or high-mobility group box 1 
(HMGB1) stabilizes DNA and induces autoantibody production.134,190–194

In addition to these pathogenic sides, TLR9 is involved in the protection and 
regulation of autoimmune diseases. MRLlpr/lpr mice (lpr mice) are a well-known 
autoimmune mouse model, harboring a mutation in the locus of Fas gene and 
showing impaired expression of Fas protein.195 This mutation reduces apoptotic 
activity and expansion of immature T cells and gives rise to the production of 
autoantibodies.196–198

The phenotype of lpr mice is not directly induced by TLR7 or TLR9, but 
Tlr9−/− lpr mice produce lower levels of autoantibodies.199 Interestingly, in 
spite of impaired autoantibodies, the pathogenic phenotype of Tlr9−/− lpr mice 
is more severe than that of Tlr9+/+ lpr mice, and the phenotype of Tlr7−/− lpr 
mice is ameliorated.200,201 These reports suggest that TLR9 has a protective role 
in lpr mice, by suppressing TLR7-dependent autoantibodies.

The protective role of TLR9 on TLR7-dependent autoinflammation is re-
ported in other autoimmune mice models. In C57BL/6 mice with pathogenic 
locus of New Zealand Black strain, TLR9 deficiency increases the expression 
of TLR7 and enhances their diseases.68

These are the protective roles of TLR9 in autoimmune models; meanwhile, 
the response of TLR7 is related to TLR9 even in steady state. As mentioned 
earlier, UNC93B1 controls the reciprocal response of TLR7 and TLR9 by or-
chestrating trafficking, so the response of TLR7 is extremely enhanced by the 
D34A mutation in UNC93B1 whereas the response of TLR9 is impaired.67 
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Dysregulation of TLR7/TLR9 balance in Unc93b1D34A/D34A mice (D34A mice) 
causes systemic inflammation with splenomegaly, thrombocytopenia, nephritis, 
and lethal hepatitis.202 Production of autoantibody is not severe, but B cells play 
a key role in these phenotypes.

A more direct effect on TLR7 responses is observed in Tlr8−/− or Tlr9−/− 
mice. A group reported that expression of TLR7 is upregulated in Tlr8−/−, 
Tlr9−/−, and Tlr8/9−/− mice.69,203 Response of TLR7 is enhanced in these mu-
tant mice following an increased expression of TLR7, and autoimmune phe-
notypes are developed. Single deficiency of TLR8 or TLR9 is able to enhance 
TLR7 expression and cause autoimmune phenotypes; moreover, double defi-
ciency of TLR8 and TLR9 leads to even more severe phenotypes.

These reports imply that homeostatic inflammation via nucleic acid-sens-
ing TLRs is mutually controlled by each other. The mechanism of interaction 
among these TLRs has not been fully characterized; however, these aspects are 
tightly linked to the concept of homeostatic inflammation.

REGULATION OF HOMEOSTATIC INFLAMMATION  
AND INNATE IMMUNE SENSORS FOR CONTROLLING 
IMMUNE SYSTEM AND HOMEOSTASIS

Owing to the reasons stated earlier, inflammatory diseases can be treated by 
modulating the factors of homeostatic inflammation. This is an important con-
cept, which illustrates the need to investigate homeostatic inflammation keeping 
in mind that adequate induction of homeostatic inflammation is badly needed 
for environmental adaptation.

One of the strategies to regulate inflammation is to block innate immune 
sensors.204,205 Against the pathogenic activity of nucleic acid-sensing TLRs, 
various antagonistic nucleic acids are tried to treat TLR-associated inflamma-
tion.206–210 In addition to chemical antagonists, a therapeutic effect of anti-TLR7 
antibody has been reported.73 This monoclonal anti-TLR7 blocks the activation 
of TLR7, and checks the phenotypes developed in D34A mice. Notably, this 
anti-TLR7 antibody has high specificity and shows efficacy after the symp-
toms have appeared. These data indicate high validity of therapeutic antibodies 
against pathogenic homeostatic inflammation.

On the contrary, it was reported that constitutive induction of type I IFN 
is controlled by TLR7 and protects from hepatitis.211 TLR7 is thought of as a 
risk factor of autoimmune diseases, but experimental TLR7-IFN axis is protec-
tive against experimentally induced liver fibrosis. Moreover, homeostatic in-
flammation is critical for controlling endogenous viruses. Retroviral genome 
is integrated in the host genome and transmitted according to Mendel’s prin-
ciples.212 Nucleic acid-sensing TLRs contribute to the control of some types 
of endogenous retrovirus by spontaneous production of antibodies, and TLR7-
deficient mice develop tumors following lack of antibodies.213 For this function, 
TLR7 plays a central role with the help of TLR3 and TLR9. Taken together, the 
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 excessive response of TLR7 is pathogenic but basal homeostatic inflammation 
by TLR7 and other sensors are important to maintain homeostasis. An ideal 
therapeutic approach with the suppressor of innate immune sensors should be 
controlled to keep an appropriate level of activity.

Another approach to regulate homeostatic inflammation is the artificial in-
duction of homeostatic inflammation. If homeostatic inflammation does not 
progress to a vicious circle stage, it is a part of metabolism. Therefore, the in-
duction of controlled homeostatic inflammation is similar to modification of 
metabolism.

A promising inducer of homeostatic inflammation is the modulation of com-
mensal bacteria. According to the dramatically accumulating insight into the 
interaction between commensal bacteria and the immune system, oral admin-
istration of commensal bacteria or their component is thought of as a powerful 
regulator of immunity.214–217 Among commensal bacteria, lactic acid bacteria 
(LAB) are broadly used probiotics for oral administration. Abundant LAB is 
included in fermented foods, and some strains of LAB contain TLR-stimulating 
nucleic acids.218 These strains have dsRNA, which stimulates TLR3 and protect 
mice from dextran sulfate sodium salt-derived colitis. This protection is depen-
dent on the production of IFN-b, induced via TLR3 signaling. Although TLR3 
is reported as a factor of lethal radiation-induced gastrointestinal syndrome,219 
TLR3 stimulation by oral treatment is expected as a fine way of controlling the 
intestinal environment in steady state.
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Cells and tissues are constantly exposed to harmful conditions, which are potential 
sources of malignancies and illnesses, when the damage is not detected and re-
paired in time. Given the relevance of the action of such environmental and endog-
enous stressors for the viability of any biological system, a plethora of mechanisms 
devoted to reverting the damage are needed to maintain the physiological param-
eters within a controlled range, which is commonly defined as homeostasis. Thus, 
different forms of stresses specifically activate a number of proteins, which are 
highly conserved in all organisms in an attempt to revert their potential effects in 
the stressed cell. Under danger conditions, these sensors regulate key cellular func-
tions, including cell cycle, DNA and protein stability, or trigger cell clearance pro-
cesses by activating apoptosis when the damage cannot be repaired.1 Significantly, 
in addition to these intrinsic mechanisms, cell stress also results in the activation 
of the a host’s immune response, leading to the recognition and elimination of 
stressed cells to prevent any further cellular or systemic complication. This means, 
a potential consequence of disturbing cellular or tissue homeostasis can be the in-
crement of the immunogenicity of the cell, at least in part, through the expression 
of stress-regulated molecules, which are ligands for activating immune receptors. 
The fact that immune response of the host is a cell-extrinsic mechanism that col-
laborates with those activated inside the damaged cell to cope with harmful condi-
tions, is crucial to preserve the homeostasis, mainly when such intrinsic responses 
are somehow impaired. Given this relevance, in this chapter we will summarize 
the key molecular mechanisms underpinning the innate immune surveillance as-
sociated with cellular response to stress, with a focus on how the expression and 
biogenesis of immune-relevant molecules are regulated by stress and disease. The 
immune responses to different types of stresses will be detailed, as well.
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INNATE IMMUNE RESPONSES: RECEPTORS AND LIGANDS

The first line of the host’s defense is constituted by innate immunity, which basi-
cally includes natural killer (NK) cells, macrophages, and dendritic cells (DCs). 
Innate immune cells are responsible for early immune responses to pathogens 
and environmental stressors, which typically lead to inflammatory conditions 
in order to control and eradicate infection or cellular damage.2 In this sense, a 
growing body of evidence demonstrates a key role for NK cell-mediated sur-
veillance in the immune response to diverse stressors. Unlike T lymphocytes 
of adaptive immunity, cells of the innate immune system have been typically 
considered to be nonspecific. For instance, NK cells, which are lymphocytes 
of the innate immunity, do not express antigen-specific receptors. Instead, they 
respond rapidly to damaged or infected cells by monitoring the surface of the 
target cell for the expression of molecules, which are ligands for NK cell-ac-
tivating and inhibitory receptors.3 Thus, inhibitory receptors, such as the killer  
cell immunoglobulin (Ig)-like receptors (KIRs) and the leukocyte Ig-like recep-
tors (LIRs), bind MHC class I molecules, which are abundantly present on the 
membrane of healthy cells. So, the absence of such self-proteins, which are 
commonly observed during infectious or tumorigenic processes, lift NK-cell 
inhibition imposed by these receptors, that is a recognition strategy known as 
“missing-self.”4 Additionally, NK cells are strongly activated when germline 
encoded activating receptors are engaged by molecules whose expression gets 
dramatically increased in stressed or damaged cells, which is known as the “in-
duced-self” recognition. Examples of NK cell-activating receptors are DNAX 
accessory molecule-1 (DNAM-1), also known as CD226, natural cytotoxicity 
receptors (NCRs, including NKp30, NKp44, and NKp46), and NK group 2, 
member D (NKG2D),5 which has been described further. Overall, the activity 
against a target cell strictly depends on the final balance between inhibitory and 
stimulatory signals, that such NK cells receive and integrate through these re-
ceptors (Fig. 3.1). Hence, an activated NK cell responds by releasing preformed 
lytic granules containing granzymes and perforin, thus inducing the apoptotic 
death of the target cell.6,7 Likewise, NK cells are known to interact with DCs 
and macrophages, which influence subsequent immune responses. Thus, NK 
cell activation also leads to the production of immunomodulatory molecules, 
such as interferon-g (IFN-g), tumor necrosis factor-a (TNF-a), and other proin-
flammatory molecules, which are able to regulate innate and  adaptive immunity.

STRESS-MEDIATED REGULATION OF IMMUNE RECEPTORS 
AND LIGANDS: AN OVERVIEW

As stated earlier, a link between cellular or tissue stress and regulation of  immune 
responses to deal with the damage can be established, given that a vast major-
ity of ligands for NK-cell activating receptors are stress-regulated  molecules. 
Consequently, knowledge of the precise molecular and cellular mechanisms 
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by which an injurious condition modulates the expression of such receptors 
and ligands, is crucial to understand the immune surveillance of stressed and 
 damaged cells.

NKG2D is a C-type lectin-like activating receptor with a prominent role 
in the immune response to stress and disease. It is expressed on the surface 
of all human NK and NKT cells and in cells of adaptive immunity, including 
CD8+ T cells, gd T cells, and in certain subsets of CD4+ T cells.8 In order to 
be expressed on the cell surface, NKG2D needs to interact with adaptor pro-
teins (DNAX-activating protein of 10 kDa, DAP10, in humans, and DAP10 
or DAP12 in mice), which are also required for a proper signaling through the 
NKG2D receptor9,10 (Fig. 3.2). An immunoreceptor tyrosine-based activation 
motif (ITAM) is present on DAP12, which upon NKG2D engagement is phos-
phorylated by Src family kinases, leading to the recruitment and the activation 
of tyrosine kinase -chain associated protein of 70 kDa (Zap70) in NK cells, 
or of spleen tyrosine kinase (Syk) in myeloid cells.9,11 Conversely, no ITAM 
domain is found on DAP10 adaptor protein, so that its signaling pathway dif-
fers from that of DAP12. Thus, after tyrosine phosphorylation, DAP10 recruits 

FIGURE 3.1 Recognition strategies that regulate NK-Cell activity. Healthy cells are protected 
from getting eliminated by autologous NK cells by expressing high surface levels of MHC class 
I molecules, which bind KIR inhibitory receptors on NK cells, resulting in inhibition of cytotoxic 
responses of the latter. Cells undergoing stress, such as transformed and infected cells, express 
much lower levels of MHC class I molecules (“missing-self recognition”), thereby impairing KIR-
dependent inhibition and, eventually triggering the NK-mediated elimination of damaged cells. 
Additionally, NK cell activity is regulated by activating receptors (e.g., NKG2D and DNAM-1), 
whose ligands (MICs/ULBPs and PVR/CD112, respectively) are self-molecules upregulated under 
a plethora of cellular stresses, such as those typically associated with tumorigenesis and infection, 
thus allowing the recognition and elimination of diseased cells by CD8+ T lymphocytes and, chiefly 
NK cells (“induced-self recognition”).
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phosphatidylinositol-3 kinase (PI3K) and a Grb2-Vav1 complex, which are re-
quired for full cell activation.12,13

In humans, two families of NKG2D ligands have been described: (1) the 
MHC class I-related molecules A and B (MICA and MICB) and (2) the fam-
ily of UL16-binding proteins (ULBP1-6).14,15 Although these molecules are 
mainly absent or scarcely expressed in healthy tissues and cells, their expres-
sion is substantially induced on the surface of infected and transformed cells.16 
It is noteworthy that NKG2D ligands are highly polymorphic, while they are 
exclusively recognized by a single receptor. Such variability has been hypoth-
esized to reflect a strategy to circumvent potential mechanisms of immune eva-
sion, thus warranting that infected or diseased cells are detected and eliminated 
by the immune system.17,18

DNAM-1 (CD226) is a member of the Ig superfamily of receptors constitu-
tively expressed on the majority of NK cells, T cells, platelets, and monocytes.19 
The DNAM-1 receptor is involved in leukocyte adhesion and also stimulates 
NK cell activity by interacting with its ligands, poliovirus receptor (PVR, also 
known as CD155), and Nectin-2 (CD112), which are both modulated by stress 
and pathological conditions.20 Significantly, DNAM-1 ligands are also bound 
by T cell immunoreceptor with Ig, ITIM domains (TIGIT), and CD96 inhibito-
ry receptors, limiting NK cell functions and counteracting DNAM-1-mediated 
activation.21–23 Likewise, the NKp30 receptor triggers immune responses 
by recognizing the expression of natural cytotoxicity triggering receptor 3 

FIGURE 3.2 Molecular signaling through NKG2D receptor. NKG2D-activating receptor binds 
to adaptor molecules for its correct assembly on the cell surface and for a proper signaling trans-
duction upon receptor engagement, the latter leading to cytokine secretion and release of cytotoxic 
granules with granzymes and perforin. In humans, NKG2D binds to DAP10 adaptor protein result-
ing in activation of the p85 subunit of PI3K and also the Grb2–Vav1 complex. In mouse, a short 
isoform of NKG2D is expressed in activated NK cells, which also interacts with DAP12, an adaptor 
protein that signals through Zap70 and Syk.
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(NCR3 or B7-H6) and HLA-B-associated transcript 3 (BAT3) on the target, 
mainly transformed cells.24

The exacerbated presence of these ligands of activating receptors as dan-
ger molecules allows specific immune recognition and elimination of damaged 
and cancerous cells, which are thus discriminated from healthy cells.25 In this 
sense, experimental findings and clinical observations strongly support a key 
role for NK-cell activating receptors in the immune response during different 
pathologies, including cancer. As an example, NK cell infiltration was associ-
ated with a favorable outcome in colorectal cancer patients.26 A relevant piece 
of information demonstrating the surveillance of primary tumors by an NK cell 
receptor, was obtained upon the generation of mice deficient in Klrk1 gene, 
which encodes for murine NKG2D. These mice were found to be more suscep-
tible to cancer development in two models of spontaneous tumorigenesis, albeit 
signaling through other NK cell activating receptors was not affected.27 Further-
more, DNAM-1-deficient mice showed increased tumor growth and mortality 
in chemical models of carcinogenesis, and upon inoculation of a methylcho-
lanthrene-induced fibrosarcoma cell line.28,29 Moreover, the absence of NKp46 
in mice resulted in an impaired cell line-specific rejection of lymphomas, and 
led to an enhanced formation of tumor metastases established by two different 
cancer cell models.30,31

A myriad of forms of stress and harmful conditions affecting cells and tis-
sues have been reported to regulate immunity by upregulating the expression of 
ligands for activating immune receptors. Such interplay between stress and im-
munity is perhaps highlighted by the fact that this regulation occurs at multiple 
levels of biogenesis of NKG2D and DNAM-1 ligands.

Transcriptional Regulation of NK-Cell Activating Ligands 
Modulated by Stress Responses

MICA and MICB were initially identified as genes induced by heat shock condi-
tions upon binding of heat shock factor 1 (HSF1) transcription factor to con-
sensus DNA binding elements present on the promoters of these ligands.32,33 
Accordingly, pharmacological and small interfering RNA (siRNA)-mediated 
inhibition of HSF1 completely blocked MICA and MICB surface expression, 
and NK-dependent cytotoxicity.

Additionally, the transcription of several human NKG2D ligands (MICA, 
MICB, and ULBP1) were found to be regulated by Sp1/Sp3 factors in cancer, 
which are stress-inducible transcription factors that recognize GC boxes in the 
regulatory regions of their target genes.33–36 The importance of Sp1-transcrip-
tion factors is also evidenced by the dependence of NKG2D ligand regulation 
during transdifferentiation processes such as epithelial-to-mesenchymal transi-
tion (EMT). In this regard, it has been reported that tumor cells undergoing an 
EMT, which are typically associated with malignant progression and metastasis, 
display higher levels of NKG2D ligands, thereby enhancing the recognition and 
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elimination of these cells by NK cells. Of note, such upregulation was found 
to be strictly dependent on the transcriptional activity of Sp1, as evidenced by 
the use of specific inhibitors and siRNA-mediated depletion of the endogenous 
level of this transcription factor.37,38

AP-1 is another example of a transcriptional regulator that is induced by 
environmental stresses, such as short wavelength UV radiation, with a role in 
modulating immunity.39 In this regard, it was shown that AP-1 stimulates the 
promoter activity and protein expression of DAP10, an adaptor molecule that, 
as we stated earlier, is required for NKG2D membrane expression and signal-
ing.40 Moreover, the AP-1 subunit JunB regulates the expression of a mouse 
ligand of NKG2D (RAE-1ε) and NK-cell cytotoxic functions.41

Epigenetic modifications provide a possible link between environmental 
extrinsic stimuli and alterations in gene expression.42 These alterations – main-
ly chromatin modifications (histone acetylation and methylation) and DNA 
methylation are key regulators of the expression of a vast number of genes.43 
NKG2D ligands are dramatically induced in cell lines derived from different 
types of cancer, upon exposure to histone deacetylase (HDAC) inhibitors. For 
instance, valproic acid increases NKG2D ligand expression in acute myeloid 
leukemia (AML) patient samples, hepatoma, osteosarcoma, and bladder cancer 
cell lines.44–46 Accordingly, HDAC3 represses ULBP expression in epithelial 
cancer cell lines by getting recruited into their promoter regions by Sp3 tran-
scription factor, resulting in histone deacetylation in the vicinity of ULBP pro-
moters, and leading to the inhibition of NK cell-mediated cytotoxic functions.47 
Conversely, a study shows that B7-H6 expression correlates with HDAC3 in 
samples of follicular lymphoma and hepatocellular cancer, and that HDAC 
inhibition reduced NKp30-dependent degranulation of NK cells.48 DNA pro-
moter hypermethylation also reduces the expression of several NKG2D ligands 
in cancer. Thus, MICB expression was increased upon treatment with DNA 
methyltransferase inhibitors in hepatoma cells.49 Analysis of bisulfite genom-
ic sequencing revealed that, ULBP2 promoter was aberrantly methylated in a 
colorectal tumor cell line.50 However, a recent study did not find hypermeth-
ylation of NKG2D ligand promoter regions in a cohort of 44 colorectal cancer 
patients, although MICA, ULBP1, and ULBP2 gene methylation was reported in 
AML patients.51 Altogether, these studies support that epigenetic mechanisms 
are a crucial trait of tumors to impair and evade anticancer immune responses 
mediated by NKG2D receptors.

Posttranscriptional Regulation of Stress-Controlled NK-Cell 
Activating Ligands

A striking feature of NKG2D ligand biogenesis is that, many cells and tissues 
display a marked mRNA expression of these molecules, whereas little or absent 
protein expression can be frequently detected, which suggests the existence of 
posttranscriptional mechanisms of regulation.32 Significantly, this observation 
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has been linked to the existence of a preformed cellular pool of NKG2D li-
gand transcripts, which under stress ensures a rapid protein translation and 
immune activation.52 MicroRNAs (miRNAs) are small noncoding RNAs that 
mediate specific regulation of gene expression.53 Notably, miRNAs play a piv-
otal role in mediating stress responses, being the biogenesis of miRNAs itself 
modulated by such stress stimuli.54 Consequently, NKG2D ligand expression 
has been shown to be controlled by a number of miRNAs. In healthy cells, 
MICA and MICB mRNA levels were found to be maintained under a certain 
threshold by a group of endogenous cellular miRNAs (miR-20a, miR-93, miR-
106b; and miR-10b in the case of MICB). Upon short-term stresses such as heat 
shock, the upregulation of MICA/B transcription was suggested to overcome 
the repressive effects of these miRNAs, leading to increased protein expres-
sion and immune responses.55,56 These observations are supported by recent 
findings revealing that several NKG2D ligands are downregulated in glioma 
cells by the activity of miR-20a, miR-93, and miR-106b, which contribute to 
the impaired immunogenicity of this tumor.57 Furthermore, a report shows that 
tumor suppressive miRNAs regulated by p53 (miR-34a and miR-34c) target the 
39-untraslated region of the ULBP2 gene, reducing its expression.58 NKG2D 
signaling may be also affected by miR-145, which attenuates NKG2D receptor 
expression in NK cells, representing an additional mechanism of subversion of 
antitumor immune surveillance in cancer.59

Translational and Posttranslational Regulation  
of Stress-Modulated NK-Cell Activating Ligands

It has been shown that overexpression of oncogene H-RASV12 modestly in-
creased the transcription of the Rae1 family of mouse NKG2D ligands, although 
a strong induction of RAE-1 protein levels was detected. Further experiments 
unveiled that such increments in protein expression were mediated, at least in 
part, by enhanced translation initiation involving the factor eIF4E.60 This fac-
tor is crucial in the regulation of immune responses via translational control.61 
For instance, Toll-like receptor (TLR) engagement stimulates eIF4E-mediated 
protein translation of interferon regulatory factor 7 (IRF7), a master regulator 
of IFN immune responses, which has been linked to innate immunity to cel-
lular stress.62,63 Contrarily, diverse physiological stresses inhibit translational 
initiation by reducing the cellular availability and function of eIF4E, suggesting 
that this mode of regulation of immune-related molecules is not likely to be a 
universal mechanism under stress conditions.64

Several mechanisms that regulate protein stability and turnover of relevant 
components of innate immune responses to stress have been reported. In healthy 
cells, transcripts of the mouse NKG2D ligand MULT1 are frequently detected, 
which is not accompanied by the expected protein levels on the cell surface. 
Such a discrepancy is due to the fact that, under normal conditions, MULT1 
is polyubiquitinated by a MARCH family of transmembrane E3 ubiquitin 
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 ligases and, consequently, it is degraded. However, under stress conditions, 
such as UV-irradiation and heat shock, the association between MULT1 and the 
MARCH ligase is reverted, leading to a lower level of ubiquitination. This pre-
vents MULT1 degradation and results in enhanced NK-cell activity against the 
stressed cell.65,66 Additionally, human cancer cell lines were reported to be more 
susceptible to NK-mediated cytotoxicity due to the upregulation of NKG2D and 
DNAM-1 ligand expression by treatment with proteasome inhibitors bortezo-
mib and MG132.67,68

The proteolytic shedding of stress-regulated ligands of NK-cell activating 
receptors is a major immunomodulatory mechanism frequently observed in dif-
ferent pathologies. Indeed, soluble forms of multiple NKG2D ligands have been 
reported in a variety of tumor types as well as in diseases such as renal insuf-
ficiency.69,70 Also, a recent report shows that increased levels of soluble NKp30 
ligand B7-H6 are detected in sera of malignant melanoma patients compared 
with healthy individuals.71 Such soluble cell-free NKG2D ligands strongly im-
pair immune activity, as their binding leads to the endocytosis and subsequent 
degradation of NKG2D receptor, and they also compete with cell-bound ligands 
for the engagement of NKG2D.72 In fact, the presence of soluble NKG2D li-
gands in the sera of patients, is a prognostic indicator in a number of cancer 
types, including melanoma, lung and pancreatic cancers, and chronic lympho-
cytic leukemia.73–76 In sharp contrast, it has recently been shown that soluble 
MULT1 accumulated in the blood sera of patients with tumors and inflamma-
tory diseases, can promote NK-cell activation, rather than inhibition of immune 
activity against stressed cells.77 Compelling pieces of evidence demonstrate 
that members of the matrix metalloproteinase (MMP) and, chiefly, of the “A 
disintegrin and metalloproteinase domain” families of proteases are crucially 
involved in the molecular mechanisms underpinning the shedding of NKG2D 
and NKp30 ligands. Thus, MMP-9 and MMP-14 mediate MICA and MICB 
ectodomain cleavage in osteosarcoma cells, and ADAM10 and ADAM17 were 
reported to shed MICA/B and B7-H6 in tumors ranging from pancreatic cancer 
to malignant melanoma.71,78 Notably, MICA was shown to interact with the 
disulfide isomerase endoplasmic reticulum (ER) protein 5 (ERp5) on the cell 
surface, which leads to the reduction of a disulfide bond located in the a3 do-
main of MICA, a process that seems to be required for the proteolytic cleavage 
of the ligand.79 ERp5 (also known as protein disulfide isomerase A6, PDIA6) as 
well as many proteases are under the regulation of stress-dependent molecular 
pathways, suggesting that harmful conditions are likely to stimulate the proteo-
lytic shedding of these immune-relevant molecules.

Exosomes are endosomal-derived vesicles secreted by many immune cell 
types, including macrophages, DCs, platelets, and B and T cells. Likewise, 
stressed cells also release exosomes bearing intercellular mediators in the 
form of proteins, miRNAs, or mRNAs. Many studies support a key role for 
endosomes in modulating immune activity under both physiological and dis-
ease conditions.80 Thus, it was found that DCs released exosomes expressing 
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MHC class I and class II proteins and T cell costimulatory molecules with im-
munomodulatory activity, which supported the use of exosomes as vaccines to 
transfer antigens during infections and cancer.81 Moreover, exosome vesicles 
from antigen-presenting cells (APCs) bearing B7 and intercellular adhesion 
molecule-1 (ICAM-1) were able to stimulate naïve T cells even in the absence 
of APCs, challenging the idea that the immune synapse between the T cell and 
the APC is mandatory for immune activation.82 NKG2D and NKp30 ligands 
can also be incorporated into exosomes and transferred to CD8+ T and NK cells, 
where they downregulate NKG2D receptor expression and immune activity.83,84 
Remarkably, it was suggested that alterations in the composition and secretion 
of exosomes mediate the cellular response to environmental stress. Hence, ex-
posure of B cells to heat stress conditions increased the presence of heat shock 
proteins (HSPs) and the release of exosomes, without affecting MHC expres-
sion.85 Furthermore, thermal and oxidative stress were found to increase tumor-
derived exosomes bearing NKG2D ligands, as a mechanism evolved by cancer 
cells to impair immune responses.86

DIFFERENT FORMS OF STRESS REGULATE INNATE IMMUNITY

A thorough knowledge of the immune responses triggered by different kinds 
of stresses is imperative for the complete understanding of the relationship be-
tween stress and immunity. Therefore, we will now detail how specific forms 
of environmental and internal stress modulate the expression and activity of 
pivotal mediators of innate immune responses to threatening conditions.

Osmotic Stress

Eukaryotic cells and tissues are exposed to physiologic fluids containing vari-
able concentrations of a set of electrolytes. Changes in the composition of such 
fluids strongly influence the structure of cytoplasmic membrane and cellular 
viability. Therefore, cells under osmotic pressure need to trigger rapid responses 
to adapt to the harmful environment in order to protect themselves from unre-
pairable damage. For instance, cells of the renal medulla are endowed with a 
higher osmotic tolerance, because they are exposed to concentrations of NaCl 
and urea higher than those found in other interstitial fluids, a consequence of 
the physiological function of that area. Such hypertonic conditions can be lethal 
for the cell, as they are able to activate apoptotic programs. However, kidney 
medullar cells are adapted to hypertonic environments by accumulating organic 
osmolytes, such as sorbitol, taurine, free aminoacids, or glycerophosphocho-
line (GPC), which restores intracellular homeostatic conditions.87 In addition 
to the mechanisms that involve transport of solutes across the cell membrane, 
a regulation of the immune system occurs under abnormal osmotic pressure to 
cope with this stress. Secretion of proinflammatory cytokines (including IL-1a, 
IL-1b, IL-6, and IL-8) and immune functions are stimulated in peripheral blood 
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mononuclear cells and human leukocytes exposed to hypertonic conditions.88–90 
Of relevance, hypertonic solutions have been used as fluids to help critically 
injured patients to recover, which causes excessive inflammatory conditions. 
This results in organ injury and requires later treatment with immunosuppres-
sants.91,92 Also, an increased level of proinflammatory mediators and T cell 
response is detected in patients with chronic renal failure after dialysis with 
hypertonic solutions.93 Moreover, a linkage between modulation of immune 
responses and several diseases involving local osmotic pressure can be estab-
lished, the latter including diabetes mellitus, inflammatory bowel disease, and 
hypernatremia.94 A relevant study shows that a decrease in extracellular osmotic 
pressure activates caspase 1 (CASP1) expression in macrophages. This CASP, 
also known as the IL-1b converting enzyme, is involved in the cleavage of pro-
IL-1b and the production of the mature form of the cytokine, which is required 
for its secretion and extracellular activities.95 Accordingly, such a response was 
found to be dependent on NLRP3 inflammasome activation, which thus func-
tions as a sensor of changes in the cellular volume, as a molecular strategy to 
recover normality under altered osmotic pressure conditions. The authors also 
found that macrophages from mice deficient in NLRP3 did not activate CASP1 
expression or IL-1b processing, which led to the hypothesis that this mecha-
nism was evolutionarily conserved from fish to mammals.96 Furthermore, sev-
eral studies illustrate a key role for nuclear factor of activated T cells 5 (NFAT5) 
transcription factor in the modulation of immune responses upon hypertonic 
stimuli.94 Hence, osmotic stress leads to the dimerization of NFAT5 in lympho-
cytes, a process required for its transcriptional activity, resulting in cytokine 
(including TNF-a) production, which was suggested to be important as a pro-
tective response to pathological conditions where osmotic stress is observed.97 
Activation of NFAT5 by extracellular hyperosmolarity involves a pathway that 
translates the extracellular stress signal leading to B cell differentiation and pro-
duction of Igs. This signaling cascade is regulated by the guanine nucleotide 
exchange factor (GEF) Brx and requires p38a mitogen-activated protein kinase 
(MAPK) activation.98 Immune cells in the lymphoid microenvironment are sub-
ject to osmotic stress, a phenomenon that is decisive for viability during T cell 
development. Mouse models of partial NFAT5 loss of function demonstrated 
that this osmosensitive transcription factor is indispensable to counteract the 
deleterious effects of osmotic stress on T cells in lymphoid tissues.99,100

Thermal Stress

Body temperature must be under a tight control to preserve the homeostatic mo-
lecular functions of macromolecules and tissue integrity. Mammals and birds are 
homeothermic animals endowed with an internal source of temperature to keep 
their temperature constant. The main organ involved in thermogenesis in mam-
mals is the brown adipose tissue. Facing a demand of heat  production, the sym-
pathetic nervous system releases catecholamines, mainly the  neurotransmitter 
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norepinephrine, which binds to b3-adrenergic receptors in the adipocyte there-
by activating protein kinase A (PKA) and triggering the breakage and combus-
tion of triglycerides accumulated in the brown adipose tissue.101 Interestingly, 
phagocytes can be a source of catecholamines as well.102 Following this line 
of evidence, recent research revealed that the innate immune system is also in-
volved in an alternative node of regulation of the thermogenic process. Thus, in 
response to cold temperature stress, macrophages of the adipose tissue respond 
secreting catecholamines that enhance the lipolysis and the expression of ther-
mogenic proteins in the fat tissue. Such macrophage activation resembles an 
alternative anti-inflammatory profile of activation and, accordingly, impairment 
of IL-4 signaling in the phagocytes led to a dramatic reduction in the thermo-
genic response initiated to adapt to the cold environment.103 At the molecu-
lar level, a complex of HSPs, which will be deeply reviewed in Chapter 5, by 
Lacetera et al., is activated in a cell, among other stimuli, upon improper increase  
of the temperature. These conditions can lead to the accumulation of proteins 
with a wrong folding pattern, sometimes resulting in cell death. To avoid this, 
cells respond to stress conditions by stimulating the expression of HSPs, which 
bind and prevent the aggregation of such misfolded proteins.104 Additionally, 
several HSPs, including HSP60, HSP70, and HSP90, have been linked to anti-
gen presentation through binding to antigenic peptides and delivery to the sur-
face MHC class I molecules.105 Furthermore, HSPs can bind to TLR receptors 
inducing the maturation of DCs and the production of proinflammatory cyto-
kines by monocytes/macrophages.106,107 The transcription of HSPs is induced 
by binding of HSF1 to heat shock elements (HSE) located in the DNA promoter 
regions of HSP genes. HSF1 is the main transcription factor underlying cellular 
responses to physiological and environmental stressors. Under normal condi-
tions, HSF1 is present in the cytosol as a monomer repressed by interaction with 
HSP40, HSP70, and HSP90. Upon stress conditions, HSPs are activated and re-
leased from HSF1 binding, which is then phosphorylated by a RAS-dependent 
mechanism, resulting in the formation of HSF1 homotrimers that translocate 
into the nucleus to bind the promoters of target genes and activate their tran-
scription.108–110 As pointed out earlier, one of the genes stimulated by HSF1 
under heat shock conditions is MICA, whose 59-regulatory region displays HSE 
similar to those found in HSP70 genes.32,33 Accordingly, pharmacological in-
hibition of HSP90 increases MICA surface expression, rendering stressed cells 
more susceptible to NK-mediated cytotoxicity.111

Genotoxic Stress

Our cells, tissues, and entire body face the threat of many exogenous and en-
dogenous DNA-damaging agents, leading to mutations, DNA breaks, and chro-
mosomal rearrangements that put genome stability and homeostasis at risk. 
Sources of genetic damage are physical (UV light and ionizing radiations) and 
chemical agents, such as mutagens and those frequently used in anticancer 
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 chemotherapies. Likewise, routine errors in DNA replication and recombina-
tion can account for lesions in the DNA with deleterious consequences for the 
cell. For instance, DNA double strand breaks (DSBs) are severe lesions caused 
when a replication fork encounters a damaged template or following exposure 
to genotoxic agents such as ionizing radiations or anticancer drugs.112 To coun-
teract the harmful effects of these agents, cells have evolved a complex molecu-
lar system to quickly sense the genetic damage, which modulates fundamental 
cellular processes to prevent any irreversible damage to the cell. For instance, 
the presence of DNA lesions is recognized in cells undergoing a genotoxic 
stress by factors of the DNA damage response (DDR), which induce cell cycle 
arrest to allow the reparation of such lesions or, when these are incorrigible, 
the apoptotic death of the cell. These factors are mainly members of the PI3K-
like protein kinases (PIKKs) family, which includes the ataxia-telangiectasia 
mutated (ATM)- and Rad3-related (ATR) kinases and DNA-dependent protein 
kinase (DNA-PK), and members of the poly(ADP-ribose) polymerase (PARP) 
family.113 DSBs are detected by “sensor” proteins, such as the Mre11-Rad50-
Nbs1 (MRN) complex, resulting in the recruitment of inactive homodimers of 
ATM to the broken DNA molecules and the monomerization of ATM.114 In 
this scenario, intermolecular autophosphorylations of ATM at different resi-
dues, chiefly Ser1981, are triggered, which are essential for the retention of 
ATM at DSBs sites and the activation of the kinase.115,116 The global impact of 
the ATM-driven modulation of the cellular transcriptome and proteome makes 
this kinase a master regulator of the cellular response to stress. Indeed, upon 
DSBs-dependent activation, hundreds of ATM substrates with key roles in cru-
cial aspects of cellular functions are phosphorylated, being a number of them 
also kinases, which markedly amplifies the regulatory landscape of ATM during 
the DDR. This complex form of regulation is, for instance, illustrated by the 
stabilization and the induction of p53 activity in response to genotoxic stress.117 
Significantly, genome integrity is also ensured by immune surveillance mecha-
nisms that detect and eliminate cells suffering a DNA damage stress.118 Thus, 
genotoxic agents were found to induce the expression of human and mouse 
NKG2D ligands in healthy and tumor cells, thus allowing the NK cell-mediated 
recognition and the elimination of stressed cells. Pharmacological and siRNA-
mediated inhibition experiments demonstrated that ATM and ATR kinases were 
essential for the enhanced NKG2D ligand expression.119 Recent research re-
vealed that DNAM-1 ligands are also upregulated by therapeutic agents that 
activate DDR, supporting the idea that ATM/ATR kinases are master regulators 
of NK-cell activating ligand expression to cope with genetic stress leading to 
DNA damage.68 Given that the DDR is already activated in the early stages of 
cancerous premalignant lesions,120,121 these pieces of evidence might explain 
the wide pattern of expression of NKG2D and DNAM-1 ligands observed in tu-
mor cells. Looking at the molecular mediators downstream of ATM involved in 
the regulation of NKG2D ligands after DDR signaling, activation of checkpoint 
kinase 1 (Chk1), which regulates DNA damage-induced G2/M arrest,122 was 
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found to be required for the upregulation of these molecules.119,123 Interestingly, 
p53 was not necessary for the induction of NKG2D ligand expression in mouse 
cell lines,119 albeit further research revealed that transcription of the human li-
gands ULBP1 and ULBP2 is stimulated by forced expression of wild-type p53, 
and not by a DNA-binding deficient p53 mutant (R175H), in a p53-null, non-
small-cell lung cancer cell line.124 Accordingly, pharmacological reactivation of 
p53 was reported to stimulate NK-cell cytotoxic activity by increasing ULBP2 
transcription upon binding of p53 to a response element present in its promoter 
region.125 Similarly, DNA damage may also modulate inflammatory responses 
through the p53-dependent regulation of TLR expression in primary human  
T-cells, alveolar macrophages, and cancer cell lines. Thus, several p53-binding 
sites were found in the promoter regions of all human TLR genes, except TLR7, 
which were bound by p53 upon DNA damage conditions, resulting in enhanced 
cytokine production, with different effects exerted by several p53 mutants on 
the expression of TLR gene family.126,127 Besides, genotoxic stress by chemical 
agents induces the expression of DR5, a death cell receptor that induces apop-
tosis through its binding to TRAIL expressed on the surface of NK and T cells, 
by p53-dependent and -independent mechanisms.128,129

DNA-damaging agents have been shown to lead to the accumulation of 
single- and double-stranded DNA in the cytosol of the cell, in a mechanism 
dependent on ATM and ATR function. Cytosolic DNA can be detected by the 
stimulator of interferon genes (STING) sensor pathway, which activates TANK-
binding kinase 1 (TBK1) and interferon regulatory factor 3 (IRF3), leading to 
the upregulation of TLR and the retinoic acid early inducible-1 (RAE-1) fam-
ily of mouse NKG2D ligands expression.130,131 In addition, STING signaling 
in DCs has been shown to mediate the recognition of DNA released by dying 
cells, leading to IFN-dependent priming of immune responses.132 Further clues  
evidencing that ATM signaling is an essential regulator of innate immune 
responses come from the discovery that IFN signaling can be stimulated by 
DNA-damaging agents in a mechanism dependent on ATM activity and that the  
cellular IFN-response signaling can be impaired by siRNA-mediated knock-
down of ATM.133–135

Collectively, all these observations support the idea that the DDR constitutes 
a switch that triggers immune responses to collaborate with intrinsic mecha-
nisms activated by genotoxic stress.

Oxidative Stress

A main consequence of the activity of the cellular metabolism is the genera-
tion of by-products, the reactive oxygen species (ROS), which can cause DNA 
oxidative damage, resulting in mutagenesis and leading to genetic alterations 
and, even more, to cell death. When the endogenous levels of ROS exceed the 
capacity of intrinsic mechanisms that neutralize these species, the cell under-
goes an oxidative stress, with dramatic consequences for the cellular and tissue 
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 homeostasis. Sources of ROS are multiple, ranging from exogenous UV radia-
tion and g-irradiation, to the activity of endogenous organelles (principally the 
ER and mitochondria), and of several enzymes associated with them, such as  
cyclooxygenases, cytochrome p450 enzymes, and NADPH oxidases.136 Given 
the strong relationship between oxidative stress and hypoxia, which is the sub-
ject of a different chapter of this book, we will just briefly introduce the mo-
lecular mechanisms regulating innate immunity upon oxidative stress. The 
interaction between this form of stress and immune response may occur even at 
a structural level, given that TLR and MyD88 activation in macrophages influ-
ences the assemble and function of the NADPH complex.137,138 It is also known 
that activity of nuclear factor-kappa B (NF-kB), a family of transcription fac-
tors with a central role in inflammation and immunity, is regulated by ROS at 
multiple levels.139 Due to the fact that ROS can lead to DNA damage and other 
forms of cellular stress, the NKG2D receptor/ligand system is also regulated 
by oxidative stress.140 Strikingly, many immunosuppressive mechanisms have 
been shown to affect this signaling. Thus, patients with end-stage renal disease 
undergoing chronic dialysis, display reduced levels of NKG2D-expressing NK 
and T cells, the downregulation of NKG2D expression being dependent on the 
presence of ROS.141 Additionally, oxidative stress enhances the release of exo-
somes bearing NKG2D ligands, which abrogates NK-cell-mediated cytotoxic 
responses in hematopoietic-malignancy models.86 Conversely, H2O2-induced 
oxidative stress stimulates NKG2D ligand expression and innate immune ac-
tivities in human airway epithelial cells and colorectal cancer cells.142,143

Endoplasmic Reticulum Stress

The ER is a specialized organelle with a central role in many cellular aspects, 
including the achievement of the initial checkpoints of protein folding and as-
sembly of most proteins of the secretory pathway. To ensure the correct matu-
ration of proteins, the ER stress is enriched in a set of chaperones involved in 
the posttranslational and molecular modifications that are required to this end. 
Perturbation of proper ER functions leads to the deleterious accumulation of 
unfolded and misfolded proteins, which is referred to as ER stress. To cope with 
this, cells activate the unfolded-protein response (UPR) leading to the upregula-
tion of ER molecular chaperone expression, such as GRP78/BiP and GRP94, 
and the reduction of protein translation. In mammals, the UPR involves three 
molecular branches initiated by ER-resident sensor proteins: (1) the activat-
ing transcription factor 6 (ATF6), (2) inositol-requiring enzyme 1a (IRE1a), 
and (3) double-stranded RNA-dependent protein kinase (PKR)-like ER kinase 
(PERK).144 However, if cells cannot recover from such a harmful situation, the 
apoptotic cell death program is activated to eliminate the damaged cell.145 Now 
we know that, in addition, a variety of molecules that alert and elicit immune re-
sponses are modulated in cells undergoing an ER stress. In fact, ER stress is typ-
ically observed in a number of inflammatory and autoimmune diseases, which 
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is thought to determine the extent of the immune activation, and proteins in-
volved in ER stress responses have even been postulated as autoantigens.146–148 
Moreover, it has been shown that such ER stress mediator proteins may also 
act downstream of immune receptors such as TLR2 and TLR4, which activate 
the IRE1a axis. Thus, macrophages undergoing an ER stress were found to be 
hyper-responsive to TLR stimulation through activation of X box-binding pro-
tein 1 (XBP1), a transcription factor that regulates the expression of IRE1a tar-
get genes, resulting in a sustained production of proinflammatory cytokines.149 
Furthermore, mice lacking XBP1 displayed markedly reduced numbers of both 
conventional and plasmacytoid DCs, most likely due to an increased sensitivity 
to apoptotic cell death during differentiation.150

As mentioned earlier, the MMP-mediated shedding of MICA requires the 
binding and the activity on the cell surface of the ER chaperone and disulfide 
isomerase ERp5/PDIA6, which makes it likely that a triggering ER stress may 
enhance the formation of soluble forms of MICA. Furthermore, mass spectro-
photometric analysis revealed that GRP78 was another MICA-interacting pro-
tein on the cell membrane. Supporting this, high surface expression of ERp5 
and GRP78 ER chaperones correlated with enhanced levels of serum MICA in 
chronic lymphocytic leukemia patients.151

A computational analysis revealed the presence of putative binding sites 
for ATF6 in the promoter regions of several human NKG2D ligands, including 
MICA, ULBP1, and ULBP2, suggesting that activation of the ATF6 axe of the 
UPR might regulate NKG2D ligand expression in cancer cells.152 In this regard, 
exposure to tunicamycin (a pharmacological inducer of the UPR by inhibiting 
protein N-glycosylation, leading to the accumulation of unfolded proteins in the 
ER) was shown to regulate the expression of several immune molecules. For in-
stance, this inhibitor reduces MHC class I surface expression in thyroid cells153 
and NKG2D receptor levels in NK cells, but not in CD3+ T cells.154

Significantly, a new mechanism of immune surveillance of tumors involving 
the detection and elimination of hyperploid cancer cells has been reported. Such 
polyploid tumor cells exhibited higher levels of ER stress than counterparts 
with a normal DNA content, resulting in an increased surface expression of an  
ER-resident protein named calreticulin (CRT), which enhances the engulfment 
of hyperploid cancer cells by antigen-presenting cells and, eventually, stimu-
lates specific antitumor immune responses.155

Stress-Induced Senescence

Cells under stress can also respond by entering an irreversible growth arrest, a 
process known as cellular senescence. The stimuli that induce the transition to 
a senescent phenotype are multiple, including oncogenic stress, or oncogene-
induced senescence, DNA damage, and oxidative stress. The induction of cellu-
lar senescence is observed in certain stem cell pools, and it is a typical hallmark 
of aging; nevertheless, one of the main biological consequences of this process 
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is the blockade of the proliferation of malignant cells as a cellular strategy to 
block tumorigenesis.156,157 A key feature of senescent cells is the acquisition of 
a secretory phenotype, which profoundly alters the surrounding stroma by the 
activity of a myriad of factors, mostly inflammatory mediators. Thus, TNF-a, 
interleukin 6 (IL-6), monocyte chemoattractant protein-1 (MCP-1), and IL-1a 
are highly expressed in senescent tissues.158,159 In this sense, restoration of p53 
function in a model of hepatocellular carcinoma resulted in cellular senescence 
and tumor regression through a mechanism not involving apoptosis; it involves 
instead a strong production of proinflammatory cytokines that recruit innate im-
mune cells (neutrophils, macrophages, and NK cells), which reject the develop-
ing tumor.160 Subsequent research revealed that p53 reactivation resulted in the 
expression of several chemokines that are known to recruit NK cells, including 
the chemokine (C-C motif) ligand-2 (CCL2), and chemokines (C-X-C motif) 
ligand 1 (CXCL1) and CXCL2; as well as cytokines that activate the cytotoxic 
activity of NK cells (IL-12, IL-15, and IL-18). No significant differences in 
the expression of mouse NKG2D ligands were, however, detected in senescent 
versus actively proliferating cells.161 Additional work from the Lowe group 
showed that senescent, activated hepatic stellate cells express enhanced levels 
of NKG2D (MICA and ULBP2) and DNAM-1 (PVR) ligands, which leads to 
NK-mediated rejection of these cells in a model of liver fibrosis.162 Conversely, 
cellular senescence also impairs immune surveillance and activities.163 Hence, 
phagocytic function is strongly reduced in neutrophils from elderly donors due, 
at least in part, to the downregulation of Fc receptor CD16 expression.164 In 
addition, senescence induced by a novel oncogene, SENEX, that activates p16 
expression, is characterized by a strong anti-inflammatory phenotype in endo-
thelial cells, making them highly resistant to TNF-a-induced apoptosis.165

IMMUNOGENIC CELL DEATH: PUTTING ALL  
THE THINGS TOGETHER

Most of the forms of stress that we have depicted in this chapter are integrated 
in certain pathologies, mainly in cancer. Thus, cells undergoing a tumorigenic 
transformation frequently display a strong baseline level of ER stress,  oxidative 
stress, and genotoxic stress and, in some cases, they are pushed to a senescent 
phenotype. Likewise, a complex interplay between stress and activation of spe-
cific immune responses occurs during the immunogenic cell death (ICD) pro-
cess. For a long time, apoptosis was considered a tolerogenic (nonimmunogenic) 
form of cell death, which does not induce an inflammatory response. However, 
accumulating evidence has shown that certain chemical and physical agents that 
are commonly used in anticancer therapies elicit innate and adaptive immune 
responses upon triggering cell death.166 In this regard, treatments with anthracy-
clines and oxaliplatin, as well as exposure to ionizing-irradiation not only cause 
cell death by activating intrinsic mechanisms, but also promote the expression 
of mediators that induce the host’s immune  response. Thus,  antineoplastic 
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agents cause DNA damage that can directly kill the cell through activation of 
apoptosis, or by enhancing the expression of stress-regulated NK-cell activating 
ligands (e.g., those for NKG2D and DNAM-1 receptors), rendering malignant 
cells more susceptible to an immune-mediated rejection (Fig. 3.3). Likewise, 
preapoptotic cells expose the ER protein CRT on the membrane, which acts as 
an “eat-me” signal for phagocytic cells by binding to the internalization recep-
tor LRP1/CD91, leading to the engulfment of dying cells.167 To recruit such 
phagocytes, tumor cells undergoing ICD secrete high levels of ATP, thereby 
functioning as a “find-me” signal and also to enhance the clearance process 
by activating the purinergic receptors P2RX7 in DCs and macrophages.168,169 
Moreover, cells under late stages (secondary) of apoptosis passively release 
high-mobility group box 1 (HMGB1), a damage-associated molecular patterns 
(DAMPs) immunomodulatory molecule that binds TLR4 and the receptor for 

FIGURE 3.3 Cellular and molecular mechanisms involved in the immunogenic cancer cell 
death. Cancer cells exposed to physical and chemical antineoplastic agents can be killed by the 
inducement of intrinsic mechanisms of apoptotic cell death. Likewise, treated tumor cells trigger a 
number of stress responses that upregulate the expression of NKG2D ligands (NKG2DL), result-
ing in immune elimination by NK cells. Significantly, preapoptotic cells expose the ER protein 
CRT on their surface, an “eat me” signal for DCs that upon binding to CD91 receptor, stimulates 
the phagocytosis of dying cancer cells. This engulfment is also enhanced by the ATP-mediated 
recruitment of phagocytes, which eventually leads to optimal antigen presentation to CD8+ T cells, 
a process heightened by HMGB1 released by late apoptotic cancer cells. Moreover, DCs secrete 
IL-1b, further contributing to the activation of cytotoxic T lymphocytes and of IL-17-producing-gd  
T cells, which collectively elicit strong antitumor responses targeting the malignant cancer popula-
tion resistant to the therapeutic agents used.
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advanced glycosylation end products (RAGE) on phagocytes, which strongly 
potentiates their antigen-presenting function.170 Of relevance, CRT surface ex-
posure was mediated by ER stress responses, and ATP secretion was strictly 
dependent on autophagy, therefore, these two forms of cellular stress are es-
sential for ICD.171,172 Additionally, recent research shows that ionizing radia-
tion, a form of therapy that induces ICD, stimulates type I interferon antitumor 
responses that require the activity of STING receptor as a pathway that senses 
cytosolic DNA.173,174

Consequent to the engulfment of dying cells by phagocytes, antigens associ-
ated with apoptotic cells are presented to cytotoxic CD8+ T cells in a mecha-
nism dependent on MHC class I molecules, resulting in strong specific adaptive 
immune responses.175 Besides, activated mature DCs produce and release pro-
inflammatory cytokines, such as IL-1b, which recruits gd T cells that produce 
IL-17, a cytokine that plays a decisive role in triggering ICD upon chemother-
apy.176 It is worth mentioning that studies performed using spontaneous mam-
mary tumor models found that the adaptive immune system was dispensable for 
the efficacy of certain chemotherapeutics, supporting a pivotal role for the in-
nate immunity in rejecting tumors after treatment with antineoplastic drugs.177

During the last years, great efforts have been made to implement the che-
motherapeutic approaches to treat cancer patients. Thus, different forms of 
chemotherapy that preferentially induce the death of cancer cells have been 
successfully used in patients with different types of cancer. Nonetheless, no 
treatment is able to eliminate all the malignant population, which eventually 
leads to the progression of the disease. Of relevance, the stimulation of spe-
cific immune responses upon the ICD-mediated killing of sensitive cancer cells 
could reflect a crucial strategy to reach and reject such resistant tumors, impair-
ing the malignant development. Therefore, the study of molecular and cellular 
mechanisms underlying the immunogenic cancer cell death may be of great rel-
evance for the establishment of new therapeutic approaches designed to over-
come tumor cell resistance to therapy.
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HYPOXIA

Oxygen (O2) is a key component of all major biomolecules of living organ-
isms and a fundamental element for many cellular reactions. In fact, oxygen is 
indispensable for oxidative phosphorylation, which is the most efficient process 
to generate ATP that is needed to power physiochemical cellular reactions. Ho-
meostasis of oxygen level is finely regulated and, if the concentration of oxygen 
decreases, a stress condition called hypoxia is generated. Hypoxia is the result 
of a combination of events, including high cell proliferation rates and blood 
vessel leakiness.1

Air contains 21% oxygen, 78% nitrogen, and low amounts of carbon diox-
ide, argon, and helium. Since air has a total pressure of 760 mmHg (1 atm = 
760 mmHg = 760 Torr = 101 kPa), the partial pressure of oxygen (pO2) at 
sea level is 159 mmHg (21/100 × 760 = 159). The pO2 in the trachea reaches 
150 mmHg, at the pulmonary alveolus it falls to 100 mmHg (16% O2), thereaf-
ter, it decreases and in most organs of the body is ∼40 mmHg (6% O2).

2

Tissue oxygen levels can be measured in several ways.3 The oxygen electrode 
developed in the 1950s by Leland Clark allowed demonstrating that wounded, 
infected, and inflamed tissues are characterized by reduced oxygen tension.4–7 
Hypoxia can be identified in vivo using 2-nitroimidazol derivatives. When these 
chemicals are injected into animals, if O2 levels are lower than ∼10 mmHg 
(∼1.3% O2), they form adducts with proteins that can be detected by immuno-
histochemistry in tissue specimens. This method was used to reveal hypoxia in 
inflamed gut mucosa.8,9 The newest techniques to quantify tissue oxygenation 
levels are based on the luminescence quenching of dyes. Luminescence-based 
optical oxygen imaging techniques have the advantage of allowing repetitive 
noninvasive measurement both in animals and in humans.10
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Hypoxia and inflammation are closely linked. Individuals suffering moun-
tain sickness have increased blood levels of inflammatory cytokines. Also, 
healthy volunteers exposed to hypoxia at high altitudes (>3400 m) upregulate 
the levels of the cytokine IL-6.11 The continuous activation of the hypoxic sig-
naling in individuals, who live at a high altitude, can lead to reduced activity 
of inflammatory pathways. This seems to be the explanation of the increased 
prevalence of Helicobacter pylori infection in Tibetan monks.12

Immune cells drive inflammation by secreting various proinflammatory cy-
tokines and inflammatory mediators in order to eliminate the pathogen or the 
causative threat. However, inflammation can cause collateral injury to tissues. 
Damages to endothelial cells and microcirculation, as well as clogging, can 
cause an interruption of normal blood and oxygen supply that results in local tis-
sue hypoxia. Hypoxia is associated with inflammation in a variety of pathologi-
cal conditions including rheumatoid arthritis (RA) (8–78 mmHg/∼1.1–10.5% 
O2),

13–16 inflammatory bowel disease (IBD) (∼10 mmHg/∼1.3% O2),
8,9 athero-

sclerosis (<10 mmHg/1.3% O2),
17,18 and ischemia induced by reduced blood 

perfusion.19

It has been estimated that 50–60% of solid tumors contain areas of hypoxic 
and/or anoxic (no oxygen) tissues that develop as a result of an imbalance be-
tween oxygen supply and consumption in proliferating tumors.20 Several stud-
ies provide evidence that the presence of hypoxia within the tumor mass is an 
independent marker of poor prognosis for patients with various types of cancer, 
including carcinoma of the cervix, carcinoma of the breast, carcinoma of the 
head and neck, soft-tissue sarcoma, cutaneous melanoma, and prostatic ade-
nocarcinoma.21 Intratumor hypoxia is associated with a malignant phenotype 
characterized by uncontrolled tumor growth, angiogenesis, and increased risk 
of metastasis.22

Hypoxia can cause oxidative stress. Oxidative stress occurs when free radi-
cals and other reactive species overwhelm the availability of antioxidants. Im-
balance between oxidants and antioxidants may provoke pathological reactions 
causing a range of nonrespiratory and respiratory diseases, particularly chronic 
obstructive pulmonary disease.23 In animals, oxidative stress can also be the 
result of genetic selection. As an example, pig husbandry selected highly inbred 
lines with extremely fast growth rates (up to 120 kg body weight in the first 
6 months of age) and reduced fat content.24 These animals have an impaired 
balance between muscular mass and cardiocirculatory system, as well as high 
levels of constitutive-oxidative stress.

HYPOXIA SENSING

Hypoxia is perceived, at a cellular level, through oxygen sensor relays that oper-
ate inside the cell and can lead to the activation of transcriptional activators. The 
hypoxia-inducible factor (HIF) and nuclear factor kB (NF-kB) families of tran-
scriptional factors have been identified as crucial regulators of this metabolic 
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adaptation.25,26 In addition, other factors (e.g., AP-1 and Egr-1) have been im-
plicated in shaping the hypoxic phenotype of the cells.27

Hypoxia-Inducible Factors

HIF is a heterodimer composed of the constitutively expressed b subunit and an 
a subunit, whose stability depends on the oxygen level.25 Each subunit contains 
basic helix–loop–helix-PAS (bHLH-PAS) domains required for dimerization 
and DNA binding.28 In mammals, three closely related transcription factor com-
plexes exist: HIF-1, HIF-2, and HIF-3. HIF-1a is the first a subunit identified 
and the most studied. HIF-2a can functionally overlap HIF-1a, but its expression 
is more restricted and in some cases it can mediate distinct biological functions. 
HIF-3a seems to have regulatory functions as it can act as competitive inhibitor 
of the HIF-1a–HIF-1b interaction.29 Under normoxic conditions, the a subunit 
is hydroxylated by prolyl hydroxylases (PHDs), recognized by the protein prod-
uct of the Von Hippel–Lindau (VHL) tumor-suppressor gene, ubiquitinated and 
degraded by the proteasome. Under hypoxic conditions, PHDs are not active and 
consequently HIF-a is not degraded but it can translocate to the nucleus, and can 
dimerize with the b subunit. Factor inhibiting HIF (FIH) provides another level 
of regulation by hydroxylating asparaginyl residues in the a subunit and blocking 
the formation of the active transcriptional complex.30 PHDs and FIH require a-
ketoglutarate as a limiting electron donor cosubstrate. Ferrous iron and ascorbate 
are also required for hydroxylation reactions.30 Reactive oxygen species (ROS) 
can activate HIF-1a promoter and regulate FIH hydroxylase function.30 ROS 
generation stabilizes HIF-1a.31 HIFs can be stabilized and exert their activity 
under normoxic conditions, in response to bacterial products, cytokines, inflam-
matory mediators, and stress. Pathogen-associated molecules that can stabilize 
HIF-1a include lipopolysaccharide (LPS), lipoteichoic acid, cytosine-phospha-
tidyl-guanine oligodeoxynucleotides, and trehalose dimycolate.3,32 Hypoxia-in-
dependent stabilization of HIF-2a by inflammatory stimuli has also been dem-
onstrated.3 Exogenous HIF-inducers include dimethyloxalylglycine (DMOG), a 
competitive antagonist of a-ketoglutarate, iron chelators (e.g., desferrioxamine), 
and cobalt chloride, which displaces iron from the catalytic center.28

HIFs induce the transcription of genes mediating cellular adaptation to a 
low oxygen environment.25 HIF target genes contain hypoxia-response ele-
ments (HREs) with a conserved G/ACGTG core sequence in their promoter or 
enhancer.33 Target genes are involved in a broad range of functions including 
angiogenesis, erythropoiesis, metabolism, autophagy, and apoptosis. Hundreds 
of genes are directly controlled by HIF binding to HRE, as demonstrated by 
RNA interference and chromatin immunoprecipitation assay. Interestingly, HIF 
reduces the expression of hundreds of genes without directly binding the tran-
scriptional factor to the genes. In this case, HIF transcriptional regulation seems 
to depend on indirect mechanisms such as the expression of transcriptional re-
pressor and micro-RNA.28
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One of the most important activities of HIF is the promotion of glycolysis 
to produce ATP, as low tissue oxygenation impairs oxidative phosphorylation. 
HIF-1 mediates the transition from oxidative to glycolytic metabolism through 
the regulation of four factors, namely, pyruvate dehydrogenase (PDK1), lactate 
dehydrogenase A (LDHA), BCL2/adenovirus E1B 19 kDa interacting protein 
3 (BNIP3), and BNIP3-like (BNIP3L).28 Glycolysis is less efficient than oxida-
tive phosphorylation in producing ATP. The switch from oxidative phosphoryla-
tion to glycolysis is considered a mechanism to prevent ROS-mediated damages 
to the cell. In fact, under hypoxic conditions, mitochondria would generate an 
excess of ROS because of a reduction in the efficiency of electronic transfer.28

Normal cells can adapt their metabolism to environmental pO2, where-
as  tumor cells always favor glycolysis regardless of oxygen availability 
(the  “Warburg effect”).34 The gene responsible for this “aerobic glycolysis” 
is the pyruvate kinase isoenzyme type M2 (M2-PK), an HIF-dependent gene, 
and the upregulation of M2-PK is attributable to oncogene-mediated, hypoxia-
independent HIF-1 stabilization.35

HIFs directly activate the expression of several proangiogenic factors, in-
cluding vascular endothelial growth factors (VEGFs), VEGF receptors (VEG-
FRs), plasminogen activator inhibitor 1 (PAI-1), angiopoietins, platelet-derived 
growth factor B (PDGFB), surface receptor tunica internal endothelial kinase 2 
(Tie-2), and matrix metalloproteinase-2 and -9 (MMP-2 and MMP-9).20 Mono-
nuclear phagocytes exposed to hypoxia express high levels of several proin-
flammatory cytokines (e.g., IL-1, TNF-a) and adhesion molecules.36,37 HIF-re-
sponsive elements are present in the genes encoding toll-like receptors (TLRs), 
including TLR2 and TLR6, which are pattern-recognition receptors that are 
upregulated in response to hypoxia.38

HIF-1a and HIF-2a gene deletion is lethal. Mice that are homozygous for a 
null allele at the locus encoding HIF-1a die by embryonic day 10.5 with cardiac 
malformations, vascular defects, and impaired erytropoiesis.39,40 Depending on 
the genetic background, mice lacking HIF-2a die by embryonic day 12.5 with 
vascular defects or bradycardia, due to deficient catecholamine production;41,42 
die as neonates due to impaired lung maturation;43 or die as adults due to ROS-
mediated multiorgan failure.44 Hence, it is necessary to use conditional cell-
specific knockout mice for in vivo studies. Many studies took advantage of the 
Cre/LoxP recombination system. In these transgenic mice, LoxP sites are intro-
duced in the desired gene. Simultaneous cell-type-specific expression of the Cre 
recombinase in vivo allows for selective deletion of the LoxP-floxed target gene. 
Conditional knockout of HIF-1a demonstrated the importance of this molecule 
in chondrogenesis, osteogenesis, adipogenesis, B lymphocyte development, T 
lymphocyte differentiation, and innate immunity.28

Hypoxia signaling pathway is overexpressed in many human cancers. Sig-
nificant associations between HIF-1a overexpression and patient mortality 
have been shown in cancers of the brain, breast, cervix, oropharynx, ovary, and 
uterus.45 As a prognostic marker, high HIF-2a relates to advanced stage and/or 
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poor patient outcome in nonsmall-cell lung cancer, breast cancer, bladder can-
cer, colorectal cancer, and neuroblastoma.46 A number of HIF-inducible genes 
mediate key steps in tumorigenesis.20 Therefore, HIF represents a suitable mo-
lecular target for cancer therapy.47

The PHD isoform PHD3 has been shown to control neutrophils and macro-
phage survival.48,49 Interestingly, these effects are independent of HIF stabiliza-
tion, suggesting that other hypoxia pathways are active in myeloid cells.48–52 
Some mechanisms by which the stabilized isoforms can influence the activity 
of other signaling pathways independent of the HIF heterodimer or an HRE 
include the regulation of Notch, c-Myc, and p53 signaling.29

Nuclear Factor kB

In mammals, the NF-kB family is composed of five members: (1) RelA (p65), 
(2) RelB, (3) cRel, (4) NF-kB1 (p50 and its precursor p105), and (5) NF-kB2 
(p52 and its precursor p100).53 These proteins form homodimeric and heterodi-
meric complexes. Under nonstimulated conditions, NF-kB is sequestered in 
the cytoplasm through interaction with inhibitory proteins of the IkB family. 
Following stimulation with a broad range of stimuli, such as inflammatory cy-
tokines, microbial components, genotoxic agents, and ionizing radiation, the 
IkB molecules are phosphorylated at specific serine residues by the IkB kinase 
(IKK) complex (containing three catalytic subunits termed IKK-a, -b, and -g), 
which leads to their ubiquitylation and degradation by the proteasome. NF-kB 
dimers are subsequently released and translocate to the nucleus, where they 
activate the transcription of various target genes. This pathway has a major role 
in the control of innate immunity and inflammation.

Hypoxia has long been shown to stimulate NF-kB-mediated signaling and 
several pieces of evidence indicate that both HIF and NF-kB proteins are re-
dox-sensitive proteins regulated by the same oxygen sensors.54 HIF and NF-kB 
have several common target genes, common regulators, and common stimuli. 
It was shown that ROS activates the HIF-1a promoter via a functional NF-
kB site.55 In macrophages, the increased production of ROS due to hypoxia 
promotes NF-kB activation and the synergy between hypoxia and LPS.56 In 
contrast, inhibition of PHDs suppresses the LPS-induced expression of TNF-a 
in macrophages, through NF-kB inhibition.57 It has been shown that hypoxia 
leads to NF-kB activation through decreased PHD-dependent hydroxylation of 
IKK-b, whereas ablation of IKK-b impairs HIF-1a accumulation in hypoxia, 
suggesting that NF-kB transcriptionally regulates HIF-1a.26,58 A physical in-
teraction between IKK-g (i.e., NEMO) and HIF-2a enhances HIF-2a transcrip-
tional activity.59 NF-kB can stabilize HIF-1a in hypoxia and in inflammation.60 
In addition, HIF-1a can inhibit NF-kB under inflammatory conditions.9,29 A 
basal NF-kB activity is required for HIF-1a mRNA transcription.26,60 NF-kB-
dependent induction of the micro-RNA miR155, in response to LPS can tar-
get HIF-1a for silencing.61 A synergistic relationship between HIF and NF-kB 
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contributes to myeloid-cell responses against pathogens. Macrophages infected 
with Gram-positive or -negative bacteria reveal a marked defect in HIF-1a ex-
pression following the deletion of the NF-kB activity regulator IKK-b.26 In-
terestingly, the continuous activation of HIF in individuals who live at a high 
altitude, can lead to reduced NF-kB activity. Evidence supporting a negative 
effect on the immune response is the increased prevalence of H. pylori infection 
in Tibetan monks.12

HYPOXIA EFFECTS ON LEUKOCYTES

Myeloid Cells

Hypoxia is an important noninfectious stressor for cells, stimulating innate im-
munity (Fig. 4.1). A seminal study by Cramer et al. showed that monocyte and 
granulocyte development as well as differentiation are not affected by HIF-1a 
deletion.62 By using myeloid-specific HIF-1a conditional knockout mice, Cra-
mer et al. demonstrated that this transcription factor is essential for myeloid 
cell activities such as cell aggregation, motility, invasiveness, and bacterial kill-
ing.62 On the contrary, mice lacking HIF-1a in myeloid cells are more resistant 
to sterile endotoxemia induced with LPS or lipoteichoic acid/peptidoglycan, 
displaying lower levels of proinflammatory cytokines and prolonged survival.63 
Similar effects were observed in myeloid-specific HIF-2a conditional knockout 
mice. Also in this case, HIF-deficient macrophages showed reduced migration, 
invasion, proinflammatory cytokines production, and mice were resistant to 
LPS-induced endotoxemia.64

FIGURE 4.1 Effects of hypoxia on monocytes/macrophages, granulocytes, and dendritic 
cells. See text for description.
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Hypoxia has detrimental effects on myeloid cell-driven antimicrobial de-
fense.3 In fact, many enzymes with antimicrobial and immune-modulatory ef-
fects can function only in the presence of oxygen such as phagocyte NADPH 
oxydase (PHOX),65 type 2 nitric oxide synthase (NOS2), and indoleamine 2,3 
dioxygenase (IDO).66–68 However, hypoxia can induce antimicrobial peptides 
such as cathelicidins and beta defensin 2.69,70 Hypoxia-induced release of beta 
defensin 2 by macrophages inhibits intracellular growth of Mycobacterium tu-
berculosis.70 Therefore, divergent effects on the antimicrobial mechanism of 
myeloid cells can be observed in different infections.

Hypoxia can have different effects in tissue injuries depending on their acute 
or chronic nature.3 Myeloid HIF-1a is needed in the early stages of wound 
repair. In this context, HIF-1a induces soluble growth factors or adhesion pro-
teins to restore oxygen homeostasis. On the contrary, the absence of HIF-1a 
in myeloid cells has been shown to favor a faster wound closure in secondary 
dermal wound healing, possibly through reduced nitric oxide activity on kera-
tinocytes.71 Similarly, myeloid cell-derived HIF-1a responses can be different 
depending on the injured organ. HIF-1a activation in myeloid cells contributes 
to the development of fibrosis in a model of chronic liver injury.72 In contrast, 
myeloid cell-derived HIF-1a attenuated kidney inflammation by facilitating tis-
sue repair in a model of kidney injury.73 Therefore, the context of HIF activa-
tion in myeloid cells is determining the final effect on homeostatic immune 
functions.3

Myeloid-derived suppressor cells (MDSCs) represent a heterogeneous pop-
ulation of cells, whose common characteristics are an immature state and the 
ability to suppress T-cell responses in vitro and in vivo.74 In healthy individu-
als, immature myeloid cells differentiate in mature granulocytes, macrophages 
or dendritic cells (DCs); whereas in pathological conditions they expand into 
MDSCs. MDSCs have been observed in cancer, chronic infectious diseases, and 
autoimmunity. Exposure of spleen MDSC to hypoxia resulted in an HIF-1a-
dependent conversion of these cells into macrophages.75 Moreover, HIF-1a has 
been shown to induce a glycolytic metabolic reprogramming in MDSCs and to 
regulate the high expression of PD-L1 on MDSC.76,77

Monocytes/Macrophages
Immature monocytes are generated in the bone marrow, where stem cells 
 survive in “hypoxic niches” of hematopoietic tissue.78 After leaving the rela-
tively high oxygen concentration of the blood circulation, they reach peripheral 
 tissues where they adapt to the hypoxic microenvironment of pathological tis-
sues. Hypoxia prolongs cell survival of human monocytes because it enhances 
glucose uptake and induces the expression of glycolytic-gene expression.79 
Transcriptome analysis of human monocytes exposed to hypoxia showed the 
induction of genes related to glucose transport (e.g., solute carrier family mem-
ber 1, SLC2A1), glycolytic metabolism (e.g., enolase 2), angiogenesis (VEGF), 
apoptosis (e.g., Bcl2), and matrix remodeling (e.g., MMP9).80,81 In monocytes 
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hypoxia also regulates chemotactic factors. The production of the chemokine 
CCL20 by hypoxic monocytes recruits in the hypoxic region of the inflamed 
tissues other leukocytes expressing the CCR6 receptor, namely, immature DCs, 
effector/memory T lymphocytes, and naïve B cells.80 In this context CCL20 
expression is regulated by p50 NF-kB.82 Hypoxic monocytes upregulate the 
receptor CXCR4 and increase chemotactic responsiveness to its  specific ligand 
CXCL12.83 The gene for CXCL12 (otherwise known as SDF-1), is regulated 
by HIF-1 in endothelial cells, resulting in the expression of the chemokines 
in ischemic tissue in direct proportion to reduced oxygen tension.84 CXCR4 
induction by hypoxia is also HIF-1a-dependent. Hypoxia-driven expression of 
CXCR4 is seen in different cell types (monocytes, monocyte-derived macro-
phages, tumor-associated macrophages (TAMs), endothelial cells, and cancer 
cells) and may regulate trafficking in and out of hypoxic-tissue microenviron-
ments. In addition, the CCL2–CCR5 axis is inhibited in mouse macrophages in 
response to hypoxia.85 The regulation of chemokines and their receptors, is a 
way to retain/concentrate recruited macrophages at hypoxic sites. Monocytes/
macrophages migrate until they reach a hypoxic area and they are inhibited 
from progressing further.

Macrophages are characterized by considerable diversity and plastic-
ity.86,87 In tissues, mononuclear phagocytes respond to environmental cues 
(e.g., microbial products, damaged cells, and activated lymphocytes) with the 
acquisition of distinct functional phenotypes, differentially affecting disease 
onset and progression.74 In response to various signals, macrophages may un-
dergo classical M1 activation (stimulated by TLR ligands and IFN-g) or alter-
native M2 activation (stimulated by IL-4/IL-13). These states mirror the Th1 
versus Th2 polarization of T cells. M1 macrophages have antimicrobial activ-
ity and stimulate adaptive immunity, while M2 macrophages promote wound 
healing, angiogenesis, and tumor growth. Macrophage polarization results in 
differential expression of HIF-1a and HIF-2a, with HIF-1a associated with 
M1 activation, and HIF-2a associated with M2 activation of macrophages.88,89 
NOS2 is regulated by HIF-1a, whereas arginase 1 expression is controlled 
by HIF-2a. Therefore, NO homeostasis is controlled in macrophages by the 
antagonism of HIF-1a and HIF-2a.33 Proinflammatory monocytes acquire an 
altered, immunosuppressive phenotype, during human sepsis.90 Hypoxic re-
gions of solid tumors are often characterized by high accumulation of mac-
rophages, which contribute to tumor angiogenesis and development.91 This 
trophic action of tumor hypoxia on TAMs is clinically relevant, as a high TAM 
number is considered a negative prognostic marker in several human malig-
nancies, including Hodgkin’s disease, glioma, colangiocarcinoma, and breast 
carcinoma.87,92 HIF-1a induces VEGF and CXCL12 that synergistically re-
cruit bone-marrow-derived myeloid cells including macrophages and Tie2-
expressing monocytes.93 These cells secrete MMP-9 that mobilizes VEGF 
from the extracellular matrix. This event promotes vascular remodeling and 
neovascularization. Hypoxia can induce the expression of endothelin-2, a 



Modulation of Innate Immunity by Hypoxia   Chapter | 4    89

vasoactive peptide, which can recruit macrophages at tumor sites.33,94 Another 
axis that contributes to the accumulation of TAMs into hypoxic areas of tu-
mors is semaphorin3A (Sema3A)-neuropilin-1 (Nrp-1). Nrp-1 expression on 
macrophages is downregulated by hypoxia. Deletion of Nrp-1 prevents TAM 
infiltration, resulting in delayed tumor growth because of impaired vascular-
ization and improved antitumor immunity.95 It was reported that lactic acid 
produced by tumor cells, as a by-product of aerobic or anaerobic glycolysis, 
has a critical function in inducing the expression of VEGF and the M2-like 
polarization of TAMs.96

HIF-1a drives macrophage production of VEGF, whereas HIF-2a drives 
macrophage production of soluble VEGFR-1 (sVEGFR-1). Therefore, spe-
cific and independent roles for HIF-1 and HIF-2 regulate the production of 
antiangiogenic molecules from mononuclear phagocytes in a GM-CSF-rich 
environment.97 Angiogenic monocytes expressing Tie-2, the so called Tie-2+ 
monocytes, are mainly clustered in hypoxic areas of solid tumors, in close 
proximity to nascent tumor vessels, where they are recruited by hypoxia-induc-
ible hemotactic factors such as the CXCR4 ligand CXCL12 and angiopoietin 
2 (Ang-2).98,99

Low oxygen tension activates macrophages to release proinflammatory 
cytokines and to upregulate pattern-recognition receptors and costimulatory 
molecules.100–102 A recent report showed that LPS increases the levels of the 
tricarboxylic-acid cycle intermediate succinate, which stabilizes HIF-1a and 
enhances IL-1b production by macrophages.103

Immunological memory is a cardinal feature of the adaptive-immune system, 
but there is growing evidence that innate immune cells can also show memory-
like behavior.104 Epigenetic and metabolic changes are necessary for trained 
immunity in monocytes. Switch to glycolysis has been shown to be necessary 
for monocyte training by b-glucan and it seems to depend on the activation 
of mammalian target of rapamycin (mTOR) through a dectin 1-AKT–HIF1a-
dependent pathway.105

An important role of PHD3 in the control of macrophage survival was de-
scribed recently.48 PHD3-deficient bone-marrow-derived macrophages (BMD-
Ms) showed no altered HIF-1a or HIF-2a stabilization or increased HIF target 
gene expression in normoxia or hypoxia. Macrophage M1 and M2 polarization 
was unchanged likewise. However, PHD3-deficient BMDMs showed reduced 
apoptosis, indicating that this enzyme is crucial for macrophage survival under 
stress conditions.

Granulocytes
Notably, blood neutrophils can contribute to the development of local tissue 
hypoxia by enhancing plasmatic coagulation. When they are attracted by peri-
vascular macrophages to inflamed tissues, neutrophils release serine proteases 
and extracellular nucleosomes activating clotting. In infections, this event im-
pairs tissue perfusion and prevents systemic spreading of the bacteria.106,107 
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Moreover, the oxygen demand of transmigrating polymorphonuclear cells 
(PMNs) can reduce local oxygen availability and induce tissue hypoxia, as seen 
in the gut mucosa.8

Hypoxia promotes granulocyte survival.108 In humans, neutrophils isolated 
from individuals harboring a heterozygous germline mutation of the VHL gene 
displayed reduced apoptosis and enhanced bacterial phagocytosis.109 Both 
HIF-1a (that induces NF-kB prosurvival activity) and HIF-2a are implicated 
in neutrophil increased lifespan.110,111 HIF-1a and HIF-2a seem to intervene 
in different phases of inflammation, with HIF-2a predominating in the res-
olution phases.110 It has emerged that PHD3 also plays a pivotal role in the 
prolongation of PMN survival.49 PHD3 expression is increased in neutrophils 
subjected to hypoxia or isolated from RA patients.

As macrophage chemotaxis in hypoxia involves the neuronal guidance pro-
tein Sema3A, another member of the family was seen to contribute to the migra-
tion of neutrophils, that is, semaphorin7A (Sema7A).112

HIF-1a is crucial for bactericidal activity of neutrophils. HIF-1a-deficient 
neutrophils have reduced levels of granule proteases and cathelicidin antimicro-
bial peptide.69 In response to inflammatory stimuli and pathogens, neutrophils 
form neutrophil extracellular traps (NETs), which capture and kill extracellular 
microbes. mTOR has been shown to regulate NET formation by post-transcrip-
tional control of expression of HIF-1a.113 Inhibition of mTOR and HIF-1a in-
hibits NET-mediated extracellular bacterial killing.

Finally, hypoxia and HIF can modulate the activities of basophils and eo-
sinophils, as investigated in studies that highlight the functional roles of HIF in 
asthma and allergy.114–116

Dendritic Cells
Dendritic cells are professional antigen-presenting cells. They act as the sen-
tinels of innate immunity and activate the adaptive-immune response. The ef-
fects of hypoxia and HIF activation on DCs are not completely clear. HIF-1a 
signaling affects maturation, activation, migration, and antigen presentation 
of DCs.117–120 Our group reported that low oxygen pressure modulates the 
activation of DCs.121 Hypoxia strongly enhances the innate immune func-
tions of DCs by inhibiting their maturation, while increasing the production 
of inflammatory cytokines and their chemotactic response toward chemokines 
that are selectively expressed at peripheral sites of inflammation.121 Partially 
contrasting studies from other groups report that DC stimulation with LPS 
in hypoxia can upregulate costimulatory molecules, induce proinflamma-
tory cytokines production, and also activate allogeneic lymphocyte prolif-
eration.117,122 Hypoxia can promote the upregulation of pattern-recognition 
receptors, components of complement receptors, and immunoregulatory re-
ceptors on DCs.33,123,124

Interestingly, different sets of target genes are induced by HIF-1a in response 
to hypoxia or TLR ligands.125 Hypoxia, in the absence of inflammatory stimuli, 
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promotes HIF-1a-dependent apoptosis of DCs.126 Recently, it was reported that 
HIF-1a is a negative regulator of the development of a particular subset of DCs, 
plasmacytoid DCs.127 HIF-1a activation in DCs is also controlled by Sirtuin 
1 (SIRT1), a type III histone deacetylase. The SIRT1-HIF-1a axis promotes 
the activation of proinflammatory Th1 cells while restraining anti-inflammatory 
regulatory T cells (Tregs).76

The role of HIF-2a in DCs has not been characterized so far. Experiments 
performed in our laboratory suggest that HIF-2a has a marginal role in DC bi-
ology. Mouse bone-marrow-derived DCs lacking HIF-2a normally upregulated 
maturation markers in response to LPS and did not differ from wild-type DCs 
in terms of proinflammatory cytokines production, antigen uptake, and T cell 
activation.128

Lymphoid Cells

An extensive analysis of the impact of hypoxia on B and T lymphocytes is 
beyond the scope of this book, which focuses on innate immunity. However, as 
the two arms of the immune system act together, we will briefly present some of 
the effects of the hypoxic environment on cells involved in adaptive immunity. 
First of all, it must be said that innate immune cells are better equipped to main-
tain their viability and functions in hypoxia, as compared to adaptive-immune 
cells.129 In fact, it has been described that non-antigen-specific proliferation is 
defective if T cells are cultured in hypoxic conditions.130 HIF-1a constitutive 
activation represses T cell receptor signal transduction, while HIF-1a deletion 
enhances T cell responses.131–133 HIF-1a affects CD4+ cell differentiation, by 
promoting Th17 differentiation and downregulating Tregs development.134 One 
proposed mechanism for Treg downregulation is that HIF directly binds FOXP3, 
targeting it for degradation.134 On the contrary, HIF-1a-dependent production 
of CCL28 and TGF-b promotes Treg recruitment to the tumor site.135,136 In tu-
mors, hypoxia is associated with the accumulation of extracellular adenosine.137 
Adenosine binding to A2A receptors promotes the generation of cAMP that 
inhibits T cell receptor-triggered proliferation and the production of cytokines 
such as IFN-g and TNFa,138 which establishes a powerful correlation between 
hypoxia and suppression of adaptive-immune responses. TCR cross-linking 
and cytokines (namely, IL-2 and IL4) stabilize HIF-1a and HIF-2a in activated 
CD8+ cells.89,139 VHL-deficient CD8+ T cells are resistant to exhaustion due to 
chronic antigen exposure and have increased effector functions.140 Moreover, 
HIF-1a drives CTLA-4 expression on CD8+ T cells.140

Chimeric mice, obtained by injecting embryonic stem cells with a homo-
zygous disruption of the gene encoding HIF-1a into blastocysts of Rag2−/− or 
Rag2+/+ wild-type mice, show dramatic defects in the development of B lym-
phocytes and autoimmunity.141 Using B cell-specific conditional knockout, it 
was demonstrated that HIF-1a is a major regulator of cell cycle arrest in B cells 
during hypoxia.142
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HYPOXIA, MYELOID CELLS, AND DISEASES

Low tissue oxygenation and/or HIF signaling pathway activation have been ob-
served in several pathological conditions. Some of the pathologies in which 
myeloid cells are important players have been reviewed here.

Pulmonary Hypertension (PH)

PH is the result of pulmonary artery remodeling. The correlation among chron-
ic hypoxia, PH, medial hypertrophy of the small pulmonary arteries, and right 
ventricular hypertrophy was first recognized due to studies in the early 1900s 
on brisket disease (bovine high mountain disease).143 In fact, among mam-
malian species, cattle exhibit the most severe chronic hypoxic PH. A seminal 
study by Glover and Newsom reported that altitude was the chief causative fac-
tor of brisket disease, which was associated with “exhaustion of the heart.”144 
Atmospheric hypoxia causes pulmonary changes leading to increased resis-
tance to circulation through the lungs, consequent dilation, and failure of the 
right ventricle. The susceptibility to PH due to the intensity of pulmonary vas-
cular response to hypoxia allows classifying “hyperresponders” and “hypore-
sponders.” Among animal species, cattle and pigs are hyperresponders; sheep, 
dog, rabbit, and guinea pig are hyporesponders; rats are moderate respond-
ers. An intraspecies variability exists also in the human population, with some 
individuals displaying a minimal response to hypoxia, and others exhibiting a 
vigorous response.143

Macrophage accumulation is a critical component of PH etiopathogenesis. 
Using in vivo (bovine and rat models of hypoxia-induced PH) and in  vitro 
(animal, human macrophages, and fibroblasts) approaches, El Kasmi et al. 
observed that adventitial fibroblasts derived from hypertensive pulmonary ar-
teries (bovine and human) regulate macrophage activation.145 HIF-1a is re-
sponsible for skewing macrophages toward a proinflammatory and profibrotic 
phenotype that can be involved in PH progression. The finding that presence 
of M2 macrophage is associated with the proliferation of smooth-muscle cells 
in the in vitro pulmonary artery and the development of PH in vivo suggests 
that these macrophages may play a significant role in the etiopathogenesis of 
PH.146 In agreement with this hypothesis, Th2 cytokines, which are involved 
in M2 polarization, and Fizz-1, an M2 marker, have been also implicated in the 
development of PH.146–148

Rheumatoid Arthritis

Macrophages are more abundant in RA synovium, compared to other arthropa-
thies such as psoriatic arthritis.149 Number of activated synovial macrophages 
is predictive of the gravity of erosive damage seen in radiographs, suggesting a 
direct role of macrophages in the erosive process.150 Depletion of macrophages 
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from synovial cell cultures reduces the production of cytokines and MMPs.151 
Moreover, CD68+ macrophage number in the synovium has been validated as 
the most relevant tissue biomarker of response to therapy in RA.152 In RA, HIF-
1a is abundantly expressed by macrophages. In fact, myeloid-specific HIF-1a 
knockout mice show reduced swelling of the joints and a better clinical score 
in a mouse model of arthritis.62 HIF-1a is also involved in osteoclast activity. 
The hypoxic environment of bones promotes HIF stabilization and osteoclast-
mediated progression of osteoarthritic diseases.153,154

NF-kB is highly activated in the synovium of RA. Proinflammatory sig-
nals, which sustain chronic inflammation, are enhanced by a positive feedback 
loop controlled by NF-kB.29 Myeloid activation of NF-kB leads to the release 
of many cytokines, chemokines, and metalloproteases that sustain chronic and 
persistent inflammation.

Inflammatory Bowel Disease

In IBD, Crohn’s disease, and ulcerative colitis, HIF has a protective role. Local 
inflammation in the gut menaces mucosal integrity. Hypoxia-induced HIF-1a 
stabilization helps to preserve barrier functions through the expression of barri-
er-protective genes.155 Transmigrating neutrophils (that consume large amounts 
of oxygen during the production of hydrogen peroxide by PHOX) contribute in 
the generation of hypoxia in IBD and help to resolve inflammatory foci.8

NF-kB is crucial in the inflammation associated with IBD. Activation of 
NF-kB has been demonstrated in intestinal macrophages and epithelial cells.156 
NF-kB activation in macrophages potentiates inflammation, thereby leading 
to IBD. Conversely, NF-kB signaling in epithelial cells is protective against 
the development of colitis.157,158 Local administration of p65 NF-kB-antisense 
phosphorothioate oligonucleotides abrogated clinical and histological signs of 
colitis in mouse models of Crohn’s disease.156 Several treatments have been 
proposed to target NF-kB in IBD. However, all these approaches faced signifi-
cant systemic toxicity due to the broad role of NF-kB.29

Atherosclerosis

Atherosclerosis arises in the context of chronic inflammation of arterial vessels. 
The thickening of arteriosclerotic plaques and local inflammation determine 
HIF stabilization. Moreover, oxidized low-density lipoproteins can lead to HIF-
1a accumulation in macrophages through a mechanism that involves ROS.159 
HIF-1a has a crucial role in promoting atherosclerosis progression.17 HIF-1a 
expression is upregulated in activated macrophages within the plaque and is 
associated with an atheromatous inflammatory phenotype.160 In plaque macro-
phages, HIF can drive the release of angiogenic factor and lipid accumulation.3 
Evidence from a mouse model of atherosclerosis indicates that local HIF activa-
tion can promote neointima formation.161
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Ischemia

Hypoxia and/or anoxia are the natural consequences of ischemic processes. In 
postischemic reperfusion injury, ROS production is at first due to vascular cells, 
whereas a second burst of ROS production is thought to originate from phago-
cytic myeloid cells.162 Transplanted organs are inflamed organs due to ROS-
induced injury occurring in the donor under brain death condition and in the 
recipient during postischemic reperfusion.162 Ischemia in organ grafts increases 
the risk of graft failure or organ rejection.163

Macrophages contribute to tissue repair and remodeling during acute and 
chronic ischemic vascular diseases. Macrophages accumulate in cardiac tissue 
in myocardial infarction.164 HIF-1 and HIF2 are upregulated in macrophages 
in damaged tissues where they orchestrate postinfarction remodeling.165 In the 
central nervous system, resident macrophages (microglia) and infiltrating mac-
rophages participate in responses to hypoxia.166 The region surrounding the in-
farct core, known as the ischemic penumbra, is characterized by moderate isch-
emic conditions. In this setting, HIF is activated and microglia can function in 
a neuroprotective manner and promote regeneration by releasing growth factors 
and modulating the immune response.167 The idea of a neuroprotective function 
for myeloid cells in the acute phase of ischemic stroke was supported by a study 
using a transgenic mouse model that allows selective ablation of proliferating 
microglia/macrophages.168

Preeclampsia

Preeclampsia is a pathological condition secondary to decreased oxygenated 
blood supply. Fetoplacental macrophages influence placental development and 
function through the synthesis and secretion of cytokines and growth factors.169 
Overproduction of inflammatory cytokines in response to hypoxia is thought to 
lead to increased plasma levels, higher endothelial activation, and dysfunction 
in preeclampsia.

Allergy

In allergy, myeloid-cell-derived HIF-1a exerts immunoregulatory functions. A 
recent report showed that, in a mouse model of airway allergy, HIF-1a pre-
vented hypersensitivity through macrophage-mediated immunoregulation.170

Cancer

Tumors are an important milieu, where hypoxia shapes the myeloid cell pheno-
type and functions. Hypoxia-driven HIF activation in myeloid cells promotes 
tumor progression as seen in murine models of breast carcinoma.64,139 HIF-1a 
activation in TAMs promotes angiogenesis and impairs T cell responses.88,139 
Immunosuppression in cancer microenvironment is also mediated by MDSCs.171 
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In these cells hypoxia-induced HIF-1a signaling is responsible for the upregula-
tion of PD-L1, a B7-family coinhibitory molecule contrasting T cell activation.77

THERAPEUTIC TARGETING OF HYPOXIC SIGNALING

Therapeutic approaches aimed at the modulation of tissue oxygenation or hy-
poxic signaling can be applied to several diseases. Significantly, responses to 
hypoxia are strictly dependent on the context of local inflammation. Therefore, 
benefits of lowering or increasing tissue oxygenation and HIF activity will de-
pend on the local conditions. For example, hydroxylase inhibitors have a pro-
tective effect in a model of endotoxic shock, while a detrimental effect in a 
model of polymicrobial sepsis.172 Moreover, HIF-a subunits can exert diver-
gent effects. HIF-1a and HIF-2a mediate proinflammatory signaling cascades 
in myeloid cells. However, when HIF signaling is skewed toward HIF-1a, the 
response against M. tuberculosis is favored, thanks to NOS2 activation and an-
timicrobial nitrosative stress.173 Therefore, specific targeting of HIF isoforms 
could be exploited to obtain the desired effect.

Due to their natural ability to accumulate in hypoxic areas, macrophages 
can be exploited to deliver HIF-regulated therapeutic genes to otherwise inac-
cessible areas in tumors. A new approach has been designed that selectively 
targets oncolytic adenovirus to hypoxic areas of prostate tumors, resulting in 
intratumoral spread and a lasting therapeutic effect.174 Alongside this, interfer-
ing with specific chemotactic pathways (e.g., VEGF and CXCL12) and mac-
rophage recruitment in the hypoxic areas of tumors would provide therapeutic 
benefits.83,91,175 By analogy, inhibition of the hypoxia-inducible gene Ang-2 
may restrain the recruitment of Tie-2+ proangiogenic monocytes.176 Elucida-
tion of the molecular pathways underlying macrophage adaptation to hypoxia is 
expected to provide novel therapeutic strategies. From this perspective, the ther-
apeutic use of selected HIF inhibitors may potentially modulate macrophage 
polarization to elicit more beneficial macrophage phenotypes, associated with 
anti-infective, regulatory, and anticancer activities.

HIF Activators

Pharmacological inactivation of PHDs stabilizes HIF-1a.177 However, drugs 
such as the 2-oxoglutarate analog DMOG are nonspecific with respect to PHD 
isoforms, so efforts are needed to generate specific inhibitors. Several 
PHD classes have been described, including iron chelators and PHD active site 
blockers.177

In ischemia, activation of HIF signaling would be expected to be of benefit 
to patients. Similarly, in anemia HIF-driven erythropoietin expression is desir-
able. Activation of the transcriptional activity of HIFs in angiogenic monocytes 
would benefit vasculature reconstitution. Recent evidence indicates that PHD2 
inhibitors may favor tissue healing and arteriogenesis.178
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Treatment with hydroxylase inhibitors showed a positive impact in disease 
progression in models of renal pathologies including ischemia reperfusion, sub-
total nephrectomy, and kidney transplant.179 PHD inhibitors FG-4592, AKB-
6548, and GSK1278863 are in ongoing clinical trials in anemia-associated 
chronic kidney disease.177

A positive role for hypoxia signaling has been identified in IBD. The stabi-
lization of HIF in the mucosa obtained by oral treatment with PHD inhibitors, 
can protect mice in murine models of colitis.180–182

Because of the positive effect on the antimicrobial activity of macrophages, 
HIF agonists could potentially be used alongside conventional antibiotics in 
localized infections.

HIF Inhibitors

HIFs represent a suitable molecular target for cancer therapy and several 
HIF inhibitors have been identified so far.28,45,183 These include inhibitors of 
HIF-1a synthesis (digoxin, rapamycin, and topotecan), inhibitors of HIF-1a 
protein stability (cyclosporine, guanylate cyclase activator YC-1, HSP90 in-
hibitor 17-AAG, and HDAC inhibitor LAQ824), inhibitors of DNA binding 
(doxorubicin and echinomycin), inhibitors of transactivation (proteasome in-
hibitor bortezomib and antifungal agent amphotericin B), and inhibitors of 
signal transduction (BCR–ABL inhibitor imatinib, cyclooxygenase inhibitor 
ibuprofen, EGFR inhibitors erlotinib and gefitinib, and HER2 inhibitor trastu-
zumab).28 Unfortunately, all these drugs also affect other signaling pathways.  
Till date, no low-molecular-weight inhibitor selectively targeting HIF has 
been identified. It is expected that blocking HIF activation in stromal my-
elomonocytic cells would control the expression of several mitogenic, proin-
vasive, proangiogenic, and prometastatic genes.129 As a consequence, tumor 
would be deprived of important environmental factors needed for its survival 
and progression.

Despite the generation of a large array of inhibitors, very few studies are 
available that examine their activity on immune cells, as they have been tested 
mainly on hypoxic cancer cells. Because HIF-1a-deficient myeloid cells have 
profound impairment in migration and cytotoxicity, it is, however, likely that 
HIF inhibitors also modulate functions of infiltrating leukocytes.62 How this 
contributes to the therapeutic effect of the drugs still remains elusive. A possible 
concern related to HIF inhibition is the essential role of phagocytes against in-
fections, as HIF inhibition would interfere with innate immune functions in the 
event of opportunistic infections.
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Heat Shock Proteins,  
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INTRODUCTION

Metabolic stress may result from either lack or excess of nutrients and it has 
been recognized to occur in a number of living organisms, which range across 
yeast to mammals.1 Even if metabolic stress in unicellular entities has been 
studied extensively and presents several analogies with that in pluricellular or-
ganisms,2 its analysis is beyond the scope of this chapter.

Following a brief description of selected metabolic stress conditions of com-
mon interest for humans and intensively farmed livestock, this chapter will deal 
with the relationships between metabolic stress and innate immunity and in par-
ticular, will focus on the role played within this relationship by the heat-shock 
response (HSR) induced by metabolic stressors.

Among intensively managed livestock, special emphasis will be given to 
the periparturient period of present high yielding dairy cows. The interest for 
dairy cows around calving is based on epidemiological data indicating meta-
bolic stress in early lactation, as a major factor underlying animal welfare and 
health problems, production losses, impaired fertility, and premature culling.3 
Furthermore, a number of analogies between metabolic, health, and immuno-
logical features of dairy cows and human beings authorize to candidate dairy  
cow as a promising large animal model.4,5 The concepts illustrated in Chapter 9  
complement and widen the scope of the chapter by Trevisi and coauthors in this 
same book.

METABOLIC STRESS CONDITIONS

In general terms, metabolic stress may be defined as a disequilibrium in the homeo-
stasis of a living organism consequent to an anomalous utilization of nutrients.
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The main cause of metabolic stress in multicellular organisms living under 
natural conditions is the availability of nutrients in the environment. This is sub-
jected to seasonal and interannual variations and if limited in terms of quantity 
and/or quality may be responsible for metabolic stress due to lack of nutrients.6 
In animals living in the wild, the risk of metabolic stress due to excess of nutri-
ents has to be considered between null and very limited.

On the contrary, in humans and domesticated animals, metabolic stress may 
be due to either deficiency or excess of nutrients, and it may depend on their 
availability in the environment, but more frequently on pathological or physi-
ological conditions, which may alter nutrient intake, assimilation and/or correct 
utilization.1–3

A number of metabolic stress conditions of interest for human beings share 
common features with metabolic disorders of modern dairy cows and other 
farm animals (i.e., sows) under situations of intensive management.

The metabolic stress conditions this chapter deals with are linked primar-
ily to energy and lipid metabolism, or to the balance between prooxidant and 
antioxidant factors.

In this context, a condition that deserves to be certainly considered is obe-
sity. In human beings living in Western societies, it affects more than 35% of the 
adult population and is associated with multiple metabolic dysfunctions. These 
comprise dyslipidemia, insulin resistance, type 2 diabetes, fatty liver, and also a 
variable degree of oxidative stress.6–9 In general terms, oxidative stress may be 
caused by increased production of reactive oxygen species (ROS), free radicals 
and/or a decrease in antioxidant defense, which leads to damages of biological 
macromolecules (i.e., lipids, proteins, and DNA) and disruption of normal me-
tabolism and physiology.10 Different mechanisms are implied in the oxidative 
stress induced by obesity.11 Among them, mitochondrial and peroxisomal oxi-
dation of glucose and fatty acids, and increases of proinflammatory cytokines 
release, which results in an increase of ROS and free radical concentrations. 
Additionally, in humans and dairy cows, obesity is also associated with a sig-
nificant decline of the activity of antioxidant enzymes such as CuZn-superoxide 
dismutase (SOD), catalase (CAT), and glutathione peroxidase (GSH-Px), which 
may contribute to increasing the risk of oxidative stress in obese subjects.9,12

In modern dairy cows and sows, it is well documented that overconditioning 
before parturition is responsible for metabolic disturbances and it is one of the 
most important risk factors for these animals to develop health problems during 
lactation or to experience production losses and impaired fertility.6,13 However, 
it should be stressed that in periparturient dairy cows and sows, obesity simply 
exacerbates a physiological tendency of all high yielding subjects to mobilize 
fat from the adipose tissue during early lactation.14 Lipid mobilization after 
parturition is due to the high energy demand of milk synthesis, which is associ-
ated with a variable intensity of a status of negative energy balance. Therefore, 
weight loss and increase of plasma nonesterified fatty acids (NEFA) due to lipo-
mobilization represent common findings in high yielding, early lactating dairy 
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cows and sows. These processes have been studied extensively in dairy cows, 
where the intensity of lipomobilization around calving has also been associated 
with immunosuppression and reproductive failure.15,16 Different studies docu-
mented that periparturient dairy cows also experience a variable degree of in-
sulin resistance in peripheral tissues, hepatic lipidosis, and oxidative stress, the 
severity of which tends to be more pronounced in overconditioned animals.17–19 
With regard to the oxidative stress, fat cows with high body conditions score 
(BCS) before calving and with pronounced BCS losses during the periparturient 
period are more prone to undergo conditions of oxidative stress, as testified by 
higher plasma reactive oxygen metabolites (ROM), thiobarbituric acid-reactive 
substances (TBARS) and thiol groups (SH), and lower erythrocyte SH and SOD 
when compared with a thinner counterpart with lower BCS before calving and 
less pronounced BCS losses in the periparturient period.19 Furthermore, one 
has to consider that enhanced oxidative stress may cause additional lipolysis 
in transition dairy cows, which can contribute to increasing concentrations of 
plasma NEFA.20 Briefly, dairy cows are defined as transition dairy cows in the 
period from 3 weeks before calving to 3 weeks after calving.21

However, in humans and animals there are a number of additional factors, 
which may increase prooxidants, decrease antioxidants, or both and this may 
therefore be responsible for oxidative stress. Among these, a number of envi-
ronmental pollutants (i.e., heavy metals), intense physical exercise, heat stress, 
exposure to mycotoxins, and deficiency of specific antioxidant nutrients.22–25

The association between either heat stress or exposure to mycotoxins and 
oxidative status, has been demonstrated in dairy cows.24,25 A first series of 
studies on heat stress was relative to dairy cows in an advanced stage of lacta-
tion and it was pointed out that such a condition has no effect on the plasma 
concentration of vitamin E and b-carotene, on muscle content of TBARS,26 
or has a limited influence on plasma lipid soluble antioxidants (vitamin E and 
b-carotene) and plasma TBARS.27 In a later study carried out in periparturient 
dairy cows, conditions of moderate heat stress were shown not to affect plasma 
markers of oxidative status and were associated with higher erythrocytes SOD, 
GSH-Px-E, SH, and TBARS, indicating a condition of oxidative stress.

Mycotoxins are secondary metabolites produced by molds and released in 
food as well as feed. They can cause several diseases (mycotoxicoses) in hu-
mans and animals after ingestion, skin contact, or inhalation.28 Among them, af-
latoxin B1 (AFB1) and fumonisin B1 (FB1) are a matter of concern due to their 
widespread contamination of cereal grain commodities, of corn in particular, 
and their adverse effects on human and animal health. An in vitro study carried 
out on peripheral blood mononuclear cells (PBMC) from dairy cows pointed 
out that one mechanism, through which mycotoxins can cause cytotoxicity is 
the induction of oxidative stress.25 In particular, AFB1 and FB1 were shown to 
be responsible for a dose-dependent intracellular increase of malondialdehyde 
(MDA), which represents an end product of lipid peroxidation pathways and a 
reliable indicator of oxidative stress.
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In conclusion of this section and in the light of what is being discussed next 
on the relationships between metabolic stress and immune functions, it has to 
be noted that metabolic stress elicits also a stress response, which increases glu-
cocorticoid levels29 and modulates innate and acquired immune responses. This 
aspect may be particularly relevant to periparturient dairy cows that are likely to 
experience also an immune suppression status associated with a high incidence 
of bacterial infections (namely, mastitis and metritis).14

METABOLIC STRESS AND INNATE IMMUNITY

Literature data referred to humans, laboratory, and domestic animals testify the 
existence of intricate and multidirectional relationships between metabolic sta-
tus, inflammatory response, innate and adaptive immunity, and resistance to 
microbial infections.14

It is widely recognized that obesity in humans is accompanied by a low-
grade inflammatory status characterized by a higher expression of proinflam-
matory cytokines.30 A number of studies reported that also dairy cows around 
calving, display an overt systemic inflammatory response and this status can 
aggravate the metabolic stress of the early lactation period by increasing li-
polysis, compromising liver functions, worsening insulin sensitivity, and ag-
gravating oxidative stress.3,31,32 Therefore, as anticipated earlier, it can be as-
sumed that obese humans and high yielding periparturient dairy cows also 
share some features concerning activation/modulation of the innate immune 
system.

The metabolic implications of immune activation in dairy cows have re-
ceived great attention, and it is now increasingly clear that an excessive/pro-
longed immune activation may alter metabolic status and nutrient require-
ments.33 Important consequences of immune stimulation include production of 
the proinflammatory cytokines, activation of the acute phase response, fever, 
inappetence, amino acid resorption from muscle, and redirection of nutrients 
toward liver anabolism of acute phase proteins.34 Therefore, it makes sense 
that under chronic activation of the immune system following an inflammatory 
state a reduction of productive and reproductive performances may take place 
in dairy cows. Different models have been used to test the effects of immune 
activation on nutrition and metabolism. One of these models is based on lipo-
polysaccharide (LPS) challenge. Using this model, it has been reported that im-
mune activation is responsible for strong utilization of glutamine and threonine 
in sheep35 and for dose-dependent changes of metabolic parameters linked to 
energy metabolism in dairy cows.36 Results from studies based on adminis-
tration of proinflammatory cytokines indicated that intravenous administration 
of TNF-a is responsible for a significant increase of plasma NEFA in dairy  
cows,37 and very low physiological concentrations of TNF-a interfere with pro-
tein synthesis and muscle cell development, by inducing a state of insulin-like 
growth factor 1 receptor resistance in pigs.38
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The innate immune system provides the first line of host defense against 
bacterial or viral infections and diseases. Cells involved in the innate immune 
responses include mast cells, neutrophils, monocytes, macrophages, dendritic 
cells, and natural killer cells. A well-known feature of innate immunity is the 
existence of defined sets of cellular sensors that mediate recognition of infec-
tious agents to promote host defence.32 Pathogenic microorganisms are prompt-
ly sensed by the immune cells through germline encoded pattern recognition 
receptors (PRRs). Thereafter, the activation of PRRs leads to either immediate 
phagocytosis and inactivation of the pathogens or the secretion of soluble me-
diators such as proinflammatory cytokines for the further recruitment of effector 
cells to the infection site.39 Recent research has identified several families of 
such sensors that evolved to detect conserved microbial- or pathogen-associated 
molecular patterns (MAMPs or PAMPs). In addition, it has become progressive-
ly clear that the innate immune system also responds to danger signals known 
as danger-associated molecular patterns or DAMPs, as explained in detail  
in Chapter 1 by Gallucci. This model, initially proposed by Polly Matzinger in 
1994,40 provided an explanation for how apparently aseptic tissue injuries could 
result in the “sterile inflammation,” which shared remarkably similar features 
with inflammation due to microbial infections. Examples of well-known dan-
ger molecules that can activate the inflammatory cascade are the high mobility 
group box 1 (HMGB1) protein, S100 protein, uric acid, heat shock proteins 
(HSPs), and others.41,42 With regard to HSPs, it has been postulated that the 
release of HSP70 into the extracellular space after cellular stress may act as a 
danger signal to the innate immune system.43 Extracellular HSP70 activates in-
nate immunity by a CD14-dependent mechanism, and toll-like receptor (TLR) 4 
is suggested to be involved in HSP70 signaling. Therefore, HSP70-induced sig-
nal transduction shares common features with endotoxin-induced signal trans-
duction. However, evidence also suggests a role for a variety of other signals, 
which may arouse innate immunity after exposure to stressors.44 These include 
catecholamines,45,46 glucocorticoids,47 and metabolites of commensal gut mi-
crobiota.48 However, their significance under conditions of metabolic stress has 
not been investigated.

Activation of PRRs triggers downstream signaling cascades, and leads to 
the activation of transcription factors and production of proinflammatory cy-
tokines.7 The cytokines lead to a state of inflammation finalized to remove the 
cause of PRR activation and restore cell and tissue homeostasis. Cause/effect 
relationships and intimate mechanisms linking metabolic stress with the in-
flammatory response is a very active research field.32 With regard to human 
or laboratory rodent studies, it has been demonstrated that two main signal-
ing pathways monitor nutrient availability, control metabolic stress responses, 
and exert a central role in modulating innate immunity31 – the mTOR- and 
eIF2a-dependent signal transduction cascades.49,50 The most important regula-
tors of mTOR- and eIF2a are cellular energy status (ATP/AMP ratio), amino 
acid availability, oxygen tension, and oxidative stress. However, other studies 
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indicated that also binding of free fatty acids to TLR 4 is directly linked to the 
development of inflammation in states of hyperlipidemia, such as those that 
characterize obesity.51 Such binding leads to a cascade of events resulting in the 
activation of the nuclear factor kappa-light-chain-enhancer of activated B cells 
(NF-kB) system and Jun N-terminal kinase, and to the subsequent induction of 
proinflammatory factors.51 In the light of topics that will be discussed further, 
it has also been mentioned that the list of molecules that can function as alarm 
signals when released into the extracellular environment also includes HSPs.44 
Finally, it deserves to be mentioned that NOD-like receptors (NLR) protein also 
triggers the inflammasome reaction in response to the energy stress caused by 
metabolic inhibitors or nutrient deprivation.44,52 In this case, the inflammasome 
assembly results in caspase-1 activation and cleavage of pro-IL-1b and pro-IL18 
into the mature, biologically active, releasable forms. However, the list of newly 
described DAMPs, DAMP receptors, and relative pathways, is growing every 
year, and it seems clear that what has been described so far is only the tip of 
the iceberg and many more types of DAMPs are still waiting to be described.53

In addition to other potential triggering factors54 and in line with conclu-
sions referred to results from human and laboratory rodent studies, there is a  
general agreement that the increase of plasma NEFA and oxidative stress may 
also have a role in the inflammatory status of dairy cows around calving.3 In par-
ticular, human and rodent studies demonstrated that lipid mobilization may alter 
endothelial and leukocyte function by affecting their inflammatory responses 
directly (lipotoxicity) and indirectly (fatty acids can modify  intracellular signal-
ing, induce oxidative stress, and alter lipid mediator biosynthesis).55 Further-
more, a number of other studies carried out in sheep and cows,  documented that 
NEFA may also affect mononuclear or polymorphonuclear leukocyte functions,  
and in particular the concentrations mimicking a high intensity of lipomobiliza-
tion may be associated to immunosuppression.14,15,56–59 The additional trigger-
ing factors that have been suggested to explain the inflammatory response taking 
place in cows around calving54 include the massive infiltration of leukocyte in 
the mammary gland during late pregnancy to remove apoptotic cells and cell 
debris, the omental and subcutaneous adipose tissues production of interleu-
kin (IL) 6 under regulation of glucocorticoids, states of clinical or  subclinical 
ketosis, and so on. However, the inner mechanisms that integrate metabolic  
homeostasis with activation of the innate immune system have not been eluci-
dated so far in dairy cows. Although numerous studies in the past decade have 
demonstrated that inflammatory mediators are elevated in the days after parturi-
tion even in cows that are apparently healthy, the main causes of the inflamma-
tory state that characterize the periparturient period continue to be considered 
clinical or subclinical infections (i.e., metritis, mastitis, laminitis, etc.) or endo-
toxin absorption through the digestive system, uterus, or mammary gland. This 
interpretation has been discounted though by the demonstration in high yield-
ing dairy cows of early signs of innate immune and inflammatory response in 
the last month of pregnancy, well before the occurrence of the aforementioned 
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 microbial infections.60 Interestingly, a number of studies carried out in pigs in-
dicated that early weaning causes a dramatic upregulation of inflammatory cyto-
kine gene expression in proximal and distant tracts of the small intestine, which 
is linked to the combined metabolic, environmental, and emotional challenge at 
weaning, and aims to prevent weaning-associated health disorders.61 These and 
other aspects relative to the inflammatory state of piglets at weaning, will be 
reviewed extensively in Chapter 8 by Razzuoli et al., in this book.

Irrespective of the same, the physiological significance of metabolically in-
duced inflammatory response remains to be understood. This is likely to include 
both adaptive (i.e., energy mobilization, sickness behavior, etc.) and maladaptive 
(i.e., cytokine storm, exacerbated inflammatory disease, etc.) consequences.41

The analysis of how metabolic status may activate/modulate the immune sys-
tem must also include results from studies demonstrating that glucose levels and 
fat depots may change energy allocation priorities among different physiologi-
cal, biochemical, and behavioral processes.6 In other words, under conditions 
of energy deficit, the balancing of energy allocation toward different biological 
processes may be responsible for energetic tradeoffs among physiological sys-
tems. In particular, one frequently observed energetic tradeoff occurs between 
the  reproductive and immune systems. In this scenario under conditions of 
 energy constraints, depending on glucose availability, and amount of fat depots, 
increased investment into one system results in decreased energy allocation to 
the other one with consequent impairment of the corresponding function.62

METABOLIC STRESS, OXIDATIVE STRESS,  
AND HEAT SHOCK PROTEINS

The HSPs were originally described for their roles as chaperones.63 The princi-
pal HSPs range in molecular mass from about 15–110 kDa and are divided into 
groups based on size and function.64 In this chapter, the primary focus will be 
on the ubiquitous HSP70 family proteins, which are the best known and con-
served among HSPs.65 In detail, two members of the HSP70 family, HSP73 and 
HSP72, share a high degree of sequence homology but differ in their expression 
pattern; HSP73 is expressed constitutively, while HSP72 is induced by stress 
and is the member mostly quoted in scientific papers. Even if it is now clear 
that all HSP families also encode constitutively expressed members, the heat 
shock genes (and the relevant protein family members ) most extensively stud-
ied are those that are heat inducible.66 Intracellular increase of HSPs, known as 
HSR, is triggered by several stressors, which include temperature shock, UV 
radiation, heavy metals, bacterial and parasitic infections, fever, growth factors, 
hormonal stimulation, tissue development, oxygen deprivation, pH extremes, 
and nutrient deprivation.67 These cellular insults can cause protein denaturation 
and unfolding within the cells, leading to the formation of unwanted protein 
aggregates that can eventually kill the cells.68 HSPs facilitate protein  refolding, 
target  misfolded proteins to the proteasome, and stabilize and transport partially 
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folded proteins to different cellular compartments. Thus, with regard to their 
function as chaperones, HSPs substantially help to maintain normal cellular 
homeostasis in response to a variety of stressors. The induction of the HSR is 
mediated by the heat shock transcription factor 1 (HSF1). Under normal condi-
tions HSF1 is kept in an inactive, monomeric form. A large variety of insults, 
such as heat shock and UV radiation, activate the trimerization and nuclear 
translocation of cytoplasmic HSF1 for binding with the HSR elements (HSE) 
and consequent transcription of HSP genes.1,69

In the last 10–15 years, a number of studies have demonstrated that meta-
bolic and oxidative stress conditions have the potential to induce an HSR, and 
in some cases such a response may have an adaptive significance, and contribute 
to regulate the immune system.1,65,70,71

Literature data derived from a variety of experimental conditions suggest that 
caloric restriction, both hypo and hyperglycemia, and hyperlipidemia may dif-
ferentially regulate HSPs expression in different species or body compartments.

In this context, a first series of studies focused on the role played by HSPs in 
the positive and well-known effects of caloric restriction on aging and lifespan 
of laboratory rodents.72 Behind its effect on lifespan, chronic caloric restriction 
attenuated the age-related loss of HSP70 induction in rat hepatocytes in re-
sponse to heat shock.73 In another rat study, lifelong caloric restriction increased 
HSPs in soleus muscles and attenuated the reduction of HSPs expression as-
sociated with aging.74 However, the ability of caloric restriction to help aging 
cells mount an HSR has still no proven correlation with its beneficial effect on 
lifespan. A further interesting aspect linking nutritional stressors with HSR per-
tains to the effects of hyperlipidic diets. In a mouse study, which provided im-
portant insights as to how fatty acids and HSPs affect immunity, it was reported 
that a diet rich in fatty acids induces the expression of HSPs of 70, 60, 27, and 
25 kDa in splenic lymphocytes and makes these cells more susceptible to death 
by apoptosis.70 Furthermore, the same study also revealed that predisposition of 
splenic lymphocytes to death by apoptosis is particularly marked when diet is 
rich of saturated fatty acids and that cells of animals fed with unsaturated fatty 
acid are instead more resistant.

Another interesting model that provides information on the relationship 
 between metabolic stress and HSPs is that of physical exercise applied to labo-
ratory animals and humans.65 In one of the initial studies in this field, it was 
 described that exhaustive treadmill running in rats increased synthesis of HSP70 
in skeletal muscle, lymphocytes, and spleen.75 Numerous subsequent studies 
carried out in laboratory animals confirmed that acute exercise may increase 
HSP70 levels in contracting skeletal muscle as well as in other critical organs 
such as the heart, kidney, and liver. However, they did not clarify whether the 
increase was due to temperature rise or to the concurrent action of other physi-
ological stimuli.65 In addition to the increase of body temperature, the main 
stressors associated with exercise and the potential to induce an HSR include 
metabolic disturbances, altered calcium fluxes, increased production of ROS, 
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changed hormonal environment, and mechanical activation or deformation of 
tissues.76 Human studies documented that exercise is associated with increase 
of serum concentration of HSP7277,78 and reduced glycogen availability is as-
sociated with elevated HSP72 messenger ribonucleic acid and protein levels in 
contracting skeletal muscle.79 A few years later, the same researchers demon-
strated that reduced availability of glucose during exercise contribute to explain 
the HSR in humans. In particular, they observed that maintaining glucose avail-
ability during exercise by administering 250 mL of a 6.4% carbohydrate bever-
age attenuates the circulating HSP72–HSP60 response in healthy humans.80 A 
direct indication that energy metabolites may trigger an HSR comes from a rat 
study indicating that intracellular ATP level acts as a regulator of the HSR in 
isolated perfused rat heart during ischemia and ischemia–reperfusion.81 Briefly, 
a moderate reduction in ATP correlates with the activation of HSF1, whereas a 
severe depletion in ATP correlates with the attenuation in HSF1 activation, and 
the restoration of ATP leads to an even greater activation of HSF1. A number 
of studies also testified an important connection between diabetes and associ-
ated metabolic disturbances (i.e., hyperglycemia and insulin resistance) and the 
HSR.1 With the exception of an elevation of HSF1, Hsp70, and Hsp90 in the 
pancreas of diabetic monkeys,82 it is widely accepted that several cell types of 
monkey or human patients with type 2 diabetes have reduced gene expression 
of HSP72, which correlates with reduced insulin sensitivity.1 Furthermore, it 
has also been reported that HSP72 is a potential target for therapeutic treatment 
of obesity-induced insulin resistance, in that an induced elevation could protect 
against obesity-induced hyperglycemia, hyperinsulinemia, glucose intolerance, 
and insulin resistance. In this regard, Morino et al.83 demonstrated that heat 
shock-induced upregulation of intracellular HSP72 alleviates insulin resistance 
and improves fat metabolism in diabetes mouse models, in part by enhancing 
the insulin signaling pathway. Furthermore, it has been also reported that regard-
less of the means used to achieve an elevation in HSP72, this response protects 
against diet- or obesity-induced hyperglycemia, hyperinsulinemia, glucose in-
tolerance, and insulin resistance.84 However, a number of studies also described 
higher levels of extracellular HSP60 or HSP70 in people suffering from diabe-
tes compared to healthy people and also indicated diabetes-associated metabol-
ic disturbances (i.e., ketoacidosis, hyperglycemia, or oxidative stress) as direct 
inducers of the HSR.85–87 In diabetic ketoacidosis, the increase of extracellular 
HSP72 could reflect the liver’s heightened metabolic activity characteristic of 
this metabolic state, or be part of an acute stress response to hyperosmolality, 
acidosis, and/or oxidative stress.85 However, the positive correlation between 
HSP72 levels and blood glucose suggested that under these conditions the HSR 
might also be linked to hyperglycemia. Interestingly, in a recent in vitro study 
with HeLa cells it was observed that hyperglycemic conditions and oxidative 
stress induced a higher expression of HSP60 and HSP70, suggesting that the 
increased serum levels of these molecular stress proteins observed in diabetic 
patients could be due also to uncontrolled hyperglycemia and oxidative stress.88



116     The Innate Immune Response to Noninfectious Stressors

As already reported earlier, oxidative stress may surely contribute to ex-
plaining the HSR observed in conditions of metabolic stress.76,84 However, sev-
eral other factors associated with oxidative injuries have been shown to have the 
potential to trigger an HSR.89 In this context, several groups have performed in 
vitro studies on the oxidation of mammalian HSF1 to explore whether it senses 
peroxides or whether its activation depends on the oxidant proteotoxic insult 
causing accumulation of damaged or misfolded proteins. If some studies indi-
cate that direct redox regulation of HSF1 is possible, others suggest that direct 
oxidation may be a contributing factor but not a conserved mechanism of HSF1 
activation.90–92 Furthermore, it deserves to be noted that exposure of PBMC to 
heat induces an HSR, which protects cells from hydrogen peroxide-induced mi-
tochondrial disturbance.93 Heat-shock pretreatment decreases accumulation of 
intracellular superoxide and prevents the collapse of mitochondrial membrane 
potential and cytochrome c release from mitochondria during H2O2-induced 
oxidative stress.

The studies focusing on metabolic stress and expression or synthesis of 
HSPs in farm animals are very limited. The proteomic analysis of  hypothalamic 
responses to energy restriction in dairy cows pointed out overexpression of the 
stress-induced phosphoprotein-1 (STI-1) together with upregulation of HSP70 
and ubiquitin carboxy-terminal hydrolase L1 (UCHL1).94 The roles of STI-1 
in the formation of several HSPs, such as HSP70 and HSP90 (necessary for 
protein translocation across lysosomal membranes and subsequent degrada-
tion), and of protease UCHL1 (hydrolyzing esters, thioesters, and isopeptides 
to eliminate misfolded proteins either via proteasomal or lysosomal proteoly-
sis) suggests that energy deprivation causes increased formation of misfolded 
or posttranslationally modified proteins that are counteracted by an augmented 
elimination via proteasomal or lysosomal proteolysis. Eitam et al.95 report-
ed that a 3-month, low-energy diet promoted a cell-specific HSR in lactat-
ing beef cattle with a significant increase of HSP90 but unchanged levels of  
HSP70 mRNA in white blood cells. The same study also revealed that the 
experimental conditions did reduce the expression of HSP70 in milk somatic 
cells that include neutrophils, macrophages, lymphocytes, eosinophils, and ep-
ithelial cells of the mammary gland.96 With regard to farm animal species, a bit 
more information is available on the relationships between HSR and oxidative 
stress. Supplementation of late pregnant dairy cows with vitamin E improves 
the oxidative status and is also associated with lower concentrations of circu-
lating HSP70.97 In chicken, HSP70 is capable of protecting the intestinal mu-
cosa from heat-stress injury by improving antioxidant capacity and inhibiting 
lipid peroxidation processes.98 In a recent study, hepatocytes from chicken fed 
a selenium-deficient diet were shown to undergo oxidative stress as testified by 
increased intracellular concentrations of MDA and lower levels of glutathione 
and glutathione peroxidase.99 At the same time, hepatocytes from selenium-
deficient birds also showed increased gene and protein expression of some 
HSPs (namely, HSP60, 70, and 90 kDa).
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The combination of profound changes in the endocrine status due to the 
passage from pregnancy to lactation, parturition itself, negative energy balance, 
metabolic and digestive disturbances, oxidative stress, inflammatory dysfunc-
tions, environmental stress, infections (especially endometritis and mastitis), 
and a variable degree of immunosuppression100,101 suggest that dairy cows 
around calving and in early lactation, may represent an interesting model for 
HSR studies. This hypothesis found a confirmation in a research work carried 
out to verify whether the periparturient and early lactation periods in dairy cows 
are associated with changes of intracellular and plasma HSP72, and to establish 
possible relationships between HSP72, and a set of metabolic or immunological 
parameters.102 The cells considered in the study were PBMC. The study pointed 
out that intracellular and plasma concentrations of HSP72 increased significant-
ly in the weeks following parturition (Figs 5.1 and 5.2). As anticipated earlier, a 
number of different physiological factors may contribute to explain these find-
ings. One of these is parturition. Two different studies on sheep and women 
described an increase of HSP72 in the myometrium and in the amniotic fluid at 
the time of parturition.103,104 Furthermore, the inflammatory and tissue remod-
eling processes taking place in the reproductive tract of dairy cows in the early 
postpartum period may also have a role.105 However, in line with results from 
previous studies on the relationships between energy status and HSR, in the 
same study a postpartum decline of plasma glucose and BCS and an increase of 
plasma NEFA were also observed, which testify to the condition of negative en-
ergy balance. Furthermore, a significant positive correlation was found between 
plasma NEFA and intracellular HSP72 indicating that a higher concentration 

FIGURE 5.1 Concentrations of HSP 72 kDa molecular weight (HSP72) in PBMC isolated 
from periparturient high yielding dairy cows. Data are reported as least square means ± standard 
error. Different letters indicate significant differences between time points (P < 0.05). (Modified 
from Ref. [102].)
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of plasma NEFA is associated with a higher HSP72 concentration in PBMC. 
Therefore, the negative energy balance and related changes of metabolic param-
eters is likely to contribute to the upregulation of HSP72 in the early lactation 
period. Additionally, it has to be reminded that periparturient dairy cows are 
likely to also undergo a certain degree of oxidative stress, which is probably a 
further factor contributing to upregulation of HSP72 around calving. What re-
mains to be ascertained is whether such a response may be beneficial to animal 
health and performances.93,101 Finally, as already reported earlier, the postcalv-
ing period is also characterized by moderate absorption of endotoxins, which 
may contribute to the development of the inflammatory status and increase of 
intracellular and circulating HSP72. In this regard, a number of studies carried 
out in different species demonstrated that bacterial endotoxins may represent 
strong HSR inducers and in some cases, this may be a part of the natural mecha-
nisms of cell protection.106,107

HEAT-SHOCK PROTEINS AND INNATE IMMUNE RESPONSE

Recent studies have shown that HSPs interact with and regulate signaling inter-
mediates involved in the activation/regulation of innate and adaptive immune 
responses.108

Even if the majority of HSPs have been recognized as immunomodulators, 
the high molecular weight HSPs of 60, 70, and 90 kDa have been studied more 
extensively and their role in activating/modulating the immune response has 
been described in more detail. In particular, knowledge reviewed in this chapter 

FIGURE 5.2 Concentrations of HSP 72 kDa molecular weight (HSP72) in plasma of peri-
parturient high yielding dairy cows. Data are reported as least square means ± standard error. 
Different letters indicate significant differences between time points (P < 0.05). (Modified from 
Ref. [102].)
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will be mostly referred to HSP70. Although it may be tempting to generalize 
the information on different HSPs, it has to be considered that this may lead to 
erroneous inferences, since the different HSP families do not show sequence 
or structure homologies. Also, they are encoded by different genes transcribed 
under the control of different transcription factors, not always activated in a 
coordinate manner.

Originally, HSPs were considered to be exclusively intracellular proteins 
that were passively released into cellular environments as a consequence of cel-
lular injury or necrosis and, as such and as already mentioned earlier, they were 
considered to represent DAMPs.42 In the last 10–15 years, it became evident 
that HSPs can be actively secreted into the extracellular milieu and that some of 
them (namely, HSP60, 70, and 90 kDa) are linked with the regulation of innate 
and/or acquired immune response. One of the first studies in this area indicated 
that human HSP70 could bind to and activate human monocytes, promoting 
the secretion of inflammatory cytokines, such as TNF-a, IL-1b, and IL-6.109 
Actually, literature data now indicate that HSPs are components of a complex 
network involved in the regulation and/or resolution of inflammatory events and 
whether they exert a pro- or anti-inflammatory action may depend primarily, 
but not exclusively, on the microenvironments these proteins dwell in.110 More 
specifically, it has been frequently indicated that depending on their extra- or 
intracellular location and the type of immune cells, HSPs can exert an inflam-
matory immune activating signal for host defense or an anti-inflammatory im-
munosuppressive signal to prevent excessive inflammation.

The research on periparturient dairy cows already cited earlier describing 
changes of HSP72 and the relationships between these changes and metabolic 
and immunological parameters,102 presented and discussed an interesting model 
to review and speculate the potential adaptive significance of HSP expression 
during a physiological phase critical for metabolic status, oxidative balance, 
immune system, and health maintenance. Besides changes of metabolic pa-
rameters and increase of intracellular and circulating HSP72, cows enrolled in 
that study presented relevant changes of immunological parameters consisting 
of a transient increase of plasma tumor necrosis (TNF)-a after calving, of a 
postcalving decrease of the percentage of PBMC expressing TLR-4, and of the 
ability of PBMC to proliferate in vitro in response to LPS stimulation. Fur-
thermore, positive correlations were detected between the percentage of PBMC 
expressing TLR-4 and the LPS-driven proliferation of PBMC, whereas negative 
correlations were found between intra- and extracellular HSP72 and the prolif-
erative response of PBMC to LPS. The increase of plasma TNF-a after parturi-
tion reflects the well-documented tendency of dairy cows to develop a certain 
degree of systemic inflammation in the first weeks after calving.111,112 Instead, 
results of the correlation analyses are in line with those to other species,42,113 
and suggest that upregulation of HSP72 and decline of TLR-4-positive cells 
may play a role in the postcalving decrease of PBMC proliferation in response 
to LPS. Within this context and also in the light of what is going to be discussed 
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next, it has been hypothesized that the postpartum decline of the PBMC prolif-
erative response to LPS might be interpreted as an ancillary sign of hyporespon-
siveness, compatible with a state of endotoxin tolerance.

As already repeatedly discussed earlier, numerous papers indicated that the 
inflammatory state of early lactating dairy cows may be at least partly attributed 
to Gram-negative bacterial endotoxins passing from the reproductive or diges-
tive tracts or from the mammary gland to the general circulation.114–116 Endo-
toxin tolerance was first reported in 1946117 and it was defined as the abolition 
of the fever response of rabbits subjected to repeated daily injection of the same 
dose of a typhoid vaccine. Following studies carried out in different animal 
species confirmed that repeated exposure to endotoxins may be responsible for 
a progressive reduced responsiveness to further LPS challenges in terms of py-
rogenic response, and also documented that this is also associated with lower 
inflammatory cytokine release.118–122 In this regard, TNF-a is most probably 
the best marker of endotoxin tolerance as assessed by its dramatically reduced 
production following an LPS challenge in tolerized animals, in contrast to its 
fast and sharp peak in response to a first LPS injection.121 Endotoxin tolerance 
has been suggested to represent a protective mechanism preventing excessive 
inflammatory conditions. However, it has also been indicated that a persisting 
hyporesponsiveness to LPS may cause immune suppression and, therefore, in-
creased risk of infections.122–126 This state shares common features with the 
state of immunologic hyporeactivity taking place in patients with sepsis, which 
has been termed inflammatory-induced immune suppression.127 In this context,  
reduced levels of interferon have been described in animals pretreated with 
LPS and then challenged with Newcastle disease virus,128 and a reduced leish-
manicidal activity was observed after preexposure of macrophages to LPS.129 
Therefore, even if the endotoxin tolerance phenomenon has not been clearly 
recognized and described in early lactating dairy cows, some findings would 
actually confirm this tenet: the well-known translocation of bacterial endotoxin 
from periphery to general circulation that may account for a repeated exposure 
to LPS, the frequent and transient inflammatory state at the onset of lactation, 
the progressive decline of the ability of PBMC to respond to LPS, and the high 
incidence of infections in the early lactation period.99,130 All of these conditions 
may account for an endotoxin tolerance-like condition in dairy cows in the early 
postcalving period. A diagrammatic representation of the possible relationships 
between metabolic and oxidative stress, inflammatory status (immune activa-
tion), HSR, immunosuppression, and infections in early lactating high yielding 
dairy cows is reported in Fig. 5.3.

Now, going back to the role of HSPs as regulators of immune functions, 
in the context of the postpartum inflammatory and immunosuppression state 
of dairy cows,14,20,31 upregulation of PBMC and plasma HSP72 could prove 
to be of major importance in an adaptive view. In detail, intracellular HSPs 
might protect the host against an excessive amplification of the inflammatory 
response,112,131 whereas circulating HSPs might sustain fundamental circuits of 
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the immune response by optimizing antigen processing and presentation.132–135 
Furthermore, a few in vitro studies also suggested a direct involvement of 
HSP70 in the development of endotoxin tolerance. The first of these studies 
reported that preconditioning THP-1 cells with HSP70, at a concentration that 
does not activate NF-kB, induces tolerance to LPS.43 Another study pointed out 
that endotoxin tolerance and heat shock appear to share a common immune sup-
pressive effect, and that this effect may be linked to HSF-1-mediated competi-
tive inhibition of NF-kB nuclear binding.136

In the last two decades, several findings have been accumulated on the anti-
inflammatory role of intracellular HSPs. Induction of HSP72 in vitro by heat 
shock or HSP72 overexpression can reduce mortality in experimental models 
of septic shock and endotoxemia, and can regulate expression of several inflam-
matory genes.137–141 In the course of infections, increased intracellular levels of 
HSP70 protect cells by inhibiting components of inflammatory signaling path-
ways, such as the NF-kB transcription factor.142,143 Interestingly, in a mouse 
model, HSF-1 was shown to act as a negative regulator of TNF-a release in a 
condition of LPS-induced shock, and as a repressor of the transcription of both 
TNF-a and IL-1b.144 In agreement with these findings, other authors suggested 
that the HSF1/HSP72 pathway may represent a constitutive anti-inflammatory 
system, protecting the organism from the deleterious effects of a prolonged and 
excessive activation of the inflammatory response. In this respect, HSF1 and 
HSP72 genes may be considered as anti-inflammatory genes, and their selective 
in vivo transactivation may lead to the remission of inflammation. Vice versa, 
inhibition of their expression may result in exacerbation of the inflammatory 
process.145

FIGURE 5.3 Diagrammatic representation of the possible relationships between metabolic 
and oxidative stress, inflammatory status (immune activation), heat shock response, immuno-
suppression, and infections in early lactating high yielding dairy cows. The diagram is based 
on results from several studies carried out in rodents, humans, or dairy cows and includes the hy-
pothesis, not demonstrated, that an endotoxin tolerance-like condition may take place in dairy cows 
during the periparturient period. (Modified from Ref. [14].)
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The analysis of literature data relative to the role of circulating HSPs on the 
innate immune response reveals conflicting results concerning anti- and proin-
flammatory effects under a large a variety of experimental conditions. In this 
regard, a distinction, which has to be made is between bacterial and eukaryotic 
HSPs.146 If the ability of mammalian HSPs to stimulate the mammalian im-
mune system is to a certain extent still controversial and under debate, con-
vincing evidence has been accumulated that bacterial HSPs stimulate the innate 
immune system.147,148 In the latter regard, the immunostimulating properties of 
HSPs have been exploited for the development of prophylactic vaccines against 
infectious diseases including tuberculosis, influenza, meningitis, and Helico-
bacter pylori infections. These attempts were and are still being made on HSP-
based vaccines, in the form of pathogen-derived HSP–antigen complexes, or on 
recombinant HSPs combined with selected antigens in vitro.149,150

Focusing on eukaryotic HSPs and on the effects that endogenous HSPs may 
have on the innate immune system, it has been described that increased concen-
trations of circulating HSP70 stimulate an inflammatory response via a TLR2/
TLR4/CD14-dependent mechanism that leads to NF-kB activation, and TNF-a,  
IL1-b, and IL-6 production.133 Supporting an immunostimulating effect of 
HSPs, others reported that extracellular HSP70 binds to the lipid raft microdo-
main on the plasma membrane of macrophages and enhances their phagocytic 
ability.151 This HSP70-mediated phagocytosis enhances the processing and pre-
sentation of internalized antigens to CD4T cells. In addition, HSP70 and HSP90 
have been shown to be involved in the innate recognition of bacterial products 
and to be able to bind LPS and form a cluster with TLR4–MD2 within lipid 
raft to deliver LPS to the complex.152 Contrarily, other studies indicated that 
extracellular HSP70 induces LPS tolerance and prevents the augmentation of 
proinflammatory cytokine levels that follow LPS stimulation.43 The immuno-
stimulating activity of HSP70 through TLR2 and TLR4 remains thus contro-
versial, and it has been proposed that the proinflammatory activity of HSP70 
described in the literature was linked to contaminating LPS.153 Data from the 
HSP70 knockout mice suggest that extracellular HSP70 is important for the 
negative regulation of inflammatory mediators during systemic infection.154 
Furthermore, some authors considered that a proinflammatory role of extra-
cellular HSP70 would be also difficult to reconcile with the anti-inflammatory 
role of intracellular HSP70 described earlier.155 On the other hand, the same 
authors have demonstrated that the addition of HSP70 to TLR-activated mono-
cytes downregulates secretion of TNF-a and IL-6 in response to LPS and that 
therefore extracellular HSP70 may also contribute to dampen the inflammatory 
response. Finally, HSPs expression or HSP-specific T cell responses have been 
positively associated with a better disease prognosis in several inflammatory 
conditions,156,157 and their immunosuppressive action has been demonstrated in 
multiple rodent disease models.158

Therefore, if earlier studies have emphasized the proinflammatory nature 
of HSPs, later findings have suggested that such nature was likely to be due to 
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endotoxin contamination of partially purified recombinant proteins used in the 
experiments.153,159,160 On the other hand, evidence has been accumulated that 
strongly supports the concept of an immunosuppressive potential of HSP70 and 
authorizes their use in the therapy of inflammatory diseases.

CONCLUSIONS

Regardless of the species, metabolic stress conditions are connected bidirec-
tionally with the innate immune system. The molecular mechanisms behind 
the activation of the innate immune response in humans and animals suffering 
from metabolic stress are numerous, and the physiological significance of such 
activation has not been fully understood, with adaptive and maladaptive conse-
quences. Furthermore, immune activation has several metabolic implications 
and it is now clear that excessive/prolonged inflammatory conditions may alter 
metabolic status and nutrients requirement, which may be responsible for the 
reduction of productive and reproductive performances, metabolic diseases, im-
mune suppression, and outbreaks of infections in farm animals. Metabolic stress 
conditions may be also associated with an HSR, and HSP may represent mol-
ecules at the interface between cellular stress and activation/modulation of the 
innate immune system. Although HSPs are only part of the response of pluricel-
lular organisms to metabolic stress, the definition of their role may be definitely 
conducive to a better understanding of the profound impact of noninfectious 
stressors on functions and regulation of the innate immune system, and of the 
repercussions thereof on the animals’ immune competence for environmental 
pathogens.
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Innate Immune Responses  
and Cancer Metastasis

Yoshiro Maru
Department of Pharmacology, Tokyo Women’s Medical University, Shinjuku-ku, Tokyo, Japan

CLINICAL INFORMATION ON METASTASIS

An observation back in 1786 by surgeon John Hunter of pulmonary lesions 
about a metastatic manifestation from a tumorous disease in the femoral bone, 
which turned out to be a rare disease osteosarcoma, raised the curtain of meta-
static diseases (Table 6.1). Immune cells originate from lymph nodes and bone 
marrow, and migrate through the whole body but actually accomplish their task 
at given sites. Tumor cells (seed) basically derive from the primary site, migrate 
through circulation, and cause metastasis at preferential sites (soil) as proposed 
by Stephan Paget in 1889. This resembles emboli that occlude vessels in a cer-
tain manner dependent on the physical properties including bloodstream flow 
and anatomical conditions.

A clinical example of lung cancer, which exhibited lymphangitis carcinoma-
tosa in the lungs, has been shown here. When tumor cells make a massive entry 
into the vein, they often cause retrograde dissemination back into the lymphatic 
duct in the same organ. Lymphangitis carcinomatosa is one of the most difficult 
diseases to treat since the patients usually die of respiratory failure due to im-
paired gas exchange. In this case, however, the treatment was successful with 
gefitinib, a tyrosine kinase inhibitor against mutated forms of EGFR (epidermal 
growth factor receptor) in tumor cells (Fig. 6.1). The case indicates that metas-
tasis partly depends on the trait of tumor cells by themselves. On the other hand, 
as it is usually the case that even advanced cancers always have some spared 
organs for metastasis, existence of tumor cells in circulation never guarantees 
metastasis in all organs, suggesting the need for cultivation of soil, namely, 
establishment of the microenvironment prior to the arrival of metastatic tumor 
cells. This is called the premetastatic microenvironment, which is the focus of 
this chapter.
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ELEMENTS THAT CONSTITUTE METASTASIS

Definition and Understanding

The relationships among innate immunity, coagulation, angiogenesis, and in-
flammation are based on the concepts presented in this particular chapter. In-
flammation has at least two essential features namely leukocyte mobilization and 
vascular permeability. The activated leukocytes, whether migrating or not, con-
stitute the immune system, in which the first defense program without  antibody 
production is operated by innate immunity. Angiogenesis is a new generation 
of vasculatures from the preexisting ones and is almost always  accompanied by 
vascular permeability and endothelial cell (EC) growth, at least at certain time 
phases and sites. Deterioration of endothelial barrier against coagulation acti-
vates coagulation pathways involving coagulation factors and platelets, and is 
caused by intrinsic factors and/or damages such as external injuries and  tissue 
necrosis. For example, pathologically increased vascular permeability even with-
out hemorrhage (extravasation of red blood cells) often activates  coagulation.

Currently, most of the accumulating evidence is based on tumor metastasis 
models of mice in which genetic engineering can be readily implemented. How-
ever, interspecies differences are often obstacles for interpretation of the re-
sults. For example, prostate cancer of spontaneous occurrence with osteoblastic 
bone metastasis is known only in humans and dogs, but canine prostate cancer 
cells are not dependent on androgens.7 An old paper reported that 3.7 million 
pigs during the period 1965–1966 in slaughterhouses in the United Kingdom 
had only 14 metastatic lung tumors. Given that those pigs were supposed to 
be healthy for meat, the prevalence of metastatic lung tumor in pigs would be 
0.38 per 100,000 subjects. An estimated US lung cancer prevalence of 0.1% 
was much higher than that in those pigs.8 With regard to specific tumors, swine 
melanoma, for example, has preferential metastasis to lungs.9

TABLE 6.1 Time Course of Concepts

ca 460–370 BC Hippocrates Inflammation (Ref. [1])

1786 John Hunter A concept of disease spreading to other 
organ (Ref. [2])

1865 Claude Bernard An idea of milieu interior and homeostasis 
(Ref. [3])

1889 Stephan Paget Seed and soil hypothesis (Ref. [4])

2006 Yoshiro Maru TLR4 in metastatic niche (Ref. [5])

2009 Yoshiro Maru Homeostatic inflammation in metastasis 
(Ref. [6])

The ideas of inflammation, tumor metastasis, homeostasis, and TLR4 in the context of metastasis 
were initially proposed as referenced.
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Metastasis is achieved by the interplay between tumor cells and host organs. 
Traits of tumor cells by themselves include genetic alterations of quality and/or 
quantity as represented by oncogenic mutations and behavioral characteristics 
such as stem-like properties. Hosts respond to those tumor cell traits mainly 
through angiogenesis and immunity in a manner dependent on unique microen-
vironmental features of the metastatic organs. Therefore, given that the current 
level of evidence is not enough to explain the mechanisms of metastasis in each 

FIGURE 6.1 Tumor Metastasis. (a) Lymphangitis carcinomatosa of lung cancer before (left) 
and after (right) treatment with gefitinib. Not only the primary tumor in the right lung but also dis-
semination disappeared. (b) Metastatic progression of tumor cells consists of at least six steps, from 
detachment of tumor cells for the primary tumor to resettlement in distant organs such as lungs and 
regrowth. The tumor cell migration via circulation within the body is similar to mobilization of 
leukocytes from bone marrow (bone-marrow-derived cell, BMDC).
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organ, we can hardly generalize metastasis. Instead of doing so, here I focus on 
one model, that is, murine lung metastasis that has been confirmed by Maru and 
coworkers as well as by other groups, thereby proposing a mechanistic connec-
tion between innate immunity and metastasis.

Triangle

To prove the biological significance of the triangle consisting of coagulation, 
angiogenesis, and inflammation in tumor metastasis, knockout (KO) mouse 
models or functional inhibitions by antibody treatment are utilized to define 
necessary conditions. Here, experimental evidence on some of the well-known 
factors required for pulmonary metastasis have been shown by discussing the 
triangle, in which any two of the three corners have bidirectional interactions 
(Fig. 6.2).

As shown in Fig. 6.3, there are several experimental systems to evaluate 
lung metastasis. The simplest way is to implant tumor cells, either ectopically 
(e.g., subcutaneously) or orthotopically (as in the case of breast cancer cells 
into the mammary fat pads), and to let them accomplish spontaneous metastatic 
progression to several organs including the lungs. If implanted tumor cells never 
reach the lungs in a certain period of time, as judged by the genetic (e.g., neo-
mycin-resistance gene that is integrated into the genome of the implanted tumor 
cells) or biological markers (integrated gene products emitting fluorescence for 
biodetection by imaging studies), the lungs can be in a premetastatic condition 
prior to the actual arrival of tumor cells.

Angiogenesis Promotes Coagulation and Induces Inflammation

The most potent angiogenic factor vascular endothelial growth factor (VEGF), 
which is produced by tumor cells and infiltrating macrophages in the primary 
tumor microenvironment, activates VEGFR2 to induce growth and migration 
of ECs (Fig. 6.2). This is regulated by VEGF anchoring to and detaching from 
the extracellular matrix through the action of matrix metalloproteases (MMPs) 
such as MMP9.10 VEGFR1, which exists in either soluble or membrane-span-
ning form, shows 10-fold higher affinity to VEGF than VEGFR2, and serves 
as a decoy receptor for negative regulation. It should be noted that VEGF–
VEGFR1 signaling induces cell migration of monocytes and macrophages that 
exceptionally express VEGFR1. EC-specific KO of VEGF revealed its homeo-
static role in endothelial barrier formation since the KO mice displayed hemor-
rhage.11 The homeostasis can also be disrupted by VEGF excess in the tumor 
microenvironment where tumor vessels are different from the physiological 
ones, such that they are tortuous, dilated, highly permeable, and mostly devoid 
of pericytes. To prevent vascular leakage by endothelial barrier disruption, a 
coagulation system is activated to eventually form fibrin, to protect against 
leakage.
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If tumor cell growth exceeds the oxygen supply to tumor vessels in any sites 
at any time point during primary tumor progression, HIF-1 (hypoxia-inducible 
factor-1) is activated to upregulate not only VEGF but also a variety of chemo-
kines including CXCL12 (also called SDF-1), PlGF (placenta growth factor), 
and G-CSF (granulocyte-colony stimulating factor) to establish an “inflamed 
state.”12 PlGF specifically binds and activates its own receptor VEGFR1. Leu-
kocyte mobilization by those growth factors to the primary tumor under hypoxia 
matches the aforementioned definition of inflammation.

FIGURE 6.2 Triangle. (a) Any two of the three, angiogenesis (A), coagulation (C), and inflam-
mation (I), have reciprocal interactions. (b) Tumor (T)-produced VEGF drives tumor angiogenesis. 
When tumor angiogenesis is abrogated by inhibitors of VEGFR2, immune cells are activated by ne-
crotic tumor tissues, which persistently support the triangle stability giving resistance to anti-VEGF 
therapy. (c) Microbes (M) induce inflammation through pattern recognition receptors. However, to-
tal killing of the microbes can eliminate M-to-I signaling, which in turn destroys the stability of the 
triangle. (d) Inflammation can spread to other organs that still lack tumor cells where a new triangle 
may be established providing premetastatic soil prior to the arrival of metastasizing tumor cells.
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With this fundamental information in mind, let us take a look at Table 6.2. In 
murine models, antibody against either VEGF or PlGF was shown to inhibit me-
tastasis. Lentivirus-mediated knockdown of VEGFR1 in bone-marrow-derived 
myeloid cells (BMDCs) also inhibited lung metastasis. However, in clinical set-
tings, anti-VEGF monotherapy has failed to meet the original expectation. Both 
VEGF-independent angiogenesis by, for example G-CSF (capable of inducing 
expression of angiogenic factor Bv8 in BMDC), and leukocyte mobilization 
by other chemokines confer resistance.13 Sunitinib, a tyrosine kinase inhibitor 
of VEGFR2, also inhibits PDGFR essential for pericytes, resulting in further 
disruption of EC barrier.14 Thus, although growth of the primary tumor and sub-
sequent metastatic progression are dependent on VEGF abundantly supplied by 
the microenvironment, depletion of VEGF–VEGFR2 signaling may accelerate 
hypoxic and metabolically noxious conditions for the tumor cells that survived 
it. This potentiates their metastatic ability by changing tumor cell traits (due to 
hypoxia-induced ROS [reactive oxygen species] that may cause genetic altera-
tions) and by aggravating inflammation in the microenvironment.15

Coagulation Promotes Angiogenesis and Inflammation

Plasticity of the EC barrier by fixing damages or stopping nonphysiological vas-
cular leakages guarantees stability or homeostasis of vessels (Fig. 6.2). Throm-
botic patchworks serve as a first-aid treatment. In the tumor microenvironment, 
expression of tissue factor (also called coagulation factor III) is elevated, which 
triggers the extrinsic pathway of coagulation cascade. On the other hand, the 

FIGURE 6.3 Murine metastasis models. (a) Implanted tumor cells disseminate to multiple or-
gans such as lungs and liver. (b) Injection of labeled tumor cells through veins (usually the tail vein) 
into systemic circulation in tumor-nonbearing mice causes lung metastasis. (c) The same injection 
as c in tumor-bearing mice causes lung metastasis more efficiently than that in b. (d) A premetastatic 
lung condition, in which implanted tumor cells never reach the lungs.
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TABLE 6.2 Necessary Conditions for Metastasis

Biology Targets Methods Tumor cells Systems Primary References

A-l VEGF Antibody HM 7 B (liver) ↓ – [16]

A-2 VEGFR1 TK-K0 B 16 B (lung) ↓ – [17]

A-3 P1GF Antibody B 16 B (lung) ↓ – [17]

A-4 VEGFR1 shRNA B 16-m Cherry B (lung) ↓ – [18]

A-5 VEGFR2 Inhibitor R P-Tag2 A (liver) ↑ ↑ [14]

A-6 Plasma Fn K0 B 16, 3LL B (lung) ↓ – [19]

A-7 Neuropilin-2 Antibody 66c14 mammary 
carcinoma

A (lung) ↓ → [20]

A-8 EphA2 K0 LLC B (lung) ↓ – [21]

A-9 Angiopoietin-2 Antibody 4T1 B (lung) ↓ – [22]

A-10 MMP-9 K0 17L3C-Luc B (lung) ↓ – [23]

A-11 MMP-13 K0 B 16F1-GFP B (lung, liver) ↓ – [24]

A-12 ADAM8 Antibody MDA-MB-231 A (Lung, Brain) ↓ ↓ [25]

A-13 Tenascin-C K0 RT2 insulinoma A (lung ↓, liver→) ↓ [26]

A-14 Integrin a4 Knock-in (inac-
tive)

PyMT-MMTV A (lung, lymph node) ↓ → [27]

A-15 Adrb2/3 K0 PC3 Luc A (lymph node) ↓ ↓ [28]

A-16 VCAM-1 Antibody 4T1 B (lung) ↓ – [29]

C-1 III (tissue 
factor)

K0 EF (III-K0) B (lung) ↓ – [30]

(Continued)
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Biology Targets Methods Tumor cells Systems Primary References

C-2 III-V IIa Antibody CH0/TF (III) B (lung) ↓ – [31]

C-3 Plasminogen K0 LLC, B I6 B (lung) → – [32]

C-4 XIIIA K0 LLCGFP A, B (lung) ↓ → [33]

C-5 Xa Inhibitor LC I5S B (lung, liver) ↓ – [34]

C-6 II (thrombin) Inhibitor B 16 B (lung) ↓ – [35]

C-7 I (fibrinogen) K0 LLC, B 16 A, B (lung) ↓ → [32], [36]

P-l Nf-E2 K0 B 16 B (lung) ↓ – [37]

P-2 Par4 K0 B 16 B (lung) ↓ – [37]

P-3 Parl or 2 K0 B 16 B (lung) → – [37]

P-4 GPIb K0 B 16 B (lung) ↓ – [38]

P-5 GPIIb/IIIa Inhibitor LLC B (lung) ↓ – [39]

P-6 Gao1 K0 LLC-GFP A, B (lung) ↓ → [40]

P-7 Platelet, gp44 Antibody NL17 B (lung) ↓ – [41]

P-8 Orai1 Inhibitor MDAMB231 B (lung) ↓ – [42]

P-9 P-selectin K0, heparin LS180 B (lung) ↓ – [43]

I-1 TLR4 K0 LLC, 3LL A,B,C (lung) ↓ → (A), -(B) [44]

I-2 TNFa K0 LLC B (lung) ↓ – [45]

I-3 TLR2 K0 LLC-D sRed, LLC B (lung) ↓, A (lung, liver, 
adrenal) ↓

→ (A), -(B) [45]

I-4 COX Inhibitor 410.4 A, B (lung) ↓ ↓ [46]

TABLE 6.2 Necessary Conditions for Metastasis (cont.)
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Biology Targets Methods Tumor cells Systems Primary References

I-5 HGF HGF antagonist B 16F10, LLC B (lung) ↓ – [47]

I-6 HGF HGF antagonist MC 38 B (liver) ↓ – [48]

I-7 TQFb Inhibitor, 
neutralizing Ab

4T1, MDA-MB-231 A (lung) ↓ ↓ [49]

I-8 TGFb TGFbR 
inhibitor

MDA-MB-231 A, B (lung, bone) ↓ ↓ (A),-(B) [50]

I-9 G-CSF Neutralizing 
Ab

4T1, MDA-MB-23l, 
PyMT

A (lung) ↓ → [51]

I-10 MMP-8 K0 B 16F10, LLC A, B (lung) ↑ → [52]

I-11 MMP-13 K0 E0771 A (lung) ↑ → [53]

I-12 AhR K0 B 16F10 B (lung) ↓ – [54]

I-13 Hsp70 K0 PymT A (lung) ↓ ↓ [55]

I-14 EP4 Inhibitor 66.1 B (lung) ↓ – [56]

I-15 ADAM12 K0 PyMT-driven mammary 
adenocarcinoma

A (lung) ↓ ↓ [57]

I-16 Clots K0 TC-1, B 16F10 A B (lung) ↓ ↓ [58]

I-17 TLR 7 K0 LLC B (lung) ↓ – [59]

I-18 Periostin K0 MMTV/PyMT A (lung) ↓ → [60]

I-19 MD-2 K0 E0771 B (lung) ↓ – [61]

I-20 CCL5 Inhibitor MC38, LS180 B (lung) ↓ – [62]

I-21 SAA3 Antibody LLC C (lung) ↓ – [44]

I-22 CXCR4 K0 +/− B 16 B (lung) ↓ – [63]

I-23 TAM receptor Inhibitor B 16F10, 4T1 A (liver) ↓, B (lung) ↓ → [58]

T-1 ADAM15 shRNA PC-3 B (Bone, Lung) ↓ – [64]

(Continued)
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Biology Targets Methods Tumor cells Systems Primary References

T-2 EGFR EGFR inhibitor SUM 149 A (lung) ↓ ↓ [65]

T-3 AhR shRNA MDAMB231 B (lung) ↓ – [66]

T-4 Plasma Hsp90a Antibody B 16/F10, MDA-MB-23l A (lymph nodes, lung) liver ↓ → [67]

T-5 ZEB1 shRNA HCT116 A (liver) ↓ → [68]

T-6 Fral shRNA MDA-MB-231 B (lung) ↓ – [69]

T-7 BACH1 shRNA MDA-MB-231 B (Bone) ↓ – [70]

T-8 Cathepsin S shRNA MDA-MB–231-TK-GFP-
Luc

A (Brain) ↓ → [71]

T-9 ELF5 Overexpression 4T1, MDA–MHB-231 A, B (lung) ↓ -(B), → (A) [72]

T-10 CoCo shRNA MDA-MB-231 B (lung) ↓ – [73]

T-11 CEBPδ K0 MMTV-Neu mammary 
tumor

A (lung) ↓ ↑ [74]

T-12 LOX shRNA MDA-MB-231 A (lung) ↓ ND [75]

T-l3 CXCL1 shRNA LS174T B (liver) ↓ – [76]

Well-known factors in the host arm including angiogenesis (A), platelet (P), coagulation (C), and inflammation (I), as well as in the tumor cell arm (T) are targeted by anti-
body, shRNAs, genetic KO, or pharmacological inhibition. The influences on the primary tumor and metastasis as evaluated by experimental methods in Fig. 6.3 are shown. 
It cannot be distinguished perfectly whether a given factor is related to A or T. For example, VEGF is produced from both macrophages of host origin and tumor cells. 
Anti-VEGF antibody inhibits liver metastasis of HM7 colon cancer cells after splenic-portal injection without establishing the primary tumor (A-1). Needless to say, VEGF of 
both origins is inhibited. On the other hand, embryonic fibroblasts (EF) (C-1) derived from tissue factor (coagulation factor III)-KO mice were transformed by an oncogene 
and subjected to the type B metastasis assay. An effect on the III-stimulated activation of host coagulation system was negative in lung metastasis. While B16 melanoma 
cells displayed poor lung metastasis in AhR-KO mice (I-12), an shRNA-mediated knockdown of AhR in MDA-MB-231 tumor cells (T-3) inhibited their lung metastasis after 
intravenous injection without the primary tumor. TK-KO (A-2), tyrosine kinase KO; Fn (A-6), fibronectin.

TABLE 6.2 Necessary Conditions for Metastasis (cont.)
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intrinsic pathway is activated by contact with negatively charged substances 
such as phospholipids on the surface of and pyrophosphates released from ac-
tivated platelets by a variety of signals such as collagen. These are cross-linked 
with each other by fibrinogen via GPIIb/IIIa and with exposed collagen fibers  
by GPIa/IIa- or GPIb-mediated vWF (von Willebrand factor). In both pathways 
activated thrombin (coagulation factor II) eventually converts fibrinogen to fi-
brin. Generally, a clot is blood cells embedded within fibrin, that is, blood minus 
serum (remember that serum is devoid of clotting factors such as fibrinogen af-
ter blood is allowed to clot and they are consumed) (clot = cells + fibrin = blood 
− serum, plasma = serum + clotting factors), and includes fibronectin that can 
make a complex with fibrin. In addition to platelet dense bodies containing  
5-HT, ADP, and pyrophosphates, platelet α granules contain a variety of bio-
active peptides including vWF, fibrinogen, coagulation factor V, VEGF, and 
PDGF. Activated platelets sustain increased Ca levels through the Ca channel 
called Orai1. Thus, even VEGF alone released from activated platelets poten-
tially induces angiogenic and chemotactic responses.

An old study showed the evidence that elimination of platelets by an anti-
idiotype monoclonal antibody against its surface molecule suppressed lung me-
tastasis of colon cancer cells.41 Coagulation factors are not necessarily required 
for metastasis. Both genetic KO of fibrinogen and pharmacological inhibition 
of thrombin gave only partially negative influences on metastasis in a time-de-
pendent fashion. Genetic inhibition of coagulation factor X showed both partial 
inhibition (Table 6.2) and enhancement (our laboratory, unpublished results) 
of metastasis in a manner dependent on experimental contexts. As described 
earlier platelet tethering is partly mediated by the GPIb–vWF interaction. While 
lung metastasis by melanoma cells was reduced in GPIb-KO mice,38 it was en-
hanced in vWF-KO,77 suggesting the complicated participation of coagulation 
system in lung metastasis.

To further complicate the story, pharmacological targets in platelets are also 
found in tumor and stromal cells including EC, fibroblasts, and immune cells. 
The widely used antiplatelet drug aspirin irreversibly inhibits COX-2 through 
which both proaggregatory TXA2 (thromboxane A2) and PGE2 (prostaglandin 
E2) are synthesized. Primary tumor growth was diminished with less angiogen-
esis in the background of COX-2-KO since one of its products PGE2 appears to 
induce VEGF expression through transcription factor AP-1.78 Pharmacological or 
genetic inhibition of PGE2 receptors, such as EP3 and EP4, resulted in reduced 
tumor progression.79 Decreased number of BMDC and concomitant reduction in 
CXCL12–CXCR4 expression were observed in primary tumor in the background 
of EP4-KO.80 A Ca channel blocker verapamil gave similar inhibition.42,81

Inflammation Participates in Both Angiogenesis and Coagulation

The most understandable example is bacterial endotoxin-induced biologi-
cal  response (Fig. 6.2). Endotoxin consists of lipopolysaccharide (LPS) in the 
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 bacterial wall. LPS induces endothelial hyperpermeability and leukocyte mo-
bilization through its receptor TLR4 on ECs and leukocytes, respectively. Ac-
tivation of TLR4 is mediated by direct binding of LPS to its coreceptor called 
MD-2, which induces dimerization of TLR4 with subsequent intracellular 
signaling to ultimately activate transcription factor NFkB whose target genes 
include inflammatory cytokines such as IL-6 and IL-1. To be accurate, the re-
ceptor for LPS is the TLR4/MD-2 complex. Here in this chapter, the complex 
is thereafter simply referred to as TLR4 unless otherwise indicated. C-reactive 
protein (CRP) is a clinically useful and reliable biomarker of inflammation and 
is synthesized in the liver in response to those cytokines.

Here I briefly comment on an alleged notion in innate immunity. In addition to 
the cellular arm of the innate immune system as represented by macrophages, the 
humoral arm includes complements and pentraxins. Each arm has sensing and 
effector functions. While CRP belongs to a short pentraxin family, a long family 
includes pentraxin 3 (PTX3). CRP is an acute-phase homopentamer protein and 
is a ligand for FcgRII (CD32) on phagocytes that recognizes the Fc portion of 
IgG (note: while FcgRII is a single polypeptide chain, FcgRI, for example, has 
a coreceptor called g chain homodimer, FcRg. Do not get confused.). For exam-
ple, antiplatelet autoantibody of IgG type binds platelets causing oxidation of the 
membrane where phosphorylcholine residues are exposed, thus enabling CRP 
to make an attachment. Thus, platelet-bound CRP is recognized by FcgR on 
macrophages with subsequent phagocytosis. Infection therefore aggravates au-
toimmune thrombocytopenia.82 Moreover, CRP stimulates migration of myeloid 
cells, induces expression of CCL2 in ECs, and activates the classical pathway of 
complement by binding to C1q. Multiple myeloma cells often express FcgRII 
conferring chemoresistance on them.83 Recent evidence showed that PTX3-KO 
deinhibited factor H-regulated complement activation resulting in C5a accu-
mulation with subsequent induction of CCL2 expression.84 Administration of 
 anti-CCL2 blocking antibody completely reversed 3-MC-induced  sarcoma de-
velopment in PTX3-KO mice. This indicates that PTX3 plays a homeostatic role 
in inflammation by mitigating the overshoot of CCL2 via complement.

CRP and LPS promote tissue factor (coagulation factor III) production.85 
Conversely, coagulation is likely to aggravate inflammation. LPS-induced 
 expression patterns of inflammatory cytokines including IL-1, IL-4, VEGF, 
MIP-1, and IFNg are similar to each other between KO mice of receptor 
Par1 (receptor for thrombin) and S1P3 (receptor 3 for S1P (sphingosine-
1-phosphate)). This suggests one mechanism of the aggravation may be cou-
pling of coagulation with S1P receptor signaling, which is abundant in the 
nongranule compartment of platelets. Evidence of a bridging function of S1P 
between coagulation and angiogenesis has been provided. Postnatal loss of 
function of S1P1 by mouse engineering showed that S1P plays a vessel-
stabilizing role. EC-specific  deletion of S1P1 resulted in enhanced vascular 
permeability. Interestingly, phosphorylated status of VE-cadherin in lung 
ECs was increased twofold,  suggesting junctional destabilization.86
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IL-6 induces VEGF expression in ECs for angiogenesis. VEGF and LPS 
augment production of NO via eNOS and iNOS, respectively, which in turn 
binds its soluble receptor guanylyl cyclase (sGC) to generate cGMP. PKG, 
cGMP-dependent protein kinase, activates the Erk1/2 pathway to induce vas-
cular hyperpermeability. VEGFR2 signaling activates Akt, which phosphory-
lates eNOS to release caveolin-1-mediated suppression of eNOS activity. In 
eNOS-KO mice, vascular permeability in the primary tumor was diminished 
with concomitant reduction in tumor size.87 Conversely, vascular permeability 
is increased in caveolin-1-KO mice.

In premetastatic lungs that are supposed to lack tumor cells (discussed here), 
vascular permeability is increased by a variety of factors including CCL2, 
S100A8, and SAA3 (serum amyloid A3), and fibrin deposits were observed as 
a final product of activated coagulation.61,88

LUNG HOMEOSTASIS

Interphase

The fundamentals of lung inflammation are determined by the interphase be-
tween air and circulation. Bacterial infection through the airway eventually 
causes leukocyte mobilization on the circulation side by stimulation from the 
epithelial side with interstitial space in between, where macrophages and fibro-
blasts are presumed to play a connecting role (Fig. 6.4).

Since the goal of this article is to convince readers of the premetastatic 
roles of endogenous TLR4 ligands, let us suppose that an authentic exogenous 
TLR4 ligand LPS represents bacterial infection in the lungs. One of the sen-
sory epithelial cells for LPS is club cells, previously called Clara cells, which 
are specifically located in the terminal bronchioles.89 They express TLR4 and 
stimulation of club cells by LPS induces enormous production of SAA3, an 
acute-phase reactant protein highly potent in vascular permeability and cell 
migration. Since SAA3 is an endogenous ligand for TLR4 (see section on pre-
metastasis), LPS can trigger autoamplification of SAA3 in murine club cells.90 
Generally, it is believed that club cells play a biological role in the metabolism 
of xenobiotics.

To mitigate overstimulation of TLR4 in club cells to maintain epithelial ho-
meostasis, there is a mechanism for LPS tolerance. The first exposure of LPS 
is known to induce resistance to a second exposure. TLR4 induces activation 
of aryl hydrocarbon receptor (AhR) in club cells whose ligands include dioxin 
of environmental origin as well as endogenous kynurenine, a product of tryp-
tophan catabolism by indoleamine 2,3-dioxygenase 1 (IDO1), which is also 
induced by TLR4 activation.91 AhR-KO failed to confer LPS tolerance on the 
mice and therefore they are more sensitive to LPS. Another possible mecha-
nism of mitigation is that SAA3 may serve as a partial agonist for LPS.44 While 
SAA3 competes for TLR4 against LPS in the presence of LPS, SAA3 just au-
toamplifies itself via TLR4 in the absence of LPS.
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LPS-induced expression of TNF-a and IL-1b in epithelial cells stimulates 
macrophages in the interstitial space to secrete chemokines such as CXCL1, 
CXCL2, and CCL2. KO mice of individual receptors for them, CXCR2 and 
CCR2, displayed reduced number of leukocytes, neutrophils, and monocytes, 
respectively, in alveolar spaces.92

Cell Mobilization

As stated earlier, TLR4 activation results in the production of a variety of 
growth factors capable of mobilizing leukocytes from bone marrow to lungs. 
Here, the mode of cell migration has been briefly discussed. In general, direc-
tional cues for migrating cells are given by concentration gradients of soluble 
factors such as PDGF (this is called chemotaxis), attached factors as found in a 

FIGURE 6.4 Bidirectional paracrine signaling in lungs. Lungs have an interphase between 
circulation and airway. Exogenously borne microbes through the airway induce mobilization of 
BMDCs to the lungs. The triggering mechanism may involve microbe-originated LPS, which ac-
tivates TLR4 in club cells in terminal bronchioles. The paracrine signaling goes in the direction 
to the circulation side. Expression of endogenous ligands, such as S100A8 and SAA3 in ECs in 
premetastatic lungs, is induced by primary tumor-derived growth factors, such as CCL2, from the 
circulation side and the paracrine signaling goes in an opposite direction from the circulation to the 
airway side to result in amplification of SAA3 in club cells. Therefore, premetastatic lungs mimic 
pulmonary infection.
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linear  gradient of extracellular matrix like fibronectin (called haptotaxis), and 
mechanical stiffness that is sensed by dynamic actin in the cytoskeleton (duro-
taxis). Leukocytes are also known to migrate toward laser-irradiated dead cells 
for their phagocytosis. This special form is called necrotaxis.93 It is also known 
in euglena cells that their lysis by heat gives a repellent stimulus to intact eugle-
na cells to show negative necrotaxis. A fibroblastic cell line derived from Ink4a/
Arf-KO mice, in which an almost perfect and stable absence of Arp2/3 was 
established, showed defects in cell spreading and haptotaxis, whereas PDGF-
dependent chemotaxis was not affected,94 indicating separate mechanisms for 
the two modes of cell migration.

Although leukocytes involved in the establishment of premetastatic micro-
environment mainly undergo chemotaxis and haptotaxis, evidence is accumu-
lating to show metastatic progression of tumor cells in clusters. This is called 
collective cell migration or plithotaxis.95 To further complicate the cell migra-
tion system in vivo, mobilized leukocytes do not necessarily extravasate to the 
tissue of interest. In a renal injury model, they just stay within the lumen of ves-
sels by patrolling until local signal activation by TLR7 recruits them to the ECs 
to cause their necrosis. This homeostatic level of leukocyte mobilization and 
patrolling without extravasation is called negative chemotactism.96

Even without clinically apparent inflammation such as pneumonia, it can 
safely be said that lungs are subjected to constant assaults by environmental 
chemicals and air-borne LPS or microbes although alveolar space is basically 
sterile. These physiological levels of inflammation are not likely to cause lung 
diseases as manifested in clinical settings and our idea of homeostatic inflam-
mation includes both this subclinical settings and danger signals (see section on 
Homeostatic Inflammation and Therapeutic Targeting).

In addition to leukocytes, resident epithelial cells in the lungs are also sup-
plied from bone marrow. Club cells are thought to produce an anti-inflamma-
tory substance called club cell secretory protein (CCSP). Roughly 2% of bone 
marrow cells are CCSP-positive, and acute lung injury by naphthalene, which 
causes specific apoptosis of Club cells, mobilizes those CCSP-positive club pro-
genitor cells to the lungs.97 Our laboratory also found that bone marrow cells of 
GFP mice migrate to the lungs to become club cells.90

Therefore, it is likely that cells of mesenchymal and epithelial origin or fate 
can participate in the tissue architecture of the lungs. The possible mechanisms 
of travel of tumor cells to the lungs have been discussed in the further sec-
tions. Two examples have been reported here about documented cell mobiliza-
tion phenomenon of cells of epithelial fate in the body. The Harold Varmus 
laboratory reported the injection of dissociated mammary gland cells, in which 
expression of oncogenes Myc and K-RasD12 could be induced in a tetracy-
cline-inducible manner and a theoretically untransformed phenotype could be 
obtained prior to induction. These cells showed pulmonary dissemination and 
a long stay in the lungs until their transformation to form metastatic foci after 
switching on the activation of the oncogenes.98 Timothy C. Wang and  coworkers 
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showed that GFP-labeled immune cells from bone marrow, which infiltrated 
into postapoptotic gastric mucosa caused by Helicobacter felis infection, were 
eventually transformed to adenocarcinoma cells.99

Mimicry

Given that those cell movements within the body can take place under sterile 
conditions, that is, without direct evidence of infection, at least two ideas can 
be proposed. When the destination of cell mobilization is the frontline that 
is exposed to microbial invasion, that is, for example, Helicobacter pylori in 
the stomach and Hemophilus influenza in the lungs, production of endogenous 
substances whose functions can mimic those of the microbes may cause simi-
lar biological consequences. They are called endogenous TLR4 ligands, such 
as SAA3, to be discussed in the following sections. Second, in the absence of 
any local triggering mechanisms for generation of the endogenous ligands in 
the destination, the destination needs to be stimulated in an endocrine manner 
from the circulation side as exemplified by growth factors, produced by the 
primary tumor distantly located from the destination. Thus, we can assume 
that the interphase between circulation and airway in the case of lungs, may 
use the same paracrine system but the signaling sequence goes in an opposite 
direction (Fig. 6.4).

In the case of sepsis by Gram-negative bacteria, pathogenic concentration 
levels of LPS are in circulation from the beginning. In physiological conditions, 
lymph flow from lungs represents fluid filtration from the pulmonary vessels 
and lymph protein content is not altered. In an old experiment with sheep awake, 
in which SAA3 is evolutionally conserved, intravenous injection of Pseudomo-
nas aeruginosa induced increased transvascular fluid and protein movement in 
a prolonged period of time. This steady state was completely reversible and 
returned to the baseline in 24–72 h.100 When LPS from Escherichia coli was 
injected in sheep intra-amniotically either as a single injection or repeatedly 
prior to preterm delivery, increased SAA3 expression in the lung epithelial cells 
by the single injection, was blunted after the subsequent injections, suggesting 
again LPS tolerance as monitored by SAA3 expression.101

As stated at the beginning of this section, SAA3 may serve as a TLR4 ago-
nist in sterile conditions (LPS absence) resulting in its persistent expression in a 
premetastatic microenvironment.

PREMETASTASIS

An Idea of Premetastasis

The well-known German philosopher Martin Heidegger described in his mas-
terpiece Sein und Zeit in 1927 that “Die Gewesenheit entspringt der Zukunft” 
(the character of having been arises from the future). I have no intention of 
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saying that premetastasis is a philosophy. The premetastatic microenvironment 
is just a concept prior to the actual arrival of tumor cells in there, but physical 
evidence has been accumulating to demonstrate that primary tumors cultivate 
distant organs as soil in an endocrine manner ahead of tumor cells as seeds 
reach those destinations. In our experimental system of premetastasis, tumor 
cells are labeled by genetic integration of the neomycin-resistant gene for trac-
ing them within the implanted body and its copy number per lung lobe below a 
certain level as calculated by sensitive qPCR analysis is defined as premetasta-
sis.5 This condition reproducibly takes place when we implant a given number 
of tumor cells either ectopically or orthotopically and let them grow for a certain 
period of time (Fig. 6.3). Depending on the types of tumor cell lines, some of 
them metastasize to the lungs long after this premetastatic period. During the 
premetastatic period, the gene expression profile of the lungs changes as com-
pared to that of intact lungs and myeloid cells are mobilized from bone marrow 
to the lungs.

Isolated Lung Perfusion

Before plunging onto lung premetastasis, I will discuss a locoregional therapy 
for lung metastasis, that is, isolated lung perfusion (ILuP) plus or minus lung 
metastasectomy. The illustration of these cases can conveniently introduce the 
concepts of premetastasis.

An old medical literature with 5206 cases of lung metastasectomy tells us 
that median survival time (MST) of complete resection was 35 months as com-
pared to 15 months after incomplete resection.102 The situation after resection 
of the metastatic lung tumors is similar to that of primary tumor. In IluP with 
high-dose chemotherapy, both of the cannulated lung artery and veins are under 
extracorporeal circuit. To avoid lung damages on both sides by bilateral perfu-
sion, bilateral metastasis needs perfusion in a staged manner. This is followed 
by metastasectomy (Fig. 6.5). In a phase I clinical trial of ILuP with melphalan 
for 30 min in 23 patients mostly of renal and colon cancer, overall MST was 
84 months (95% confidence interval: 41–128).103 This trial in humans raises a 
number of fundamental issues:

1. Lung metastasis is recognized by clinical imaging and therefore treated. The 
treated lungs are a combined microenvironment of premetastasis and post-
metastasis. In addition to tumor cells, what else is affected? For example, 
recruited myeloid cells should also be influenced by ILuP.

2. High-dose chemotherapy can be feasible only in a locoregional manner due 
to systemic side effects and what medical doctors need to do is to target just 
an organ(s) of metastasis critical for prognosis. Since the peak concentra-
tion and area under the curve of melphalan, which causes DNA damage by 
alkylation, were 250- and 10-fold higher than those in systemic circulation, 
respectively,104 micrometastatic tumor cells that are invisible in the clinical 
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setting should be targeted under the high dose. The cancer stem cells (CSC) 
are more prone to lung metastasis as demonstrated in the CD90+ CD24+ 
CSC in MMTV-PyMT mouse breast cancer model.60 For example, 5-FU 
and oxaliplatin counter-selected CD26+ CSC-like population of tumor cells 
from colon cancer patients in vitro and in vivo in SCID mice.105 Although 
they show resistance to cytotoxic drugs, is elimination of CSC possible un-
der a high dose or other sort of cytotoxic agents as evidenced by the effec-
tiveness of cytotoxic farnesyltransferase inhibitor BMS-214662 in chronic 
myeloid leukemia stem cells?106

3. One phase I clinical trial used TNF-a in ILuP in 15 patients and showed 
only three patients with a short-term partial response.107 Is TNF-a useful or 
harmful?

FIGURE 6.5 ILuP and metastasectomy. The lungs of tumor-bearing mice, or patients are called 
premetastatic lungs, if they are theoretically devoid of tumor cells disseminated from the primary 
tumor (0) and are different from those without the primary tumor (−1). CSC-like population of 
 tumor cells in the primary tumor are prone to disseminate to the lungs as indicated by black dots  
[red in the web version] and their number expands during tumor progression.1–3 Removal of primary  
tumor at 3 could weaken the premetastatic soil thereby reducing their number.8–10 If not removed, 
each population may grow to form tumor cell clusters called micrometastasis but still beyond detec-
tion by clinical imaging studies as shown by white circles. Some of them may develop to clinically 
recognizable metastatic lung tumors5 from micrometastasis, resection of which by metastasectomy 
without that of the primary tumor 6 may leave its ability to maintain premetastatic soil, and other 
clinically detectable metastatic outgrowth in the lungs may take place.7 Depending on the timing of 
the primary tumor resection and its trait (e.g., if the primary tumor expresses an inhibitory angio-
genic factor such as thrombospondin-1), its removal could unleash the regrowth of micrometastatic 
tumors. The consequence may be the same as in 5–7 (59–79) or decrease of micrometastatic le-
sions11–13 in addition to CSC as shown in 8–9. ILuP at 11 or 69 is feasible.
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Molecular Biology of Premetastatic Lungs

By means of cDNA microarray analysis of lungs between tumor-bearing and 
nonbearing mice, we discovered upregulation of chemokines S100A8 and SAA3 
in the top 50 genes.5 Subsequently, we demonstrated that both are endogenous 
ligands for TLR4 that has been believed to be a molecular sensor for extrinsic 
pathogens recognizing LPS. Precisely, LPS, S100A8, and SAA3 bind MD-2 
(myeloid differentiation protein-2), the coreceptor of TLR4, on the plasma 
membrane.108,109 Upregulation of the endogenous ligands S100A8 and SAA3 
attracts TLR4-expressing BMDC. In other words, bone marrow misrecognizes 
those endogenous ligands as LPS derived from lung infection and mobilizes the 
myeloid cells there to battle against the phantom microbes. In fact, serum con-
centrations of S100A8 and SAA3 increase during the premetastatic period.6,110 
The recruited myeloid cells in the lungs establish a metastatic niche for metas-
tasizing tumor cells since blocking the myeloid cell mobilization into the lungs 
by neutralizing antibody against S100A8 or SAA3, or individual genetic KO of 
TLR4 or MD-2, or the TLR4 inhibitor eritoran capable of binding to MD-2, all 
of them not only resulted in reduction in the number of myeloid cells recruited 
in the lungs but also in inhibition of lung metastasis.5,44,61,109 Therefore, my-
eloid cell recruitment at least via TLR4 signaling through S100A8–SAA3 in the 
lungs is a prerequisite for metastasis. This would serve as an  answer to question 
one raised earlier.

I remind readers of the definition of inflammation in this article, that is, 
vascular permeability in addition to leukocyte mobilization (see section on Ele-
ments that Constitute Metastasis). S100A8 and SAA3 are potent permeability 
factors causing pulmonary vascular permeability to a level comparable to that 
induced by LPS and VEGF.61 As I stated earlier, vascular leakage activates the 
coagulation system with perivascular fibrin deposits. A comparative analysis of 
lungs of patients who died of cancer and by accident without any cancers re-
vealed that significantly increased expression of S100A8 and CCR2, the recep-
tor for CCL2, was observed in the lungs of tumor-bearing patients.61

Although other groups have also shown necessary conditions induced by 
innate immune responses for lung metastasis, they do not always underlie pre-
metastatic lungs. For example, David Lyden’s group showed that undefined 
tumor-derived factors upregulated fibronectin and CXCL12 in the lungs of 
tumor-bearing mice, which in turn attracted BMDCs that expressed the respec-
tive receptors, VLA-4 (very late antigen-4, CD49d/CD29) integrin and CXCR4 
in addition to VEGFR1.111 Michael Karin reported that versican, a proteogly-
can in the extracellular matrix, is produced from primary tumor, it binds and 
stimulates TLR2 in BMDC, which results in the secretion of TNF-a causing 
multiple organ metastasis.45 In this system, genetic KO of TNF-a but not IL-6 
abrogated metastatic progression of tumor cells. Given that TNF-a infusion in a 
phase I clinical trial of ILuP was almost ineffective, S100A8 and SAA3 can in-
duce expression of TNF-a and IL-6 and that anti-TNF-a and anti-IL-6 therapy 
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have been effective in rheumatoid arthritis (RA), there should be distinct and 
overlapping events between the inflammation-like state in lung metastasis and 
autoinflammatory disorders as exemplified by RA. This information would be 
useful to think of how to answer questions two and three discussed earlier. Phar-
macological targeting of CSC is still underway.

Then what factor(s) originated from the primary tumor is responsible for 
upregulation of those chemokines in the premetastatic lungs? We demonstrated 
that VEGF, TNF-a, and CCL2 are the major factors working in an endocrine 
fashion that are produced in the primary tumor and activate the paracrine system 
in the lungs involving S100A8 and SAA3 (Fig. 6.4). VEGF and TNFa in the se-
rum are necessary and sufficient for the pulmonary S100A8 induction in organ 
culture experiments, and they showed combinatory effects. Anti-TNF-a neu-
tralizing antibody could also inhibit S100A8 induction in tumor-bearing mice.5 
By utilizing individual KO mice of CCL2 and CCR2, we have also shown that 
CCL2 was necessary and sufficient to induce S100A8 and SAA3 expression in 
the lung areas with enhanced vascular permeability.61 S100A8 purified from 
mammalian cells stimulated microvascular ECs isolated from lungs to induce 
SAA3 expression. Synthetic SAA3 peptides were capable of inducing expres-
sion of TNF-a, IL-6, and SAA3 but not CCL2 in macrophages (Fig. 6.4).108

Defective Conservation of SAA3

Currently, much evidence is based on murine experiments. However, experimen-
tal results with higher large mammals may provide us with precious information 
valuable for clinical trials in humans. I have already reported in this article canine 
prostate cancer, swine metastatic lung tumor, and LPS-induced SAA3 expres-
sion in sheep. SAA proteins have four isoforms named SAA1 through SAA4. 
Here I focus on SAA3 since it is a good example to discuss partial conservation 
in evolution. SAA3 in humans and chimpanzee has been believed to be a pseu-
dogene in the previous literature112 and the predicted protein sequences retain 
only the first alpha helix out of five helices owing to a single base insertion in 
exon 2 generating unique 12 amino acids in the carboxyl-terminus (Fig. 6.6). 
We have discovered that chimeric SAA2-SAA3 mRNAs actively transcribed in 
human lung cancer cells with low but appreciable amounts of the translated pro-
teins.113 Interestingly, most of the 43–57 sequences in murine SAA3, which is 
the most potent portion in cell migration in vitro, are missing in the chimeric 
SAA2–SAA3 protein,108 and the chimeric protein changes its receptor from the 
TLR4/MD-2 complex to LOX-1, a receptor for oxidized LDL in ECs. A syn-
thetic human SAA3 peptide of 44-mer containing the unique 12 amino acids, 
which failed to bind TLR4/MD-2 complex, stimulated cell migration in a human 
monocytic cell line U937 cells endogenously expressing LOX-1 (A. Deguchi 
and Y. Maru, unpublished results). Although this suggests the conservation of 
biological effects even under the evolutionary change of ligand–receptor system, 
precise biological roles of SAA2–SAA3–LOX-1 still remain to be elucidated.
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While SAA1 and SAA2 are the major circulating monomeric isoforms 
in many species that are produced in the liver and bound to HDL, SAA3 is 
the dominant form in circulation in pigs after infection and SAA1 may be a 
pseudogene.114,115 Given the systemic nature of swine SAA3 not present in the 
HDL-rich serum but in the soluble fraction as multimers, it may display similar 
behaviors to SAA3 in other species except human and chimpanzee under pre-
metastatic conditions.

HOMEOSTATIC INFLAMMATION  
AND THERAPEUTIC TARGETING

In the danger hypothesis proposed by Polly Matzinger, the immune system is 
activated not by nonself but by damaged cells. What is recognized by immune 
cells includes substances that are self in physiological conditions but are trans-
formed to nonself by cellular mislocalization or conformational changes. For 
example, nucleosomal protein HMGB1 (high mobility group box 1) is released 
from damaged or necrotic cells to the extracellular space, where it never exists 
in normal settings and activates TLR4 in pathological circumstances (Fig. 6.7).

Recent evidence shows that HMGB1 is released under activation of inflam-
masome in a manner dependent on double stranded RNA-dependent protein 
kinase (PKR), which may accompany macrophage pyroptosis.116 HMGB1 is 
also one of the more than 20 proposed endogenous ligands for TLR4. Inflam-
masone is neither activated as monitored by caspase-1 activation (M. Takita 

FIGURE 6.6 Evolution of SAA3 proteins. SAA3 protein sequences except for those of chim-
panzee (Chimp) and human, are fully conserved in 56% of amino acid residues. In chimpanzee and 
human, the SAA3 gene is believed to be a pseudogene. Their amino acid alignments are deduced 
from the corresponding genomic sequences that contain one base insertion generating a frame shift 
and truncated protein if expressed.
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and Y. Maru, unpublished results),117 nor is HMGB1 upregulated in premeta-
static lungs. However, its expression levels increase after treatment with naph-
thalene, capable of inducing apoptosis specifically in club cells in the presence 
or absence of primary tumor.90 However, S100A8 and SAA3 are distinct from 
HMGB1 in that they are actively secreted to the extracellular space without 
cellular damages or cell death even in physiological condition. Their roles in 
normal settings should be elucidated in individual KO mice.

SAA3 is abundantly expressed in adipose tissues in obese mice and engaged 
in the recruitment of myeloid cells by working in concert with CCL2. SAA3-
KO exhibited resistance to obesogenic diet in female but not male mice, which 
is accompanied by diminished hepatic expression of SAA1 and SAA2,118 in-
dicating an essential role of SAA3 in adipose tissue remodeling at least in fe-
male mice. This sexual dimorphism suggests the presence of male specific and 
efficient compensation mechanisms by CCL2 in myeloid cell recruitment in 
adipose tissues.

SAA3-KO mice showed no prominent phenotypes in metastasis  experiments 
in our hands (T. Tomita and Y. Maru, unpublished results). In addition, given 
that SAA3 may be autoamplified in club cells and AhR can confer tolerance to 

FIGURE 6.7 Homeostatic inflammation includes danger signal. Danger signal is transmitted 
from damaged cells. The release substances could be converted from self to nonself. In premeta-
static lungs, expression of S100A8 is induced in ECs with subsequent activation of the paracrine  
system involving SAA3 amplification as shown in Figure 6.4. Toward S100A8 and SAA3 abundant-
ly expressed in the lungs, TLR4-expressing BMDCs are recruited. During the recruitment, tumor  
cells expressing TLR4 develop metastatic lesions releasing danger-associated molecular patterns 
(DAMP) such as HMGB1, which in turn activates the immune system. This is the danger signal in 
postmetastatic lungs.
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TLR4 signaling by LPS (see section on Lung Homeostasis), it can be assumed 
that the AhR-KO background could abolish the AhR-mediated resistance en-
hancing SAA3 amplification and subsequent lung metastasis. However, lung 
metastasis by intravenous injection of tumor cells in tumor-nonbearing mice 
was abolished in AhR-KO mice. Since this phenomenon took place irrespective 
of expression and activation levels of AhR in tumor cells by themselves,54 and 
AhR is constantly activated in aggressive tumors in general,119 precise contribu-
tion of AhR in premetastatic soil still remains to be elucidated. Since S100A8-
KO mice are embryonic lethal, we are currently trying to establish conditional 
S100A8-KO mice to uncover the homeostatic role of S100A8.

Antibodies can be raised against DNA in autoimmune diseases. In the 
 primary tumor microenvironment, tumor cells are always exposed to relative 
deficiency in oxygen and nutrition and therefore occasionally damaged. In 
combination with cytokine production, the tumor tissue is inflammatory. Under 
these conditions, antitumorigenic M1 type macrophages are educated to make 
a conversion to M2 type resulting in the expression of a set of protumorigenic 
genes in support of tumor progression. I believe that this process is irreversible 
as long as tumor cells are present, which was nicely described by Harold F. 
Dvorak as wounds that do not heal.120

On the other hand, there exist no tumor cells at least theoretically in premet-
astatic lungs. Myeloid cells, such as those doubly Gr1- and CD11b-positive, are 
increased in number but there is clear evidence to show neither the phenotypic 
shift of macrophages to M2 nor damaged cells releasing the transformed self. 
However, active secretion of S100A8 and SAA3 takes place in tumor-bearing 
mice, both of which activate TLR4 in lung cells as well as in bone marrow. 
Removal of the primary tumor from the tumor-bearing mice could reverse the 
increased number of Gr1+ CD11b+ cells and the upregulated S100A8–SAA3 
expression in the premetastatic lungs (T. Tomita and Y. Maru, unpublished re-
sults). And the true danger, which is the tumor cells metastasizing to the lungs, 
comes after this reversible process (Fig. 6.7).

Needless to say, the premetastatic microenvironment at least theoretically 
lacks any single tumor cell. However, when we think of therapeutic strategies 
against metastasis from the standpoint of the premetastatic microenvironment 
without tumor cells, good lessons derive from the studies of primary tumors. 
What is the difference between the two microenvironments in addition to the 
presence or absence of tumor cells? One of the clear differences is that the pri-
mary tumor microenvironment has macrophages (tumor-associated macro-
phage = TAM) and fibroblasts (carcinoma-associated fibroblast = CAF) that 
are closely associated with tumor cells. CAFs are positive in a-SMA (smooth 
muscle actin) and vimentin, originated from resident fibroblasts and/or bone-
marrow-derived mesenchymal cells and secrete CXCL12 and TGFb capable 
of inducing expression of CXCR4, the receptor for CXCL12, in tumor cells, 
inducing growth advantages in tumor cells. TAMs are of M2 type and differenti-
ated from resident macrophages and/or BMDCs. Reciprocal activation between 
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EGFR-positive tumor cells secreting CSF-1 and CSF-1R-expressing macro-
phages producing EGF has been proposed a long time ago by Jeffery Pollard.121

In premetastatic lungs we have failed to detect macrophage populations 
shifted toward M1 or M2. What is similar between the two microenvironments 
is the CCL2-dependent recruitment of myeloid cells. Hyperpermeability re-
gions in the premetastatic lungs of tumor-bearing mice are enriched in cells 
with higher expression levels of CCR2 and G-CSFR, with respect to low perme-
ability regions.61

Anti-CCL2 neutralizing antibody therapy can abrogate the influx of myeloid 
cells into not only primary tumors without changing their growth, but also into 
premetastatic lungs, resulting in reduced numbers of circulating tumor cells 
(CTC) and lung metastases. Although the antibody carlumab is currently under 
use in clinical trials, it was shown by murine experiments with breast cancer cells 
such as 4T1 that anti-CCL2 therapy for 14 days, followed by its discontinuation 
for 10 days, (during which the antibody is cleared out of circulation) induced 
rebound expression of CCL2 and IL-6 proteins in the lungs, which was accom-
panied by increase in pulmonary myeloid cells, CTC, and metastatic foci.122 The 
aggravation of metastasis could be prevented by administration of a CSF1R in-
hibitor or an anti-IL-6 antibody after cessation of the anti-CCL2 therapy. The 
ability of IL-6 to induce VEGF in myeloid cells may underlie the overshoot. 
The CSF1R inhibition depleted lung macrophages that are obligate partners for 
future metastasizing tumor cells from the primary site as in the case of primary 
tumor cells. In RCAS-hPDGFB/nestin-Tv-a;Cdkn2a−/− transgenic mice of a 
human glioblastoma multiform model, administration of the brain permeable 
CSF-1R inhibitor BLZ945, which showed 10,000-fold less affinity for PDGFR-
a and therefore could not efficiently inhibit pericytes, decreased numbers of mi-
croglia in normal brain but not of TAM due to glioma-derived survival factors 
such as GM-CSF, IFNg, and CXCL10.123 However, it shifted the M2 type of 
macrophages back to M1 thereby inhibiting their protumorigenic activity.

Given that both tumor cells and macrophages are the main source of VEGF, 
cessation of anti-CCL2 therapy is supposed to induce angiogenic activation in 
the lungs, which prepares a metastatic microenvironment suitable for growth of 
metastasizing tumor cells.

Upregulation of G-CSFR in the hyperpermeability regions in tumor-bearing 
mice may also serve as a good soil for G-CSF-producing tumor cells to achieve 
metastatic growth.61 G-CSF induces expression of Bv8 in myeloid cells, which 
is capable of inducing VEGF-independent angiogenesis and myeloid cell mo-
bilization.124 This is indeed one of the mechanisms of resistance against anti-
VEGF therapy. The source of G-CSF includes tumor cells transformed by the 
Ras-MEK pathway125 and host CAF through NFkB and Erk signaling. Resis-
tance to anti-VEGF therapy could be overcome in IL-17R-KO (precisely, IL-
17A binds to a heterodimer of IL-17RA and IL-17RC, and here IL-17R-KO 
means KO of IL-17RC) or G-CSFR-KO. Also, IL-17A from tumor-infiltrating 
Th17 cells induces G-CSF in CAF.126
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Thus, the premetastatic microenvironment is always ready to respond to 
VEGF-dependent and -independent angiogenic activation, as well as to estab-
lish tumor cell–stromal cell obligate interactions immediately after tumor cell 
arrival. To prevent metastatic growth, it is reasonable to abrogate signaling by 
CSF-1R, IL-6R, and G-CSFR during the period when primary tumor cells start 
to disseminate.

Then what is the relationship between endogenous TLR4 ligands and those 
growth factors? By utilizing KO mice and stimulation experiments in organ 
culture of lungs, we have shown that CCL2–CCR2 signaling is necessary and 
sufficient for the expression of S100A8 and SAA3 in the lungs of tumor-bearing 
mice.61 Therefore, if anti-CCL2 therapy needs caution as described earlier, anti-
S100A8 antibody therapy or anti-TLR4/MD-2 strategy, such as eritoran, may 
be useful. We have shown that targeting S100A8 resulted in the inhibition of 
primary tumor growth and metastasis,109 which was accompanied by decreased 
numbers of not only TAM in the primary tumor but also of Gr1+ CD11b+ 
BMDC in the premetastatic lungs. Given that an obligatory relationship be-
tween tumor cells and TAM that are converted from recruited myeloid cells can 
upregulate endogenous TLR4 ligands not only in the primary tumor (through 
primary tumor-derived chemokines such as CCL2 and VEGF in a paracrine 
manner), but also in the premetastatic lungs through the same chemokines in 
an endocrine manner, it is ideal to inhibit both by endogenous ligand inhibitors.

Gr1+ CD11b+ cells in tumor-bearing mice appear to acquire their T cell-
suppressing functions (myeloid-derived suppressor cells, MDSC) through ar-
ginase-1 and iNOS in a manner dependent on their localization in the body.127 
A series of adoptive transfer experiments utilizing congenic mice revealed that 
Gr1+ CD11b+ cells from the spleen with less suppressor functions exhibited 
strong suppressive activities as early as 4 h after their transfer to the tumor 
microenvironment where hypoxia was shown to be responsible for the conver-
sion. Spleen, blood, and tumor of tumor-bearing, but not of nontumor-bearing, 
mice have lower numbers of MDSCs in the genetic background of IL-17R-
KO than wild-type mice with reduced expression levels of Arginase-1, MMP9, 
and S100A8/S100A9,128 suggesting that IL-17 is necessary for MDSC devel-
opment. Therefore, IL-17 and S100A8 would be reasonable targets to prevent 
lung metastasis. There is no hypoxic soil in premetastatic lungs of tumor-bear-
ing mice and clear evidence must still be obtained to support that BMDCs in 
 premetastatic lungs have suppressor functions.
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INTRODUCTION

Activation of the immune system is often associated with symptoms resem-
bling those seen in mental disorders, such as fatigue, loss of appetite, depressed 
or irritable mood, and sleep disorders.1 Conversely, high-dose cytokine treat-
ments with, for example, interferons, commonly cause psychiatric symptoms, 
ranging from mood disturbance to psychosis and delirium.2 Neurotropic viruses 
preferentially infect neurons and can cause severe, sometimes fatal brain in-
flammation, encephalitis, which in most cases includes psychiatric symptoms.3 
Autoimmune diseases are risk factors of major mental disorders.4–6 The mecha-
nisms linking dysregulated immune system to major mental disorders have been 
studied intensively in the recent years.

Inflammation represents an adaptive response to any condition perceived as 
potentially dangerous to the host, which aims at removal of the danger, induc-
tion of tissue repair, and restoration of tissue homeostasis.7 Conceptually, in-
flammation can be viewed as a four-stage process, including a triggering system 
(the danger), a sensor mechanism (danger receptors), the transmission of signal 
and the production of mediators, and the activation of cellular effectors.7 A pri-
mary inflammatory response called innate immunity, is set in motion by a wide 
variety of infectious and noninfectious stimuli, from exogenous or endogenous 
sources.7

There is a reciprocal regulation of immune response and central nervous 
system (CNS) function, as also reported in the preface to this book.8 CNS 
is involved in sensing and regulating peripheral inflammation.9 The brain re-
ceives signals indicating inflammation through several routes, including spe-
cialized cells in the brain vasculature, choroid plexus and circumventricular 
organs, through toll-like receptors (TLR), and cytokine receptors in the brain.9 
In addition, peripheral afferent nerves elicit neural reflexes, which regulate the 
immune response. For example, the “inflammatory reflex” of the vagus nerve, 
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which  includes a sensory arm in the afferent vagus and a motor arm in the ef-
ferent vagus nerve, has been shown to regulate T cells, which in turn produce 
acetylcholine required to control innate immune responses.10 The mechanisms 
through which the CNS can regulate the peripheral immune system include 
stress responses by the hypothalamic–pituitary–adrenal (HPA) axis and re-
sponses mediated by the sympathetic nervous system.8 Even more important 
for the repercussions on psychiatric diseases may be the multiple roles of mi-
croglia, the tissue-resident macrophages in the CNS.

Microglia are the effectors and regulators of CNS homeostasis, and their 
dysfunction contributes to many neurodegenerative diseases.11 Microglia origi-
nate from hematopoietic stem cells in the yolk sac, from which they migrate 
toward the developing CNS. In addition to microglia, the brain also contains 
macrophages in the outer boundaries of the brain, such as choroid plexus and 
the meninges. Microglia monitor their environment constantly and respond to 
even minor changes.12 While they are the first-line defense against pathogens in 
the CNS, they also monitor the functional state of synapses, eliminate defunct 
synapses, and control synaptogenesis.12 Thus, in the absence of inflammation, 
they have a neurosupportive role.12

Cytokines are important messenger molecules of the immune system. They 
are peptide molecules that are mainly produced by cells of the immune system 
but also by other cell types. Although their main role is exerted in the coordina-
tion of the immune system, they have been shown to be important for neural de-
velopment and function, paralleling the role of microglia.13 For example, tumor 
necrosis factor (TNF)-a and IL-1b are involved in homeostatic synaptic plas-
ticity by increasing excitatory and decreasing inhibitory synaptic strength.14 
They contribute to the temporal regulation of neurogenesis and gliogenesis, 
progenitor migration, proliferation and axon pathfinding, and development 
of microglia during the fetal development.13 Some cytokines, such as IL-1b,  
TNF-a, and INF-g, have stressor-like effects on the CNS, including changes 
in tryptophan metabolism, HPA axis, and brain-derived neurotrophic factor 
(BDNF) expression.1,15

Neurogenesis refers to the process by which new neurons are generated from 
neural stem cells. In the adult brain, neurogenesis occurs in the subventricular 
zone of the lateral ventricles and in the hippocampus, and neurons formed in 
the subventricular zone migrate toward the striatum to develop into mature neu-
rons.16 Cytokines have an important regulatory role in all processes related to 
neurogenesis.16 For example, IL-1a and IL-4 promote neurogenesis, whereas 
IL-1b and TNF-a decrease neurogenesis and increase gliogenesis.16

One common feature in severe mental disorders is stress and activation 
of the HPA axis, one of the primary neural systems governing the stress re-
sponse. The stress response of the HPA axis involves activation of the corti-
cotropin-releasing hormone (CRH) neurons in the paraventricular nucleus of 
the hypothalamus, which causes the release of CRH into pituitary circulation. 
CRH stimulates secretion of adrenocorticotrophic hormone (ATCH) from the 
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 pituitary gland into the bloodstream, which in turn stimulates the adrenal gland 
to secrete glucocorticoids, mainly cortisol, which is the main stress hormone 
of the body acting in several tissues. Cortisol, in turn, inhibits CRH production 
in the hypothalamus and pituitary gland in a negative feedback loop to control 
the stress response. Dysregulation of the HPA axis is a common feature in many 
psychiatric disorders. For example, in the early stages of psychotic disorders, 
basal cortisol level is elevated, and administration of exogenous glucocorticoid 
does not lead to suppression of cortisol secretion.17 The same abnormality has 
been seen in depressive disorders.18 Glucocorticoids exert immunomodulatory 
functions by acting on every immune cell type.19 In acute stress, activation of 
the glucocorticoid receptors in leukocytes by cortisol, results in suppression 
of proinflammatory gene networks, antiviral gene programs, and induction of 
anti-inflammatory genes.8 In chronic stress, glucocorticoid receptors become 
desensitized to elevated glucocorticoid levels in the circulation, resulting in a 
significant reduction in glucocorticoid-mediated transcription, which explains 
why the anti-inflammatory response diminishes.8 Glucocorticoid receptors are 
abundant in the microglia, and depending on the nature and chronicity of the 
stressor, glucocorticoids can drive the microglia toward tissue maintenance/re-
pair or damage.19

The other arm of stress response mediated by the sympathetic nervous sys-
tem stimulates proinflammatory genes.8

Cytokines, especially INF-g, stimulate the conversion of tryptophan into 
kynurenine via the kynurenine (KYNA) pathway.20 This has several conse-
quences. While the conversion of tryptophan into serotonin is reduced, kynuren-
ine is also an antagonist of glutamate receptors.20 It inhibits all three ionotropic 
excitatory glutamate receptors (NMDA, kainate, and AMPA). Disturbance in 
glutaminergic transmission in turn, is one of the hallmarks of psychotic disor-
ders. Activation of the KYNA pathway may be one factor linking inflammation 
to psychiatric disorders.20,21 However, kynurenine produced from tryptophan is 
also a ligand of the aryl hydrocarbon receptor (AhR), a ligand-operated tran-
scription factor, which is essential for endotoxin tolerance.22 Endotoxin toler-
ance is a regulatory, anti-inflammatory response that aims to reduce the negative 
impact of infection on the host fitness.22

Oxidative stress plays a crucial role in the development and perpetuation 
of inflammation. Oxidants affect all stages of the inflammatory response, in-
cluding the release from damaged tissues of molecules acting as endogenous 
danger signals, their sensing by innate immune receptors from the Toll- and 
NOD-like receptor families, induction of an assembly of multiprotein inflam-
matory complexes called the inflammasomes in the tissues, and the activation of 
signaling pathways initiating the adaptive cellular response to such signals.7,23 
Lowered or impaired antioxidant defenses is one potential mechanism involved 
in a delayed emergence of anomalies driven by developmental alterations of 
schizophrenia.24,25 Excessive reactive oxygen species (ROS) production in psy-
chiatric patients is caused by cumulative effects of genetic factors, for example 
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a mitochondrial dysfunction,25 severe psychological stress and environmental 
factors (excessive food intake, physical inactivity, smoking), but also, for ex-
ample, nutrition, alcohol consumption, and infectious diseases.25,26 Major tar-
gets of oxidative stress are proteins, lipids, and DNA. Oxidative stress can affect 
prefrontal cortex function and cause cell damage or death via several mecha-
nisms.24–26 Furthermore, many synaptic proteins include regulatory redox sites; 
for example, NMDA receptors become hypofunctional following oxidation. In-
deed, redox and glutamatergic systems are intimately dependent.27

PSYCHOTIC DISORDERS: NEURODEVELOPMENTAL 
DISORDERS WITH A NEUROPROGRESSIVE COMPONENT

Psychotic disorders are severe mental disorders, which have reality distortion as 
their core feature. Psychotic symptoms include delusions, hallucinations, dis-
organized speech, and bizarre or catatonic behavior. Their lifetime prevalence 
in the adult population is 3–4%, the most common being schizophrenia with 
about 1.0–1.5% lifetime prevalence.28,29 Their onset peaks in late adolescence 
and early adulthood.29 Psychotic disorders are commonly divided into nonaf-
fective, schizophrenia-like psychoses, and affective psychoses. Affective psy-
choses comprise bipolar I and II disorders with psychotic features, and major 
depressive disorder with psychotic features. However, the symptoms of different 
psychotic disorders overlap.30 They can be grouped into five main categories: 
(1) delusions and hallucinations, which are called positive symptoms; (2) lack 
of motivation, reduction in spontaneous speech, and social withdrawal, which 
are called negative symptoms; (3) cognitive difficulties, such as difficulties in 
memory, attention, and executive functioning – the cognitive-symptom dimen-
sion; (4) affective symptoms, that is, depressive and manic symptoms; and (5) 
disorganization, which includes disorganized speech and bizarre behavior. The 
symptom profile of different patients varies considerably even within the same 
diagnostic category, and the longitudinal course of psychotic disorders is vari-
able. Most commonly, acute psychotic episodes are followed by periods when 
patients have residual symptoms, such as negative symptoms and cognitive dif-
ficulties. Full remission between episodes is common in affective psychoses but 
rare in schizophrenia. It is also possible to have only one psychotic episode in a 
lifetime, but these acute and transient psychotic disorders are rare.28

Psychotic disorders are complex, multifactorial disorders caused by a com-
bination of genetic and environmental risk factors. Estimates of heritability for 
schizophrenia and bipolar I disorder, the most common psychotic disorders, 
vary from 65% to over 80%,31–33 suggesting that the genetic contribution to the 
risk of these disorders is substantial. Environmental risk factors can be grouped 
into biological, such as prenatal infections and insults, psychosocial, such as 
traumatic experiences, and lifestyle-related, such as cannabis use.

The current consensus is that schizophrenia has a neurodevelopmental com-
ponent, although it is uncertain whether this also applies to late-onset cases. 
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Disturbances of brain development begin prenatally, and environmental insults 
further affect postnatal brain maturation during childhood and adolescence.34 
The contribution of neurodevelopmental factors in other psychotic disorders is 
not that well established. For example, the decline in cognitive functioning has 
been found in adolescents who later developed schizophrenia and other nonaf-
fective psychoses but not in adolescents who later developed bipolar disorders.35 
Nevertheless, the genetic risk variants of schizophrenia and affective psychoses 
converge into the same biological pathways involving histone methylation pro-
cesses and multiple immune and neuronal signaling pathways,36 suggesting that 
their etiological mechanisms are at least partly shared. Patients with clinical 
high risk state, that is, with distressing psychotic symptoms, have subtle brain 
structural changes, for example, smaller gray matter volume in some frontal 
and temporal areas than healthy controls, and some of these predict the onset of 
psychotic disorder.37 Furthermore, structural brain changes, for example, thin-
ning of cortical gray matter, progress from clinical high risk state to the onset 
of psychosis and during the first years of illness,38,39 suggesting that there is 
also a neurodegenerative component in the illness. A recent study of patients  
with clinical high-risk symptoms found that elevation in an aggregate measure 
of serum levels of proinflammatory cytokines, an index described in detail by 
Cannon et al., predicted steeper gray matter loss in frontal cortical areas, par-
ticularly in high-risk patients who transitioned to psychosis during follow up.38 
This suggests that inflammation may be involved in neurodegenerative changes 
occurring in psychotic disorders.

In the further sections, we review studies on the possible role of innate im-
munity in the pathophysiology of psychotic disorders in different stages of 
illness. We consider possible confounding factors, which may explain innate 
immune responses in psychotic disorders, and review trials of anti-inflammato-
ry drugs as adjunctive medication in psychotic disorders.

PRE- AND PERINATAL EXPOSURES

Several prenatal exposures increase the risk of schizophrenia, including maternal 
infections, obstetric complications, low birth weight, starvation, and severe trau-
matic events.40–44 It has been suggested that a common mechanism behind these 
exposures is the activation of maternal immune responses, which could harm the 
developing fetal CNS.40 Indeed, there is supporting evidence on the elevated levels 
of interleukin (IL)-8, TNF-a, complement factor C1q, and C-reactive  protein (CRP) 
during pregnancy in mothers of offsprings who developed schizophrenia.45–48 
Animal studies have also shown that prenatal exposure to  influenza virus infec-
tion or immunostimulating antigens, such as (polyriboinosinic- polyribocytidilic 
acid (polyI:C)) or bacterial lipopolysaccharides (LPS) causes changes in the brain 
development, behavior, and gene expression in the offspring.49 These changes re-
semble those seen in animal models of schizophrenia and tend to be more severe 
if the exposure occurs early in fetal development.49
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In contrast, newborns, who as adults are diagnosed with schizophrenia, do 
not have evidence of immune activation. Gardner et al. investigated the new-
born serum concentrations of nine acute-phase proteins in 196 individuals with 
a verified register-based diagnosis of nonaffective psychosis and 502 controls 
matched on age, sex, and hospital of birth, and found that higher concentrations 
of three acute-phase proteins – tissue plasminogen activator, serum amyloid P, 
and procalcitonin – were protective against developing nonaffective psychosis.50 
An even larger Danish study of newborn serum samples found no significant dif-
ference between the level of 17 inflammatory markers (including IL-1b, IL-6,  
IL-8, IL-12, IL-18, interferon (IFN)-g, transforming growth factor (TGF)-b,  
and CRP) in people who later developed schizophrenia and in age-matched 
controls.51 These studies suggest that schizophrenia is not associated with an 
activation of the newborn immune system.

CHILDHOOD AND ADOLESCENCE EXPOSURES

Childhood infections seem to be risk factors of psychotic and mood disorders; 
especially hospital-treated bacterial infections and viral CNS infections are asso-
ciated with increased risk of schizophrenia and other psychotic disorders.4,52–54 
These may reflect adverse effects of severe infections on the developing brain, 
or increased susceptibility to severe microbial infections. Supporting the hy-
pothesis that inflammation may be harmful to the developing brain, higher level 
of IL-6 at the age of 9 years has been associated with increased risk of mood dis-
orders and psychotic-like experiences at the age of 18 years.55 However, patients 
with schizophrenia and bipolar disorder have increased risk of infections, such 
as influenza and pneumonia, after the onset of psychotic disorder, suggesting 
that one feature related to these disorders might be an increased susceptibility  
to infections.56,57

Inflammation could be the underlying mechanism as to how some childhood 
and adolescent exposures increase the risk of psychotic disorders. For example, 
childhood maltreatment is associated with increased risk of psychotic disorders 
and with elevated CRP and other proinflammatory markers later in life.58,59 In 
line with this, CRP levels were increased in patients with first-episode psychosis 
with a history of childhood maltreatment but not in those who did not have a 
history of trauma.60

Different exposures may also have synergistic effects. This was elegantly 
shown in an animal study where mice were first exposed to prenatal immune ac-
tivation, which was induced by polyI:C.61 Later, the offspring were exposed to 
variable and unpredictable stress during peripubertal development. While both 
stressors had independent effects on brain development, a synergistic effect of 
prenatal immune activation and peripubertal stress were seen in sensorimotor 
gating deficiency, as assessed by the paradigm of prepulse inhibition of the 
acoustic startle reflex, as well as in behavioral hypersensitivity to psychotomi-
metic drugs, which are deficits seen in genetic mouse models of schizophrenia. 
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Furthermore, combined prenatal immune activation and peripubertal stress led 
to a 2.5–threefold increase in hippocampal and prefrontal expression of markers 
characteristic of activated microglia and elevation of proinflammatory cytokines 
in the respective brain areas.61

GENETIC EVIDENCE OF THE CONTRIBUTION OF 
IMMUNOLOGICAL FACTORS TO PSYCHOTIC DISORDERS

Large genome-wide association study (GWAS) consortiums have consistently 
identified the human leukocyte antigen (HLA) locus in chromosome 6 as the 
genetic region most significantly associated with schizophrenia,62 although no 
individual HLA allele has been definitely identified as a risk factor for schizo-
phrenia. In addition, when the credible sets of causal genetic variants were 
mapped onto sequences with epigenetic markers characteristic of active enhanc-
ers in different tissues and cell types, schizophrenia associations were strongly 
enriched at enhancers that are active in cells and tissues of the immune system, 
particularly cells of the adaptive immune system.60 A further analysis of this 
dataset with other psychiatric GWAS consortia revealed that immune pathways 
are important in several psychiatric disorders.36 As in the schizophrenia GWAS 
analysis, these immune pathways were particularly associated with adaptive 
 immunity.

Velocardiofacial syndrome or 22q11.2 deletion syndrome is the strongest 
known risk factor for psychotic disorders: over 40% develop psychotic disor-
ders in adulthood.63 Interestingly, the syndrome also causes thymic hypoplasia 
in over 80% of the cases, which in turn causes multiple abnormalities in differ-
ent T cell populations, particularly in regulatory T cells.64 The genes within the 
22q11.2 deletion region that are responsible for elevated psychosis risk have 
not been identified, and the possible role of a dysfunctional immune system in 
causing psychosis risk has not been investigated.

Numerous studies on individual genes or gene pathways related to the im-
mune system in schizophrenia have been conducted and are not reviewed here. 
Currently, genes related to the immune system are among the most investigated 
putative risk genes of psychotic disorders.

INNATE IMMUNITY DISTURBANCES IN PEOPLE  
WITH PSYCHOTIC DISORDERS

Acute-phase proteins are proteins whose plasma concentration increases or de-
creases at least 25% during inflammatory disorders.65 The most widely studied of 
these is CRP. People with schizophrenia and other nonaffective psychotic disor-
ders as well as people with bipolar disorder have elevated levels of CRP,66,67 and 
elevated CRP was shown to predict the development of schizophrenia in general 
population studies.68 Several other acute-phase proteins show also alterations 
in schizophrenia, similarly to other brain diseases.69 Of negative acute-phase  
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proteins that decrease during inflammation, low albumin levels predicted con-
version to psychosis in patients with relevant risk symptoms.70

Cytokines are the most widely studied innate immunity markers in psychot-
ic disorders. The major innate immunity cytokines are IL-1a, IL-1b, IL-6, and 
TNF-a. According to a meta-analysis of patients with schizophrenia, IL-1b 
and IL-6 are elevated in acute psychosis but are normalized with antipsychot-
ic treatment, whereas TNF-a, remains elevated even following antipsychotic 
treatment.71 Elevated IL-1b may also predict transition to psychosis in young 
people with psychosis risk symptoms.72 In bipolar disorder, concentrations of 
TNF-a, soluble tumor necrosis factor receptor type 1 (sTNFR1), and soluble 
IL-6 receptor (sIL-6R) were significantly higher in bipolar patients compared 
with healthy controls in a meta-analysis.73 Of them, sTNFR1 and sIL-6R were 
higher in manic than in depressive states.73 In addition to these innate im-
munity cytokines, a variety of others have been investigated. The findings 
from a meta-analysis for schizophrenia71 are summarized in Table 7.1 and 
for bipolar disorder73 in Table 7.2. Of note is that findings between different 
studies are heterogeneous, and therefore also meta-analyses have produced 
somewhat different results because the inclusion and exclusion  criteria have 

TABLE 7.1 Significant Changes in Serum Cytokines in Patients with 
Schizophrenia Versus Healthy Controls According to a Meta-Analysis 
by Miller et al.71

Drug-naïve first-
episode psychosis

Acutely relapsed 
inpatients

Changes following 
antipsychotic 
treatment

IL-1b 0.60 (0.37–0.84)* Not available −0.45 (−0.70 to −0.20)

IL-2 NS NS NS

IL-6 1.40 (1.14–1.65) 0.96 (0.74–1.18) −0.31 (−0.54 to −0.08)

IL-8 NA 0.59 (0.18–1.00) NA

IL-10 NA −0.57 (−0.98 to 
−0.17)

NA

IL-12 0.98 (0.61–1.35) NA 0.33 (0.06–0.60)

IL-1RA NA 0.49 (0.07–0.90) NA

sIL-2R 1.03 (0.55–1.52) NS 0.30 (0.01–0.60)

IFN-g 0.57 (0.24–0.90) 0.49 (0.18–0.80) NS

TGF-b 0.48 (0.22–0.74) 0.53 (0.26–0.79) −0.37 (−0.63 to −0.11)

TNF-a 0.81 (0.61–1.01) 0.73 (0.46–0.99) NS

NS, no significant difference between cases and controls or before and after treatment; NA, not 
available, no studies from this patient group.
*Mean effect sizes and 95% confidence intervals are presented for statistically significant changes.
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differed (e.g., Munkholm et al.74 for bipolar disorder and Tourjman et al.75 for 
the effect of antipsychotics on cytokine levels).

Many findings in acute psychosis and in prodromal stages of psychotic dis-
orders suggest an activation of macrophages/monocytes (reviewed by Bergink 
et al.).76 In line with this, a study in which whole blood samples from people 
with schizophrenia, bipolar disorder, and healthy controls were cultured with 
TLR agonists for 24 h, an exaggerated release of proinflammatory cytokines 
was seen in response to stimulation with TLR-2-, TLR4-, and TLR-8 agonists.77 
However, studies that have specifically focused on monocytes suggest that they 
may be functioning inefficiently. In one study, monocytes showed an activation 

TABLE 7.2 Significant Changes in Serum Cytokines in Patients with 
Bipolar Disorder Versus Healthy Controls According to a Meta-Analysis 
by Modabbernia et al.73

Total Euthymic Manic Depressive

IL-1b NS 0.37 (0.11–0.62)* NA NA

IL-2 NS NS NS NS

IL-4 0.46 
(0.12–0.80)

NS NS NS

IL-6 NS NS 0.62 
(0.02–1.22)

NS

IL-8 NS NS NA NA

IL-10 0.28 
(0.06–0.50)

NS 0.27 
(0.04–0.50)

0.39 
(0.13–0.65)

IL-1RA NS 0.32 (0.05–0.60) 0.55 
(0.25–0.86)

NA

sIL-2R 0.41 
(0.25–0.58)

0.37 (0.18–0.55) 0.75 
(0.49–1.01)

NA

sIL-6R 0.36 
(0.05–0.67)

0.45 (0.07–0.84) NS NA

IFN-g NS NS NS NA

TNF-a 0.60 
(0.15–1.05)

NS 0.55 
(0.03–1.07)

NS

sTNFR1 0.62 
(0.34–0.90)

0.65 (0.43–0.88) 0.89 
(0.61–1.18)

NA

CCL2 NS NS NA NA

NS, no significant difference between cases and controls; NA, not available, not measured separately 
according to current mood state.
*Mean effect sizes and 95% confidence intervals are presented for statistically significant changes. 
Findings are presented for all studies and for different affective states compared to controls 
 separately whenever information is available.
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of genes characterized by different sets of transcription/mitogen-activated pro-
tein kinases regulating factors in schizophrenia and bipolar disorder, although 
one set of genes was downregulated in schizophrenia.78 On the other hand, in 
a study that compared monocytes derived from people with schizophrenia and 
healthy controls before and after stimulation with either LPS or polyI:C found 
that the intracellular IL-1b concentration was lower in monocytes from people 
with schizophrenia than in those from healthy controls before and after stimula-
tion.79 In the same study, the expression of toll-like receptors three and four was 
elevated in people with schizophrenia before the stimulation, but increased less 
after stimulation.79 A different pattern was observed for IL-6: it was lower in 
people with schizophrenia before stimulation, but increased more after stimula-
tion.80 Together, these findings suggest that monocyte functioning is dysreg-
ulated in schizophrenia. Furthermore, this dysregulation seems to be present 
together with reduced numbers and reduced proliferation activity of circulating 
lymphocytes, in particular of T cells.21,76 However, the findings across studies 
are not consistent, probably because of the clinical heterogeneity of psychotic 
disorders.

Oxidative stress results in the release of enzymes, “redoxkines,” which am-
plify signals of the TNF-a-induced inflammatory response and have also other 
cytokine-like activities, linking oxidative stress to innate immunity.81 Some 
 reviews summarize considerable evidence for an association of lowered or 
 impaired antioxidant defenses with psychotic disorder.25,26,82 Overall, the evi-
dence so far is moderate for a role of oxidative stress at illness onset, suggesting 
interesting perspectives of early intervention by redox modulation.83,84 Some 
evidence for an imbalance of antioxidant defenses can be also found at later 
phases of the illness.82

One pathway from systemic innate immunity activation to psychotic disor-
ders may be a shift in the kynurenine pathway metabolism toward formation 
of KYNA, an antagonist of the glutaminergic NMDA receptors. Elevated brain 
KYNA levels have been observed in postmortem studies of brains of patients 
with schizophrenia.20 Excessive KYNA leads to reduced NMDA receptor activ-
ity, and this may be relevant, for example, to cognitive deficits in schizophrenia 
and major depression.20 On the other hand, some of the metabolites of the KYNA 
pathway are neurotoxic, which may also be relevant for the pathophysiology of 
these disorders.20 However, kynurenine has also an important anti-inflammatory 
role in endotoxic tolerance,22 and therefore activation of kynurenine pathway 
metabolism activation might have differing tissue- and phase-dependent effects.

On the whole, elevated innate immunity markers have been associated with 
clinical features of psychotic disorders, although a consistent pattern has not 
emerged and several studies have found contradictory results. Among the con-
firming findings, elevated CRP and IL-6 have been associated with insidious 
psychosis onset, duration of illness, and chronic schizophrenia course with 
mental deterioration as well as poorer cognitive functioning.85 In another study, 
cytokines and chemokines of the IL-17 pathway correlated with more severe 
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positive and negative symptoms.86 In a large clinical study sample, the CRP 
levels at acute stages of schizophrenia or bipolar disorder did not differ statisti-
cally, both groups having elevated CRP levels.87 The association of CRP and 
IL-6 is not specific for psychosis since it is also seen in unipolar major depres-
sive patients.87,88 However, a gene expression study of monocytes in patients 
with schizophrenia, bipolar disorder, and controls showed similarities and dif-
ferences in immune gene activation, suggesting that the pathology is not identi-
cal in both conditions.78 Systemic innate immunity markers, particularly IL-6 
and CRP, have been also correlated with brain structural changes in patients 
with first-episode psychosis and schizophrenia,89,90 and an aggregate index of 
proinflammatory cytokines predicted steeper gray matter loss in frontal cortical  
areas in high-risk patients who transitioned to psychosis during follow-up.38 
The results suggest that an abnormal activation of innate immunity may contrib-
ute to brain structural changes in psychotic disorders.

MICROGLIA IN PSYCHOTIC DISORDERS

The microglia hypothesis of schizophrenia suggests that microglia are in a pro-
inflammatory state in schizophrenia, and contribute to neuronal pathology as-
sociated with the disease.91 Neuropathological studies have found evidence of 
microglial activation and proliferation particularly in the white matter, while 
results concerning gray matter have been inconsistent.92 A few studies have 
investigated the association of inflammatory gene expression and gray and 
white matter pathology, and have also found associations especially with white 
matter pathology.92 Furthermore, some studies have found that the number of 
macrophages and activated lymphocytes were increased in people who had 
schizophrenia with acute psychotic episode.93,94 There is an overexpression of 
several immune-response-related genes and downregulation of genes related to 
oxidative phosphorylation in the postmortem brain of patients who had schizo-
phrenia.95 A study comparing gene expression in postmortem brains of patients 
who had schizophrenia, bipolar disorder, and controls, found an even stronger 
upregulation of innate immunity-related genes in bipolar disorder compared to 
schizophrenia.96

Positron emission tomography studies have investigated microglial activa-
tion in vivo using (11C)-(R)-PK11195, a peripheral benzodiazepine receptor 
(TPSO) ligand. Using this method, two small studies of patients with recent 
onset schizophrenia or schizophrenia spectrum psychosis found evidence of 
microglial activation in the brain of patients with schizophrenia compared to 
matched controls, one study finding microglial activation in hippocampus and 
the other in the total gray matter.97,98 A study using a second-generation TPSO 
ligand [18F]-FEPPA found no evidence of microglial activation in patients with 
schizophrenia.99 However, Doorduin et al.97 and Van Berckel et al.98 investigat-
ed young patients with recent onset psychosis or schizophrenia, whereas Kenk 
et al.99 investigated older and more chronic patients. The only study conducted 
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in bipolar disorder, using (11C)-(R)-PK11195, found evidence of microglial ac-
tivation in the hippocampus in patients with bipolar I disorder.100

Overall, not only there is support for the activation of microglia in psychotic 
disorders, but also some negative findings.

NEURONAL AUTOANTIBODIES AND PSYCHOSIS

Over the recent years, a number of neuropsychiatric syndromes mediated by 
brain-reactive antibodies have been identified.101,102 Anti-NMDAR encephalitis 
was originally identified in young women with ovarian teratoma who had an 
encephalitis with prominent psychiatric manifestations. Later, it was noted that 
anti-NMDAR encephalitis can exist without an association with cancer.102 For 
some time, it was believed that even 10% of schizophrenic patients could actu-
ally have such encephalitis etiology behind their symptoms based on the studies 
reporting mostly IgA or IgM antibodies to NMDAR in clinically schizophrenic 
patients.3 However, it appeared that IgA and IgM antibodies seem to be unas-
sociated with clinical features, rather they are equally common in controls. At 
the same time, most research suggests that IgG GluN1 antibodies are specific 
for anti-NMDAR encephalitis.3 GluN1 is glycosylated in transfected cells and 
several rat brain regions. The region around the glycosylation site GluN1-N368 
controls recognition by patients’ antibodies, but glycosylation itself is neither 
necessary nor sufficient for antibody staining.103 Other antibrain antibodies as-
sociate with encephalitis with psychotic symptoms in case reports.76

MICROBIOME AND INFLAMMATION  
IN PSYCHOTIC DISORDERS

Gut microbiome has an important role in health and disease. One of the main 
roles of gut microbiome in mammals is that it guides the maturation and func-
tioning of a host immune system, tuning it toward effector or regulatory di-
rections.104 Furthermore, intestinal microbiota, gut, and CNS interact, form-
ing the microbiome–gut–brain axis.104 This occurs via afferent and efferent 
neural, endocrine, nutrient, and immunological signals.104 For example, some 
intestinal microbes cause anxiety- and depression-like behavior as well as 
modulate GABA-ergic, glutaminergic NMDA, and serotonergic 5HT1A recep-
tors in the brain,105–108 whereas germ-free mice exhibit reduced anxiety-like 
behavior.107,108

Several studies have found evidence of gastrointestinal (GI) inflammation in 
schizophrenia. Antibodies to anti-Saccharomyces cerevisiae, a marker of GI in-
flammation, are elevated in people with first-episode psychosis, schizophrenia, 
and bipolar disorder.109,110 Furthermore, serological surrogate markers of bacte-
rial translocation correlated with serum CRP levels,111 suggesting that GI in-
flammation may contribute to systemic low-level inflammation. A contributing 
factor may be increased GI permeability, which is supported by studies finding 
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elevated antibodies against food in people with schizophrenia.112 These find-
ings suggest that people with psychotic disorders may suffer from GI inflam-
mation and “leaky gut,” which may contribute to immunological alterations in 
psychotic disorders.

AN IMMUNE-MEDIATED TWO-HIT MODEL FOR PSYCHOSIS

Animal models of psychotic conditions (maternal stress and inflammation 
paradigms) suggest an immune-mediated model for the etiology of psycho-
sis.49,76,113 According to it, in genetically susceptible individuals, environmental 
influences (infection or stress in utero or early life, representing first hits) induce 
excessive inflammatory activation of monocytes/microglia, resulting in changes 
in the HPA axis functioning. These lead to developmental brain abnormalities 
(a vulnerable brain) with primed microglia, for example, microglial dysfunction 
in supporting neuronal growth and axon guidance for important brain areas. The 
second hit occurs later in the form of various environmental or endogenous al-
terations, including microbes, stress, puberty, hormonal changes at postpartum 
period, or exposure to cannabinoids.114 These lead to a further and excessive 
activated microglia resulting in abnormalities of the neuronal circuitry in the 
brain and psychosis.76

The theory is based on animal models where induced maternal infection or 
otherwise induced inflammatory response can disrupt fetal brain development via 
upregulation of proinflammatory cytokines within the placenta, fetal circulation, 
and the fetal brain.49,76,115 A prenatal viral infection can have an effect on gene ex-
pression in the brain postnatally, with differences in the affected genes and brain 
areas depending on the timing of the infection.49 Many of these genes are associ-
ated with hypoxia, inflammation, and schizophrenia. Animal models thus show 
that prenatal infection can lead to long-term changes in brain morphology and 
behavioral development, which manifest as neuropathology. In adulthood, this 
leads to abnormalities of behavior, psychophysiology, cognition, and neurochem-
istry.115 The interaction of maternal infection and later stress leading to illness-
related behavior cited earlier is seen as supporting evidence for this model.61

Findings in animal models are consistent and highly interesting, especially 
because some changes can be reversed with medication.115 At the same time, 
they cannot be generalized to humans. First, the exposure to infectious and 
noninfectious stressors in animal models is extreme, as compared to infec-
tions and stress in humans.49 Also, direct evidence for the model in humans 
is lacking. Association of prenatal infections with increased risk of psychotic 
disorders,114,115 and peripheral monocyte activation,116 altered cytokine activ-
ity, microglia activation and gene expression in the brain,92 altered brain energy 
metabolism,117 and association of microglial and astroglial pathology, and sys-
temic level of innate immunity cytokines and chemokines, with white and gray 
matter  pathology in patients with psychotic disorders, provide indirect evidence 
for the aforementioned theory.49,92,114,117,118
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CONFOUNDERS

Several conditions associated with chronic inflammation are more common 
in patients with schizophrenia and other psychotic disorders than in the gen-
eral population. These include obesity, metabolic syndrome, and type 2 dia-
betes.119 The most common abnormality seen in patients with schizophrenia 
is abdominal obesity, which is over four times more common in these patients 
than in general population controls.119 In visceral obesity, both macrophages 
of the white adipose tissue and enlarged adipocytes produce proinflammatory 
cytokines.120 However, while this comorbidity has been shown to influence the 
levels of inflammatory markers in studies investigating patients with multiple 
episode psychotic disorder,121 it is rarely present in first-episode patients122 who 
nevertheless have elevations in various proinflammatory cytokines.71

Lifestyle-related and socioeconomic factors that could also contribute to the 
association between psychotic disorders and inflammation include smoking,123 
alcohol use,124 diet,125 poor physical condition,126 sleep,127 and low socioeco-
nomic status in childhood128 as well as in adulthood.129 Each of these is more 
common in people with schizophrenia, and each have been associated with al-
terations of the immune system. In studies that have been adjusted for several 
of these factors, the association between inflammation and psychotic disorders 
has been attenuated.130 Furthermore, for example, the possible role of sleep 
disturbance in inflammation related to psychotic disorders has not been studied.

Most importantly, antipsychotic medication affects the immune system. 
According to meta-analyses of patients with schizophrenia, spectrum psycho-
ses followed up after the initiation of antipsychotic treatment, there is a sig-
nificant decrease of proinflammatory cytokine levels following antipsychotic 
treatment, suggesting that antipsychotics have an anti-inflammatory effect.71,75 
However, these changes may also reflect indirect effects related to alleviation 
of psychotic symptoms, such as improved sleep and decreased agitation. Fur-
thermore, in vitro studies have found that different antipsychotics have different 
effects on the immune system. For example, clozapine and risperidone seem to 
have an inhibitory effect on Th1 differentiation and cytokines, whereas the same 
was not observed for haloperidol.131,132 Other medications that are commonly 
used in the treatment of psychotic disorders, such as antidepressants, also have 
anti-inflammatory properties.133 Interestingly, some animal studies suggest that 
antipsychotics also affect gut microbiota, and this might contribute to weight 
gain associated with antipsychotic treatment.134 Such mechanisms could also 
explain some of the effects of antipsychotics on inflammatory markers.

Oxidative stress is a shared factor in psychosis and metabolic disorders. 
 Assies et al. suggested that the imbalance in oxidative stress regulation of 
psychotic patients is mediated by changes in lipid metabolism, as also seen in 
metabolic comorbidity.26 Consistent with this, alterations in lipid metabolism 
associated with cognitive functioning and brain structural changes have been 
identified in schizophrenia.135
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PSYCHOSIS AS COMPARED TO AUTOIMMUNE DISORDERS

Affective and nonaffective psychosis possess many clinical features shared by 
autoimmune diseases.76 First, they are etiologically multifactorial, with a poly-
genic inheritance and requiring exposure to one or more environmental fac-
tors. Second, psychotic disorders show familial association of psychotic and 
autoimmune disorders in the first-degree relatives, and autoimmune and chronic 
inflammatory conditions are associated with increased risks of psychotic disor-
ders.4,5 Also, psychotic disorders have a typical course of progression from sub-
clinical to clinical disease, and show cyclical exacerbation-remission patterns 
especially when affective symptomatology is present. Interestingly, this course 
pattern in psychotic symptoms seems to be associated with a similar pattern of 
inflammatory response. In schizophrenia, where the psychotic symptoms are 
often persistent, some cytokines are elevated only during acute episodes, while 
others at acute and chronic illness.71 In bipolar disorders, interepisode partial or 
full remission is rather a rule and, by definition, psychotic symptoms are present 
only at mania or major depressive episode. Interestingly, changes in cytokine 
profile are clear in a manic episode, while a trait-like inflammatory response re-
mains more disputable.73 However, only sporadic cases of primary psychosis are 
reported to be etiologically autoimmune, caused by, for example, autoantibodies 
against neuroreceptors, which interfere with their functioning.3 For example, in 
anti-NMDA receptor encephalitis, IgG antibodies to NMDA receptors induce a 
reversible internalization of the receptors from synaptic and extrasynaptic space, 
leading to increased excitability, neurological, and psychiatric symptoms.3

ANTI-INFLAMMATORY DRUGS AS ADJUNCTIVE  
MEDICATION IN PSYCHOTIC DISORDERS

An adjunctive anti-inflammatory medication especially at illness onset is theo-
retically interesting, for example, because of the findings linking inflammation 
to progressive brain structural changes. So far, no strong conclusions of potential 
compounds or effectiveness of specific compounds can be made since most of the 
study samples have been small and heterogenic in terms of symptoms or phase of 
the illness. Few studies used a setting of a strict intervention study. In a meta-anal-
ysis,136 aspirin (mean weighted effect size [ES]: 0.3, n = 270, 95% CI: 0.06–0.537)  
and n-acetyl cysteine (ES: 0.45, n = 140, 95% CI: 0.112–0.779) showed signifi-
cant effects on symptom severity in schizophrenia. However, the dose of aspirin 
had been 1000 mg daily, which as a long-term medication could cause signifi-
cant side effects. Celecoxib, minocycline, davunetide, and fatty acids showed 
no significant effect on symptoms of schizophrenia.136 Other randomized con-
trolled trials (RCTs) in schizophrenia suggesting some efficacy of adjunctive 
anti-inflammatory treatment include three pilot RCTs with  pregnenolone, two 
RCTs with dehydroepiandrosterone and dehydroepiandrosterone-sulfate, and 
one with l-theanine.137
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In patients with a clinical high risk of psychosis, one randomized controlled 
trial on omega-3 fatty acids suggested a beneficial effect for a 12-week course of 
nutritional supplementation compared with placebo.138 However, another large 
randomized controlled trial with ethyl-eicosapentaenoate in people with schizo-
phrenia spectrum psychoses found it to worsen psychotic symptoms.139 In terms 
of potential side effects, omega-3 fatty acids are safe to use.140

Based on a recent review of anti-inflammatory treatment in bipolar disorder, 
evidence is strongest for an effect of n-acetyl cysteine in bipolar depression. 
Although several studies were available, for other compounds and interventions 
in mania, the evidence is insufficient to draw any conclusions.141

Immune-system-based interventions in psychosis have to face several chal-
lenges. First, modifying the function of immune pathways may have systemic 
side effects. Second, identification of patients who would benefit from such 
a therapy will be challenging, because the peripheral or imaging biomarkers 
might not be sufficiently specific and sensitive. Third, it is likely that the maxi-
mum benefit from an immune intervention would be in early life, during the 
initial immune system hyperactivation in genetically susceptible individuals, 
long before the disease is diagnosed and at a time point when a perceived risk 
of developing schizophrenia will hardly justify aggressive therapeutic interven-
tions. In the future, personalized analysis may be helpful. For example, people 
with schizophrenia and elevated CRP had better treatment responses with ad-
junctive aspirin,142 and higher baseline erythrocyte membrane concentration of 
a-linolenic acid, the shortest chain fatty acid in the w-3 family, predicted better 
treatment response in the mentioned omega-3 fatty acid trial.143

Targeting inflammatory pathways opens numerous hypothetical new options 
of adjunctive, also nonmedical treatment. These are as diverse as glycomimetic 
targets aiming at reducing viral damage in the brain by reducing inflammation, 
promoting cell proliferation, enhancing synaptic plasticity,144 and targeting the 
purinergic P2 receptors to reduce neuroinflammation.145 Interventions also aim 
at reducing oxidative stress, and changing gut microbiome, including probiotic 
supplementation.

FUTURE DIRECTIONS

We have reviewed evidence for an imbalance in inflammatory mechanisms at 
perhaps all stages of inflammation in psychotic patients: an oversensitive trig-
gering system for exogenous and endogenous danger (e.g., stress response), a 
modified sensor mechanism (e.g., pattern recognition receptors), imbalance of 
signal transmission and production of mediators in numerous innate immunity 
signaling pathways (e.g., lower anti-inflammatory and higher proinflammatory 
cytokines, the kynurenine pathway), and altered activation of cellular effectors.

It is evident that monocyte, cytokine, and T cell aberrancies are only found in 
subgroups of patients with psychosis and often overlap with findings in healthy 
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control subjects. The findings are also largely shared by all major psychiatric 
disorders, at least schizophrenia, bipolar disorder, major depressive disorder, 
and partly autism, although there are also differences, for example, in immuno-
logical gene expression. Numerous possible confounders are identified and also 
shared by other psychiatric illnesses. Based on current evidence from human 
studies, there is not enough evidence to state that immune system deregulation 
or an immune-related trigger causes psychosis. Nevertheless, current research 
suggests that the immune system is involved at least in a subgroup of patients 
with psychosis. Immune activation could also be seen as a phenomenon second-
ary to the disease state. It is also possible that the activation of innate immunity 
response is an etiological factor behind somatic comorbidity and has no direct, 
independent etiological role in psychosis.

Etiological and intervention studies including patients across categori-
cal diagnostic boundaries are needed to further evaluate the specificity of the 
aforementioned findings. Further clinical studies are warranted especially in 
high-risk patients and at early illness onset. Longitudinal studies comparing 
inflammatory measures at acute phase and remission at an individual level are 
needed to get information about the dynamic changes in inflammatory response, 
whereas mediating and moderating factors, such as stress and sleep, would de-
serve more attention. Outcome measures should also include, in addition to 
categorical diagnosis and symptom measures (psychosis, mania, depression), 
measures of cognitive impairment, and brain imaging reflecting neuroinflam-
matory processes and neurodegeneration. The possible role of gut microbi-
ome in immunological alterations should be investigated. Anti-inflammatory 
intervention studies aiming at reducing metabolic side effects of current anti-
psychotics are also warranted. Any intervention study should monitor specific 
inflammatory markers (hCRP, oxidative stress, etc.) to identify the individuals 
most likely to respond and to investigate the correlation between change and 
treatment outcome.

A detailed understanding of the molecular mechanisms at work in virally 
and other induced neuroinflammation is crucial if researchers are to uncov-
er ways to regulate aberrant cytokine-induced initiation and propagation of 
 neuronal damage. Precise predictive models of the prodromal phase of neuro-
degeneration will provide guidance for designing potential intervention regi-
mens that delay disease onset. To this end, investigation of immune alterations 
should be more specific, focusing on specific cell types, whose functioning 
should be studied more closely. Also, cerebrospinal fluid (CSF) should be 
investigated more often, and blood and CSF samples should be collected and 
analyzed from the same individuals in order to understand similarities and 
differences. In particular, peripheral biomarkers that would reflect central 
inflammation would be highly valuable. Such work could provide guidance 
for designing potential intervention regimens that delay psychosis onset and 
progression.
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INTRODUCTION

Interferons (IFNs) are a class of proteins synthesized and secreted by most cell 
types that elicit pleiotropic biological effects. They are named after the ability 
to interfere with viral infections of animal cells. Yet, after the serendipitous dis-
covery of their antiviral activity,1 IFNs were shown to exert a plethora of regula-
tory, and effector biological functions. Thus, IFNs can affect cell proliferation, 
differentiation, and also play a pivotal role in the innate immune system and in 
the regulation of the adaptive immune response.2 IFNs can modulate the bal-
ance between pro- and antiinflammatory mediators secreted by T lymphocytes 
and antigen-presenting cells, which may be associated with detrimental or ben-
eficial effects for the host.3 To date, three distinct categories of IFN molecules 
are known, that is, types I, II, and III IFNs. As for type I IFNs, a major role in 
the homeostatic control of the inflammatory response has been clearly demon-
strated, as well.2

Type I IFNs include different families: IFN-a, IFN-b, IFN-w, IFN-k,  
IFN-ε, IFN-τ, IFN-, and IFN-d.4 IFN-a represents a multigene family coding 
for different proteins, named subtypes.5 In this respect, human, porcine, and 
mice IFN-a systems consist of a multigene family with 30, 17, and 14 intron-
less, functional genes, respectively.6–8 In humans, the IFN-a gene family is lo-
cated on the short arm of chromosome 9, consisting of 13 functional genes and 
1 pseudogene; differently, this gene family is located in mice on chromosome 4, 
including 14 functional IFN-a genes and 3 pseudogenes.9,10 The porcine IFN-a 
gene cluster is located in chromosome 1;11 this gene family shares 96–99.8% 
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and 91.1–100% homology at the nucleotide and amino acid level, respectively;5 
yet, different IFNs-a show profound differences in their biological effects.12

Concerning type II IFN, there is one molecular species only (IFN-g), pro-
duced by T lymphocytes and natural killer (NK) cells; this IFN family is lo-
cated on the long arm of chromosome 12 in humans and on chromosome 10 in 
mice.13 The expression and release of this protein is mediated by T helper (Th) 
1 cytokines like IL-12 and it is crucial for the control of intracellular pathogens 
(viruses and intracellular bacteria) and tumors.

Regarding type III IFNs, these include three molecular species: IFNs l1, 
l2, and l3, also named interleukin (IL)-29, IL-28A, and IL-28B, respectively, 
showing similar biological properties.14 At the amino acid level IFN-l2 and 
IFN-l3 are highly similar with 96% of sequence identity, while IFN-l1 shares 
approximately 81% of sequence identity with IFN-l2 and IFN-l3.15 Phyloge-
netically, type III IFNs are closely related to type I IFN and IL-10 gene fami-
lies,14 showing at the amino acid level 15–19% homology with type I IFNs and 
11–13% homology with IL-10. This shows that type III IFNs are more closely 
related to type I IFNs than IL-10,15 and probably represent the ancestral IFN 
molecule that resulted into intronless type I IFNs.4

The biological effects of IFNs are mediated through IFN-regulated genes. 
Three major IFN-regulated pathways involving RNA-dependent protein kinase 
(PKR)/the eukaryotic initiation factor (eIF)-2a system, 2-5A synthetase/RNase 
L system, and Janus kinase (JAK)/signal transducer and activator of transcrip-
tion (STAT) system have been identified. The PKR/eIF2a system mainly medi-
ates type I IFN effector functions, and the protein synthesis factor eIF-2a works 
as target of PKR-induced effects in this pathway.16

The effects of IFNs are exerted after binding to specific receptors (Fig. 8.1). 
The type I IFN receptor (IFNAR I) belongs to the class II family of cytokine 
receptors and consists of two chains of transmembrane glycoproteins, named 
IFNAR1 and IFNAR2, respectively;17 the IFN-l receptor system is composed 
of IL-10 receptor-b and IL-28 receptor-a. The IFN-g receptor, consisting of the 
IFNgR1 and IFNgR2 subunits, is structurally and functionally different from 
the types I and III receptors.18

BIOLOGICAL FUNCTIONS

The IFN system plays a pivotal role in the innate immune system and in the 
regulation of the adaptive immune response. Also, recent evidence accumulated 
in farm animals, humans, and mice points at type I IFN as a crucial homeostatic 
system, aimed at avoiding unnecessary tissue damage and waste of food energy 
as a result of a dysregulated inflammatory response.2 On the whole, there is 
strong evidence that IFN responses are displayed by the host toward successful 
adaptation to infectious and noninfectious stressors. As such, the IFN system is 
constantly operated through mechanisms of constitutive gene expression and 
possible low-grade protein release.19 In this conceptual framework,  constitutive 



Modulation of the Interferon Response  Chapter | 8    193

production of IFN-a can be recognized in human and porcine PBMC, and pro-
tein can be either released or maintained in intracellular stores.20,21 An overt 
IFN response with moderate to large protein release takes place through pe-
culiar mechanisms after exposure to infectious and noninfectious stressors.22 
The same biological functions were not shown by type III IFNs; their func-
tions could be partly distinct from type I IFNs because of the low-level tissue 
 expression of the type III receptor complexes.

FIGURE 8.1 Activation of classic JAK–STAT pathways by interferons in response to 
 different stimuli. IFNAR I and II, the two subunits of type I IFN receptor; JAKs, Janus activated  
kinases; TYK2, tyrosine kinase 2; IFNGR1 and IFNGR2, the two subunits of IFN-g receptor; STAT 1  
and 2, signal transducer and activator of transcription 1 and 2; IRF9, IFN-regulatory factor 9; ISREs, 
IFN-stimulated response elements; GAS, IFN-g activated site.
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These findings outline a major role of type I IFNs in the process of environ-
mental adaptation, which prompted us to analyze in this review the expression 
of IFNs following exposure to noninfectious stressors as diverse as weaning, 
transportation, pregnancy, toxins, and cancer cells.

CONSTITUTIVE EXPRESSION

The IFN system has been progressively reappraised as a fundamental physi-
ological regulator associated with crucial homeostatic functions for the host’s 
survival. As such, a few members of the aforementioned IFN families show 
low-grade constitutive expression in tissues as gene and protein in healthy 
subjects, not exposed to detectable, infectious or noninfectious stressors. In 
particular, strong evidence points at the constitutive expression of type I IFNs 
in different organs and tissues as a foundation of homeostatic control in the 
immune system, and in other physiological control circuits. The first reports 
about spontaneous IFN production by leukocytes and bone marrow cells of 
healthy individuals date back to the 1960s.23,24 Later on, a physiological role 
of IFNs was postulated in the early 1980s by Velio Bocci25 on the basis of the 
antiviral activity detected in uninfected tissue extracts. As indicated in a recent 
review,26 IFN-b plays the most important role in constitutive expression, which 
has at least four aims:

1. Maintenance of hematopoietic stem cells.
2. Sustaining crucial immune cell functions: myeloid cell function and 

 macrophage homeostasis, survival and proliferation of CD8+ blasts, main-
tenance of NK cell functions, and maintenance of IFNg-dependent antiviral 
responses.

3. Bone remodeling.
4. General maintenance of homeostasis and priming of cells for rapid, robust, 

innate, and adaptive immune responses.

In particular, constitutive expression of IFN-b is induced by a peculiar occu-
pancy profile of the positive regulatory domains of the IFN-b promoter by AP-1 
and NF-kB components, which differs from acutely induced IFN expression.26 
In addition to that, IFN-b is also an immediate early IFN protein as a result of 
primary, IRF 3-driven stimulation, its expression being conducive to a further, 
wider boost of type I IFN responses.27 The low basal expression level of type 
I IFNs results in weak signaling and intracellular tyrosine phosphorylation of  
IFNAR-1, the type I IFN receptor a-chain. The signal does not elicit the 
signaling cascade that leads to transcriptional activation of IFN-response 
genes.28

Strong evidence of constitutive expression has been accumulated for IFN-a 
in humans,21 mice,10 and pigs.20–29 The evidence accumulated so far in the pig 
model indicates that constitutive expression can vary in terms of intensity and 
panel of involved IFN-a subtypes, in the framework of a constant  expression of 
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the IFN-b gene.29 In this scenario, direct and circumstantial evidence points at an  
important role of IFN-a at vanishingly low concentrations in the fine tuning 
and control of the inflammatory responses in tissues.2–30 Tissue concentrations 
are of paramount importance. The proinflammatory effector functions of high 
titered IFN-a are exerted in the framework of innate immune responses to mi-
crobial stressors. However, the low tissue concentrations of IFN-a (≤10 U/mL)  
in the late phases of microbial infections and under healthy conditions underlie 
a major shift to a potent anti-inflammatory activity, based on transcriptional 
and post-transcriptional control of genes coding for inflammatory cytokines, 
pathogen-associated molecular pattern (PAMP) receptors (e.g., CD14) and, 
possibly, other undetected structures.2 This kind of regulation can be repro-
duced by second messengers released by lymphoid cells stimulated with very 
low concentrations of IFN-a, as shown in several models of low dose, oral, 
IFN-a treatment.31 Most important, this assumption is in agreement with the 
very potent anti-inflammatory control actions exerted in vitro by IFN a-treated 
tonsil cells.32 These activities mainly consist of a post-transcriptional regu-
lation of inflammatory cytokines through different, nonmutually exclusive, 
dose-dependent pathways: mRNA stability control by tristetraprolin induc-
tion,33 TAM receptor-mediated activation of SOCS proteins through IFNAR I 
signaling,34 and downregulation of CD14 expression.35 As expected, inability 
to produce IFN-a is associated with recurrent inflammatory disorders, such as 
chronic vestibular inflammation in women,36 allergic asthma in children,37 and 
chronic idiopathic urticaria.38 In addition to these regulatory functions, there is 
also evidence that constitutively produced IFNs a/b play a preventive role in 
cellular transformation. The weak signal generated by these IFNs can prevent 
cells from transforming by hitherto-unknown pathway(s) downstream of type 
I IFN receptor.19

The aforementioned findings stress the importance of IFNs in diverse ho-
meostatic control circuits in the host. These crucial functions imply a fine-tuning 
and adjustment of IFN responses following exposure to diverse environmental 
stimuli. Such a fine regulation is afforded by a continuous adjustment of minute 
gene and protein expression levels and, most importantly, by the heterogeneity 
of IFN families. In this respect, 16 porcine IFN-a genes expressed in mammali-
an cells were shown to exert significantly different antiviral, anti-inflammatory, 
and immunoregulatory control actions at low, autocrine/paracrine concentra-
tions, despite limited nucleotide and amino acid divergence (C. Zanotti and M. 
Amadori, unpublished results). This finding underlies in the authors’ opinion 
powerful coping responses of the host, based on continuously changing ratios 
among IFN-a subtypes and expression levels. Poor and/or defective regulation 
of these steady-state responses underlies a risk factor for the development of the 
aforementioned disease types.

Constitutive IFN gene expression coexists with a subsequent profile of 
expression induced by infectious and noninfectious stressors. This concept is 
of paramount importance. IFN-inducing, infectious or noninfectious stressors 
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 exert their effects in the host in the presence of an ongoing type I IFN response. 
In the case of IFN-a, the previous levels of IFN-a gene expression are sub-
stantially unaffected by, for example, a viral agent in vitro22 and in vivo,39 the 
 difference being the production and release of IFN-a proteins at detectable lev-
els.22 Therefore, IFN protein expression might be the possible result of side 
signals leading to a higher stability of mRNAs following removal of inhibitors 
at their 39 untranslated regions (39 UTR). In particular, as in other cytokine 
gene models, AU-rich (ARE) sequences in the three9 untranslated region of IFN 
mRNAs are probably a key target of post-transcriptional control actions,40 and 
several models of gene expression support this tenet.

On the basis of the aforementioned concepts, the noninfectious stressors 
dealt with in this chapter should be viewed as elements modifying the profile 
of an ongoing IFN-a response in terms of protein expression and/or inducing 
de novo expression of further IFN families and/or types.

STRESS, TISSUE DAMAGE, AND IFN RESPONSES

Noninfectious stressors often cause inflammatory responses and tissue dam-
age, which may be associated with detectable IFN responses. Such responses 
to tissue damages can be accounted for by damage-associated molecular pat-
terns (DAMPs), released by damaged tissues, and including ATP, the cytokine  
IL-1b, uric acid, the calcium-binding, cytoplasmic proteins S100A8 and 
S100A9, and the DNA-binding, nuclear protein HMGB1.41 DAMPs can sig-
nal through pattern-recognition receptors like toll-like receptors (TLRs).42 It 
should be stressed that TLR ligands can induce the expression of all IFN-a, -b,  
and -l (Type III) subtypes in plasmacytoid dendritic cells, whereas TLR-
4 or  TLR-3 stimulations induce only IFN-b and IFN-l gene expression in 
monocyte-derived DC.43 Interestingly, the inflammasome reaction triggered 
by DAMPs41 generates IL-1b and IL-18, which can also sustain type I IFN 
responses.22 In particular, a robust induction of IL-1b and IL-18 is caused by 
ATP through the P2X-7 receptor.44 In this respect, IL-1b and IL-18 represent a 
common, final outcome of both microbial and nonmicrobial stresses involved 
in the generation of innate immune responses in tissues. As such, it could prove 
to be a unifying conceptual key of infectious and noninfectious stressors with 
respect to IFN responses. In addition to that, IL-18 in association with IL-12 
(Th1 environment) is a very potent inducer of IFN-g,45 which sets another ra-
tional link between tissue damage, inflammation, and IFN responses. Another 
important link is the expression of stress antigens (MIC A and B, ULBP 1–3) 
in diverse cell types after exposure to infectious and noninfectious stressors. 
These antigens are recognized by gd T and NK cells in the framework of the 
“lymphoid stress surveillance response,” that is, the network of lymphocyte 
populations, which recognize neoantigens like MIC on stressed cells,7 exposed 
to events as diverse as heat shock, infections, DNA damage, and so on. Stress 
proteins are ligands for activating cell receptor NKG2D, expressed on NK 
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cells, CD8+ ab T cells, and gd T cells. NKG2D ligands can give rise to IFN-
g responses,46 being thus another fundamental link between tissue damage-
related stress and IFN responses.

As already shown for microbial infections,47 moderate IFN responses are 
likely to exert a favorable influence after exposure to noninfectious stressors, 
while the excessive ones may contribute to immunopathology. Interestingly, the 
expression of antiviral IFN stimulated genes (ISGs) is highly sensitive to IFN 
induction, whereas potentially dangerous ISGs (IL-6, CXCL11, and TRAIL) 
require 100-fold higher IFN concentrations.47

HUMAN MODELS

The occurrence of IFN responses to noninfectious stressors in humans has been 
reported for a long time. Thus, over 30 years ago, IFN responses were reported 
in vivo in models of human autoimmune disease like systemic lupus erythe-
matosus, vasculitis, rheumatoid arthritis, scleroderma, and Sjogren’s syndrome, 
often with a positive correlation between IFN response and disease activity.48 
In the same years, human B-lymphoblastoid cell lines were shown to produce 
IFN-a constitutively and IFN-g after heat shock.49 These early findings were 
later confirmed on PBMC of human blood donors; an IFN-g response was ob-
served at 39–41°C, which was inhibited by antibodies to MHC class II; this re-
sponse was accompanied by enhanced proliferation of PBMC and an increased 
 immunoglobulin production.50 On the whole, these early data provided evidence 
that the IFN system could be activated also in humans by diverse noninfectious 
stressors and sometimes contribute to pathogenesis and disease progression.

After these early reports, other noninfectious stimuli were shown to induce 
diverse IFN responses, and the molecular basis of such responses was partly 
clarified. Among noninfectious stimuli, even fundamental physiological control 
mechanisms were shown to induce IFN responses. Thus, there is evidence that 
humans can mount antibody responses to their self IFN proteins.51 Interesting-
ly, such neutralizing antibodies to IFNs can cause an IFN response in human 
cells. This implies the activation of the transcription factor ISGF3 and the ex-
pression of IFN responsive genes.28 The stimulatory capacity of anti-IFN-a/b 
antibodies was related to autocrine production of very low IFN levels, involved 
the type I IFN receptor, and was dependent on the Fc antibody domain.28 These 
findings underlie the crucial importance of an effective, steady-state control of 
IFN responses by the host. The host’s control strategy dictates the need for an 
antibody response to self IFN molecules, as previously shown in sera of human 
patients after viral infections, showing detectable levels of anti-IFN-g antibod-
ies.52 Interestingly, low titered antibodies to IFN-g can be also revealed in sera 
of healthy, uninfected subjects. These antibodies can inhibit the expression of 
HLA-DR antigens induced by IFN-g, and interfere with the proliferation of 
lymphocytes and the generation of cytotoxic lymphocytes.52 Apart from the 
 serious problems posed to IFN-based therapies,51 this kind of regulation is 
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not surprising if one considers that natural or therapy-induced antibodies to 
 interleukin (IL)-1,  IL-2, IL-6, IL-10, granulocyte colony-stimulating factor, 
granulocyte–macrophage colony-stimulating factor, insulin, and recombinant 
factor VIII have been also reported in humans.53 In this conceptual framework, 
Ab to IFNs are instrumental in controlling inflammation and tissue damage 
associated with high titered cytokine responses. At the same time, they can 
promote low titered autocrine and paracrine IFN responses probably contribut-
ing to the same control actions.

IFN responses to tissue damage can be observed in humans experiencing 
chronic degenerative diseases. Thus, intermittent interferonemia can be dem-
onstrated in patients with multiple sclerosis (MS), often showing expression 
of IFN-a genes in brain and nonbrain tissues. Interestingly, such an expression 
was also detected in the same study in patients with other neural diseases, and 
patients with other illnesses.54

As for autoimmune diseases, an involvement of IFN in active Lupus pa-
tients has been known since 1979.55 The reasons underlying IFN responses (a 
mixture of IFN-a subtypes or IFN-a and IFN-g) and their role in the patho-
genesis of the disease were extensively investigated in the following years. 
It was thus recognized that IFN-a responses are caused in these patients by 
apoptotic blebs incorporating nucleosomes, containing nucleic acids and oth-
er endogenous danger ligands. Therefore, such a response is associated with 
 increased production, defective handling, and presentation of autoantigens 
during apoptosis. Unabated activation of DCs by IFN-a sustains the presen-
tation of autoantigens and the production of relevant Ab.56 As in the case of 
antibodies to self IFNs, an apparently harmless biological function (sensing 
endogenous nucleic acids during apoptosis) can turn into a dangerous inducer 
of dysregulated IFN responses, leading to serious clinical consequences for the 
host. Thus, IFN-a should be regarded as a double-edged sword. On the one 
hand abnormal responses in tissues can be associated with serious diseases. On 
the other hand, the same IFN molecules under different conditions (concentra-
tions, subtype mixture, timing, and tissue compartment) can exert opposite, 
therapeutic effects. Thus, as reported in a previous review paper of ours,2 oral, 
low dose IFN-a treatment proved effective in patients having active Sjogren’s 
syndrome, that is, an autoimmune disease characterized by inflammation of the 
exocrine glands and secretory failure. This is the outcome of a dysregulated 
activation of the type I IFN system in plasmacytoid dendritic cells after expo-
sure to RNA-containing immune complexes. Likewise, parenteral high dose 
IFN-a treatments exert proinflammatory control actions, which may coexist 
with opposite effects in the digestive tract of patients with ulcerative colitis and 
Crohn’s disease.2 Most important, a dysregulated type I IFN response in tissues 
can undermine fundamental regulatory circuits of innate immunity in macro-
phages, which turns IL-10 into a potent proinflammatory cytokine.57  IL-10 and 
IFN-g-associated responses may thus cause a gain of proinflammatory activity, 
as shown in human models of endotoxemia.58
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ANIMAL MODELS

Weaning Stress

Weaning is a physiological event in mammals, which occurs when dam milk 
production is progressively reduced and the cub is able to find and utilize feed 
on its own. It is a stepwise process, whereby cubs get access to solid food 
during lactation, and gradually decrease suckling as a function of increasing 
age and feed availability.59 On the contrary, weaning is usually a very stress-
ful event for farmed piglets, which experience at 20–28 days of life a sudden 
separation from the sow, mixing with other litters, end of lactation immunity, a 
novel environment, and change of feed and gut microbiota with an alteration of 
 intestinal barrier functions.60 Moreover, changing the feeding regime at wean-
ing causes histological and morphological changes in the intestine, which are 
detrimental to an immature digestive system. In this phase, the main metabolic 
responses are characterized as diet–dependent and diet–independent; in particu-
lar, McCracken et al.61 demonstrated that major metabolic and immunologi-
cal responses, that is, decreased plasma glucose, increased plasma glucagon, 
fibrinogen, and interleukin (IL)-1, were diet independent. In this scenario, a lot 
of scientific contributions highlighted an inflammatory response to the early 
weaning (EW) stress in pigs, characterized by increased serum level of IL-6 
and TNF-a.62,63 Moreover, Hu et al.63 demonstrated that EW determines also an 
increased IFN-g gene expression (P < 0.05) until day 7 after weaning, which 
is associated with alterations of the intestinal barrier and decreased expression 
of tight junction proteins.64 This inflammatory response induces in turn a low 
titered IFN-a response in piglets at day 6 after weaning, which probably checks 
IFN-g and other proinflammatory cytokines.65 This assumption was confirmed 
in trials of oral, low dose IFN-a treatment of piglets at weaning.62–65 The potent 
anti-inflammatory control actions of IFN a-treated pig tonsil lymphocytes32 can 
account for these in vivo results.

In calves, weaning causes an immediate and short lived acute stress response 
modulated by gender and proximity of the dam; in particular, O’Loughlin 
et al.66 demonstrated a significant increase of IFN-g and TNF-a gene expres-
sion related to an interaction between gender and time (P < 0.05). IFN-g in-
creased over threefold (P < 0.001) in all calves at day 1 after weaning and 
remained elevated (P < 0.01) until day 7. Moreover, the expression of this cy-
tokine was significantly greater (P < 0.001) in female, compared with male 
calves. Weaning can alter the homeostasis of leukocytes for at least 7 days, indi-
cating long-term effects in cattle. Also in cattle, EW gives rise to greater serum 
IFN-g  concentration.67

Transportation Stress

Transportation represents a critical phase in the life of farm animals; it is one 
of the major causes of stress and may lead to negative repercussions in terms 
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of  animal health and welfare. Some factors like fatigue, handling and mixing 
of animals, duration of transport, stocking density, and ventilation may con-
tribute to stress, which may be expressed by specific physiological changes.68 
This stress causes a modulation of IFN responses; in particular, transportation 
significantly reduces (P < 0.05) IFN-g production in bulls69 and gives rise to 
a low titered IFN-a response after a long distance journey (M. Amadori and 
E. Razzuoli, unpublished results, Fig. 8.2). The same effects on type I IFNs 
were observed in bulls after a short (4 h) transportation stress.70 A type I IFN 
response was also shown in serum samples of healthy piglets after transporta-
tion to the fattening farms (M. Amadori and E. Razzuoli, unpublished results), 
in agreement with the results of a previous study.71

Exposure to Mycotoxins

The main biological and toxicological features of mycotoxins are illustrated in 
the preface to this book. The reader is referred to this introductory section for an 
overview of mycotoxins and their impact on humans and animals. Deoxynivale-
nol (DON), fumonisins (FB), and T-2 toxin are mycotoxins produced by Fusar-
ium species. The gastrointestinal tract represents the first target of contaminated 
food/feed compounds, which also affects the immune system. In particular, the 
T-2 toxin affects the established levels of cytokine gene expression in porcine 
ileal Peyer’s patches. After 42 days of exposure to T-2 (200 mg T-2 toxin kg−1 
feed), a gradual decrease was observed in the amount of IFN-g cytokine tran-
scripts in the study of Obremski et al.73 Pinton et al.74 reported a downregulation 
of IFN-g in spleen and lymph nodes of pigs fed DON (2.2–2.5 mg DON/kg  

FIGURE 8.2 IFN-a was measured in sera of calves transported from Poland to Italy by a 
virus inhibition assay on MDBK cells. The y axis indicates the number of calves under study. T-2: 
samples collected in the Polish farm 2 days before transportation to Italy. T-1: samples collected 
in the Polish transit center after commingling calves from different farms on the day before trans-
portation. T-0: arrival day in Italy. +4: 4 days after arrival. +15: 15 days after arrival. The transport 
conditions were described in a previous paper. (Adapted from Ref. [72].)
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feed) for 9 weeks. The same effect was shown in the gut of broilers75 after 
5 weeks of exposure to a diet contaminated with DON (10 mg DON/kg feed). 
Zearalenone is a mycotoxin produced by Fusarium species, which can be pres-
ent in feed associated with other mycotoxins or alone. The reproductive tract is 
the main target of this compound and its metabolites, but toxic effects are also 
exerted on the immune system. Chen et al.76 evaluated the effects of diet supple-
mentation with 1 mg DON/Kg and 250 mg ZON/Kg on 24 weaning piglets. The 
results showed that DON and ZON have a strong effect on pigs. Indeed, DON 
and ZON caused a significant (P < 0.05) decrease of type II IFN levels. On the 
contrary, DON caused an increase of serum levels of IFN-g in mice.77,78 Among 
the various mycotoxins, aflatotoxin B1 (AFB1) also causes immunosuppression 
in domestic animals (pigs, poultry, and ruminants) and humans.79 In a 1-day-
old male broilers fed a diet supplemented with AFB1 (0.3 mg/kg AFB1) for 
21 days, there was a decrease of serum levels of IFN-g.80 On the whole, there 
is strong evidence that mycotoxins induce a proinflammatory environment that 
causes a modulation of the IFN system.

Pregnancy

During pregnancy, maternal recognition of the conceptus results from signals 
exchanged between membranes associated with the embryo (trophoblast) and 
the mother’s immune system. Some studies suggest that an important signal is 
generated by the IFN system,81 which could be involved in the maintenance of 
structural and functional integrity of the corpus luteum (CL). Type I and/or type 
II IFNs are conducive to fetal implant in the mammalian uterus. In 1993, Imak-
awa et al.82 determined the amino acid sequence of sheep’s trophoblastin and 
stressed a close correlation with an IFN-a sequence and the ability to bind to the 
same receptor. Today this protein is known as IFN-tau (IFN-τ);83 this compound 
is detectable in sheep between day 10 and 21 postinsemination, and acts as a 
paracrine antiluteolytic hormone on the endometrium. In particular, it causes 
inhibition of prostaglandin secretion and downregulation of estrogen receptor 
(ER) expression.84 Albeit inessential for maternal recognition of pregnancy in 
primates, IFNs play a central role in these species; indeed, human placenta con-
stitutively express IFN-a and can release IFN-b in response to virus infection. 
In vitro studies demonstrated a toxic effect of type II IFN on human tropho-
blast cells; moreover, high levels of proinflammatory cytokines (IL-2, TNF-a, 
and IFN-g) are associated with recurrent miscarriage;85 the same results were 
obtained in a murine model of pregnancy where Th1 cytokines (in particular 
IFN-g) were associated with unsuccessful pregnancies. On the contrary, IFN-g  
is important in pig in the maintenance of pregnancy. Indeed, trophectoderm 
and uterus epithelial cells interact through endocrine, paracrine, and autocrine 
pathways to allow for implant of the conceptus. The latter releases estrogens 
and IFNs.86 In particular, between day 13 and 20 of pregnancy trophectoderm 
secretes IFN-g, and IFN-d is detectable at day 14.87
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The role of these IFNs at embryonic level is not well understood. Some stud-
ies suggest a possible role in the modulation of the endometrium as support to 
implantation and development of functional placenta. There is no evidence of 
antiluteinic action. Yet, IFNs can induce PGE2 secretion and ISGs gene expres-
sion in the uterus lumen. Another type I IFN associated with the reproductive 
system is IFN-ε. Hermant et al.88 highlighted an unusual expression pattern and 
restriction in the secretion of this member of the type I IFN group. As this IFN 
is constitutively expressed in cells of the female and male reproductive tracts, 
IFN-ε secretion might be regulated by a specific factor expressed in these cells. 
In humans, IFN-ε was identified in 1999. IFN-ε has been reported later on in 
other species (mice, pigs, and cattle), and recent studies demonstrated that semi-
nal plasma can upregulate its expression in cervico-vaginal tissues. Therefore, 
IFN-ε may be involved in reproductive functions, in terms of either viral protec-
tion or early placental development in mammals.89 On the whole, these findings 
outline the pivotal role of the IFN system in reproductive physiology.

CONCLUSIONS

The innate immune system can rapidly react to infectious and noninfectious 
stressors by exerting diverse effector and regulatory functions. In this scenario, 
the constitutive expression of some IFNs is involved in steady state physiologi-
cal functions, and it is conducive to prompt and powerful reactions to infectious 
and noninfectious noxae. At the same time, the IFN system can keep safe fun-
damental control circuits of the inflammatory response. By a “gas and brake” 
adaptation strategy, IFNs can adjust regulatory actions toward either increased 
inflammatory and immune responses, or prevention of tissue damage. In a “one 
health” scenario,90 the discovery of the fine regulatory mechanisms exerted by 
diverse IFNs will open new opportunities for successful prophylactic and thera-
peutic treatments, as well as for the definition of disease predicting and prog-
nostic parameters in human and veterinary medicine.
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INTRODUCTION

Health and Disease

Disease is the possible state of the body and brain in relation to the effect of 
pathogens, parasites, tissue damage, and physical or psychological disorder. 
Since all of these effects can cause pathology, health refers to the state of an 
individual as it attempts to cope with pathogens or pathology-inducing circum-
stances.1 Disease can be induced by infectious and noninfectious stressors. 
Stress can be defined as an environmental effect on an individual that overtaxes 
its control systems and reduces its fitness or seems likely to do so.2 The im-
mune response to a stressor is part of a global adaptive response of the host to 
restore homeostasis. Acute stress is usually associated with transient increase 
in immune activation, while chronic stress is associated with suppression of a 
variety of immune parameters.3,4 The coping ability implies control over mental 
and body stability. Prolonged failure to cope results in growth check, failure to 
reproduce, disease, and sometimes death.
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Innate Immunity and Inflammation

Disease causes negative experiences in man and animals, including pain, dis-
comfort or distress,5 as well as injuries of tissues and organs and changes in me-
tabolism. Disease-inducing infectious and noninfectious stressors are confronted 
by a first barrier of defense represented by the innate immune system, ready to 
recognize and fight any potentially harmful invader, or environmental noxa af-
fecting homeostasis. Janeway and Medzhitov6 stressed that innate immunity is 
an evolutionarily ancient part of the host defense mechanisms and that the same 
molecular modules are found in plants and animals. Interestingly, several studies  
clarified that the onset of the condition of sickness is strictly preserved in living 
beings and it is partly independent of the inducers.7–9 The inducers of the immune 
response are classified as biotic (e.g., bacteria and viruses) and abiotic (e.g., inju-
ry, trauma, and psychological burden) stressors. These inducers can derive from 
exogenous or endogenous sources (Fig. 9.1). The first step of the innate immune 
response is the recognition of particular types of molecules that are common 
to many pathogens and absent in the healthy host. These pathogen-associated 
molecules (called pathogen-associated immunostimulants) stimulate two types 
of innate immune responses: (1) inflammatory responses and (2) phagocytosis by 
neutrophils and macrophages.10 These responses occur quickly, even if the host 
has never been previously exposed to a particular pathogen.

Mediators of Inflammation: Local and Systemic Effects

Medzhitov7 classified the inflammatory mediators into seven groups,  according 
to their biochemical properties; (1) vasoactive amines, (2) vasoactive peptides, 
(3) fragments of complement components, (4) lipid mediators, (5) cytokines, 
(6) chemokines, and (7) proteolytic enzymes (Table 9.1). The most obvious  

FIGURE 9.1 The sequence of a generic inflammatory pathway in animals. PAMPs, pathogen-
associated molecular patterns; DAMPs, damage-associated molecular patterns.
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TABLE 9.1 Classification of the Inflammatory Mediators According to Their 
Origin and Physiological Effects

Inflammatory mediators Source/
origin EffectsType Molecules

1 Vasoactive 
amines

Histamine 
and 
serotonin

Degranulation 
of mast cells 
and platelets

Fever; increased vascular 
permeability, vasodilation 
or vasoconstriction 
(depending on the 
context). Highly 
detrimental in sensitized 
organisms, resulting in 
vascular and respiratory 
collapse during 
anaphylactic shock

2 Vasoactive 
peptides

Substance P 
(stored in an 
active form 
in secretory 
vesicles)

Released 
by sensory 
neurons 
(substance 
P causes 
mast-cell 
degranulation)

Vasodilation and 
increased vascular 
permeability (directly or 
indirectly inducing the 
release of histamine from 
mast cells)

Kinins, fibri-
nopeptide 
A, fibrino-
peptide B 
and fibrin 
degradation 
products, 
etc.

Generated 
through 
proteolysis 
of inactive 
precursors 
in the 
extracellular 
fluid by the 
Hageman 
factor, 
thrombin or 
plasmin

Hageman factor has a key 
role in coordinating these 
responses; it functions as 
both sensor of vascular 
damage and inducer 
of inflammation. The 
Hageman factor activates 
the kallikrein–kinin 
cascade, and the main 
product of this cascade, 
bradykinin, affects the 
vasculature and exerts 
a potent pro-algesic 
(pain-stimulating) effect. 
Pain sensation has an 
important physiological 
role in inflammation by 
alerting the organism to 
the abnormal state of the 
damaged tissue

3 Fragments of 
complement 
called ana-
phylatoxins

C3a, C4a, 
C5a etc.

Produced 
by distinct 
pathways of 
complement 
activation

C’5a (and to a lesser 
extent C’3a and C’4a) 
promote granulocyte 
and monocyte recruit-
ment, induce mast cell 
degranulation, affect the 
vasculature

(Continued)
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Inflammatory mediators Source/
origin EffectsType Molecules

4 Lipid media-
tors (derived 
from phos-
pholipids 
present in 
the inner 
leaflet of 
cellular 
membranes) 
generated 
by cytosolic 
phospholi-
pase A2

Eicosanoids 
(prostaglan-
dins = PG, 
thrombox-
anes = TBX, 
leukotrienes, 
lipoxins)

Metabolites of 
arachidonic 
acid generated 
by cyclooxy-
genases 
(COX1 and 
COX2): PG 
and TBX; or by 
lipoxygenases: 
leukotrienes 
and lipoxins

PGE2 and PGI2 cause 
vasodilation. PGE2 is 
hyperalgesic and a potent 
inducer of fever. Lipoxins 
inhibit inflammation (by 
inhibiting the recruitment 
of neutrophils); 
promote resolution of 
inflammation and tissue 
repair (by promoting the 
recruitment of monocytes, 
which remove dead 
cells and initiate tissue 
remodelling). The effects 
of resolvins and protectins 
(dietary w3-fatty-acid-
derived) are similar to 
those of lipoxins

Platelet-
activating 
factors

After acetyla-
tion of lyso-
phosphatidic 
acid

They induce an inflam-
matory response (i.e. 
recruitment of leuko-
cytes, vasodilation and 
vasoconstriction, increase 
of vascular permeability, 
platelet activation)

5 Inflammato-
ry cytokines

Tumor-ne-
crosis factor-
a (TNF-a), 
IL-1, IL-6

Macrophages, 
mast cells and 
many other 
cells

Inflammatory response 
(i.e., activation of 
the endothelium and 
leukocytes, induction of 
the acute-phase response)

6 Chemokines Four sub-
families: 
CXC, CC, 
CX3C, and 
XC

Many cell 
types in 
response to 
inducers of 
inflammation

Modulation of leukocyte 
extravasation and 
chemotaxis toward the 
affected tissues

7 Proteolytic 
enzymes

Elastin, 
cathepsins, 
matrix 
metallopro-
teinases

Many cell 
types

Inflammation (by 
degrading extracellular 
matrix and basement-
membrane proteins), 
host defence, tissue 
remodelling and 
leukocyte migration

Adapted from Ref. [7].

TABLE 9.1 Classification of the Inflammatory Mediators According to Their 
Origin and Physiological Effects (cont.)
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effects of these mediators are exerted locally, including redness, heat, swelling, 
and pain. Nevertheless, many inflammatory mediators have important systemic 
effects11 on the neuroendocrine system, metabolic functions, and maintenance 
of tissue homeostasis. Among mediators, proinflammatory cytokines (PIC) are 
considered the main stimulators of systemic inflammation. The responsiveness 
to PIC is almost ubiquitous, although with distinct effects in different tissues 
and cell types.7 The main systemic effects of PIC can be summarized as fol-
lows:12–16

1. Exaggerated activation of the pituitary–adrenal system, resulting in a rise in 
body temperature, lethargy and sickness, lower bodycare activity, decreased 
locomotion, and social exploration.

2. Modification of the eating behavior (or overt anorexia), through an altered 
neurotransmitter and neuropeptide profile in the hypothalamus.

3. Modulation of gastrointestinal activities.
4. Increase of catabolic activities in adipose and muscle tissues.
5. Metabolic and endocrine modifications (i.e., increase of plasma glucose lev-

els, probably due to increased cortisol release and insulin resistance).
6. Induction of the acute-phase reaction in the liver, with the synthesis of pe-

culiar proteins, referred to as positive acute-phase proteins (posAPPs, i.e., 
haptoglobin, serum amiloyd A, C-reactive protein, ceruloplasmin, and pen-
traxins), and the reduced synthesis of usual hepatic proteins, as the likely 
outcome of competition for substrates. These are collectively named nega-
tive acute-phase proteins (negAPPs; e.g., albumins, enzymes, “carriers” of 
vitamins and hormones, and apolipoproteins).

Possible Causes of Dysregulated Inflammatory Response

The NF-kB complex accounts for many inflammatory effector activities. After 
the exposure to inflammatory stimuli, there is an accumulation of functional 
NF-kB dimers in the nucleus, which activate the gene transcription of proin-
flammatory mediators (cytokines, chemokines, adhesion molecules, and also 
enzymes and molecules with microbicidal activity).17 Two distinct NF-kB acti-
vation pathways have been described17 as canonical (classical) and noncanoni-
cal (alternative) pathways. The classical pathway is activated by a large number 
of stimuli as PIC, bacterial and viral products, g-radiation, ultraviolet light, and 
oxidative stress. The alternative pathway occurs during the development of lym-
phoid organs responsible for the generation of B and T lymphocytes and pro-
duces p100/RelB complexes. The canonical pathway regulates the expression 
of immunoregulatory and antiapoptotic genes, and inhibits the accumulation 
of reactive oxygen metabolites (ROM), helping cells to survive, and eliciting 
a protective response to infection and injury. Trials with genetic manipulated 
animals confirmed that an activation of NF-kB has a strong inflammatory effect, 
but also that its inhibition in nonimmune cells (epithelial or parenchymal) does 
not attenuate inflammation-related pathologies. On the contrary, such inhibition  
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can trigger the spontaneous development of severe inflammatory conditions.17 
These results indicate the multifaceted roles of NF-kB signaling and suggest 
that inhibition of NF-kB in certain tissues and cellular compartments might 
disrupt the physiological immune homeostasis and cause a dysregulated proin-
flammatory effect.

Inflammation and Disease

The systemic functions of inflammatory mediators support a role for inflamma-
tion in the control of tissue homeostasis and in adaptation to noxious conditions. 
These effects can help stop pathogens and favor repair of tissue damage. In fact, 
a good inflammatory response is essential to reduce the sensitivity to infec-
tions18 and has a protecting role. Nevertheless, an exaggerated inflammatory 
response (i.e., chronic inflammation or low-grade systemic inflammatory condi-
tions) causes potentially harmful effects in the host. These adverse properties 
can also affect the quality of life, due to their detrimental consequences at physi-
cal and mental levels.19 Inflammation is common to any health disorder, and the 
sickness behavior is associated with the release of PIC, as recently reviewed by 
Bertoni et al.20 Interestingly, some of the blood changes induced by mediators 
of inflammation can contribute to a correct evaluation of the host’s response in 
terms of beginning of the stimuli, duration, and severity of noxae (efficacy of 
the defense response) in both humans13,21,22 and livestock.15,23,24

To summarize, inflammation should be considered as the host’s protective 
attempt to restore a homeostatic state. To achieve this goal, the inflammatory re-
sponse must be tightly regulated in terms of timing, extent, cellular components, 
and tissues involved. Beyond such borders, the inflammatory response turns 
into the actual cause of disease. This is the conceptual framework in which the 
predictive and prognostic value of innate immune responses should be reason-
ably set and evaluated.

HUMAN MODELS

In agreement with the aforementioned tenets, several disease models in humans 
have revealed a significant association with diverse types of innate immune re-
sponse in terms of either disease risk assessment, or prognosis of ongoing dis-
ease conditions. This was clearly shown for both infectious and noninfectious 
stressors.

Thus, incidence and severity of cold or flu symptoms was significantly 
associated with in vitro IL-6 and IFN-g secretion after stimulation of PBMC 
with LPS and antihuman CD3, respectively. In particular, IL-6 secretion from 
LPS-stimulated PBMC cultures was significantly higher in subjects with self-
reported cold or flu symptoms in the past month. On the contrary, IFN-g secre-
tion was significantly lower in the subjects experiencing more severe cases of 
cold and flu in the same previous period. Interestingly, these cytokine response 
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profiles remained significantly associated with incidence of cold or flu after 
incorporating important dietary factors in the model.25 On the whole, the sig-
nificant association of respiratory disease with IL-6 responses confirms once 
again that poor homeostatic control of the inflammatory response underlies also 
in humans the occurrence of disease cases due to common, opportunistic, mi-
crobial agents. Lack of adequate control may be associated with genetic mark-
ers, like single-nucleotide polymorphisms of crucial genes like that coding for 
human IL-626,27 and bovine TLR-4,28 and/or a negative imprinting caused by 
environmental, noninfectious stressors.29 Also, the data about IL-6 complement 
previous reports about IL-6 as marker of ongoing inflammation during cold or 
flu infection in humans30,31 and of bacterial burden during antibiotic therapies in 
pigs.32 The emerging picture outlines a complex of pro- and anti-inflammatory 
activities of IL-6,33 which need a tight regulation during exposure to infectious 
and noninfectious stressors. Most important, abnormal release of IL-6 and/or 
IL-6 responses to minor environmental stressors might predispose the host to 
adverse upshots later on.

IL-6 levels also have a diagnostic and prognostic value after a serious tissue 
damage. IL-6 and glucocorticoids induce in fact acute-phase response (APR) 
proteins, involved in protection of tissues and endued with potent scavenger, 
opsonizing, chemiotactic, and hemoglobin-binding properties.34 Interestingly, 
serum IL-6 levels in burned patients are related to body temperature and APR, 
as shown by C-reactive protein (CRP) levels.35 Also, IL-6 is involved in induc-
tion of ACTH and, most important, in direct glucocorticoid induction in adre-
nal cells,36 as well as in inhibition of TNF-a and IL-1b expression in human 
macrophages.37 By sustaining adrenal functions, the IL-6 response might thus 
determine an efficient control of inflammation during heat stress and high lev-
els of immune competence, as shown in models of Escherichia coli, Listeria 
monocytogenes, and Candida albicans infection in IL-6-deficient mice.38 IL-6 
is also an emerging disease activity marker during spondyloarthritis (a group of 
arthritides characterized by inflammation in the joints of the axial spine), along 
with soluble cytotoxic T-lymphocyte-associated molecule-4.39

APR can be prognostic in diverse kinds of disease. Among neoplasias, CRP 
was shown to be an independent prognostic marker in patients with melanoma 
in terms of overall survival, melanoma-specific survival, and disease-free sur-
vival.40 CRP has been also shown to be significant in the prediction of outcomes 
of urological cancers. The elevation of CRP levels, underlying the presence of 
cancer-associated systemic inflammatory response, is linked to poorer survival 
in patients with urological cancers, including renal cell carcinoma, upper uri-
nary tract and bladder cancers, and prostate cancer.41 There is also evidence 
that CRP can be a useful prognostic marker for a wider array of solid tumors, 
as well as a valuable risk assessment parameter for the same types of neoplasias 
in humans.42

Neutrophil gelatinase-associated lipocalin (NGAL) is emerging as an ex-
cellent biomarker in the urine and plasma for the early prediction of acute 
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kidney injury (AKI), and for the prognosis of AKI in several common clinical 
scenarios. In particular, NGAL can enable practitioners to get early, useful 
diagnostic indications independent of serum creatinine concentrations, and it 
can provide a rational basis for a treatment for AKI based on high biomarker 
levels.43

The decrease of mean platelet volume (MPV) is an important inflamma-
tory marker in patients with severe periodontitis. Most important, MPV increase 
is an accurate prognostic marker of treatment efficacy in terms of periodontal 
probing depth.44,45 This may be of some importance because of the significant 
association between periodontitis and cardiovascular diseases.46 These findings 
are in agreement with the role of MPV as an inflammatory marker in many 
chronic diseases like ulcerative colitis,47 ankylosing spondylitis, and rheuma-
toid arthritis.48

Damage-associated molecular patterns (DAMPs) are usual end products 
of both infectious and noninfectious stressors, leading to different inflamma-
somes and eventual production of IL-1b.49 The extent and timing of these 
early inflammatory responses can be of some importance during viral infec-
tions, too. Thus, west Nile virus (WNV) can cause asymptomatic or severe 
neurological disease and death, particularly in older patients. By a systems 
immunology approach, a reduced IL-1b induction following ex vivo infection 
of macrophages with WNV and a reduced expression of the CXCL10 gene in 
myeloid dendritic cells were shown to be significantly associated with severe 
cases of WNV infection.50 Likewise, the combined high expression of IL-1b 
and IL-18 is an independent predictor for poor prognosis in patients with lo-
calized clear cell renal cell carcinoma, and the prognostic value is more pro-
nounced in patients with low-risk disease.44 Also, IL-1b levels were shown to 
be significantly associated with disease severity in methotrexate-treated pso-
riasis patients.51

Impaired immune surveillance as a result of chronic stress can be conve-
niently detected on the basis of the poor containment of otherwise strictly con-
trolled viral infections. Thus, reduced immune surveillance of persistent viral 
infections as a result of chronic stress causes resumption of, or enhanced viral  
replication. In this scenario, torque teno virus (TTV) is an important, validated 
model in humans. It is a ubiquitous unenveloped DNA virus belonging to the 
Anelloviridae family, infecting humans and many animal species, like nonhu-
man primates, pig, cow, sheep, dog, cat, and chicken.52 Therefore, TTV viremia 
could be a cross-species parameter of immunocompetence, and its scope might 
be widened in further studies to common environmental stressors, neoplasias, 
and immunosuppressive microbial agents. TTV viremia has been shown to in-
crease in humans in many conditions of chronic immunosuppression  (congenital, 
acquired, or iatrogenic), like congenital mannose-binding  lectin  deficiencies, 
HIV infection, cancer, heart and lung transplant, and high-dose chemotherapy 
for neoplasias.53–55



Innate Immune Responses to Noninfectious Stressors  Chapter | 9    217

ANIMAL MODELS: THE PERIPARTURIENT DAIRY COW

Disease Occurrence in Periparturient Dairy Cows

The transition period of dairy cows represents the key phase of the whole lacta-
tion.56 In the last part of pregnancy, the demand for nutrients gradually increases 
to satisfy the fetal development and, later, mammary activity, but the adaptation 
of the digestive system is slowed and insufficient, inducing a large mobiliza-
tion of body reserves. The severe negative energy balance combined with many 
other adverse factors, which occur in this phase and are not always well under-
stood,24,56–58 account for the increased susceptibility to metabolic and infec-
tious diseases. Several studies support this statement; in fact, LeBlanc et al.59 
reported that 75% of the metabolic and infectious diseases occur in the first 
month of lactation, whereas Mulligan and Doherty60 observed that about 50% 
of the periparturient cows suffer at least one metabolic disease.

The situation could be more severe if the subclinical cases were to be in-
cluded, for example, by the detection of plasma indices as NEFA or BHB23,61 
or APPs.14,62,63 Among diseases that occur more frequently in the transition pe-
riod and that have been related either to inflammatory conditions or to nega-
tive energy balance, the more important are retained placenta and metritis,64–67 
ketosis,59,61 displacement of abomasum,68,69 liver lipidosis,70,71 mastitis,72–74 
lameness,73 and rumen subacute acidosis.75 Nevertheless, the incidence of many 
other health disturbances increases during an unsatisfactory transition period 
(e.g., virus infections, parasitoses, intestinal upsets), but unfortunately the reg-
istration of these problems is difficult and reports are lacking.

Causes of the Inflammatory Response  
in Periparturient Dairy Cows

In cattle, the most studied humoral components induced under inflammatory con-
ditions are APPs.14,76,77 Both posAPP and negAPP show clear changes of their 
concentrations after any stimulus that activates the innate immune system. In 
dairy cows, a typical inflammatory condition is also observed around calving23,63  
in the “transition period.” This response often occurs in the absence of clinical 
symptoms, and several causes concur to trigger these responses:20,24,77

1. Mammary gland differentiation and proliferation (e.g., edema, rash).
2. Uterus/placenta interaction. In women, placenta produces continuously 

 cytokines to improve its function; a lack of IL-10 (anti-inflammatory cyto-
kine) seems associated with preterm parturition, and administration of anti-
inflammatories decreases the incidence of preeclampsia. These facts suggest 
a cross-talk between placenta and body, which is largely unknown.

3. Physical effort and trauma during calving (dystocia). Strenuous exercise 
can determine, directly or indirectly a PIC response by increasing the 
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 permeability of intestinal mucosa. In cows, dystocia gives rise to strenu-
ous exercise, and is often accompanied by other typical disturbances (e.g., 
trauma, psychological stress), also associated with PIC release.

4. Immunosuppression, which increases frequency and severity of opportunis-
tic infections. The ability of leukocytes to respond to an infectious challenge 
is impaired in the transition period and this is accompanied by dramatic 
changes in the endocrine, nutritional, and metabolic status.

5. Psychological burden related to the farming conditions (e.g., grouping and 
movement of cows, deficiency in housing, and animal–human interactions). 
Several studies on humans showed that chronic psychological stressors 
(e.g., loneliness) can lead to increased PIC levels,78 which elicit pain, men-
tal symptoms of sickness (fever, nausea, loss of interest in food, physical 
and social environment, fragmented sleep), depression, irritability, and some 
mild cognitive disorders.19 In a review, Tian et al.79 suggest a possible ex-
planation of this phenomenon. They hypothesize that the chronic activation 
of the hypothalamus–pituitary–adrenal axis can induce a cortisol-resistance 
status, the result being an increase of PIC release in spite of the high concen-
trations of plasma cortisol.

6. Nutritional modifications (affecting e.g., nutrient balancing, rumen micro-
biota, rumen fermentations, modulation of immune pathways). In humans, 
particularly relevant is the link between a form of subclinical, low-grade sys-
temic inflammation (“metaflammation,” referring to metabolically triggered 
inflammation), obesity and chronic disease.80 Recently, a similar condition 
has been also described in cattle.24 Indeed, cows that receive over-feeding 
energy until calving showed a more severe inflammation until calving and 
an increased susceptibility to developing fatty liver syndrome (and related 
disorders), greater body condition score (BCS) loss, and lower  fertility.

Altogether, these phenomena affect the homeostatic adaptation strategies of 
the cows in the transition period.

Blood Indexes to Assess the Inflammatory  
Response in Dairy Cows

The presented tenets outline the perspective to monitor the ongoing innate im-
mune response to the described stressors, and to verify poor homeostasis as a 
foundation of later disease cases. In this respect, a crucial issue concerning the 
inflammation is how to evaluate the severity of this condition. To this purpose, 
APPs have been investigated as biomarkers of disease in ruminants for a long 
time.14,76 Despite posAPP and negAPP being useful to describe the effects of 
inflammation, particular attention has been devoted to posAPP as a result of 
infection (e.g., mastitis, metritis), as reviewed by Ceciliani et al.14

An important role in the inflammatory response is also attributed to 
negAPPs, which play a role in its control and resolution. This class of APPs 
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includes proteins with fundamental physiological functions14,81 such as the 
 following:

l Albumin, apolipoproteins, and transferrin, mainly involved in the blood 
transport of proteins, lipids, and iron, respectively;76,81,82

l Paraoxonase, a calcium-dependent ester hydrolase that catalyzes the hydro-
lysis of many xenobiotics and has anti-inflammatory activity;63

l Enzymes involved in bilirubin clearance;83

l Carriers of vitamins (e.g., retinol-binding protein for vitamin A;84 lipopro-
teins for vitamin E85) and hormones (e.g., transcortin for cortisol,85 thyrox-
ine-binding-prealbumin or transthyretin for thyroxine86).

The functions of negAPPs are essential to maintain the metabolic integrity 
of the whole body; for this reason their syntheses are highly maintained. Never-
theless, in case of inflammation, negAPPs syntheses are reduced in the liver. If 
the reduction of negAPPs is marked, the body is exposed to severe damage. As a 
result, cows that show important and prolonged reduction of negAPPs or retard-
ed increases of negAPPs after calving also show a higher incidence of health 
problems and a marked reduction of performance.63,87 These findings support 
the role of negAPPs as proper markers to measure consequences of inflamma-
tory conditions in the peripartum period88 and predict related health disorders.

Currently, the scientific community has a great interest in identifying reli-
able biomarkers to be used in the field for monitoring energy balance status, 
liver function, inflammatory status, and depicting poor homeostasis.24 Biomark-
ers should reflect various functions (i.e., digestive tract, metabolic, and immune 
state) in the attempt to identify animals that are at a greater risk of developing 
disease conditions.89

Aggregate Indices of the Inflammatory Response After Calving 
Allow Early Diagnosis and/or Prognosis of Disease Conditions

The first aggregate index developed at the Institute of Zootechnics, Piacenza, in-
cluded a combination of three negAPPs, and it aimed to classify dairy cows in 
accordance with the physiological consequences of the inflammatory challenge oc-
curred around calving.88 This index was named liver activity index (LAI) and mea-
sured the changes in concentrations of albumin, cholesterol, and vitamin A (Ta-
ble 9.2) during the first month of lactation. Albumin is the most important negAPP, 
cholesterol and vitamin A are indirect indexes of negAPP, but their changes in 
plasma are strictly related to lipoproteins and retinol-binding protein concentra-
tions, respectively. By classifying cows in accordance with their LAI values and 
comparing classes of animals under extreme conditions (lowest vs. highest scores), 
we demonstrated that cows with the lowest scores showed the following:

1. A higher susceptibility to metabolic and infectious diseases; in fact these 
cows displayed a greater frequency of clinical symptoms (e.g., 42% vs. 5%, 
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TABLE 9.2 Physiological Meaning and Assessment of the LAI, LFI, and PIRI

Item LAI LFI PIRI

References [23,29,88,90–92] [29,70,90–93] [94]

Plasma 
parameters

Concentrations of 
albumin, lipopro-
teins (indirectly 
measured as total 
cholesterol), and 
retinol-binding 
protein (RBP, mea-
sured as retinol, 
the level of which 
in blood is strictly 
related to RBP 
synthesized by the 
liver)

Concentrations of 
albumin, lipoproteins 
(indirectly measured as 
total cholesterol), and 
bilirubin (as indirect 
measure of the enzymes 
synthesized by the liver, 
which also regulates 
bilirubin clearance)

Haptoglobin, 
Reactive 
Metabolites 
of Oxygen 
(ROMs), cho-
lesterol and 
paraoxonase 
(PON)

Checks (days 
after calving)

7, 14, 28 3, 28 7

Calculation Data of each 
parameter are 
transformed into 
units of standard 
deviation for each 
cow. The mean 
values of the herd 
population of 
each plasma pa-
rameter (albumin, 
total cholesterol, 
and RBP) are sub-
tracted from each 
cow value (days 7, 
14, 28 after calv-
ing) and divided 
by the corre-
sponding standard 
deviation. The 
final LAI score 
for each cow is 
the arithmeti-
cal mean of the 
3 partial values 
obtained from the 
3 selected blood 
indices from 3 
bleedings [in Ref. 
[15] an example is 
provided]

Sum of the changes in 
concentrations between 
day 3 and 28 after calv-
ing of the three plasma 
parameters, standard-
ized on the basis of an 
optimal pattern of change 
for the three parameters 
observed in healthy cows 
at the same stage of lac-
tation.23 In Ref. [15] an 
example is provided

For each 
param-
eter a range of 
variations is 
defined, based 
on literature 
data [extreme 
values = score 
10 (best) and 
0 (worst)]. The 
score for each 
parameter 
of a cow is 
calculated 
using a linear 
correlation 
procedure. The 
final PIRI score 
for each cow 
is the arith-
metical sum of 
the four partial 
values
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comparing the lower and upper quartiles of LAI;23 60% vs. 9%, comparing 
the lower and upper halves of the LAI distribution95). Data were often re-
ferred to more than one disease case per cow.23,90

2. Reduction of milk yield and fertility.23

3. A more serious negative energy balance, as confirmed by the more marked 
losses of BCS and the higher levels of b-hydroxy-butyrate.23,29 Interestingly, 

Item LAI LFI PIRI

Range of 
score

−1/+1 (higher is 
better)

−15/+6 (higher is better) 0/40 (higher is 
better)

Diagnostic 
meaning

The index pro-
vides a retrospec-
tive ranking of 
the successful 
transition of a 
cow through the 
calving period 
(i.e., it estimates 
the consequence 
of an inflamma-
tion that occurs in 
the periparturient 
period within a 
defined herd)

The index measures 
the consequences of an 
inflammation occur-
ring at or after calving. 
The index represents an 
absolute value

The index 
measures 
the conse-
quences of the 
environmental 
challenges oc-
curring in the 
periparturient 
period

Practical 
implications

Identification of 
cows with sub-
clinical problems 
in the first month 
of lactation; 
anticipation of 
therapies mainly 
to improve the 
fertility

Identification of cows 
with subclinical prob-
lems in the first month 
of lactation; comparison 
of inflammatory profiles 
among herds and peri-
ods; anticipation of thera-
pies, mainly to improve 
the fertility

Identification 
of cows with 
subclinical 
problems in 
the first week 
of lactation; 
comparison of 
the inflamma-
tory profiles 
among herds 
and periods

Limitation It allows a mean-
ingful comparison 
only within a 
herd; it does not 
promptly identify 
subclinical prob-
lems

It does not identify 
subclinical problems 
promptly

It does not 
measure possi-
ble effects due 
to metabolic 
and infec-
tious diseases 
occurred after 
the first week 
of lactation

TABLE 9.2 Physiological Meaning and Assessment of the LAI, LFI,  
and PIRI (cont.)
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the lower reduction of BCS in cows with the highest LAI value was ob-
served also when the milk yield was higher.

4. A lower feed intake.91,92

5. A lower efficiency in feed energy conversion, as a consequence of the in-
creased energy to support the activity of the immune system.91,92

6. Higher peaks of posAPPs; plasma haptoglobin in the days following the par-
turition,23,29,63 and higher concentrations of ceruloplasmin for >1 week,29,95 
which confirms a more severe inflammatory status.

On the whole, LAI identifies subjects that need more attention by the breeder 
and more time (and care) to regain satisfactory conditions and reproductive ef-
ficiency. In particular, two inadequate physiological conditions will be observed 
in case of low LAI values:77

1. Subjects showing inflammatory phenomena (e.g., high plasma haptoglobin 
level) without clinical signs. This condition demands an accurate diagnosis, 
concerning organs at risk (i.e., uterus, mammary gland, and feet).

2. Subjects without acute inflammatory events, but showing poor liver func-
tions. This condition requires some kind of support (i.e., nutraceutical, galen-
ic, dietary) to accelerate liver recovery and onset of reproductive functions.

Despite the utility of the information inferred by LAI, this measurement is 
time-consuming (at least three bleedings per cow in the first month of lactation) 
and expensive. Moreover, LAI does not allow for a comparison with animals of 
other herds.

To simplify the assessment of the global effect of the transition period in 
terms of inflammatory response, our laboratory has proposed the liver function-
ality index (LFI). This index is calculated on the basis of two blood samplings, 
and measurement of vitamin A is replaced by a total bilirubin assay, another 
parameter related to negAPPs, but measurable by a quick and easy method 
(Table 9.2). Furthermore, the changes of the parameters are adjusted in accor-
dance with the physiological changes observed in healthy cows, characterized 
by good productive performance.15,70 LFI is well correlated with LAI (r = 0.87; 
P < 0.001),92 which supports its reliability. Interestingly, cows with a high LFI 
score experienced lower disease prevalence29,96 and a lower number of drug 
treatments over the whole transition period.96 This implied a two- to fourfold 
reduction of the costs related to drug treatments, compared with cows showing 
low LFI scores. Nevertheless, LFI (as LAI) cannot promptly identify subclinical 
problems in the transition period because the final score is available only at the 
end of the first month of lactation, when plenty of disease cases have already 
occurred.

A third aggregate index was therefore developed to identify subclinical prob-
lems in the first week of lactation. The postcalving inflammatory response index 
(PIRI) (Table 9.2)94 includes four assays related to inflammation (haptoglobin, 
posAPPs, cholesterol and paraoxonase, negAPPs) and oxidative stress (ROM).  
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Despite PIRI requiring a validation in the field, cows with lower scores showed 
greater prevalence of postcalving diseases, more severe inflammatory condi-
tions in the early lactation period, higher lipomobilization and ketone body con-
centrations, and also lower milk production.94 From these data, PIRI index is a 
good candidate to identify the subclinical subjects at risk very early after calv-
ing. Yet, this approach does not allow to monitor the whole transition period, 
thus missing the health disorders occurring after the first week of lactation.

Owing to these issues, it seems reasonable to employ both LFI and PIRI ag-
gregate indices. In this perspective, two blood samples will be collected at 3–7 
and 28–30 days from parturition. The former will be useful to calculate PIRI 
and promptly identify cows with subclinical problems, whereas the latter will be 
used to calculate LFI and identify cows with later occurring disease conditions. 
This should enable bovine practitioners to anticipate therapeutic treatments to-
ward adequate health and welfare conditions.

Blood Indices in Late Pregnancy Allow to Predict Disease 
Occurrence After Calving

A profound impairment of innate immunity has been observed in the transition 
period. Kehrli et al.97,98 reported that leukocyte activity was suppressed or im-
paired at least from the week before calving. In the whole transition period, neu-
trophils exhibit a reduced ability to ingest and kill bacteria, while lymphocytes 
showed a decreased ability to respond to mitogens and to produce antibodies.72 
Several authors, as reviewed by LeBlanc,65 observed an association between 
(1) some of the presented changes in innate immunity some weeks before calv-
ing, and (2) postpartum uterine diseases, such as retained placenta or metritis. 
Hammon et al.99 suggested that the energy status can account for changes in 
neutrophil functions in Holstein cows and, consequently, for the uterine dis-
orders. The decrease of dry matter intake (DMI) or the inadequate levels of  
DMI prior to parturition,100,101 are the most important causes of impaired im-
munity in this period. Inadequate DMI leads to a condition of negative energy 
balance (NEB), which might start mobilization of lipids prior to and not after 
calving, thus increasing nonesterified fatty acids (NEFA) concentrations and 
suppressing important immune functions.102 Nevertheless, besides NEB, many 
other causes can negatively affect the immune system and metabolism in late 
pregnancy:20,24,58,65,77 diet changes (e.g., high energy feed in the “dry,” nonlac-
tating period); drops in energy, vitamin, and mineral intake around calving; ru-
men adaptation; mobilization of body protein; dramatic endocrine changes such 
as reduction of progesterone and increase of estrogen concentrations in late 
gestation; massive increase in cortisol concentration at calving;103 psychologi-
cal stresses; and viral and parasitic infections. Therefore, we can postulate that 
during the “dry” period, the peculiar physiological conditions of dairy cows as-
sociated with suboptimal environmental conditions (mainly poor hygiene) may 
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exert a negative imprinting on the innate immune system. As a result, commonly 
harmless opportunistic bacteria could pose a threat. Also, no adequate control 
over the inflammatory response would be exerted after calving.

In agreement with the tenets presented, recent studies confirmed that some 
blood indices of innate immune response can be used for disease risk assess-
ment in late pregnancy.29,90,104,105 As a matter of fact, the concentrations of 
some biomarkers were shown to change a few days or weeks before calving, 
in association with appearance and severity of the inflammatory response in 
the early lactation period. The most interesting biomarkers known to date are 
as follows:

1. Hemolytic complement (reduced during inflammatory responses), sialic 
acid (a part of the larger chemical family of glycans and generally con-
sidered as a marker of APP release), ROM (markers of oxidative stress)90: 
lower concentrations of sialic acid and ROM and higher concentration of 
hemolytic complement106 were found during the last month of pregnancy in 
cows with the highest LAI value in comparison with cows with a low LAI 
value. This suggests that cows with high LAI values were not challenged by 
adverse events in late pregnancy and at calving time. Therefore, cows with 
high LAI seem to have lower inflammatory and oxidative stimuli at parturi-
tion and/or a balanced immune response in case of stimulus;

2. Total bilirubin, ceruloplasmin and lysozyme. Trevisi et al.29 compared cows 
with the lowest (worst 10%) and highest LFI values (best 10%) in a popula-
tion of 54 cows, and confirmed the worse performance in early lactation in 
cows with the lowest LFI. In addition, these cows showed higher concentra-
tions of bilirubin and ceruloplasmin and a lower concentration of lysozyme 
in the 3–4 weeks preceding calving. The levels of these biomarkers suggest 
the presence of a persisting inflammatory condition in late gestation in cows 
showing low LFI later on, regardless of any acute inflammatory stimulus 
and/or tissue damage, as confirmed by the low concentrations of posAPPs 
(e.g., haptoglobin). Moreover, these data suggest a possible role of lysozyme 
in the homeostatic regulation of the inflammatory response, as previously 
indicated in other models.77 In a survey carried out in 26 commercial herds, 
Amadori et al.104 also observed that cows with abnormal serum lysozyme 
concentrations 1 month before calving, but not in the week before calving, 
showed a significantly greater prevalence of disease in the first 2 months of 
lactation;

3. PIC like IL1b and IL6. Dry cows showed a high variability of their plasma 
concentrations of IL-1b, IL-6,29,105 and TNF-a.87 Surprisingly, in a more re-
cent investigation we observed that concentrations of PIC remained almost 
stable in the month before calving,105 and cows with the highest PIC con-
centrations showed the worst health status in the early lactation period, and 
a lower milk yield. Indeed, the susceptibility to inflammatory challenges, 
measured with the release of PIC from leukocytes after lipopolysaccharides 
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stimulation in an ex vivo test,107 proved to be substantially  constant during 
the dry period and to increase around calving (from −3 to 3 days from partu-
rition). Interestingly, Jahan et al.107 reported that the increase of in vitro sus-
ceptibility occurs when the peripheral response to inflammation, measured 
by aseptic stimulation in a carrageenan skin test, showed a significant reduc-
tion. Amadori et al.104 also observed on farm a greater prevalence of disease 
in the first 2 months of lactation in cows with elevated serum concentrations 
of IL-6, measured 4–5 weeks before calving.

On the whole, these data suggest that some crucial events in the late ges-
tation period may determine a negative imprinting of the innate immune re-
sponse to infectious and noninfectious stressors after calving, thus worsening 
the homeostatic response capacity of dairy cows. This conclusion is not sur-
prising, since previous inflammatory challenges tend to depress the immune 
system and make the organism more susceptible to new stressors, as also con-
firmed in humans.108,109

Therefore, some humoral components of the immune response of dairy 
cows (i.e., hemolytic complement, lysozyme, PIC, and some acute-phase pro-
teins) can be considered as biomarkers to be used in late gestation for disease 
risk assessment in the following phases (parturition and lactation). This implies 
that the negative imprinting occurring in late pregnancy can exert effects over 
a few weeks, as a possible outcome of the peculiar physiological conditions of 
pregnant cows, and/or of a specific genetic background.

ANIMAL MODELS: THE FARMED PIG

Disease Occurrence in Farmed Pigs

In swine intensive farms there are critical points that have to be controlled to 
prevent the onset of diseases sustained by opportunistic pathogens. These are 
present in the herds, but do not cause disease without critical environmental 
conditions, as shown, for example, around early weaning at 3–4 weeks of age. A 
substantial immunosuppression is often observed in this period, because piglets 
are deprived of the sow’s milk (containing protective IgA antibody110), and they 
are moved, mixed, and consequently stressed. Under these conditions, disease 
occurrence results from an interaction between pathogens and the environment, 
in which early weaning undoubtedly plays an important role. The most frequent 
opportunistic infections observed in the 1970s and 1980s, such as swine dys-
entery, pleuropneumonia (Actinobacillus pleuropneumoniae), atrophic rhinitis, 
and Mycoplasma (enzootic) pneumonia, have greatly subsided, being then re-
placed by other diseases such as porcine reproductive and respiratory syndrome 
(sustained by a porcine Arterivirus, PRRSV), postweaning multysistemic wast-
ing syndrome (PMWS, sustained by porcine circovirus 2), swine influenza, and 
enteritis.110
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The efficient production of healthy growers and finishing pigs depends 
on management, feed, type of housing, and genetic potential of the animals. 
The main opportunistic infections that affect growers and finishing pigs are 
PMWS,111 swine dysentery (SD), PRRSV, lameness, and stomach ulcers. In 
this phase, poor growth is often a sign of subclinical infections.

Lean Type Pig: Borderline Animal

Various noninfectious stressors may adversely bear on the welfare of farmed 
pigs under intensive farming conditions, and may cause chronic stress as a 
long-term effect of modern husbandry techniques. Moreover, genetic selec-
tion for lean pigs has caused the appearance of some undesirable traits, which 
are likely to worsen the adaptation process to modern husbandry techniques. 
Genetic improvements in pig production have been concentrated on increasing 
lean tissue deposition in the carcass at the expense of fat, with lean growth 
rates up to 1000 g/day.112 The underlying metabolic effort can cause a conflict 
between immune response and performance under conditions of chronic stress 
and suboptimal environmental conditions, which is likely to overtax the ani-
mals’ coping ability and force them to long-lasting homeostatic control actions.

Also, as illustrated in the preface to this book, the genetic selection for lean, 
large muscle blocks and fast growth is associated with cardiovascular inadequa-
cy and tissue hypoxia. The hypoxia is linked to the production of free radicals/
reactive oxygen species (ROS) that are naturally produced reactive compounds. 
The apparent paradox of an ROS response under conditions of low oxygen pres-
sure was solved some years ago, when it was demonstrated that the electron 
transport chain in mitochondria is actually an oxygen sensor, which releases 
ROS under hypoxia conditions.113 In this scenario, an imbalance between free 
radical production and antioxidant defense leads to an oxidative stress state, 
which may be involved in serious clinical conditions like Mulberry Heart Dis-
ease, Porcine Stress Syndrome, and Osteochondrosis.114

The lean type pig has often to cope with an unfavorable environment in 
terms of housing, feeding management, mutilations, early weaning, commin-
gling of groups, and high infectious pressure due to poor hygiene conditions. In 
this context, clinical immunology assays can reveal innate immune responses to 
these environmental stressors and signal a disease risk.115 In the authors’ experi-
ence, assays of cytokines, APPs, serum lysozyme, complement, and bactericidal 
activity can provide a useful disease risk assessment. Also, these parameters 
can help identify the environmental fitness of pigs after introducing improved 
environmental conditions.

A few field cases reported hereunder depict the critical association between 
innate immune responses to environmental stressors and subsequent decrease of 
disease resistance, in the context of defective immunocompetence for environ-
mental, opportunistic microbial agents.
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Case 1: Innate Immunity Parameters as Prognostic  
and Diagnostic Tools

This field case was described in detail in a previous paper.116 Hemolytic com-
plement activity,117 serum lysozyme,118 and serum bactericidal activity119 were 
investigated in different age groups to get an insight into innate immune re-
sponses in a farrow-to-finish pig operation with a breeding unit of 250 sows. 
This was affected by disease problems in the prefattening sector (reduction of 
the growth rate, respiratory symptoms, paleness, and weakness). Disease onset 
was clearly correlated with abnormal values of the innate immunity parameters 
under study in the age group at risk (70-day old pigs). This could be traced 
back in turn to a high microbial load in the environment. After the adoption of 
an effective cleaning protocol, a parallel improvement of clinical conditions 
and innate immunity parameters was demonstrated 8 months later in pigs of 
the same age group.

Case 2: Human–Animal Relationship in Pig Production:  
Influence on Innate Immunity

Under intensive farming conditions, the animals’ fear related to livestock people 
can cause chronic stress, which can progressively limit animal growth and re-
productive performance. Therefore, when evaluating causes of low production 
or reproduction figures, the animals’ psychological status should be carefully 
investigated. This assumption was verified in a modern pig production farm 
with 400 breeding sows, where wrong handling and behavior of the personnel 
were clearly recorded.

To characterize the animals’ response to such unfavorable conditions, the 
reactivity test described by Hemsworth et al.120 was applied to 60 sows between 
30 and 90 days of gestation. Three categories of sows were defined and classi-
fied on the basis of the test results: fearful, timorous, and trustful. The following 
data were also collected:

l Total number of piglets and number of piglets born alive.
l P2 thickness (internationally recognized anatomic point, 6.5 cm from the 

back bone, behind the last rib) at the time of delivery.
l Serum lysozyme,118 serum bactericidal activity,119 and total hemolytic com-

plement.117

Data obtained from laboratory analyses were processed by analysis of vari-
ance. Fearful sows showed a significant alteration of serum bactericidal activity,  
a lesser back-fat depth and a productive performance far below that of the other 
two groups (Table 9.3).

These findings confirm the role of human–animal interactions in predispos-
ing animals to disease under intensive farming conditions.
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Case 3: Innate Immune Response to Thermal Stress

One of the most significant stressors for a newborn piglet is the challenge to 
adapt to the thermal environment. Thermal stress has complex interactions with 
diverse homeostatic circuits, including innate immunity (see Preface). There-
fore, the aim of this work was the evaluation of some innate immunity param-
eters in piglets kept in a cold environment. The details of this study were re-
ported in a previous paper.116 Briefly, the owner of a pig breeding unit with 200 
sows, reported high newborn mortality (>20%), mostly in 24–72 h old piglets, 
in traditional farrowing rooms with slatted floor crates lifted from the ground. 
The values recorded by max and min thermometers at different levels in the 
crates revealed temperatures by far below the thermoneutrality value (34°C) of 
newborn piglets.121

On visiting the farm, sows presented BCS values below the expected range. 
Newborn piglets showed wide weight differences and clear signs of sickness 
like diarrhea. After ruling out the presence of the usual environmental patho-
gens, innate immunity tests (C’, lysozyme, serum bactericidal activity) were 
shown to be affected by the thermal discomfort and sickness conditions record-
ed on farm. On the basis of these results, corrective measures were adopted for 
a better piglet thermal comfort. Two months later, four sows and their progeny 
(five piglets per each) were checked in the same pen, and a significant improve-
ment of the aforementioned parameters of innate immunity was recorded in the 
framework of satisfactory animal health conditions.116

On the whole, the reported field cases indicate that timely assays of innate 
immunity can contribute to an objective evaluation of animal welfare on farm. 
They can also provide useful diagnostic and prognostic data toward improved 

TABLE 9.3 Innate Immunity Parameters, Fat Depth (P2) and Productive 
Performance of Sows

Bactericidal 
activity (%)

Lysozyme 
(mg/mL)

Complement 
C’H50 (U/mL)

P2 
(mm)

Total 
piglets 
(born/
litter)

Born 
piglets 
(alive/
litter)

Fearful 
sows

17.77A 3.37 41.34a 15.45a 9.36A 11.05

Timorous 
sows

30.58B 3.44 57.87b 17.20b 9.09A 11

Trustful 
sows

36.32B 3.09 64.50b 18.56b 12.22B 11.78

Results are shown as group averages. Different superscripts indicate significant differences.  
a,b, P < 0.05; A,B, P < 0.001.
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disease control. Finally, as shown in dairy cattle farms,96 such a timely recog-
nition of disease-prone pigs could contribute to reduced usage of antibiotics 
on farm, with very favorable repercussions in terms of food safety and public 
health at large.
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