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Preface

Characterizations of protein folding (stability) and molecular interactions (binding)
are essential in many areas of biochemistry and cell biology. Neither can be viewed as an
all-or-none phenomenon, and a healthy cell requires exquisite adjustment of both.
Although initial descriptions of stability and interactions tend to be qualitative, an
understanding of their importance requires a quantitative approach with a level of
precision that matches their fine-tuning in a living cell.

Two volumes in the Methods in Molecular Biology Series published by Humana have
been devoted to protein stability and folding. The first, Protein Stability and Folding:
Theory and Practice (edited by Bret A. Shirley), appeared in 1995 and was primarily
devoted to the basic methods utilized for studies of the thermodynamics of protein
folding. The second was entitled Protein Structure, Stability, and Folding (edited by
Kenneth ‘‘Kip’’ Murphy) and appeared in 2001. The goal of the second volume as
stated by Kip was to serve as a companion to the first with more of an emphasis on
theory, with some chapters focusing on some exciting new methods. This volume
follows that path with a slight change in title to reflect the shift in emphasis: Protein
Structure, Stability, and Interactions.

We present here an overview of some of the methods currently used to study
protein stability and protein interactions, including scanning and titration calorimetry,
high-field NMR and other spectroscopic methods, and analytical ultracentrifugation.
Recent advances in the area of protein interactions with water, salts, and other solutes,
as well as the effects of crowding have been impressive and are described in a couple of
chapters. Methods for studying flexibility and intramolecular interactions in proteins,
along with characterization of the unfolded state, are also included. Exciting new
techniques include single-molecule methods as well as a new application of denaturants
to address protein stability in vivo.

I would like to thank all of the authors, the Series Editor John M. Walker, and the
publisher for their hard work and patience in putting together this volume. We hope
that it proves useful to many students and workers, not only in the field of protein
structural biology, but also in related fields such as cell biology where the application of
physical methods will become increasingly necessary as we move toward a quantitative
description of the chemistry and physics of life. Finally, I would like to thank my
colleagues, and especially my family, for their understanding and support.

John W. Shriver
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Chapter 1

Microcalorimetry of Proteins and Their Complexes

Peter L. Privalov

Abstract

Ultrasensitive microcalorimetric techniques for measuring the heat capacities of proteins in dilute

solutions over a broad temperature range (DSC) and the heats of protein reactions at fixed temperatures

(ITC) are described and the methods of working with these instruments are considered. Particular
attention is paid to analyzing the thermal properties of individual proteins, their stability, the energetics

of their folding, and their association with specific macromolecular partners. Use of these calorimetric

methods is illustrated with examples of small compact globular proteins, small proteins having loose
noncompact structure, multidomain proteins, and protein complexes, particularly with DNA.

Key words: microcalorimetry, proteins, complexes, folding, stability, energetics.

1. Introduction

Ever since it was realized that the formation of the unique spatial
structures of proteins and their complexes is in principle a rever-
sible, thermodynamically driven process, investigation of their
energetics has gained high priority. This has required direct mea-
surements of the heat effects of intra- and intermacromolecular
reactions of proteins in highly dilute solutions preventing their
nonspecific interactions. That needed development of supersensi-
tive calorimetric techniques, differential scanning and isothermal
reaction microcalorimetry, for measuring the heats associated
with change in temperature at fixed solvent conditions or with
change in solvent conditions at fixed temperature, respectively
(1, 2). The differential scanning microcalorimeter (DSC) gained
particular importance in studying the thermal properties of pro-
teins, providing information on the stability of protein structure
and its domain organization. Measurements of the heats of

John W. Shriver (ed.), Protein Structure, Stability, and Interactions, vol. 490
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reactions at fixed temperature by the isothermal titration micro-
calorimeter (ITC) are required for understanding the energetics
of protein interaction with various ligands. This method has
gained particular importance in studying the interactions of pro-
teins with specific macromolecular partners (e.g., other proteins
and nucleic acids), the processes which represent the most basic
biological functions. As will be shown below, these two methods
are in fact complementary, and for a full description of the ener-
getic basis of the structure of proteins and their specific complexes
the information provided by both methods is required.

2. Microcalori-
metric Techniques

2.1. Isothermal

Titration

Microcalorimeter

The isothermal reaction (titration) microcalorimeter (ITC) mea-
sures the heat effects of injecting small portions of one reagent
into the dilute solution of another reagent (Fig. 1.1a,b), and thus
yield the enthalpy of their association, �Ha (for these techniques,
see Refs. (2–5)). From serial injections of the titrant one gets its
binding isotherm which is expressed by the equation

Q ¼ �H a � V � ½M �tot �K a � ½L�=f1þK a � ½L�g; (1:1)

Fig. 1.1. (a) and (b) Calorimetric titration of a 16 bp DNA with the AT-hook peptide DBD2 at two different temperatures
using an ITC instrument with cell volume 1.25 ml; the volume of each titrant injection was 10 ml. (c) The dependence of
the association enthalpy on temperature that yields the heat capacity effect of association. For details, see Ref. (36).

2 Privalov



where K a is the association constant, [M]tot is the total concentra-
tion of the protein in the calorimetric cell, and [L] is the concentra-
tion of free ligand. Since [L] cannot be determined directly,
solution of this equation requires a rather complex fitting proce-
dure (4). Contemporary ITC instruments are equipped with an
efficient program which permits automatic determination of all the
binding characteristics even when the protein has several binding
sites differing in binding constant and enthalpy. The K a value thus
obtained yields the Gibbs energy of association, �Ga¼ –RTln(K a),
and since the Gibbs energy and enthalpy are known, one can
determine the entropy of association, �S a¼ (�H a–�G a)/T.
Repeating the titration at various temperatures gives the tempera-
ture dependence of the enthalpy, that is, the heat capacity effect of
association, �C a

p ¼ @ð�H aÞ=@T (Fig. 1.1c).
It should be noted that the optimal concentration of protein

to obtain a well-resolved binding isotherm is of the order of the
dissociation constant, K d¼1/K a. If the association constant is
too high, i.e., the dissociation constant is too low, the concentra-
tion of the solution which is titrated must also be low. Corre-
spondingly, the heat effect of mixing with the titrant might be too
small for its accurate measurement. Contemporary ITC instru-
ments permit working with micromolar concentrations of the
reagents, i.e., to study reactions with dissociation constants
above micromolar. In cases for which the dissociation constant is
below micromolar, it is necessary to use some other method (e.g.,
optical) for determination of the association constant and use the
ITC only for determining the association enthalpy. This is because
measurements of the enthalpy do not require determination of the
full binding isotherm: the enthalpy is estimated from the heat
effect of the first few injections (excluding the very first one
which is usually deficient), for which all injected titrant binds to
the reactant. Correspondingly, for enthalpy measurements one
simply has to use concentrations of reagents that provide a large
enough heat effect for its accurate determination.

One should keep in mind that the solution which is titrated and
the titrant solution should differ only in the reacting components,
and it is therefore essential that both solutions be dialyzed carefully
in the same solvent. After dialysis both solutions should be placed
under vacuum to remove dissolved gases, since bubbles, which
might appear upon titration, will produce undesirable heat effects.

2.2. Differential

Scanning

Microcalorimeter

The DSC measures the small differences between the heat capaci-
ties of two liquids with continuous scanning over a broad tempera-
ture range (Fig. 1.2a). The liquids are placed in the twin cells of this
differential instrument and are then heated or cooled at a fixed rate
and the electric energy required to maintain the temperatures of
both cells equal is recorded as a function of temperature (for
techniques, see Refs. (6–12)). The important characteristics of

Microcalorimetry of Proteins and Their Complexes 3



DSC instruments are their sensitivity, the stability of their baseline,
and the ability to scan aqueous solutions with a chosen fixed rate up
to 1008C (or higher) and down to 08C (or even below). A wide
operational range is important because temperature-induced
changes of various proteins occur over a very broad temperature
range: the temperature-induced unfolding of some thermostable
proteins takes place above 1008C, while the cold-denaturation of
proteins usually occurs at temperatures below 08C. Thus to study
these processes the aqueous solution needs to be superheated above
boiling point or supercooled below freezing point.

Dust-free aqueous solution can be supercooled cautiously
even down to –158C, but freezing could start spontaneously any
moment and damage the instrument. Therefore the instrument
for such experiments must be equipped with an automatic system
to rapidly heat the cells the moment freezing initiates, which is
sensed by a sudden large heat evolution.

To heat an aqueous solution above 1008C, the experiment is
conducted under excess pressure: an overpressure of 2 atm per-
mits the temperature to be raised to 1208C. The excess pressure is
also required to dissolve any possible bubbles forming in the
solution upon heating. This is essential because even microscopic
bubbles in the cell prevent measurement of the real difference in
the heat capacities of the studied solution and the reference liquid,
and thus prevent an accurate determination of the contribution of
the protein to the heat capacity of the solution.

The accuracy of measuring the heat capacity differences of two
liquids is determined firstly by the identity in masses of the com-
pared liquids. In a 0.1% protein solution (i.e., 1 mg ml–1 concen-
tration) the heat capacity contribution of the protein is about
0.03% of the total. To determine this with an error not exceeding
5%, the error in estimating the heat capacity of the protein

Fig. 1.2. (a). A DSC baseline obtained upon filling both cells with the solvent and the trace when in one of the cells the
solvent is replaced by the protein solution (lysozyme in 20 mM acetate, pH 4.0, 100 mM NaCl; protein concentration
2.0 mg ml–1). (b). The partial molar heat capacity function of lysozyme determined from the experiment shown in (a)
which represents the apparent heat capacity difference between the protein solution and the solvent.
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solution should be less than 0.002%. This means that the error in
loading 1 ml of sample solution into the calorimetric cell should
not exceed 0.01 mg, which is in practice impossible. Therefore,
ultraprecise DSC instruments compare the heat capacities not of
identical masses of the sample and reference solutions but of
identical volumes: the operational volume of the calorimetric
cells is fixed and is filled completely with the studied solutions
(8). This is why it is so important to load the studied liquids into
the cells without bubbles, even microscopic ones. This is easier in
the case of the twin capillary cell DSC instruments (9, 10). The
other advantages of twin capillary cells are their much smaller
operational volume (0.3 ml) and that their volume does not
change under excess pressure. Furthermore, they are more easily
washed and reloaded with new samples without bubbles. Upon
heating, the mass of liquid in a cell of fixed volume decreases
because of thermal expansion. However, the thermal expansions
of the dilute aqueous solution of the protein and the solvent are
identical and are partly compensated by the thermal expansion of
the cells. Thus the error caused by thermal expansion in the
determination of the difference heat capacity is practically negli-
gible (for details, see Ref. (8)).

In studying protein solutions, the solvent is usually used as the
reference sample. By filling both calorimetric cells of a differential
calorimeter with the solvent we first get the baseline (Fig. 1.2a). If
the cells are refilled with the same solvent, there should be no
change in this baseline. Such stability and reproducibility of the
baseline over the whole operational temperature range is one of the
most important characteristics of a scanning calorimeter and is
particularly high for instruments having capillary cells. The baseline
of the instrument might be not close to zero over the whole
temperature range because the twin cells are not absolutely iden-
tical. Therefore, in contemporary DSC instruments the original
recorded non-zero baseline is stored in the memory of the instru-
ment and is used for automatic correction of all further recordings.
The corrected recording for the solvent is very close to zero over
the whole operational temperature range, as shown in Fig. 1.2a,
and is used as a baseline in all further experiments with protein
solutions in the same solvent.

On replacing the solvent in one of the cells with the protein
solution the calorimetric recording shifts down on the �Cp

app(T).
This shift is a consequence of the fact that the heat capacity of
dissolved protein, Cp

pr, is lower than the heat capacity of the
solvent which is replaced by protein. If we know the partial specific
volume of the protein, V pr(T), of the solvent, V sol(T), and the
mass of the protein in the calorimetric cell, mpr, the partial specific
heat capacity of protein at any temperature T can be calculated by
equation (8).

Microcalorimetry of Proteins and Their Complexes 5



CpðT Þpr ¼ CpðT Þsolv � V ðT Þpr=V ðT Þsolv ��C app
p ðT Þ=mprðT Þ: (1:2)

The calorimetrically determined partial specific heat capacity
function of the protein is the most important characteristic of its
thermal properties (Fig. 1.2b). To obtain this function it is
important to:
(a) Choose the solvent conditions appropriately (pH, ionic

strength, buffer) so that the protein does not aggregate over
the whole studied temperature range and the pH of the solu-
tion does not change much.

(b) Prepare protein solution of the required concentration in the
chosen solvent and equilibrate it with careful dialysis against
solvent. For the accurate determination of partial specific heat
capacities of proteins, the error in determination of protein
concentration should not exceed 3%.

(c) If the protein solution has to be supercooled below 08C, both
the solution and the solvent must be filtered using a 0.2-mm
filter to remove dust particles which can initiate freezing.
Before loading into the calorimetric cells both solutions
should be degassed under vacuum.

(d) Fill both calorimetric cells with the solvent which will be used
in the experiment, and scan the DSC up and down several
times until the baseline stabilizes.

(e) Replace the solvent in one of the calorimetric cells with the
protein solution. This should be done without stopping scan-
ning, just at the moment when the instrument is scanning
down in temperature and the temperature of the cells is close
to room temperature. On replacing solvent with solution, the
cell should not be dried but just washed with the protein
solution. Drying of the cells, moreover washing them with
aggressive solutions, will change the adhesive properties of
their surface and re-establishing a stable baseline will require
further numerous nonstop scans of the instrument with the
cells filled with the solvent.

(f) All DSC experiments with solvent and then with protein
solutions should be carried out under an excess pressure not
lower than 2 atm.

3. The Partial
Specific Heat
Capacity of
Proteins

The example of lysozyme (Fig. 1.2b) shows that compact small
globular proteins do not change much upon heating up to some
critical temperature, but then unfold with extensive heat
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absorption resulting in a significant increase of their heat capacity,
�U

F Cp ¼ CU
p � CF

p (for review, see Ref. (12)). The increase of heat
capacity upon temperature-induced unfolding of proteins some-
what complicates the determination of the enthalpy of unfolding,
i.e., the area under the heat absorption peak. This is often deter-
mined by extrapolating the initial and the final heat capacities to
the mid-transition temperature, Tt, which is slightly lower than
the temperature of the heat capacity peak maximum due to asym-
metry of the peak (13). The area of the heat absorption peak above
these extrapolated lines gives the calorimetric enthalpy of unfold-
ing, �H cal. More justified is to use an explicit integral of the
excess heat capacity to obtain a sigmoidal baseline which gradually
increases from the initial to the final heat capacity values in pro-
portion with the heat absorbed for the given temperature.
A computer program, CpCalc, for estimating the excess heat
capacity effect by this procedure can be obtained from TA Instru-
ments (Linden, Utah).

The enthalpy of temperature-induced protein unfolding can
also be determined from the sharpness of this process, assuming
that it represents a two-state transition. If the heat capacity profile
is used as an index of the reaction progress, the van’t Hoff equa-
tion boils down to the following (8, 13):

�H vH ¼ RT 2
t ð@ ln K=@T Þ ¼ 4R � T 2

t ��CpðTtÞ=�H cal; (1:3)

where �Cp(Tt) is the heat capacity peak height at the transition
temperature Tt and �H cal is the calorimetrically measured total
heat absorbed in the peak. In the case of small compact globular
proteins (molecular mass <20 kDa) the van’t Hoff enthalpy,
�HvH, was found to be in good correspondence with the calor-
imetrically measured unfolding enthalpy, �H cal. This means that
unfolding of these proteins can indeed be regarded as a two-state
transition; that is, their unfolding is a highly cooperative process
(12, 13).

In the case of a two-state transition the equilibrium constant,
Kt, at the mid-transition temperature, Tt, equals 1, the Gibbs
energy difference between the states at that temperature is zero,
�Gt¼ –RTln(Kt)¼�Ht–Tt�St¼0, and the unfolding entropy
at that temperature is �St¼�Ht/Tt. Thus by measuring the
heat effect of a temperature-induced protein transition one can
determine not only the transition enthalpy but also the transition
entropy at the transition temperature. If the considered transition
is the temperature-induced unfolding of protein, the derived
entropy represents the entropy of protein unfolding at that tem-
perature Tt.

Thermodynamic characteristics of protein are usually calcu-
lated per gram or per mole of protein and are called the specific or
molar characteristics, respectively. In many cases, however, the
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specific characteristics are calculated not per gram but per gram
mole of an averaged amino acid residue, which for globular pro-
teins is about 115 g.

4. Reversibility of
Protein Unfolding

Reversibility of the studied process is the prime requirement for its
thermodynamic analysis. In the case of temperature-induced pro-
tein unfolding, this can be checked by scanning the studied pro-
tein both up and down. Reversibility of protein unfolding
decreases dramatically upon heating above 708C for almost all
mesophilic proteins because of some degradation of their chemi-
cal structure – particularly, the oxidation of certain side chains by
dissolved oxygen. Upon heating below 708C, many small proteins
show good reversibility in solutions preventing their aggregation,
for example, at pHs away from the isoelectric point of the protein
(Fig. 1.3). However, even if protein unfolding does not show
perfect reversibility, it might still be analyzed thermodynamically
because its temperature-induced cooperative unfolding is a much
faster process than the aggregation of unfolded protein and the
degradation of its exposed groups. The effect of these various
factors can be reduced by decreasing protein concentration,
increasing the scanning rate, and by removing dissolved oxygen.

–10 0 10 20 30
Temperature (°C)

Heating/cooling scans

H
ea

t e
ff

ec
t (

m
ic

W
)

40 50 60 70 80
–150

–100

–50

0

50

100

150

Fig. 1.3. DSC recording upon heating up to 808C and subsequent cooling to –88C of a
solution of the HMG box from the mouse Sox-5 protein in 10 mM potassium
phosphate, pH 6.0, 100 mM KCl (16).
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To remove oxygen, nitrogen is bubbled through the solution,
which is then placed under vacuum to get rid of the remnants of
both gases.

5. Heat Capacity
of Folded and
Unfolded Proteins

Determination of the complete heat capacity function of the
unfolded protein is not straightforward because if temperature-
induced protein unfolding is reversible, this state exists only above
the transition temperature, while below this temperature one can
have only irreversibly denatured protein. It cannot be measured
either in the presence of denaturant (e.g., urea or guanidinium
hydrochloride) since the later heavily solvates polypeptide chain.
However, the heat capacity of the ideal unfolded protein can be
modeled by summing up the heat capacities of its constituent
amino acids (14–16). The calorimetrically determined partial
heat capacities of individual amino acid residues are listed in
Table 1.1. As shown in Fig. 1.4, the calculated ideal heat capacity
function of the completely unfolded polypeptide chain is in a good
correspondence with the calorimetrically measured heat capacity
of the unfolded protein at high temperature, and this means that if
there are some residual structures in heat-denatured proteins they
do not contribute much to its heat capacity. Thus, in contrast to a
rather widespread opinion, the interactions between the groups of
a temperature-unfolded nonaggregating protein are insignificant
and can be neglected, at least to a first approximation. It is notable
that since globular proteins do not differ widely in the content of
various amino acid residues, the partial specific heat capacities of
their unfolded states, calculated per gram or per mole of amino
acid residues, are rather similar.

The situation with the native state of proteins is more complex
than for the unfolded. The first calorimetric studies of a number of
small compact globular proteins showed that their partial specific
heat capacities are linearly increasing functions of temperature and
the slopes of these functions are small and quite similar (Fig. 1.4).
Consequently, it appeared that the difference between the heat
capacities of the folded and unfolded states decreases with increas-
ing temperature and vanishes at about 1208C. However, with an
increasing number of calorimetrically studied proteins it appeared
that the heat capacity of the native state of different proteins are
not so similar (17, 18–20): in some cases the initial slope is rather
steep and its linear extrapolation crosses the heat capacity function
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Table 1.1
Temperature dependence of the partial molar heat capacities of peptide units, the N-
and C-terminal groups, and of side chains, Ri, of amino acid residues in J K–1 mol–1

(adapted from Ref. (15))

Group Heat capacities

5 ˚C 25 ˚C 50 ˚C 75 ˚C 100 ˚C

-CO-CH-NH- 4 15 26 30 34

N+C termini –158 –90 –21 –32 –150

Ri: side chains

Ala 176 167 156 145 135

Arg 205 273 306 315 318

Asn 73 89 110 125 140

Asp 73 89 106 124 141

Cys 225 238 251 261 268

Gln 168 180 193 203 211

Glu 168 179 192 204 211

Gly 82 78 72 66 60

His 206 180 177 180 187

Ile 407 402 397 391 386

Leu 386 382 378 373 369

Lys 215 250 267 274 278

Met 197 176 158 150 148

Phe 396 383 370 358 348

Pro 214 178 152 143 136

Ser 76 81 86 91 97

Thr 194 184 182 186 199

Trp 471 458 446 434 424

Tyr 311 302 295 294 300

Val 325 314 305 295 286

Heme 875 1012 1155 1265 1375
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of the unfolded state not at 1208C but at much lower tempera-
tures (Fig. 1.5). Further studies showed that such a steep initial
increase of the heat capacity is not an exception and the slope
varies over a rather broad range (Table 1.2, Fig. 1.6). Among the
studied proteins, bovine pancreatic trypsin inhibitor (BPTI) has
the lowest slope: this is a compact protein with an extremely rigid
structure stabilized by three S-S cross-links (21, 15). Dehydrated

Fig. 1.4. The partial molar heat capacity functions of barnase and ubiquitin at different pHs showing the roughly linear
dependence of Cp for the folded state. The heat capacity of their unfolded states is approximated by the curved functions.
For details, see Refs. (39, 40).
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Fig. 1.5. (a) The partial heat capacity of the HMG box (DNA-binding domain) of mSox-5 and (b) the basic region/leucine
zipper element of yeast GCN4. The heat capacity of the initial state in these cases increases very steeply and its linear
extrapolation crosses the heat capacity of the unfolded state at temperatures much below 1208C. In both cases Line 1 is
a linear extrapolation of the initial heat capacity function of the protein and Line 2 represents the calculated heat capacity
function of the unfolded protein. Line 3 shows the heat capacity function of the fully folded protein BPTI, corrected to the
molecular weights of Sox-5 and bZIP. This is taken as the standard partial specific heat capacity function for fully folded
proteins. For details, see Refs. (17, 18).
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Table 1.2
Thermodynamic characteristics of proteins calculated per mole of amino acid
residue assuming a residue molecular mass of 115 Da

N Protein (Reference) Cp (0 ˚C) dCp/dT Tt DHt DHtot (120 ˚C)

1 Anhydrous protein (22) 133 0.47

2 BPTI (21) 141 0.65 100.5 5.3 5.7

3 Barnase (39) 140 0.70 54.3 4.8 6.7

4 Myoglobin (23) 138 0.80 70.8 3.4 7.0

5 Lysozyme (15) 140 0.82 75.3 4.3 7.3

6 Cytochrome c (15) 143 0.90 72.1 2.8 6.3

7 Ubiquitin (40) 143 0.90 90.0 4.0 6.6

8 T4 lysozyme (42) 148 0.90 64.4 3.6 7.0

9 RNase T1 (41) 140 0.92 61.2 4.88 7.3

10 RNase A (15) 144 1.10 57.9 3.9 6.7

11 Engrailed (43) 154 1.30 48.7 2.0 7.5

12 Mat a2 (44) 163 1.43 52.2 1.7 8.0

13 Antennapedia (44) 145 1.48 55.0 3.3 6.5

14 HMGD-74(20) 145 1.54 41.6 2.3 7.7

15 LZ-GCN4 (18) 144 1.75 62.5 0.8 9.3

16 HMG box Sox-5 (17) 148 1.88 46.1 2.23 7.2

17 Zn-finger TFIIIA (44) 153 1.73

18 NHP6A (20) 155 2.07 38.6 1.5 7.2

19 SRY (20) 172 2.65 38.0 0.23 8.3

20 Lef-79 (20) 176 2.73 44.5 –0.3 7.3

Tt, the transition temperature; �Ht, the enthalpy of cooperative unfolding at the transition temperature
calculated by linear extrapolation of the initial heat capacity function; �H120, the total enthalpy of
unfolding at 1208C calculated by integrating the excess heat capacity from –208C using the heat capacity
of fully folded BPTI as a baseline.
Tt in 8C; Cp and �Cp in kJK–1mol–1, dCp/dT in kJK–2mol–1; �H in kJmol–1.
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proteins have an almost similar slope (22). The increase of heat
capacity of dehydrated proteins must be caused by intensification
of their thermal motion with temperature raise. Thus the small
slopes of the hydrated proteins, which are just a little bit larger
than that of dehydrated proteins, can be explained by intensifica-
tion of thermal vibrations of their structure and the gradual melt-
ing of the hydrating water (see Section 10). But what about
proteins such as Sox-5 and bZIP having much larger slopes in
the initial part of the heat capacity function?

6. Functions
Specifying Protein
Stability

In cases where a protein unfolds cooperatively upon heating with a
sharp heat absorption, from the area of the heat absorption peak
one can determine the enthalpy and entropy of protein unfolding
at the transition temperature. Moreover, the resulting heat capa-
city increment, �Cp, permits estimation of the expected enthalpy
and entropy of protein unfolding at other temperatures. Since
according to Kirchhoff’s relation @ð�H Þ=@ T ¼ �Cp and corre-
spondingly @ ð�SÞ= @T ¼ �Cp=T integrating these relations we
get the enthalpy and entropy functions of the protein:
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Fig. 1.6. The initial slopes of the partial specific heat capacity functions of a number of
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correspond to those given in the first column of this table.
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�H ðT Þ ¼ �Ht þ
ðT

Tt

�CpdT ; (1:4)

�SðT Þ ¼ �H t

Tt
þ
ðT

Tt

�CpðT Þ
T

dT : (1:5)

If the heat capacity difference between the unfolded and
folded states of a protein does not depend on temperature (i.e.,
�Cp � constant), these expressions are simplified as

�H ðT Þ � �Ht þ�CpðT � TtÞ; (1:6)

�SðT Þ � �Ht=Tt þ�Cp lnðT =TtÞ: (1:7)

In this approximation the enthalpy is a linear function of
temperature, decreasing below Tt to zero at some temperature
Th and then changing sign (Fig. 1.7):

Th � Tt ��Ht=�Cp (1:8)

The entropy of unfolding also decreases with temperature
below Tt, but nonlinearly, and reaches zero at a somewhat higher
temperature, Ts, than does the enthalpy function:

Ts � Tt expð��Ht=�Cp � TtÞ: (1:9)

Below Ts the entropy is negative.
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7. Stability
of Protein

The combination of the enthalpy and entropy expressed by
Eqs. (1.4) and (1.5), or their simplified forms (1.6) and (1.7),
gives the Gibbs energy difference between the unfolded and
folded states of a protein as a function of temperature:

�GðT Þ ¼ �H ðT Þ � T �SðT Þ � �Ht½Tt � T �=Tt

��Cp½ðTt � T Þ þ T lnðT =TtÞ� �

� �Ht½Tt � T �=Tt ��Cpð½Tt � T �=4T Þ2:

(1:10)

In contrast to the enthalpy and entropy functions, the Gibbs
energy between the unfolded and folded states of protein is a
function with an extremum (Fig. 1.7, inset). Its maximum is
reached at the temperature Tmax, where the temperature derivative
of this function is zero:

@�G

@T
¼@ð�H�T �SÞ

@T
¼�Cp��S�T

�Cp

T
¼��SðTsÞ¼0: (1:11)

Thus �G has a maximum at the temperature where the
entropy of unfolding is zero, that is, Tmax¼Ts. At temperatures
above and below Tmax the Gibbs energy difference decreases.
Since �G represents the work required to transfer protein from
the folded to the unfolded state, it determines the stability of
protein structure. It follows, therefore, that zero stability of the
native state is reached at two different temperatures: at a high
temperature, Tt, at which heat-denaturation of the protein takes
place; and at a low temperature, Tt*, at which one can expect cold-
denaturation of the protein (for details, see Refs. (23, 24)):

T�T �
�CpT2

t

2�Ht þ�CpTt
¼ T2

t

3Tt � 2Th
(1:12)

The distinguishing feature of cold-denaturation is that, while
heat-denaturation proceeds with heat absorption and thus with an
increase of enthalpy and entropy, cold-denaturation proceeds
with release of heat, that is, with an enthalpy and entropy decrease.
This is because at the temperature where the cold-denaturation is
expected both the enthalpy and entropy of unfolding invert their
sign (Fig. 1.7, inset).

8. Cold-
Denaturation

According to the thermodynamic predictions the cold-denaturation
of most globular proteins should occur at temperatures below
08C (23–26). Observation of this phenomenon is therefore
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not easy since it requires supercooling of the aqueous solution.
As mentioned above (see Section 3), dust-free aqueous solution
can be supercooled down to at least –158C. On the other hand,
the expected temperature of cold-denaturation of a protein can
be raised by the appropriate choice of the solution pH (Fig. 1.8)
and buffer (Fig. 1.9). Various buffers used in studying protein

Fig. 1.8. The temperature dependence of the Gibbs energy difference of the native and
denatured states of metmyoglobin in 10 mM sodium acetate solution at various pH
values. For details, see Ref. (23).

Fig. 1.9. Temperature dependence of the calorimetrically measured enthalpy of met-
myoglobin denaturation at various pH values in the presence of glycine (open squares),
piperazine (open triangles), and sodium acetate (open circles) buffers. The filled
symbols indicate conformational transition enthalpies obtained from calorimetric data
corrected for protonation/deprotonation heats of protein and buffer (see Section 12).
The linear extrapolations provide the value of Th which for the metmyoglobin in acidic
solutions is highest when using sodium acetate buffer. For details, see Ref. (23).
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solutions differ not only in their range of optimal pH but also in
the enthalpy of protonation. This heat effect compensates the
enthalpy of protein protonation/deprotonation upon unfolding
and, correspondingly, increases the temperature Th at which the
enthalpy of protein unfolding becomes zero. According to
Eq. (1.12), the higher the Th, the higher will be the cold-
denaturation temperature, Tt*. In the case of metmyoglobin,
as shown in Fig. 1.9, sodium acetate buffer appears to be the
most suitable for observing the cold-denaturation of this protein
(see Section 11). Figure 1.10 illustrates the heat effect observed
by DSC upon cooling and subsequent heating of an apomyoglo-
bin solution (25). One can see that, as predicted by the thermo-
dynamic formalism, cold-denaturation proceeds with negative
enthalpy and correspondingly with an entropy decrease, in con-
trast to the heat-denaturation.

DSC studies of a variety of proteins led to the understanding that
cold-denaturation is a very general property of globular proteins,
although its observation is not always possible because it frequently
occurs at too low a temperature (for a review, see Ref. (24)).

9. Heat-
Denaturation

Calorimetric studies of cold-denaturation of proteins have shown
that the thermodynamic formalism expressed by Eqs. (1.4)–(1.8)
is able to predict the thermal properties of globular proteins at low

Fig. 1.10. Heat effects recorded by DSC upon cooling a apomyoglobin solution (pH 4.8,
20 mM sodium acetate) from room temperature to –108C and subsequent heating to
808C. The protein unfolds upon cooling below 08C and this proceeds with heat release. On
subsequent heating from –108C, it refolds around 08C with heat absorption and then
unfolds around 608C with the heat absorption.Thus the heat effects of the cold- and heat-
denaturation differ in sign (12).
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temperatures. However, an assumption that the difference
between the heat capacities of the unfolded and folded states of
a protein does not depend on temperature is valid only in analyz-
ing the thermal properties of proteins at the relatively low tem-
peratures where this difference is considerable and its decrease
with temperature rise can be disregarded. However, at higher
temperatures where the difference between the folded and
unfolded states becomes small one cannot ignore its dependence
on temperature. In the cases where the heat capacity of the
unfolded and folded state cross each other at about 1208C
(Fig. 1.4), as found for many compact globular proteins (15),
the enthalpy of protein unfolding would not be a linearly increas-
ing function of temperature but a function which asymptotically
approaches some constant level at this temperature (Fig. 1.11).
However, in the cases where the heat capacities of folded and
unfolded states cross each other at significantly lower tempera-
tures (Fig. 1.5), at this crossing-over temperature the apparent
heat capacity effect of unfolding should change sign and the
enthalpy should convert from an increasing function of tempera-
ture to a decreasing function of temperature (Fig. 1.11, curves 3
and 4). The only explanation for such strange behavior of the
enthalpy is that the apparent heat capacities of these proteins do
not represent their intrinsic heat capacities.

While the small slope of the heat capacity function of a folded
protein can be explained by an intensification of thermal motion
of its groups and a gradual melting of the hydrated water, a large
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slope must mean the accumulation of much greater energy upon
heating, perhaps in generating local unfolding of protein struc-
ture. It follows then that the initial slope of the heat capacity
function reflects the flexibility of a protein’s structure: proteins
with loose, flexible structure should have steeper heat capacity
slopes. If so, this excess heat effect should be taken into account
when estimating the total enthalpy of protein unfolding. The
question is then how to determine this excess heat? This requires
the heat capacity function of a fully folded protein which could be
taken as a baseline in estimating the excess heat effect.

As a standard heat capacity of a fully folded protein one can
take the partial specific heat capacity function of the protein hav-
ing the lowest initial heat capacity slope (Fig. 1.6, Table 1.2).
Such a protein is BPTI a highly stable protein which unfolds upon
heating to above 1008C (21). The partial specific heat capacities of
native BPTI in the temperature range from 58C to 1008C are
given in Table 1.3 and are approximated by the equation

CpðT ÞBPTI ¼ ½1:295þ 5:926� 10�3ðT � 273:16Þ� JK�1g�1: (1:13)

Using the partial specific heat capacity function of BPTI as a
standard of fully folded protein, CF

p (Fig. 1.5, dashed-and-dotted
lines), one can determine the excess heat capacity function for all
other proteins, �Cpexc ¼ ½Cpr

p � CF
p�], and by its integration

determine the full enthalpy and entropy functions of protein
unfolding (11, 17, 18):

�U
NHðTÞ ¼

ðTmax

To

½Cpr
P � CF

P�dT�
ðT

Tmax

½CU
P � CF

P�dT (1:14)

�U
N SðT Þ ¼

ðTmax

T o

½ðCpr
p � CF

p�d ln T�
ðT

Tmax

½CU
p � CF

p�d ln T: (1:15)

Here CU
P is the molar partial heat capacity of the unfolded

polypeptide chain calculated by summing up the heat capacities of
the amino acid residues constituting the protein, CF

P is the molar
heat capacity of fully folded protein calculated by multiplying the
specific heat capacity of BPTI on the molecular mass of the con-
sidered protein, and Tmax is the temperature to which the protein
was heated in the calorimetric experiment and at which it is
assumed to be completely unfolded.

Table 1.3
Partial specific heat capacity of native BPTI (adapted from Ref. (15) )

T, ˚C 5 25 50 75 100

Cp, J K–1_g–1 1.325 1.447 1.600 1.736 1.888
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Such analysis of the heat capacity functions of calorimetrically
studied globular proteins showed that in all cases their specific
enthalpy and entropy of unfolding (i.e., calculated per gram or per
mole of residue) are increasing functions of temperature, asymp-
totically approaching almost the same limit at 1208C (Fig. 1.12).
BPTI represents an exception, since being heavily S-S crosslinked,
it does not fully unfold even at 1208C.

Why then do the enthalpy and entropy, which reach definite
positive values at 1208C, decrease from these values as the tem-
perature is lowered and even change their sign? The internal inter-
actions and conformational entropy should not decrease much on
temperature reduction; moreover, they should not change sign at
low temperatures. These effects can be caused only by the sur-
rounding medium, that is, by the water (for a review, see Ref. (15)).
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Fig. 1.12. The enthalpy and entropy functions of unfolding the several proteins listed in
Table 1.2. These functions asymptotically approach common limits at 1208C. At this
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10. Water Contri-
bution to the Heat
Capacity of
Proteins

As mentioned above, the small increase in heat capacity of some
proteins with temperature rise might be associated with both an
intensification of thermal vibrations of protein groups and also
with the gradual melting of hydrating water. This can be checked
by analyzing the possible contribution of hydration to the heat
capacity of proteins. The surface-normalized heat capacity effects
of hydration of all the amino acids, dCp,i

hyd(T), were determined
calorimetrically over a broad temperature range (15, 27, 23) and are
listed in Table 1.4. By knowing the water accessible surface areas
of each type of protein group, ASAi, and its surface-normalized
hydration effect, one can estimate the overall hydration effect upon
protein unfolding by the simple summation:

�Chyd
p ðT Þ ¼ �i�C

hyd
p;i ðT Þ � ASAi (1:16)

The water accessible surface area, ASA, of proteins with known
structure is determined by rolling a probe of radius 1.4 Å
(approximating a water molecule) over the considered surface.
There are several commercial programs which can be used for
this purpose.

It is notable that dCp,i
hyd values for all aliphatic groups are

positive and similar. They are positive also for aromatic groups,
but smaller in magnitude than for aliphatic groups. It is incorrect
therefore to assume that aliphatic and aromatic groups are iden-
tical in their hydration properties, as is often assumed in the
literature: aromatic groups are not apolar, they are in fact slightly
polar. The hydration effects for charged and polar groups, in
contrast to aliphatic, are negative and very different for different
groups. To a first approximation, however, one can use an aver-
aged value of the hydration heat capacity effect which takes into
account the typical distribution of various polar groups in globular
proteins (15):

Cpð25oÞhyd ¼ ð2:14 � ASAnp þ 1:55 � ASAarom

�1:27 � ASApolÞJK�1mol�1: (1:17)

It should be noted that other approximate expressions for
calculating the hydration heat capacity effects have been proposed
(for example, see Ref. (29)), but they do not distinguish between
the hydration effects of apolar and aromatic groups.

Determination of the ASA for the unfolded protein is not as
straightforward as for the folded protein because the unfolded
polypeptide does not have definite structure and even the most
powerful computers cannot efficiently model its rapidly changing
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Table 1.4
Surface-normalized values of heat capacities, enthalpies, entropies, and Gibbs
energies of hydration for various parts of amino acid residues (adapted from
Ref. (15))

Surface Property

Temperature

5 ˚C 25 ˚C 50 ˚C 75 ˚C 100 ˚C

Aliphatic dCp
hyd 2.24 2.14 2.03 1.91 1.80

dH hyd –166 –122 –70 –21 26

dS hyd –730 –578 –409 –263 –134

Aromatic dCp
hyd 1.65 1.55 1.41 1.29 1.19

dH hyd –180 –148 –111 –77 –46

dS hyd –430 –319 –199 –98 –12

Polar parts of: Arg dCp
hyd –0.38 –0.20 –0.12 –0.04 0.01

dH hyd –821 –827 –831 –833 –834

dS hyd –458 –478 –492 –497 –498

Asn dCp
hyd –1.27 –1.01 –0.67 –0.41 –0.16

dH hyd –871 –894 –915 –928 –936

dS hyd –575 –654 –723 –763 –783

As dCp
hyd –1.72 –1.40 –1.07 –0.71 –0.40

dH hyd –684 –715 –746 –768 –782

dS hyd –360 –469 –569 –636 –675

Cys dCp
hyd 1.80 2.01 2.23 2.42 2.54

dH hyd –309 –271 –218 –160 –98

dS hyd –535 –402 –232 –59 113

Gln dCp
hyd –0.38 –0.22 –0.06 0.07 0.17

dH hyd –697 –703 –706 –706 –703

dS hyd –571 –591 –604 –603 –594

Glu dCp
hyd –0.71 –0.55 –0.35 –0.17 –0.05

dH hyd –459 –562 –573 –580 –583

dS hyd –392 –436 –473 –492 –500

22 Privalov



Table 1.4
(continued)

Surface Property

Temperature

5 ˚C 25 ˚C 50 ˚C 75 ˚C 100 ˚C

His dCp
hyd –1.96 –2.43 –2.38 –2.26 –2.07

dH hyd –1084 –1128 –1188 –1247 –1301

dS hyd –542 –693 –888 –1060 –1211

Lys dCp
hyd –1.31 –1.53 –1.59 –1.36 –1.15

dH hyd –685 –714 –753 –789 –821

dS hyd –394 –482 –609 –716 –804

Met dCp
hyd –3.51 –3.83 –4.07 –4.04 –3.91

dH hyd –399 –473 –572 –672 –774

dS hyd –158 –412 –732 –1031 –1308

Ser dCp
hyd –1.62 –1.40 –1.20 –096 –072

dH hyd –1015 –1045 –1078 –1104 –1126

dS hyd –878 –983 –1089 –1168 –1227

Thr dCp
hyd –1.09 –1.29 –1.22 –0.89 –0.29

dH hyd –1262 –1287 –1318 –1343 –1359

dS hyd –971 –1053 –1156 –1232 –1274

Trp dCp
hyd 1.05 0.96 1.07 1.08 1.03

dH hyd –1181 –1161 –1135 –1110 –1084

dS hyd –766 –693 –615 –534 –460

Tyr dCp
hyd –1.46 –1.48 –1.36 –1.15 –0.86

dH hyd –824 –854 –889 –921 –946

dS hyd –314 –415 –531 –625 –695

CONH dCp
hyd –2.08 –1.81 –1.56 –1.53 –1.49

dH hyd –1662 –1702 –1745 –1785 –1823

dS hyd –890 –1026 –1162 –1278 –1383

dCp
hyd in JK–1mol–1Å–2; dH hyd in Jmol–1Å–2; dS hydin JK–1mol–1Å–2.
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random-coiled conformation. In earlier studies, therefore, the
ASA of the unfolded protein was estimated by summing up the
ASA of each amino acid as determined in an extended tripeptide,
Gly-X-Gly or Ala-X-Ala. However, since Gly has no side chain and
Ala has a very small one, this method gives ASA values of the side
chain X without screening by the neighboring side chains. It is
more justified to determine ASA by approximating the unfolded
polypeptide chain in an extended conformation. In this confor-
mation, the ASA values of groups determined by rolling the probe
are smaller by about 20% than those calculated by simple summa-
tion of the surfaces of amino acid residues determined in Ala-X-
Ala tripeptides, as a result of screening effects from neighboring
longer side chains (15).

Excluding the calculated heat capacity effect of hydration
from the heat capacity of the unfolded polypeptide chain, one
gets the heat capacity of the polypeptide chain without hydration
effects (Table 1.5). It is notable that, after correction for

Table 1.5
The heat capacities of corrected for hydration effects proteins in kJK–1(mol-res)–1

State Protein 0 ˚C 25 ˚C 50 ˚C 75 ˚C

Native Barnase 118 139 152* 184*

Lysozyme 126 138 153* 170*

RNase T1 121 136 151* 168*

Ubiquitin 124 143 164* 185*

Averaged 122

–3

139

–4

–6 177*

–8

Unfolded Barnase 117 136 150 156

Lysozyme 136 149 165 170

RNase T1 115 127 140 152

Ubiquitin 130 150 162 169

Averaged 125

–8

140

–9

154

–9

162

–8

Anhydrous
Protein*

135 147 159* 171*

* Anhydrous chymotrypsinogen (22); * – linearly extrapolated values.
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hydration, the heat capacities of unfolded proteins, as well as
folded proteins having small initial heat capacity slopes, are very
close to the heat capacities of anhydrous (dry) proteins measured
in an absolute calorimeter (22). This shows that the denatura-
tional heat capacity increment of proteins in aqueous solution is
mostly caused not by the increased conformational freedom of the
polypeptide chain but by the change in hydration upon protein
unfolding, namely of the exposed apolar groups which provide the
positive heat capacity effect. Thus the heat capacity increment
upon protein unfolding can be determined by analyzing the
increase in the water accessible surface area of each group, ‘i’, of
the protein, �ASAi:

�Chyd
p ðT Þ ¼ �dChyd

p;i ðT Þ � ðASAU
i � ASAF

i Þ

¼ �dCp;i
hyd ðT Þ ��ASAi

(1:18)

It was found that the heat capacity increment calculated in this
way is usually in good correspondence with the calorimetrically mea-
sured heat capacity increment of unfolding for compact globular
proteins that have a small initial slope of their heat capacity function
and unfold cooperatively (15, 28). This correspondence is found
because only for such proteins can one measure unequivocally the
heat capacity increment of unfolding. For proteins having a large
initial heat capacity slope this is impossiblebecause their apparentheat
capacity is not totally intrinsic but includes the heat effects associated
with temperature-induced structural changes in the protein.

11. Water Contri-
bution to the
Enthalpy and
Entropy of Protein
Unfolding

Using the increase in the water accessible surface area, �ASAi,
of every type of protein group, ‘i’, upon protein unfolding and
the surface-normalized intrinsic hydration effects of these
groups, dHi

hyd and dSi
hyd, listed in Table 1.4, one can esti-

mate the enthalpy and entropy of protein hydration upon
unfolding (15):

�H hyd ¼ �dH
hyd
i ��ASAi and

�Shyd ¼ �dS
hyd
i ��ASAi

(1:19)

The hydration entropies of polar and nonpolar groups upon
unfolding of various globular proteins are shown in Fig. 1.13. It is
striking that hydration effects of nonpolar and polar groups are
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very different: the hydration entropies of nonpolar groups are
negative at room temperature, decrease in magnitude with rise
of temperature, and vanish at about 1208C. In contrast, the
hydration entropies of polar groups are also negative at room
temperature but become even more negative with temperature
increase. This is because the heat capacity effects of hydrating of
nonpolar and polar groups differ in sign: positive for nonpolar
groups and negative for polar groups (28, 29). Thus at 1208C
hydration entropies of polar groups are quite considerable, vary-
ing between –25 JK–1 and –37 JK–1 per mol residue. If this
hydration effect is subtracted from the calorimetrically deter-
mined entropy of protein unfolding at 1208C, one can find the
conformational entropy of protein unfolding at that temperature.
This appears to be about (50–10) JK–1 per mol residue. This value
is quite close to the theoretically expected conformational entropy
of protein unfolding, (40–10) JK–1 per mol of residue (see Epilo-
gue in Ref. (15)).

A similar analysis of the contribution from the hydration of
groups exposed upon protein denaturation showed that the
enthalpy of internal interactions stabilizing protein compact struc-
ture (i.e., the contribution of hydrogen bonding and van der
Waals interactions without hydration effects) is of the order of
40–50 kJ per mole of residue (15).

Fig. 1.13. Temperature dependence of the entropies of hydration for polar and nonpolar
groups and of conformational entropies of unfolding of the globular proteins, calculated
per mole of amino acid residue.
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12. Heat effect of
Protein Protonation/
Deprotonation

Unfolding of protein usually results in unmasking of internal titra-
table groups and their protonation or deprotonation depending
on the pH at which the experiment is carried out. Enthalpies of
deprotonation are positive and for acidic groups are rather small,
while for alkaline groups are quite considerable (Table 1.6). More-
over, if protein unfolding is studied in a buffered solution, the
protonation/deprotonation of the protein induces compensating
deprotonation/protonation of the buffer. Therefore, the calorime-
trically measured heat of protein unfolding also includes the heat of
buffer protonation/deprotonation:

Pr-Hþ Buf $ Prþ Buf -H:

The presence of buffer can therefore change considerably the
calorimetrically measured overall enthalpy of protein unfolding,
as illustrated in Fig. 1.9. If we are interested in the net enthalpy of
the conformational transition of a protein, the heat effect of
protein and buffer protonation/deprotonation must be excluded
from the calorimetrically measured enthalpy of protein unfolding:

�H ðp=dÞ ¼ ��Hini (1:20)

Table 1.6
Thermodynamic characteristics of deprotonation of the titratable protein groups
at 25 ˚C

Group pK DGkJmol–1 DHkJmol–1 DSJmol–1

a-carboxyl

(protein and glycine)

2.8 15.6 1.7 –47

Asp 3.9 21.8 4.6 –58

Glu 4.5 24.0 1.6 –75

His 6.0 33.5 28.8 –16

a-amino

(protein and glycine)

9.8 54.7 43.8 –40

Tyr 10.1 56.4 25.1 –105

Lys 10.8 60.3 53.8 –22

Arg 12.5 69.8 51.8 –60
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This however requires knowledge of the number of each type of
group, ni, which protonate or deprotonate in the considered reaction.

Another possibility consists of using a buffer having heats of
protonation close to that of the protein groups which are titrated.
One such buffer is glycine: the enthalpies of deprotonation of its
a-carboxyl and a-amino groups are rather close to that of the
acidic and basic groups of proteins (Table 1.6). Thus the calor-
imetrically measured enthalpy of protein unfolding performed in
the presence of this buffer can be regarded as the net enthalpy of
the conformational transition. This is particularly true where the
experiment is carried out at acidic pHs since the absolute enthal-
pies of protonation of acidic groups are small and differ little from
that of the a-carboxyl group of glycine.

13. Effects of the
Environment

Protein native structure can be changed and even completely dis-
rupted not only by temperature increase but also upon changes of
the environmental conditions, for example, increase or decrease
of pH, increase in the concentration of denaturants, etc. The
temperature-induced unfolding of protein depends on pH since it
results in protonation of unmasked titratable groups which con-
tribute to some extent to the enthalpy and entropy of unfolding
(Fig. 1.14, see also Fig. 1.4). On the other hand, the pH-induced

Fig. 1.14. Effect of pH on the temperature-induced heat-denaturation of lysozyme and
the effect of temperature on the acid-induced denaturation of this protein (inset) studied
by the DSC and ITC experiments, respectively (30).
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unfolding of protein depends on temperature (inset in Fig. 1.14).
Thus the effect of temperature and pH on the stability of protein
and enthalpy of its unfolding are interdependent. This interdepen-
dence of various variables can be described using standard thermo-
dynamic functions (30, 31).

Taking the state of the protein at To, pHo as the standard, the
enthalpy of the native and unfolded states of the protein would be
described by the functions

H NðT ; pHÞo ¼
ðT

To

CN
p dT þH NðpHÞTo; (1:21)

H UðT ; pHÞ ¼ H NðT ; pHÞo þ�Ht �
ðTt

T

�CpdT : (1:22)

Here HN(pH)To = (HpH–HpHo)N
To is the enthalpy change of the

native protein on pH variation from pHo to pH at constant
temperature To, and �Ht is the enthalpy of the protein transition
at Tt (for details, see Ref. (30, 31)). Combination of these two
experimental datasets permits a description of the state of protein
in three-dimensional coordinates by two surfaces specifying the
native and unfolded states of the protein (Fig. 1.15). Analysis of
the entropy and Gibbs energy changes on the pH-induced unfold-
ing of protein is described in detail in (30).

Fig. 1.15. Standard enthalpy of the native (lower surface) and unfolded lysozyme (upper
surface) as a function of temperature and pH (31). The enthalpy of protein unfolding at
any given T value and pH point is determined by the difference between these surfaces
at this point.
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14. Analysis
of the Excess Heat
Capacity Function

The great advantage of a DSC experiment is that it gives the func-
tional dependence between the enthalpy and temperature of the
considered macromolecular object, that is, the two conjugate exten-
sive and intensive fundamental characteristics of the system which
includes all information on the states of this system realized over the
considered temperature range (8, 12, 33). This permits a detailed
analysis of the process of temperature-induced changes in the pro-
tein. In practice, this analysis boils down to a computer simulation
of the calorimetrically determined heat capacity function:

CpðT Þ ¼ Co
p þ

@

@T
�pi�Hi½ �; (1:23)

where Cp
o is the partial molar heat capacity of the reference state. The

second term accounts for any temperature-induced transitions and
the possibility that the transition involves an arbitrary number of
states, N. In this equation pi represents the population of molecules
in the ith state and �Hi its relative enthalpy. Expanding the above
equation and bearing in mind that the population of each state is a
function of the Gibbs free energy of that state, �Gi, we have

CpðT Þ ¼Co
p þ f½��H 2

i expð�Gi=RT ÞQ �

� ½��Hi expð��Gi=RT Þ=Q �2g=RT 2;
(1:24)

where Q is the partition function and

�GiðT Þ ¼ �HiðT Þ � T �SiðT Þ; (1:25)

�HiðT Þ ¼ �HiðTtÞ þ
ðT

Tt ;i

�Cp; iðT ÞdT : (1:26)

For a monomeric reaction,

�SiðT Þ ¼ �HiðTtÞ=Tt þ
ðT

T i
t

�Ci
pðT Þdðln T Þ: (1:27)

For the multimeric reaction, X , m1D1 þm2D2 þ . . .þmkDk,
the entropy change at the transition point, Tt, with half of the molecules
unfolded, is

�SiðTtÞ ¼ ½�HiðTtÞ þRT ln K �=Tt; (1:28)

where

K ¼¼ ðN=2Þn�1
Yk

i¼1
½Di�mi: (1:29)

Here N=N o/N st is the dimensionless initial concentration of the
complex relative to the standard concentration and n ¼ �mi is the
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order of reaction (8, 32). A program for the deconvolution analysis
of the heat capacity functions of protein is now provided with
precise scanning microcalorimetric instruments; in particular, the
deconvolution program CpCalc is included in the Nano-DSC
manufactured by Calorimetric Sciences Corporation (Lindon,
Utah).

14.1. Small Compact

Globular Proteins

Small compact globular proteins are those with a small initial slope of
the heat capacity function and molecular mass of the order of 10 kDa.
A typical representative of this class of proteins is barnase (Fig. 1.4a).
A deconvolution analysis of the partial molar heat capacity function of
barnase shows that its temperature-induced unfolding proceeds with-
out noticeable intermediates, that is, in a highly cooperative way
(Fig. 1.16). Thus the structure of this class of proteins represents a
single cooperative unit, the cooperative domain.

14.2. Small Globular

Proteins with Loose

Structure

These are proteins with steep increase of the initial heat capacity
which cannot be explained by intensification of thermal motion
upon heating (Fig. 1.5). Deconvolution analysis of the heat capa-
city function of such proteins, namely of the DNA-binding dom-
ains of Sry and NHP6A HMG proteins, show that their structures
do not represent a single cooperative domain but include two/three
cooperative subdomains which unfold more or less independently
upon temperature increase (Fig. 1.17). Since the enthalpies of
unfolding of the individual subdomains are small, each of them

Fig. 1.16. Partial molar heat capacity function of barnase in 10 mM acetate pH 5.5,
100 mM NaCl (solid line) and its deconvolution (dashed line) showing that unfolding of
barnase is perfectly approximated by a two-state transition with Tt = 54.68C,
�H = 541 kJ mol–1, and �Cp = 6.4 kJ K–1mol–1.
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unfolds at broad temperature ranges and overlap of these heat effects
results in a steep gradual increase of the apparent heat capacity
function. Thus these proteins are partly unfolded at room tempera-
ture (for reviews, see Refs. (11, 33)).

14.3. Large

Multidomain Proteins

The example of plasminogen (Mw = 83 kDa), is one of the most
impressive illustrations of the possibility of DSC in analysis of the
domain organization of large proteins (Fig. 1.18). Deconvolu-
tion of the excess heat capacity functions of the fragments of
this protein show that its unfolding proceeds in discrete stages,
each corresponding to cooperative unfolding of an individual
domain (34).

14.4. Dimeric Proteins Unfolding of the dimeric proteins usually proceeds with dissocia-
tion of the unfolded polypeptides. Therefore this process repre-
sents not a mono- but a bimolecular reaction. The main difference
between these reactions is that while the first one does not depend
on the protein concentration, the second one does. Figure 1.19
presents the calorimetrically studied temperature-induced unfold-
ing of the dimeric proteins, subtilisin inhibitor from Streptomyces
and its mutant D83C bridged by an S-S cross-link between the
subunits (35). Correspondingly, unfolding of this mutant, parti-
cularly the temperature of unfolding, does not depend on the
concentration of protein while the unfolding of non-crosslinked
wild-type protein depends on the protein concentration: with
concentration increase the heat absorption peak shifts to higher
temperatures. In both cases the area of the heat absorption peak
represents the enthalpy of unfolding. However, while the entropy
of unfolding of the monomolecular transition is determined just
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Fig. 1.17. Deconvolution analysis of the heat capacity functions of the DNA-binding domains of Sry and NHP6A HMG
proteins showing that their structures do not represent a single cooperative unit but are subdivided into two (in the case of
NHP6A) and three (in the case of Sry) subdomains (20).
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by dividing the enthalpy of unfolding by the absolute tempera-
ture, �St¼�Ht/Tt, for the bimolecular unfolding, according to
equation (1.28), it is �St¼�Ht/Tt+Rln(2N) (for details, see Ref.
(8)). Analyzing the concentration dependence of the entropy of
unfolding/dissociation of the uncrosslinked dimeric protein and
comparing that with the entropy of unfolding of the crosslink-
ed dimer permitted the first experimental determination of the
entropy cost of protein association, that is, of the value of translational/
rotational entropy (35).

Of particular interest is the unfolding of a dimeric protein that
proceeds in several discreet steps, the last of which is the dissocia-
tion of the polypeptide chains. The example of the GCN4 leucine
zipper illustrates this situation (18). The initial heat capacity
function of this coiled-coil protein exhibits a rather steep slope

Fig. 1.18. Deconvolution of the excess heat capacity of plasminogen and its fragments,
showing that this protein has seven domains, each of which unfolds as an independent
structural unit. The insets show schematically the calorimetrically studied fragments of
plasminogen (34).
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(Fig. 1.5b) and according to the deconvolution analysis of the
complete function it unfolds in three stages (Fig. 1.20). Among
these stages only the last depends on concentration, that is, repre-
sents the bimolecular reaction of chain dissociation.

Fig. 1.19. Temperature dependencies of the partial molar heat capacities of wild-type
subtilisin inhibitor from Streptomyces and its mutant D83C bridged by an S-S cross-
linkmeasured at the different concentrations of proteins (35). The used concentrations
of dimers in mM are given in the inset. Note that the four heat capacity functions for the
crosslinked dimer overlap perfectly but diverge for the non-crosslinked dimer.
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Fig. 1.20. Deconvolution of the excess heat capacity function of the GCN4 leucine zipper at the concentrations indicated
in mM (18). The last of the three transitions, which shows dependence on the concentration of protein, is associated with
the dissociation of polypeptide chains forming this dimeric coiled-coil protein. The first transition represents unfolding of
the N-terminus and the second one represents an internal repacking.
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15. Formation of
Protein Complexes

The energetics of the formation of protein complexes with other
proteins and nucleic acids is now attracting increasing attention. It
is widely accepted practice to determine the enthalpy of complex
formation at different fixed temperatures using an ITC (Fig. 1.1).
Assuming that Kirchhoff’s relation (@�H=@T ¼ �Cp is applic-
able to such cases, the dependence of the enthalpy of association
on temperature is usually regarded as the heat capacity effect of
complex formation, �Cp

a.
The heat capacity effect of complex formation is a very important

parameter because it is mainly caused by changes in hydration, and
since hydration effects are proportional to the exposed surface areas of
polar and apolar groups (see Section 10), the heat capacity change
yields information on the extent and polarity of the interface formed
between the components of the complex (36, 20, 37). However, in
using the temperature dependence of the binding enthalpy for esti-
mating the intrinsic heat capacity effect of binding and the associated
dehydration effect, it is not always appreciated that this assumes the
components of this process do not change their state over the con-
sidered temperature range, that is, the heat capacities of all the com-
ponents of the reaction are constant. Unfortunately, in many
published papers on the thermodynamics of complex formation by
proteins, the temperature dependencies of the heat capacities of the
reaction components were not checked. As shown above, the heat
capacity of proteins increases with temperature rather steeply, particu-
larly in the case of DNA-binding proteins (Fig. 1.6), showing that
their structure is partially unfolded in the temperature range at which
the ITC experiments are conducted (see Fig. 1.17). As a result, the
heat effect of association of such proteins is not a linear function of
temperature (Fig. 1.21a). Since association with DNA stabilizes these
proteins, i.e., they refold upon association with DNA (Fig. 1.22), the
heat of association measured by ITC at some temperature includes the
heat of protein refolding. So if we wish to determine the enthalpy of
association of the fully folded protein with DNA we have to exclude
the heat effect of protein refolding from the ITC-measured heat effect
of association. Correction for these heat effects of temperature-
induced changes in the components of the association reaction and
the complex has been considered in detail in (37). The corrected
enthalpy of association is expressed by the following equation:

�H ðT Þacorr ¼ �H ðT oÞa þ�CpðT oÞaðT � T oÞ
þ
Ð T

T o
½CpðT Þ � CpðT oÞ�compl

�½CpðT Þ � CpðT oÞ�pr � ½CpðT Þ � CpðT oÞ�DNAdT :

(1:29)
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The corrected enthalpies of association for the HMG boxes of
SRY and NHP6a with their cognate DNA duplexes are shown in
Fig. 1.21b. One can see that the corrections for the refolding of
protein significantly alter not only the absolute values of the
association enthalpies but also their dependences on temperature:
they become linear. The slope of this linear function corresponds
to the heat capacity effect of binding of the fully folded proteins to
DNA. In the case of the sequence-specific association of the HMG
box of SRY with its target DNA, while the apparent heat capacity
effect is �Cp¼ –4.0 kJK–1mol–1, the corrected value is only half
this, –2.0 kJK–1mol–1 (20, 38).
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Fig. 1.21. (a) The ITC-measured association enthalpies of the DNA-binding domains of SRY and NHP6A HMG proteins to
their target DNA duplexes. (b) The association enthalpies corrected for the heats of refolding the proteins upon binding.
For details, see (20).
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Fig. 1.22. The partial molar heat capacity functions of the free DNA-binding domains of SRY and NHP6A HMG
proteins, their free cognate DNA duplexes, their complexes, and the sum of the heat capacities of the free
proteins and DNA (20).
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Correction of the calorimetrically measured thermody-
namic characteristics for refolding is especially important
when making a structural analysis of the energetic basis of
forming the complex. This is because in the structure of the
complex determined by crystallography or NMR, the protein is
folded and the interface is formed by the fully folded protein.
Thus the structural parameters of forming the complex (e.g., the
change in water accessible surface area (�ASA) of the nonpolar
and polar groups at the interface) would be expected to correlate
with the thermodynamic characteristics of complex formation only
after correcting for refolding. In the association of the HMG box
DBDs with DNA considered above, binding of the sequence-
specific SRY to DNA results in a negative enthalpy and negative
heat capacity effect of binding, in contrast to the non-sequence-
specific NHP6a for which the enthalpy and heat capacity effect of
binding are positive. This shows that the sequence-specific SRY
forms a much tighter interface with DNA than the non-sequence-
specific NHP6a (20).

It is worth noting that the Gibbs energy of binding does not
require correction for refolding since the free energy of temperature-
induced conformational changes of proteins at temperatures around
ambient are usually small and may be neglected. Correspondingly,
the binding entropy factor (calculated as the difference between
the Gibbs free energy and the corrected binding enthalpy) is also
corrected for protein refolding.

16. Conclusion

As follows from the above, DSC and ITC are two complementary
tools which together provide the information required for the
complete thermodynamic characterization of proteins and their
complexes. This information is needed for understanding not only
the physical mechanisms of formation and stabilization of the
unique structures of proteins but also their functioning, which
usually consists of recognizing and associating with specific part-
ners, resulting in changes of both.
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Chapter 2

Determining the Conformational Stability of a Protein Using
Urea Denaturation Curves

Kevin L. Shaw, J. Martin Scholtz, C. Nick Pace, and Gerald R. Grimsley

Abstract

The stability of globular proteins is an important factor in determining their usefulness in basic research
and medicine. A number of environmental factors contribute to the conformational stability of a protein,
including pH, temperature, and ionic strength. In addition, variants of proteins may show remarkable
differences in stability from their wild-type form. In this chapter, we describe the method and analysis of
urea denaturation curves to determine the conformational stability of a protein. This involves relatively
simple experiments that can be done in a typical biochemistry laboratory, especially when using ordinary
spectroscopic techniques to follow unfolding.

Key words: conformational stability, urea denaturation, circular dichroism, fluorescence, UV
absorbance spectroscopy.

1. Introduction

The stability of globular proteins is important for a number of
cellular processes and is of practical concern to those who do
research in medicine, drug formulation, and basic science. In
this chapter, we discuss how to measure the conformational sta-
bility of the folded state, that is, how much more stable the folded
conformation of a protein is relative to its unfolded states. This
requires determining the equilibrium constant and free energy
change, �G, for the reaction:

Folded ðFÞ , Unfolded ðUÞ (2:1)

The �G for this reaction at 258C in the absence of denaturant,
�G(H2O), is known as the conformational stability of the protein.
This measurement is useful for determining how stable a protein is
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under physiological conditions, how the stability depends on
temperature, pH, and salt, and whether an amino acid substitu-
tion changes the stability of the protein.

Aqueous urea solutions have historically been used for mea-
suring �G(H2O) (1) and involve relatively simple experiments.
The mechanism of how urea denatures proteins has prompted
much study (2–6). It now appears that urea denatures proteins
principally by acting as a preferred solvent for the peptide groups.
As urea is added to a protein solution, the denatured or unfolded
state becomes more favorable because the peptide groups are
more exposed to the aqueous urea solution in this conformation
than when folded. This shifts the equilibrium in Eq. (2.1) toward
the right, producing measurable populations of folded and
unfolded protein in the same solution. Thus the equilibrium
constant and �G(H2O) can be readily measured.

Here, we describe methods for determining and analyzing
urea denaturation curves. We will not discuss denaturation by
guanidinium chloride (GdmCl). Although GdmCl is a stronger
denaturant and more chemically stable than urea, because it is a
salt, the ionic strength of the solutions cannot be controlled with
GdmCl and this may give less reliable �G(H2O) values for some
proteins (7–9). Therefore, we recommend using urea instead of
GdmCl for denaturation experiments whenever possible.

2. Materials

Urea can be purchased commercially in highly purified form;
however, some lots may contain fluorescent or metallic impurities.
This may only be a problem if fluorescence is used to following
unfolding. A procedure for purifying urea has been described
(10), but this is rarely necessary. One source of urea is the Pro-
teomics Grade Urea available from AMRESCO (Solon, OH
41139).

3. Methods

3.1. Preparing Urea

Stock Solutions

1. Add approximately 60 g of urea to a tared beaker and record
the mass (See Note 1). Add 0.69 g of Mops (sodium salt),
1.8 ml of 1 M HCl, and 52 ml of distilled water. Mass the
mixture (113.08 g).

2. Allow the urea to dissolve and check the pH (See Note 2). Add
a massed amount of 1 M HCl to adjust the pH, if necessary.
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3. Prepare 30 mM Mops buffer at pH 7.0.
4. Determine the refractive index of the urea stock solution

(1.4185) and the buffer solution (1.3345). Calculate �N by
subtracting the refractive index of the buffer from the refractive
index of the urea stock solution (�N = 1.4185 – 1.3345 =
0.0840).

5. Calculate the molarity of the urea stock solution using �N and
the equation in Table 2.1. Molarity, M = 117.66 � 0.0840 +
29.753 � (0.0840)2 + 185.56 � (0.0840)3 = 10.20 M.

6. Calculate the molarity of the urea stock solution based on
mass. The weight fraction urea (W) = 60.00/113.08 =
0.5306. The density of the urea solution relative to the density
of water (d/do) is calculated by the equation in Table 2.1:
d/do = 1 + 0.2658� (0.5306) + 0.0330� (0.5306)2 = 1.150.
The volume of the solution is equal to 113.08/1.150 =
98.33 ml or 0.09833 L. The molarity of the urea stock solution
can then be calculated using the mass of urea, the formula
weight of urea, and the volume of the solution, M = 60.00/
60.056/0.09833 = 10.16 M.

7. Compare the molarities of the urea stock solution calculated in
steps 5 and 6. If they are within 3% of each other (as is this
example) the urea stock solution is suitable for use in a urea
unfolding experiment (See Note 3).

Table 2.1
Useful information for the preparation of urea stock solutions

Property Urea

Molecular weight 60.056 g/mol

Solubility (258C) 10.49 M

d/do
a 1 + 0.2658W + 0.0330W2

Molarityb (M) 117.66(�N) + 29.753(�N)2 + 185.56 (�N)3

Grams of urea per gram of water to prepare:

6 M 0.495

8 M 0.755

10 M 1.103

aW is the weight fraction of urea in the solution (g/g), d is the density of the
solution (g/ml), and do is the density of water (1.0 g/ml). This equation is
from Ref. (35).
b�N is the difference in refractive index between the urea solution and
water (or buffer) at the sodium D line. The equation is based on data from
Ref. (36).
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3.2. Using

Spectroscopic

Techniques to

Determine a Urea

Denaturation Curve

1. Prepare a urea stock solution as described above, a concen-
trated protein stock solution in buffer, and a buffer solution.

2. Prepare the solutions of protein in various concentrations of
urea to be used for measurements volumetrically (See Note 4).
Each solution is prepared by mixing a volume of the urea stock
solution, the concentrated protein solution, and the buffer
solution as illustrated in Table 2.2 (See Note 5).

3. Allow these solutions to equilibrate at the experimental tem-
perature (See Note 6 for the best method for determining if the
solution is at equilibrium).

Table 2.2
An example showing the preparation of selected samples from the experiment
illustrated in Figure 2.1

Urea Stock
Solution(ml) Protein Stock Solution (ml) Buffer Stock (ml) Final Urea Concentration (M)

0.000 0.075 2.925 0.000

0.067 0.075 2.858 0.225

0.135 0.075 2.790 0.450

0.202 0.075 2.723 0.675

1.213 0.075 1.712 4.050

1.280 0.075 1.645 4.275

1.347 0.075 1.575 4.500

1.415 0.075 1.510 4.725

1.482 0.075 1.443 4.950

1.549 0.075 1.376 5.175

2.695 0.075 0.230 9.000

2.769 0.075 0.156 9.250

2.844 0.075 0.081 9.500

2.919 0.075 0.060 9.750

Each sample is prepared from urea stock solution, buffer, and concentrated protein stock solution. The
urea stock solution concentration in 10.02 M. The protein stock solution is 2 mg/ml and the working
protein concentration is 0.05 mg/ml. The buffer stock is 10 mM potassium phosphate buffer at pH 7.0
(the urea stock solution is also buffer at this concentration and pH). The total volume of each sample is
3 ml. Only a selection of the 44 samples used to collect the data in Fig. 2.1 are given here. They are the first
four urea concentrations, five samples around the midpoint of the denauration, and the final four solutions.

44 Shaw et al.



4. Measure the physical parameter being used to follow unfolding
for each solution (See Note 7). Plot these data and determine if
any additional points are needed. Both pre- and post-transition
baselines should be well defined; there should be a number of
points in the transition region (See Note 8). If extra points are
needed, prepare solutions at those urea concentrations and
measure the physical parameter just as for the original
solutions.

5. It can be useful to measure the pH of the solutions in the
transition region, in the case of anomalous readings.

6. Example experimental results are shown in Table 2.3.
7. Analyze the results as described below.

3.3. Analyzing Urea

Denaturation Curves

1. Plot the observed signal Y, as a function of urea concentration.
2. (See Note 9 for a detailed discussion of the theory of this step).

Fit these data using an implementation of the nonlinear least-
squares method as described (11, 12), using typical analysis
packages such as KaleidaGraph (Synergy Software, Reading,
PA), SigmaPlot (Systat Software, San Jose, CA), or Origin
(OriginLab Corporation, Northampton, MA), or your own

Table 2.3
Calculation of the fraction unfolded, FU, equilibrium constant, K, and the free energy
change, DG, for data points in the transition region of the urea denaturation curve
shown in Fig. 2.2A

[Urea] (M) Y FU K DG (cal/mol)

3.375 –55.97 0.103 0.115 1175

3.600 –53.55 0.152 0.180 930

3.825 –50.61 0.212 0.269 710

4.050 –46.65 0.292 0.413 480

4.275 –42.05 0.386 0.629 250

4.500 –37.08 0.487 0.950 28

4.725 –32.19 0.586 1.418 –190

4.950 –27.57 0.681 2.130 –410

5.175 –23.89 0.755 3.085 –610

5.400 –20.56 0.823 4.650 –835

5.625 –18.49 0.865 6.417 –1010
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nonlinear least-squares implementation in Microsoft Excel
(Microsoft Corporation, Redmond, WA).

3. Report values of Cmid, m, and �G(H2O) obtained from Step 2.

3.4. Calculating

Changes in Stability

It is often useful to know how the conformational stability of a
protein changes with a perturbant, �(�G). The perturbation
may be a change in the solution conditions such as temperature,
pH, salt concentration, or the addition of a cosolvent. Many
researchers are interested in changes in stability produced by
amino acid substitutions in the protein. In all these cases, the
goal is to compare the conformational stability of proteins that
differ in sequence or environment.

The calculation of �(�G) should be based on the data that is
determined most precisely by the urea denaturation experiment,
which is [urea]1/2 . The error here is much smaller and less
dependent on accurate determinations of the pre- and post-
transition baselines compared to the m value. Furthermore, the
m value can vary substantially between the wild-type protein and a
variant, or between different solution conditions for the same
protein, for reasons that are discussed below (13, 14). The best
way to determine �(�G) is to use a urea concentration midway
between the [urea]1/2 of the wild-type and the [urea]1/2 of the
variant, using the m value of the wild-type protein, that is,

� �Gð Þ ¼ f½urea�1=2ðvariantÞ � ½urea�1=2ðWtÞgxmðWtÞ: (2:2)

In Eq. (2.2) negative values of �(�G) are obtained for
variants that have [urea]1/2 values less than that of the wild-type
(i.e., the variant is less stable), and, conversely, positive values of
�(�G) indicate that the variant is more stable than the wild-type.
This convention for the sign of �(�G) is found extensively in the
literature (15); however, the opposite is occasionally seen. There-
fore, when reading a table of urea denaturation curve results, it is
easiest to identify the sign convention by comparing [urea]1/2

values.

3.5. Understanding

the m Value

The dependence of �G on urea concentration, m, can be seen by
the steepness of the transition region. A sharp transition over a
small range of urea concentrations reflects a larger m value than a
shallow, broad transition over a larger range of urea concentra-
tions. Since the [urea]1/2 and m values for different curves can
often be visually compared by inspection, it is sometimes useful to
plot multiple curves (of different proteins or variants, different
solution conditions, etc.) on the same axes.

One reason the linear extrapolation method (LEM) is favored
for the analysis of urea denaturation curves is that the extrapola-
tion to determine �G(H2O) depends only on a single empirical
parameter, m. The m value has been shown to correlate with the
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change in solvent accessible surface area (�ASA) of the protein
upon unfolding (16). The realization that the m value is so
strongly correlated with �ASA has provided an interest in com-
paring m values and changes in m values with properties of the
denatured or unfolded state. The denatured state of a protein is
not a singular structure but a family of transiently populated
structures (17). A description of the structures formed in the
denatured state has been challenging (18, 19), yet it is clear that
in the denatured state there are interactions which can influence
the conformational stability of the protein (20–22). A quantitative
relationship between m, (�ASA), and the mechanism of urea
denaturation has recently been discussed by the Bolen lab (23).

As discussed above, m values can be useful in determining how
folded or compact a protein might be under certain conditions.
Many proteins show larger m values at pH extremes (24). For
example, at low pH, the charged groups of amino acid side-chains
are protonated, making the net charge on protein positive. Under
these conditions, the denatured states might be more expanded
relative to the denatured states at neutral pH due to increased
charge–charge repulsion, thus increasing the value for m.

3.6. Using Urea

Denaturation Curves

to Estimate DCp

Without a Calorimeter

One must do thermal unfolding experiments in order to deter-
mine �Hm, �Sm, Tm, and �Cp, as well as �G(H2O), for the
unfolding reaction given in Eq. (2.1) (for detailed discussions of
these types of experiments, see Refs. (15, 25–26)). The determina-
tion of �Cp, the change in heat capacity that accompanies protein
unfolding, is the most difficult of these to measure, and various
approaches have been discussed (26).

Here we mention a useful technique that uses both urea
and thermal denaturation data to determine �Cp. In this
method, �G(H2O) values from urea denaturation experi-
ments conducted at low temperature are combined with �G
values determined from the transition region of a thermal dena-
turation curve (27, 28). This method is shown in Fig. 2.1.
This stability curve can be described by the Gibbs–Helmholtz
equation

�GðT Þ¼�Hmð1�T =TmÞ��Cp½ðTm�T ÞþT�lnðT =TmÞ�; (2:3)

and a nonlinear least-squares fit of this equation to the data in
Fig. 2.3 can be used to determine �Cp, as well as �Hm, �Sm, and
Tm. The �Cp value can usually be determined in this way with an
accuracy of �10%.

3.7. Concluding

Remarks

Using urea denaturation curves to determine the conformational
stability of a protein has a number of advantages over other
methods. After learning the techniques given here, a denaturation
curve can be determined and analyzed in a single day. In addition,
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the unfolding of a protein in the presence of urea is more likely to
closely approach a two-state mechanism, and generally completely
reversible. Denaturation curves of variant proteins can easily be
compared to help improve our understanding of the forces that
contribute to the stability of globular proteins.

4. Notes

1. Table 2.1 gives useful information for preparing urea stock
solutions. Urea stock solutions should be used within 24 h of
preparation, as urea decomposes to form cyanate and ammonium
ions, especially when working at high pH (29). Furthermore, the
cyanate ions can modify primary amines in proteins (30).

2. The dissolution of urea is strongly endothermic, but it may be
mildly warmed in a stirred water bath to aid the dissolution process.

3. An accurate determination of the concentration of the urea stock
solution is critical. Two methods for determining the concentration
of the urea stock solution are given here. If possible, these methods
should be used simultaneously to determine the concentration, and
hopefully both methods should provide results that agree within a
few percent of each other. If one suspects the balance measurement
to be unreliable, the refractive index technique in itself will suffice to
accurately measure the molarity of the urea stock solution.

4. Electronic pipettes such as the Rainin EDP2 series (Rainin
Instruments, Oakland, CA) are recommended for precision.
New disposable test tubes are also recommended for these

Fig. 2.1. An example urea denaturation curve determined for the E. coli HPr protein,
using CD to follow unfolding. Note the three important parts of the curve, the pre-, post-,
and transition regions.
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solutions in order to limit the possibility of introducing
contaminates.

5. The 0 M urea sample is a dilution of concentrated protein stock
in buffer. The greatest urea concentration available in the
experiment is a dilution of the concentrated protein stock in
the stock urea solution.

6. The time required to reach equilibrium depends on the protein
and the temperature at which the experiment is conducted. For
example, RNase T1 will reach equilibrium in minutes at 308C,
but requires hours at 208C. The proper equilibration time
should be established for each protein and temperature. Sam-
ples that will make up the pre- and post-transition regions will
equilibrate more rapidly than solutions in the transition
region, where both folded and unfolded conformations must
reach equilibrium. When working with an unfamiliar protein,
it may be necessary to perform a pilot study to find the urea
concentrations corresponding to the transition region in order
to determine the time required for equilibration, and also to
determine the approximate range of urea concentrations for
the transition region.

7. We assume in this chapter that most readers will use common
spectroscopic techniques to follow protein unfolding, such as
fluorescence, circular dichroism, or UV absorption. The best
technique to use is the one that shows the biggest change
between the folded and unfolded forms, as shown by a com-
parison of their spectra in buffer and 9 M urea. Then the
wavelength is chosen to follow unfolding where the properties
of the folded and unfolded conformations differ most.
Another consideration is the amount of protein available for
experiments. If the protein has a buried tryptophan and fluor-
escence can be used, this will require much less protein than
the other two techniques. Example spectra of folded and
unfolded proteins can be seen in Fig. 23.1 of Ref. (25). For
the discussion below, we refer to the observed spectroscopic
parameter used to follow unfolding as Y. Regardless of which
technique is used, measurement quality is improved by leaving
the cuvette in place in the instrument and exchanging the
samples. Samples can be removed from the cuvette by use of
a Pasteur pipette, with plastic tubing on the end, connected to
a manual bulb or vacuum source. Samples should be measured
in sequence from the lowest to the highest urea concentration
in order to minimize the error introduced by sample remaining
in the cuvette.

8. A typical urea denaturation curve is shown in Fig. 2.1. The
curve is divided into three regions. The ‘‘pre-transition region’’
shows how Y for the folded protein (YF), depends on urea
concentration. Here there is little perturbation of the folded to
unfolded equilibrium. The ‘‘transition region’’, shows how Y
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varies as unfolding occurs. It is this region where the equilibrium
constants for the unfolding reaction are measured. The ‘‘post-
transition region’’ shows how Y for the unfolded protein (YU)
depends on urea concentration. It is important to collect data in
each of these regions. The data in the pre- and post-transition
regions will define the signals for the folded and unfolded con-
formations, respectively, and the data in the transition region

(B)

Fig. 2.2. (A) The urea denaturation curve of Fig. 2.1a showing the pre- and post-transition baselines and the calculation
of K and �G for one point in the transition region. (B) The free energy change (�G) for each point in the transition region
plotted as a function of denaturant concentration. The linear extrapolation back to 0 M urea yields the conformational
stability of the protein.

(A)
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will be used to measure �G(H2O) of the protein. A typical
unfolding curve can be obtained by preparing 20–30 samples
over the entire range of urea concentration, and at a minimum,
five points in each of the three regions should produce a usable
curve. The data shown in Fig. 2.1 can be obtained in several
ways, depending on the protein and the available equipment.
One method is to simply prepare and measure individual solu-
tions. Table 2.2 shows the preparation of solutions that were
measured to get each data point in Fig. 2.1. Each solution was
prepared with aliquots of the urea stock solution, a buffer solu-
tion without urea, and the protein stock solution in buffer, as
detailed above. The unfolding reaction should be reversible if the
thermodynamic analysis is to be valid. The best way to check this
is to dilute a sample that has reached equilibrium in the post-
transition region back to a urea concentration corresponding to
the pre-transition region. The sample should refold and give a
signal that is within �5% of a sample prepared directly at that
urea concentration. In general, the reversibility of protein
unfolding in urea is very high, which is another reason why
urea is a good denaturant for measuring protein stability.

9. The simplest analysis of the urea denaturation curve, like that
illustrated in Fig. 2.2A and described here, assumes that only
two states, the folded and unfolded forms of the protein, are
present at significant concentrations. A two-state mechanism
will, by definition, show only a single sigmoidal unfolding
curve like that shown in Fig. 2.2A. If the curve shows more
than a single transition, the unfolding mechanism is not two-
state and the analysis of the unfolding data is more complicated
(31). Further information to determine whether a two-state
folding mechanism is appropriate for analysis may be obtained
by determining curves using multiple spectroscopic probes
(25). We can define the two-state model as

FF þ FU ¼ 1; (2:4)

where FF represents the fraction of molecules in the folded
conformation and FU represents the fraction of molecules in
unfolded forms. The observed parameter Y, at any denaturant
concentration, is the sum of the signal of the folded protein
multiplied by the fraction of molecules in the folded form and
the signal of the unfolded forms multiplied by the signal for
the unfolded protein:

Y ¼ YFFF þ YUFU: (2:5)

Combining these equations gives

FU ¼ ðYF � Y Þ=ðYF � YUÞ: (2:6)

Now the equilibrium constant, Keq, and the free energy change,
�G, can be expressed as
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Keq ¼ FU=FF ¼ FU=ð1� FUÞ ¼ ðYF � Y Þ=Y � YUÞ (2:7)

and

�G ¼ �RT ln Keq ¼ �RT ln ½ðYF � Y Þ=Y � YUÞ�; (2:8)

where R is the universal gas constant (1.987 cal mol–1 K–1) and T
is the absolute temperature.

To use these equations as shown in Fig. 2.2A, the pre- and
post-transition baselines must be extrapolated through the transi-
tion region so that YF and YU can be calculated at the same urea
concentration where Y was measured. Usually the baselines are
linear as a function of the urea concentration and can be extra-
polated into the transition region by least-squares analysis.

The measurement of Keq, and the calculation of �G, is most
accurate around the midpoint of the urea denaturation curve
where there are significant populations of both folded and
unfolded conformations. The values of Keq that can be measured
most accurately are in the range of 0.1–10, giving �G values of
–1.5 kcal mol–1. The analysis of usable points in the transition
region of the urea denaturation curve shown in Fig. 2.2A is
shown in Table 2.3. Figure 2.2B shows the dependence of �G
as a function of urea concentration. To determine �G(H2O), the
measured �G values are extrapolated back to 0 M urea. Several
methods have been proposed for making this extrapolation (32, 33).

Fig. 2.3. Protein stability curve for the E. coli HPr protein collected in 10 mM phosphate
buffer at pH 7.0. Open symbols are �G(H2O) values from individual urea denaturation
curve experiments at a particular temperature. Solid symbols are �G values from the
transition region of a thermal denaturation curve, where �G is calculated from the
equilibrium constant at that temperature as in the urea denaturation experiment. These
data are from reference (34). The solid line is a plot of Eq. (1.12) using the determined
parameters for �Hm, Tm, and �Cp.
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The simplest method is to assume that the linear dependence of �G
as a function of urea concentration shown in Fig. 2.2B is valid to
0 M urea. This seems to be the case for a wide variety of proteins;
therefore, we recommend using this LEM (34). Some historic and
technical details of the LEM have recently been reviewed (20).
Assuming that the urea dependence of �G is linear

�G ¼ �GðH2OÞ �m ½urea�; (2:9)

where �G(H2O) is the conformational stability of the protein in
units of kcal mol–1 and m is denaturant dependence of the free
energy change in units of kcal mol–1 M–1. Although Eq. (2.9) can
be fit to the data in Fig. 2.2B by a least-squares method to
determine �G(H2O), the entire urea denaturation curve can be
described by a single equation that can be fit to the raw data
using a nonlinear least-squares method (11, 12). This equation
assumes that the pre- and post-transition baselines are linear
function of urea concentration with the YF, mF, YU, and mU

representing the y-intercept and slope of the pre- and post-
transition baselines, respectively. The equation also uses m and
�G(H2O) from Eq. (2.9). The entire urea denaturation curve
can thus be described by

Y¼fðYFþmF½urea�ÞþðYUþmU½urea�Þ�exp½�ð�GðH2OÞ

�m½urea�Þ=ðRT ÞÞ�g=ð1þexp½�ð�GðH2OÞ�m½urea�Þ=ðRT ÞÞ�Þ
(2:10)

This equation, with six resolvable parameters, can be fit to the
experimental data by nonlinear least-squares procedures to deter-
mine �G(H2O) and m. In reporting the results of denaturation
curve analysis, there are several values that should always be given.
�G(H2O) and m should be reported for any study. Another
important value, particularly for the comparison of conforma-
tional stabilities, is the urea concentration at the midpoint of the
transition region [urea]1/2. At the midpoint of the transition
region, FU = FN, and the equilibrium constant, Keq, is equal to 1
(Eq. (2.7)) and �G = 0 (Eq. (2.8)). Therefore, from Eq. (2.9)

½urea�1=2 ¼ �GðH2OÞ=m (2:11)

and Eq. (2.10) can be rewritten as

Y¼fðYFþmF½urea�ÞþðYUþmU½urea�Þ�exp½m�ð½urea�

�½urea�1=2=RT �g=ð1þexp½m�ð½urea��½urea�1=2=RT �Þ;
(2:12)

which is a more useful expression for analyzing urea denaturation
curves. The errors on the values determined for a protein by the
urea denaturation are best estimated by repetition of the experi-
ment, fitting each experimental curve separately and averaging the
key parameters, m, [urea]1/2, and �G(H2O). The [urea]1/2 value
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can typically be determined to –0.05 M urea, and the typical m
value error is �5%. Therefore, the typical error when calculating
�G(H2O) is �5%.
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Chapter 3

Defining the Stability of Multimeric Proteins

John W. Shriver and Stephen P. Edmondson

Abstract

The practical application of scanning calorimetry and spectroscopic methods to measure the stability of

multimeric proteins is described. Oligomeric proteins are stabilized by both the intrinsic folding energy of

the subunits as well as interactions between the subunits. Oligomerization results in a concentration
dependence for multimer stability, which increases logarithmically with increasing concentration. Since

the increase in stability does not plateau at high protein concentrations, the effect of concentration must

be described quantitatively. Straightforward mathematical methods are provided for deriving the appro-
priate models for multimer unfolding, and methods are presented for analyzing equilibrium unfolding

data and stability using the models.y

Key words: Differential scanning calorimetry, calorimetric enthalpy, van’t Hoff enthalpy, heat

capacity, fluorescence.

1. Introduction

A quantitative characterization of protein stability is best accom-
plished by determining the thermodynamic state functions which
describe folding and unfolding (1). While this is true for all pro-
teins, it is perhaps even more true for multimers, where the stability
is dependent on concentration. State functions are obtained from a
characterization of the unfolding reaction equilibrium, that is,
conversion of the native, N, to unfolded protein, U (2–7). For
monomeric proteins this is a unimolecular reaction:

y This work was supported by the National Institutes of Health (GM 49686).
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Scheme I

For a multimeric protein unfolding leads to an increase in the
number of molecular species. Multimer unfolding can occur via a
two-state reaction, or it may involve multiple steps. In the simplest
case, unfolding is tightly coupled to dissociation:

Scheme II

where n is the number of subunits. Most importantly, the differ-
ence in the number of species on the left and right sides of the
Scheme II leads to a concentration dependence of the stability. Le
Chatelier’s Principle indicates that increased concentration drives
the reaction toward fewer species, that is, stabilization in this case.
The midpoint temperature for unfolding, Tm, increases with pro-
tein concentration without reaching a plateau (see Note 1).

A complete description of multimeric protein stability requires a
characterization of the effect of concentration on stability. Of parti-
cular importance is the Gibbs free energy change, �G8, which is an
alternative expression of the equilibrium constant for folding (8). A
characterization of the temperature dependence of the equilibrium
constant is the most convenient route to defining the thermody-
namics of folding and association. Alternative approaches (e.g.,
chemical denaturation) are also possible, but the focus in this chap-
ter is on using temperature to perturb the equilibrium.

We review here the basic methods for a quantitative charac-
terization of the stability of multimeric proteins. We begin with a
summary of the effect of temperature on equilibria and apply this
to the unfolding of a monomer before expanding the treatment to
multimeric systems. We stress that reliance on a single experimental
technique is prone to errors due to potential neglect of processes
that are invisible to the method selected. Further, the potential
effects of linkages can only be separated from a reaction of interest
by varying the concentrations of the species that may be involved in
the linked reactions, including ligand concentration, pH, etc. (see
Chapter 6). It is always wise to view an equilibrium from as many
different perspectives as possible.

1.1. Temperature

Dependence of

Equilibria

The standard-state free energy, �G8, for a chemical reaction is
related to the equilibrium constant, K, for the reaction by

�G� ¼ �RT ln K ; (3:1)
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where T is the temperature in kelvin, and R is the gas constant
(1.99 cal/deg/mol) (8). Experimentally, the standard-state free
energy change is derived from an equilibrium constant. Accurate
determination of thermodynamic changes for a chemical reaction
(i.e., folding or binding) can only be obtained for reversible reac-
tions under equilibrium conditions. Rearrangement yields K as a
function of the free energy:

K ¼ e
��G�

RT : (3:2)

The temperature dependence of the equilibrium constant (and
therefore, �G8) is defined by the enthalpy change for a process by
the van’t Hoff equation (9):

@R ln K

@ð1=T Þ

� �
¼ ��Hvh; (3:3)

where the subscript indicates that the enthalpy obtained from the
temperature dependence of K should be distinguished from that
obtained by calorimetry, that is, �Hcal (see Section 2.1). The
enthalpy change is also temperature dependent as determined by
the heat capacity change for the process at constant pressure:

�Cp ¼
@�H

@T

� �
p

: (3:4)

Integration of Eq. (3.4) provides a useful expression for the
temperature dependence of the enthalpy:

�H ðT Þ ¼ �H ðTmÞ þ�CpðT � TmÞ; (3:5)

where the reference temperature is chosen to be Tm, the tempera-
ture at which the reaction is half-completed, and �H(Tm) is the
enthalpy change at the Tm (see Note 2). The temperature depen-
dence of the entropy change is (8)

�SðT Þ ¼ �SðTmÞ þ�Cp lnðT =TmÞ: (3:6)

Incorporating the temperature dependence of the enth-
alpy and entropy into the definition of free energy,
�GðT Þ ¼ �H ðT Þ � T �SðT Þ, provides a commonly used
expression for the temperature dependence of the standard-state
free energy of unfolding:

�G�ðT Þ ¼ �H ðTmÞ
Tm � T

Tm

� �
�ðTm � T Þ�CpþT �Cp ln

Tm

T

� �
:(3:7)

Equation (3.7) demonstrates that a knowledge of the tempera-
ture dependence of �G8 requires three parameters: Tm, �H(Tm),
and �Cp. The curve defined by Eq. (3.7) when applied to protein
folding has been referred to as the ‘‘protein stability curve’’ (10). An
example is shown in Fig. 3.1a (see Note 3).

The immediate goal of much of protein calorimetry is to
define the protein stability curve by experimentally measuring

Multimeric Protein Stability 59



Tm, �H(Tm), and �Cp for protein unfolding (6). Because �Cp is
positive for protein unfolding, the curve is concave downwards
and �G8 is zero at two temperatures (assuming more than
marginal stability). These are the heat-denaturation (Tm) and
cold-denaturation midpoint temperatures (11). �H controls the
steepness of the curve at any temperature, and �Cp determines the
degree of curvature. Defining the protein stability curve facilitates a
comparison of the stabilities of different proteins at any tempera-
ture, which is more meaningful than simply measuring a Tm.

1.2. Fraction Unfolded It is often useful to know the fraction of protein molecules unfolded
under a given set of conditions, for example, at a specific tempera-
ture (see Note 4). The progress of an unfolding reaction (symbo-
lized by aU) is given by the fraction of the total protein converted
to U:

�U ¼
½U�
½P�total

: (3:8)

The fraction of the protein in other forms can be expressed
similarly; for example, the fraction of the protein in the native
form is

�N ¼
½N�
½P�total

: (3:9)

1.3. Molecular

Partition Function

The molecular partition function is a simple mathematical tool for
obtaining expressions describing equilibria of any level of com-
plexity, especially those involving multiple reactions and linkages.
It is no more difficult to apply to a complex multimer unfolding
reaction scheme than to a simple two-state monomer unfolding
reaction. The molecular partition function is the sum of the con-
centrations of each species divided by the concentration of an

Fig. 3.1. (A) Simulation of a protein stability curve as defined by Eq. (3.7) with �H¼ 75 kcal/mol, �Cp¼ 1000 cal/deg/
mol, and Tm ¼ 808C. (B) The progress curve for protein monomer unfolding showing the fractional population of the
unfolded state, �U, as a function of temperature as defined by Eq. (3.12) with the parameters used in A.
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arbitrary reference species (9, 12). For example, for the two-state
unfolding of a monomer N, U, the partition function Q is

Q ¼ ½N� þ ½U�½N� ¼ 1þ ½U�½N� ¼ 1þK ; (3:10)

where the reference state is chosen to be the native state. One of
the advantages of Q derives from the fact that the fractional popu-
lation of any state is given by the term in the partition function
corresponding to that state (e.g., 1 for the N state) divided by Q.
The resulting expressions for fractional occupations of each state
are functions of the equilibrium constants in the entire reaction
scheme. Since the temperature dependence of each K can be
described using Eqs. (3.2) and (3.7), the temperature dependence
of the progress of the unfolding reactions can be obtained. The
following examples should clarify these points, starting with a
monomer, and then proceeding to dimer unfolding via three dif-
ferent mechanisms.

2. Specific
Examples

2.1. Monomer

Unfolding

The unfolding of a monomer (Scheme I) is defined by the equili-
brium constant K ¼ [U]/[N]. The molecular partition function
Q for a monomer unfolding (with N as the reference state) is given
by Eq. (3.10), or simply

Q ¼ 1þK : (3:11)

The fractional populations of N and U, i.e.�N and�U, respectively,
are obtained by dividing the terms in the partition function corre-
sponding to N and U by Q:

�N ¼ 1
Q ¼ 1

1þK

�U ¼ K
Q ¼ K

1þK

: (3:12)

Equation (3.12) are the central equations which describe the
temperature dependence of the fraction of folded and unfolded
protein, that is, reaction progress. These are the quantities which
are reflected by a spectroscopic signal that depends on the amount
of folded or unfolded protein. They relate the experimentally
observable signal (Sobs) to the thermodynamic parameters which
control folding and interactions:

Sobs ¼ �NSN þ �USU; (3:13)

where SN and SU are the limiting spectroscopic signal intensities
for pure N and U. Because of the dependence of �U on K, the
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reaction progress is a function of Tm, �H(Tm), and �Cp. A plot of
aU as a function of temperature with typical values for Tm,
�H(Tm), and �Cp shows a sigmoidal dependence of folding on
temperature, with values between 0 and 1, and centered at Tm

(Fig. 3.1b). This is the typical shape of a thermal ‘‘melting’’ curve
often obtained with thermotropic (temperature-driven) transi-
tions. Tm is the temperature at which the reaction is half com-
pleted, and for a monomer �U is 0.5, and K ¼ 1 at the Tm. The
width of the transition is determined by the magnitude of �H (as
defined by Eq. (3.3)) with larger values resulting in a narrower
transition (see Note 5). A transition with a �H of 15 kcal/mol
occurs over a temperature range of about 1008C, and therefore
this represents the smallest �H which can be reasonably measured
by these methods.

While a spectroscopic signal that reflects unfolding is direc-
tly related to �U, a differential scanning calorimetry (DSC) signal
indicates the heat necessary to drive the transition. The heat con-
tent or enthalpy of a system is a property of state and is given by the
sum of the enthalpies of all the species present. The contribution of
each state to the excess enthalpy relative to N is given by the
fractional occupation of that state multiplied by the molar enthalpy
difference relative to N. The excess enthalpy of the system (relative
to N) as a function of temperature is (see Fig. 3.2a)

Hexcess ¼ �U�H : (3:14)

The heat capacity of the sample (relative to N) is given by the
derivative of Hexcess with respect to temperature:

CP ¼
dHexcess

dT
¼ d�U

dT
�H þ �U

d�H

dT
: (3:15)

Fig. 3.2. (A) Simulation of the temperature dependence of the excess enthalpy as a function of temperature for the
unfolding of a protein monomer as described by Eq. (3.14) with the thermodynamic parameters used for Fig. 3.1. (B)
Simulation of a DSC endotherm for the unfolding of a monomer with parameters as in Fig. 3.1. The bold curve shows the
observed temperature dependence of the heat capacity, Cp, for the system (bold), which includes the excess heat
capacity plus the baseline Cp (lower curve).
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The first term on the right is often referred to as an anomalous, or
excess, heat capacity required to drive the unfolding reaction. It is
the origin of the DSC ‘‘endotherm’’ caused by a thermotropic
reaction such as protein unfolding (see Fig. 3.2b). We refer to it
as Cp,excess, and note that at any temperature it is directly propor-
tional to the fraction of the reaction completed. It has been referred
to as the ‘‘between states’’ heat capacity (13) and arises from a
change in the relative populations of N and U. Thus, unfolding
of half of the protein will require that half of the total heat of
unfolding be absorbed. Note that integration of the excess heat
capacity from an arbitrary initial temperature Ti below the transi-
tion up to temperature T provides a measure of the progress curve
as a function of temperature T:

RT
Ti

Cp;excessdT

�H
¼ �UðT Þ; (3:16)

and integration over the entire endotherm provides the area under
the curve, which is referred to as the calorimetric enthalpy (�Hcal)
of the reaction to indicate that it is obtained directly from a calori-
metric measurement:Z

CP ;excessdT ¼ �Hcal: (3:17)

The calorimetric enthalpy may differ from the enthalpy which
defines the temperature dependence of the equilibrium (i.e., �H(Tm)
in Eq. (3.7)), which is referred to as the van’t Hoff enthalpy,
�Hvh. The van’t Hoff enthalpy defines the width of the transition
(or DSC endotherm), while the calorimetric enthalpy defines the
intensity of the endotherm. They are not necessarily the same (see
Section 3.3). The calorimetric enthalpy is the enthalpy per molar
unit defined by the investigator (e.g., per monomer), while the
van’t Hoff enthalpy is the enthalpy per mole of cooperative unit
(which might be a multimer) and is defined by the system.

The second term on the right of Eq. (3.15) describes an
increased weighting of the derivative of the change in enthalpy,
which is the difference in heat capacity of the two states. This term
represents a sigmoidal increase (defined by�U) in the baseline, with
the increase equal to the �Cp of the reaction. The contribution
from Cp,baseline is shown in Fig. 3.2b.

2.2. Dimer Unfolding

Directly to Monomeric

Random Coils

In the simplest case, a dimer can unfold to two random-coil mono-
meric chains:

Scheme III
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The total concentration of protein, [P]total, is expressed in terms of
monomer chains (see Note 6) such that

½P�total ¼ ½U � þ 2½N �; (3:18)

where [U] and [N] are the concentrations of unfolded monomer
and folded dimer, respectively. The equilibrium constant for unfold-
ing is given by

K ¼ ½U�
2

½N� ¼
½U�2

0:5ð½P�total � ½U�Þ
¼ 2½U�2

½P�total � ½U�
: (3:19)

Solving for [U], we obtain an expression for the concentration of
unfolded monomer in terms of K and the total protein concentra-
tion (14):

½U� ¼ K

4

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 8½P�total

K

r
� 1

 !
: (3:20)

The molecular partition function is given by

Q ¼ 2½N2� þ ½U�
2½N2�

¼ 1þ K

2½U� (3:21)

and the fractional populations of dimer and unfolded monomer
are

�N2
¼ 1

Q

�U ¼ K=2½U�
Q

: (3:22)

Substitution of Eqs. (3.20) and (3.21) into (3.22) provides expres-
sions for the progress of the unfolding reaction for a dimer in terms
of the total protein concentration and K. K is defined by the free
energy of unfolding the dimer (Eq. (3.2)), which is given by

�G�ðT Þ ¼ �H �ðT �Þ T � � T

T �

� �
� ðT � � T Þ�Cp þ T �Cp ln

T �

T

� �
; (3:23)

where T8 is the temperature at which the free energy of unfolding
of a 1.0 M protein solution is zero (the standard state is defined
as 1 M total protein), �H(T8) is the enthalpy of unfolding at T8,
and �Cp is the change in heat capacity. Tm is the same as T8 only
for 1 M protein (see Note 7). The standard state is typically not
accessible experimentally; it is a reference state.

The temperature dependence of �U for a dimer is sigmoidal,
but differs significantly from that for a monomer (see Fig. 3.3a).
The transition for a dimer is asymmetric, with a greater increase
in magnitude at temperatures below the Tm compared to that
observed for a monomer. A spectroscopic signal sensitive to unfold-
ing is defined by the fractional occupations of the N and U states
(Eq. (3.13)), and therefore a similar asymmetry is observed.
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Most importantly, the midpoint temperature of dimer un-
folding depends significantly on the concentration of protein,
with increasing stability promoted by increasing concentration.
As seen in Fig. 3.3b, the stability does not reach a plateau with
increasing protein concentration. Since K ¼ �2

U=ð1� �UÞ, and
�U ¼ ½U�=ð2½N� þ ½U�Þ, we can write (14)

K ¼ 2�2
U½P �total

1� �U
: (3:24)

By definition, the Tm is the temperature where �(T) is equal to
0.5, and therefore at this temperature K ¼ [P]total. Therefore, the
standard-state free energy of unfolding at the Tm is

�G� ¼ �RTm ln½P�total ðat theTmÞ: (3:25)

This is only zero when [P]total =1 M. Since �G� ¼ �RT ln K , Eq.
(3.24) demonstrates that the free energy of unfolding depends
logarithmically on concentration, and therefore so does Tm. Both
increase without limit (see Note 8) with increasing protein concen-
tration (see Fig. 3.4). For a dimer it can be shown (15) that

Fig. 3.3. (A) Comparison of the temperature dependence of monomer (Scheme I) and dimer (Scheme III) unfolding with
�H¼ 75 kcal/mol, �Cp ¼ 1000 cal/deg/mol for both. Tm ¼ 508C for the monomer and T 8 ¼ 508C for the dimer (total
protein concentration ¼ 1 M monomer chains). (B) The concentration dependence of the unfolding of dimer showing �U

as a function of temperature with �H ¼ 75 kcal/mol, �Cp ¼ 1000 cal/deg/mol, and T 8 ¼ 708C. From left to right:
0.001 M, 0.01 M, 0.1 M, 1 M, 10 M total monomer chains in the form of N2 and U. The concentration range exceeds that
accessible experimentally; it is chosen to demonstrate the lack of an upper limit at high concentration. (C) Temperature
dependence of the DSC for unfolding a dimer according to Scheme III with the parameters and concentrations as in B.
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1

Tm
¼ R

�Hvh
ln½P �total þ

�S

�Hvh
: (3:26)

Because of the concentration dependence of stability and Tm,
thermodynamic parameters for different oligomers (or different
site-specific mutations) are typically compared at 1 M protein, the
extrapolated reference state.

The excess enthalpy for the system is given by Eq. (3.14)
(with the fractional population of U defined by Eqs. (3.22)).
Since the concentration of protein is expressed in terms of total
monomer chains, and the �H in Eq. (3.14) is defined in terms of
the cooperative unit (i.e., it is �Hvh), it needs to be scaled by the
size of the cooperative unit. This is accomplished by multiplying
by �Hcal/�Hvh, symbolized by �, so that

Hexcess ¼ �U�Hb: (3:27)

The derivative of Hexcess with respect to temperature provides
the excess heat capacity observed by DSC for proteins unfolding
according to Scheme II. The endotherm is asymmetric due to the
asymmetry in �U (Fig. 3.3c), with a significant dependence on
concentration due to shifting of the Tm coupled with the tem-
perature dependence of �H.

2.3. Dimer

Dissociation Linked to

Unfolding

Instead of unfolding directly to two unfolded random coils, some
dimers dissociate to give two folded monomers which then unfold
independently to two random-coil chains:

Scheme IV

Fig. 3.4. Concentration dependence of the Tm for unfolding a dimer according to Scheme
III with �H ¼ 75 kcal/mol, �Cp ¼ 1000 cal/deg/mol, and T 8 ¼ 508C.
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This is best viewed as

Scheme V

to stress the possible direct conversion of dimer to two un-
folded chains (thermodynamics does not address path but
only the relative populations of states). The equilibrium con-
stants are

K1 ¼ ½M�
2

½N2� ;

K2 ¼ ½U�
2

½M�2 ;

K1K2 ¼ K3 ¼ ½U�
2

½N2� :

(3:28)

The partition function for the reaction is

Q ¼ 2½N2� þ ½M� þ ½U�
2½N2�

¼ 1þ K1K2

2½U�
ffiffiffiffiffiffi
K2

p þK1K2

2½U� (3:29)

and the fractional populations of the three species are given by

�N2
¼ 1

Q ;

�M ¼ K1K2

2½U�
ffiffiffiffiffiffiffiffi
K2Q
p ;

�U ¼ K1K2

2½U�Q :

(3:30)

The total concentration of protein in moles of monomeric chains
is given by

½P�total ¼ 2½N2� þ ½M� þ ½U�: (3:31)

Rearranging Eq. (3.31) to obtain an expression for [N2], and
substitution into the equation for K1K2, we obtain an expression
for the concentration of U in terms of K1, K2, and the total
protein concentration:

½U� ¼ 1

4
�K1ð

ffiffiffiffiffiffi
K2

p
þK2Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K1K2ðK1ð1þ

ffiffiffiffiffiffi
K2

p
Þ2þ8½P�totalÞ

q� �
:(3:32)

The temperature dependence of K1 is defined by Eq. (3.23),
while that for K2 is defined by Eq. (3.7).
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The progress of the reactions in Scheme V is determined by
the magnitudes of both �M and �U as defined in Eq. (3.30)(see
Fig. 3.5A). The temperature dependence of spectroscopic signals
depends on the signals associated with each of the species and the
fractional occupations of the species (see Section 3.1).

Sobs ¼ �N SN þ �MSM þ �USU: (3:33)

Simulations of a spectroscopic signal dependent on the unfolding
of dimer which can dissociate to folded monomers are shown in
Fig. 3.5b.

The temperature dependence of the excess enthalpy of the
system relative to N2 is given by

Hexcess ¼ �M�H1bþ �Uð�H1bþ�H2Þ ¼ �M�H1 þ �U�H3 (3:34)

(see Fig. 3.6A) and the temperature dependence of the heat
capacity is given by the derivative of Eq. (3.34)with respect
to temperature (see Eq. (3.15)). Simulations of DSC curves
for a dimer unfolding according to Scheme V are shown in
Fig. 3.6B.

2.4. Dimer

Rearrangement Linked

to Unfolding

A dimer may undergo a structural rearrangement which is linked
to unfolding to two random coils:

Scheme VI

Fig. 3.5. (A) Temperature dependence of the factional occupations of N2, M, and U states in Scheme V for unfolding a
dimer with dissociation to folded monomer occurring along with unfolding to random-coil monomer chains. Reaction 1:
�H¼ 50 kcal/mol, �Cp¼ 400 cal/deg/mol, and the dissociation constant for the dimer at 258C was 10–8 M; Reaction 2:
�H ¼ 100 kcal/mol, �Cp ¼ 500 cal/deg/mol, and Tm ¼ 658C for unfolding of the 10 mM protein (total monomer
concentration). (B) Simulated temperature dependence of a spectroscopic signal sensitive to dimer dissociation and
unfolding with the same parameters as in A, and the total protein concentration was (left to right): 0.1 mM, 1 mM, 10 mM,
0.1 mM, 1 mM, 10 mM, 0.1 M, and 1 M. The wide range exceeds that experimentally accessible, but demonstrates the
absence of an upper limit for the stability. The signal intensities for N2, M, and U were 1, 2, and 4, respectively.
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which should be viewed as

Scheme VII

The equilibrium constants are defined as

K1 ¼ ½I2�
½N2� ;

K2 ¼ ½U�
2

½I2� ;

K1K2 ¼ K3 ¼ ½U�
2

½N2� :

(3:35)

The partition function for the system is

Q ¼ 1þK1 þ
K1K2

2½U� (3:36)

and the fractional populations of the three species are given by

�N2
¼ 1

Q ;

�I2
¼ K1

Q ;

�U ¼ K1K2

2½U�Q :

(3:37)

The total protein concentration in monomeric chains is given by

½Ptotal� ¼ 2½N2� þ 2½I2� þ ½U� (3:38)

Fig. 3.6. (A) Temperature dependence of the excess enthalpy of a dimer unfolding according to Scheme V with
thermodynamic parameters as in Fig. 3.5B and 0.1 mM total protein concentration (as monomer chains). (B) Concentra-
tion dependence of the DSC endotherm for unfolding a dimer according to Scheme V with parameters as in Fig. 3.5B.
Note that with increasing concentration, the Tm for the dimer exceeds that for unfolding the dissociated monomers
because the folded monomers do not occur.
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and the concentration of U in terms of K1, K2, and the total
protein concentration is

½U� ¼ �K1K2 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K1K2ð8½Ptotal� þK1ðK2 þ 8½Ptotal�ÞÞ

p
4ð1þK1Þ

: (3:39)

The temperature dependence of a spectroscopic signal
which is sensitive to dissociation and unfolding will be a func-
tion of the magnitudes of the signals associated with each of the
species and the fractional occupations of each state (Fig. 3.7)
(see Section 3.1):

Sobs ¼ �N2
SN2
þ �I2

SI2
þ �USU: (3:40)

Similarly, the temperature dependence of the excess heat of the
system is given by

Hexcess ¼ �I2
�H1bþ �Uð�H1bþ�H2bÞ

¼ �I2
�H1bþ �U�H3b

(3:41)

and the DSC curve is obtained by taking the first derivative of
Eq. (3.41) with respect to temperature (see Eq. (3.15)). Simula-
tions showing the concentration dependence of H and Cp are
shown in Fig. 3.8.

2.5. Higher-Order

Multimer Unfolding

The expressions provided here for the homodimer can be extended
to multimers containing more than two subunits. An expression
for the concentration of U in terms of K and the total protein
concentration, similar to that in Eqs. (3.32) and (3.39), is requi-
red. This is then substituted into expressions for � (similar to

Fig. 3.7. (A) Temperature dependence of the factional occupations of N2, I2, and U states in Scheme VII for unfolding a
dimer with structural rearrangement occurring along with unfolding to random-coil monomer chains. Reaction 1: �H¼
50 kcal/mol, �Cp¼ 500 cal/deg/mol, and Tm¼ 308C for dimer rearrangement; Reaction 2: �H¼ 50 kcal/mol, �Cp¼
500 cal/deg/mol, and T 8¼ 658C for unfolding of the dimer. Total protein concentration¼ 10 mM (monomer chains). (B)
Simulated temperature dependence of a spectroscopic signal sensitive to dimer dissociation and unfolding with
parameters as in A. Total protein concentration (left to right): 0.001 M, 0.01 M, 0.1 M, 1 M, and 10 M (demonstrating
the lack of an upper limit). Signal intensities for N2, M, and U were 1, 2, and 4, respectively.
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Eqs. (3.30) and (3.37)) for each species to obtain the temperature
and concentration dependence of the reaction progress.

The equation for the equilibrium constant in terms of the
progress (similar to Eq. (3.24)) is given by (15)

K ¼ n�n
U½P �

n�1
total

1� �U
(3:42)

and the dependence of Tm on protein concentration is given by

1

Tm
¼ ðn � 1ÞR

�Hvh
ln½P �total þ

�S � ðn � 1ÞR ln 2þ r lnðnÞ
�Hvh

: (3:43)

3. Experimental
Observables
Reflecting
Temperature-
Dependent Folding
and Association

3.1. Spectroscopic

Signals Dependent on

Folding and

Association

A spectroscopic signal, Sobs, reflecting an equilibrium that is tem-
perature dependent is a weighted sum of the signals from the
species involved, for example, native, SN, and unfolded species,
SU (4, 16). The weights are provided by the factional occupations
(�) of the species or states (similar to Eqs. (3.13), (3.33), and
(3.40)):

Sobs ¼
X

i

�iðT ÞSi: (3:44)

Fig. 3.8. (A) Temperature dependence of the excess enthalpy of a dimer unfolding according to Scheme VII with
thermodynamic parameters as in Fig. 3.7A and 1 M total protein concentration (monomer chains). (B) Concentration
dependence of DSC for unfolding a dimer according to Scheme VII with parameters as in Fig. 3.7A and the total protein
concentration (left to right): 0.0001 M, 0.001 M, 0.01 M, 0.1 M, and 1 M (demonstrating the lack of an upper limit).
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3.2. Heat Capacity

Dependent on Folding

and Association

DSC provides the temperature dependence of the heat capacity of
all species present. The DSC data contains a baseline contribution,
CP ;baseline;, which is the second term on the right side of Eq.
(3.14). It is a weighted sum of the intrinsic heat capacities of all
the species, for example, native, CN

P , and unfolded, CU
P . For a two-

state reaction we obtain (7)

CP ;baseline ¼ ð1� �UðT ÞÞ CN
P þ �UðT Þ CU

P : (3:45)

The baseline represents a progress curve from folded to unfolded
species (Fig. 3.1b). For three or more states, additional terms are
added to account for the contribution of each state weighted by
the fractional populations of each state (similar to Eq. (3.44)).
The baseline heat capacity is not directly observable since the
observed heat capacity includes an additional contribution from
the heat required to drive the reaction, that is, CP ;excess:

Cp ¼ Cp;excess þ Cp;baseline (3:46)

The excess heat capacity is an anomalous heat capacity that
results from the absorption of heat needed to drive the reaction. It
is the unique information obtained from DSC which distinguishes
it from spectroscopic methods. The excess heat absorbed is given
by the incremental change in the progress of the reaction due to a
change in temperature times the molar enthalpy change for the
reaction.

Cp;excess ¼
@�U

@T
�Hcal (3:47)

This defines a peak (endotherm) with an area equal to �Hcal,
the enthalpy determined by calorimetry.

3.3. van’t Hoff and

Calorimetric

Enthalpies

The van’t Hoff enthalpy defines the temperature dependence of
a reaction (see Eq. (3.7)), and it is best obtained from a fitting
of data reflecting the progress of the reaction as in Eq. (3.44)
(see Note 10) or the definite integral of a DSC endotherm (see
Eq. (3.16)). The van’t Hoff enthalpy is obtained from an analysis
of the temperature dependence of the progress of a reaction. The
calorimetric enthalpy is obtained from a direct measurement of
the excess heat associated with the reaction, that is, the area under
a DSC endotherm given by the integral of Eq. (3.47).

3.4. Cooperative Unit Because the calorimetric enthalpy is obtained by integration of the
heat capacity curve (in calories/deg/mole as a function of tem-
perature), the molar unit for the calorimetric enthalpy is defined
by the experimenter. For a multimer, the calorimetric enthalpy
can be defined either as the heat change per mole of monomer, or
per mole of multimer, with the stoichiometry specified by the
experimenter. In contrast, the molar unit for the van’t Hoff
enthalpy is not arbitrary. It is by default the size of the cooperative
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unit; that is, the van’t Hoff enthalpy is the heat change per coop-
erative unit. If the cooperative unit is the multimer, the van’t Hoff
enthalpy will be n times the calorimetric enthalpy per mole of
monomer (where n is the number of identical subunits in the
multimer). The relative values of the van’t Hoff and calorimetric
enthalpies depend on the stoichiometry of the reaction. For a
monomeric protein, the calorimetric and van’t Hoff enthalpies
should be equal, and �Hcal /�Hvh ¼ 1.0 (see Note 11). For a
multimer which unfolds via a two-state reaction without signifi-
cantly populated intermediates, this ratio should be equal to 1/n,
where n is the number of subunits in the multimer.

4. Data Analysis

The raw data for a protein unfolding transition followed by spec-
troscopy is the magnitude of the spectroscopic signal as a func-
tion of temperature. The raw data in DSC is the heat flow into the
sample cell per unit time (e.g., mjoules/sec or mwatts). Division of
the DSC signal by the scan rate (e.g., 1 deg/min) provides the
heat flow per degree change and represents the temperature
dependence of the heat capacity of the solution in the sample cell.

The absolute molar heat capacity of the protein can be calcu-
lated (3, 17). Routines for performing this calculation are incor-
porated into commercial DSC software. Division by the molecular
weight provides the absolute partial specific heat capacity. Mea-
surements of the absolute heat capacity are rarely required for the
interpretation of data and will not be further discussed here.

Although commercial DSC software contains routines for
extracting thermodynamic parameters from data, these are often
limiting. A nonlinear least-squares fitting of the temperature depen-
dence of calorimetric and spectroscopic signals can be obtained
using a number of currently available data analysis software pack-
ages (e.g., Igor (Wavemetrics)), with mathematical models and
expressions for the observables as described above.

4.1. Sloping Baselines The spectroscopic signals for the native and unfolded protein,
and also the heat capacities of the native and unfolded proteins,
are generally dependent on temperature. Both the pre- and post-
transition baselines can typically be described by straight lines with
two parameters, for example, A + B*T. Therefore, for a two-state
reaction we can write for the spectroscopic signals and excess heat
capacity:

Sobs ¼ ð1� �UðT ÞÞ ðA þ B � T Þ þ �UðT Þ ðC þD � T Þ; (3:48)
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Cbaseline
p ¼ ð1� �NðT ÞÞ � ðUþ V � T Þ þ �NðT Þ � ðX þ Y � T Þ: (3:49)

In Eq. (3.49), if T is expressed relative to the midpoint tempera-
ture, Tm, then X is U plus the change in heat capacity (�Cp) at the
Tm. Transitions involving three or more states can also inc-
lude additional terms describing the baseline between transitions,
although it is rare that sufficient data is available to define these
contributions accurately and approximations are normally made to
reduce the number of parameters (e.g., the parameters for the
baseline of an intermediate are averages of the parameters for the
pre- and post-transition baselines).

4.2. Initial Fitting:

Monomer

Even when a protein is known to exist as a multimer, thermal
unfolding data are usually initially fit by assuming a two-state,
monomer unfolding reaction (Scheme I) to determine if more
complicated models are justified by the data. For DSC data, it is
assumed that �Hcal/�Hvh ¼ 1, and �Cp is assumed to be non-
zero. If the resulting fit is not satisfactory, the �Cp (i.e., Cp;baseline)
is removed from the data as described below and the data is fit by
allowing �Hcal and �Hvh to float independently.

4.2.1. Spectroscopic

Data Assuming a

Monomer

Thermal denaturation curves followed by CD or fluorescence can
be fit by nonlinear regression using Eq. (3.48),along with Eqs.
(3.2), (3.7), and (3.12). This is a seven-parameter fit with slope
and y-intercepts for the pre- and post-transition baselines, along
with Tm, �H(Tm), and �Cp for the equilibrium.

4.2.2. DSC Data with

�Hcal ¼ �H vh and

Non-zero �Cp

DSC data can be fit to Eq. (3.44) (with three adjustable parame-
ters (Tm, �H(Tm), and �Cp) ), plus Eq. (3.49) (three additional
parameters: U, V, and Y, with X ¼ U þ �Cp). For more stable
proteins the post-transition baseline may not be well defined by the
data. In such cases only U, V, �H(Tm), Tm can be fit (�Cp and
Y must be fixed to user-defined values). The data can be further
simplified by removing the contribution of the pre-transition base-
line (fit a well-defined linear section of the pre-transition baseline
and subtract the derived straight line from the data).

4.2.3. DSC Data with

DHcal > DHvh

If the DSC data cannot be fit satisfactorily with the assumption
that �Hcal¼�Hvh, then �Hcal and �Hvh can be fit indepen-
dently. This might occur if there were simultaneous unfolding of
multiple independent domains with similar midpoint tempera-
tures, such that only one endotherm is observed and the observed
�Hcal would be greater than �Hvh. A simple example might be
the overlapping of two two-state transitions with identical �Hcal;
and as a result, the area of the endotherm (i.e., the total obser-
ved �Hcal) would be twice that expected from the width of the
transition. If
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b ¼ �Hcal

�Hvh
(3:50)

then

Cp;excess ¼ b�H ðT Þ d�ðT Þ
dT

: (3:51)

The magnitudes of the �Cp for each transition cannot be defined
by the data. It is not possible to use the complete expression for
�G (Eq. (3.7)) in fitting the data. Therefore, the �Cp, or more
specifically Cp;baseline; must be removed prior to nonlinear regres-
sion as described in the next section.

4.2.4. Progress Curves

from DSC Data

The progress curve for an unfolding reaction can be obtained
directly from DSC data by calculating the explicit integral of the
heat capacity, that is, the extent of the area under the endotherm
covered as a function of temperature. A progress function, I(T),
is obtained by taking the ratio of the integral of Cp from any
arbitrary temperature, Ti, below the transition to temperature T,
divided by the total integral of the transition. Integration is per-
formed numerically so that

I ðT Þ ¼

PT
t¼Ti

CpðT Þ

PTi

t¼Ti

CpðT Þ
: (3:52)

The ratio is linear below and above the transition, and a sigmoidal
transition from one linear section to the other occurs in the
temperature range of the reaction. The result can be treated as if
it were a spectroscopic signal representing the progress curve with
sloping pre- and post-transition baselines, and an equilibrium
constant as a function of T is given by

K ¼ I ðT Þ � ðaN þ bN � T Þ
ðaU þ bU � T Þ � I ðT Þ : (3:53)

(A two-state reaction can be assumed for this purpose with-
out introducing significant error.) �(T) is calculated using
Eq. (3.12). Cp;baseline is calculated at temperature T using �(T)
and values for U, V, X, and Y obtained from fitting segments of
the baseline before and after the transition in the DSC scan. In
practice, Cp;baseline occasionally contains a singularity, so Cbaseline

p

can be smoothed by nonlinear regression. The fitted Cp;baseline

curve can be subtracted from the original data (i.e., Cp) to obtain
Cp;excess which is then fit to obtain �Hcal, �Hvh, and Tm.

4.2.5. Determination of

�Cp

Determination of a reliable �Cp from DSC data can be difficult.
Extrapolation from the difference in the DSC baselines at the Tm is
normally unreliable due to contributions to the post-transition
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baseline from processes other than unfolding (e.g., aggregation,
chemical degradation). The most common method using DSC is
to take advantage of the linkage of pH to stability, and vary the pH
over a range in which the Tm varies (e.g. pH 2–4). Decreasing the
Tm leads to a decrease in �H according to the Kirchhoff relation
(Eq. (3.4)). A plot of the resulting �H vs. Tm (i.e., a Kirchhoff
plot) is commonly linear and the slope provides an estimate of
�Cp (6). This approach may give erroneous results due to
increased contributions from anion binding at lower pH (18).

The most reliable method of determining �Cp relies on cold
denaturation and may be accomplished with either spectroscopic
or DSC data (11, 19). When enhanced unfolding is observed at
low temperature as well as at elevated temperature, the curvature
of the protein stability curve is defined by a single thermal melt.
Fitting the data over both cold- and heat-denaturation regions
accurately specifies �Cp without making assumptions about the
effect of anion binding at low pH.

4.3. Two-State Dimer

Unfolding

Two observations typically indicate multimer unfolding in ther-
mal unfolding data: dependence of Tm on concentration, and
asymmetry in the progress curve both as a function of temperature
and the DSC endotherm. Asymmetry can result from irreversible
unfolding (see Section 4.7), but this explanation can be tested
with repeated scans on the same sample.

4.3.1. Spectroscopic

Data Assuming a Dimer

(Two-State)

Thermal denaturation curves followed spectroscopically (e.g., by
UV, CD, or fluorescence) can be fit by nonlinear regression using
Eq. (3.48),along with Eqs. (3.2), (3.7), and (3.23). This is a
seven-parameter fit with slope and y-intercepts for the pre- and
post-transition baselines, along with T8, �H(T8), and �Cp for
the equilibrium. In addition, it is wise to vary the concentration
of protein and either demonstrate the validity of Eq. (3.25), or
better fit the data globally.

4.3.2. DSC Data

Assuming a Dimer (Two-

State)

As with a monomer, DSC data can be fit to Eq. (3.48) with three
adjustable parameters (Tm, �H(Tm), and �Cp) plus Eq. (3.49)
(three additional parameters: U, V, and X, with Y = U + �Cp).
Baselines are treated as described for the monomer (see Section
4.2.4). The dependence of stability on concentration is included
by globally fitting multiple DSC curves obtained with differing
concentrations of protein.

4.4. Dimer Unfolding

with More Than One

Transition

The unfolding of a dimer with more than one transition can be fit
to the equations presented above for Schemes V and VII (spec-
troscopic data with Eqs. (3.33) or (3.40), DSC with the tem-
perature derivatives of Eqs. (3.34) and (3.41)). The linkage of
a structural transition to folding is most likely indicated by a
low-temperature transition which is concentration independent,
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followed by a second transition at higher temperature which is
concentration dependent (see Fig. 3.7 and 3.8). Dissociation fol-
lowed by unfolding of monomers will show a concentration-
dependent transition which occurs after a lower temperature,
concentration-independent transition (see Figs. 3.5 and 3.6).
Fitting of the �Cp for two overlapping transitions is problematic.
In general there is no straightforward way to remove the baseline
as described for a monomer above. Therefore, the �Cp must be
included in the fitting. Under favorable circumstances, concentra-
tions can be adjusted so that two separate transitions can be
observed, and �Cp can be estimated from differences in the pre-
and post-transition baselines. �Cp for a concentration-dependent
peak can also be defined by a global fit of a series of data collected
at different concentrations (i.e., taking advantage of the concen-
tration dependence to fit the temperature dependence of �H).
�Cp for the concentration-independent peak can be defined by
varying pH. In the absence of this, the only alternative is to
apportion the �Cp between the two transitions (e.g., by assuming
that the magnitude of the �Cp is proportional to the �H).

4.5. Irreversible

Unfolding

The irreversible unfolding of a protein might be described by a
reversible unfolding process which is followed by an irreversible
modification of the unfolded species (20):

Scheme VIII

For simplicity, the scheme shown here is for a monomer, but it can
be easily expanded to encompass any of the unfolding reactions
considered above. If the conversion of U to I is much faster than
refolding, the kinetic mechanism is simplified to N ! I . Irreversi-
bility may be due to a number of processes, including chemical
modification of the unfolded protein and aggregation (21). Most
importantly, the thermal unfolding of an irreversible system reflects
not only the equilibrium between native and folded forms (the first
reaction in Scheme VIII), but also the kinetics of the succeeding
reaction. The presence of the irreversible second step can signifi-
cantly distort a DSC endotherm. The result is a shifting of the
endotherm to lower temperature and a distortion of its shape which
is not accurately described by any of the models above. The kine-
tically controlled irreversible step may be associated with significant
heat changes. As a result, the endotherm for the intrinsic unfolding
process can be perturbed, and its Tm shifted due to overlap with an
endothermic or exothermic irreversible process (or processes) that
occurs essentially simultaneously. There are no reliable methods
which permit the unambiguous deconvolution of such transitions.
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4.6. Error Analysis One of the advantages of a quantitative analysis of stability data is
that the error limits (precision) in the results can be firmly estab-
lished. Error estimates for all parameters derived from nonlinear
regression of DSC data are obtained using standard techniques
which characterize the shape of the error surface in the vicinity of
the minimum achieved by iteration (22, 23). The Monte Carlo
method of confidence interval estimation (24) is especially attrac-
tive for this analysis. Errors in thermodynamic functions such as
�G are derived from fitted parameters using standard propagation
formulas (22); for example, the variance in �G is given by

s2
�G ¼ s2

�H

@�Gu

@�H

� �2

þs2
Tm

@�Gu

@Tm

� �2

þs2
�Cp

@�Gu

@�Cp

� �2

; (3:54)

where the partial derivatives are calculated numerically by calcu-
lating the change in �G resulting from a small change in each of
the parameters.

5. Data Collection

Detailed protocols for using UV, fluorescence, circular dichroism,
and DSC for studies of protein stability have been presented in a
previous volume of this series and elsewhere, and will not be
reproduced here (25–29). We provide here additional comments
and key points that the user may find useful.

5.1. DSC Instrument

Design and

Performance

High-sensitivity DSC instruments appropriate for biological calori-
metry can be obtained from MicroCal (Northampton, MA) and
Calorimetry Sciences (Provo, UT). DSC cells are metal (e.g.,
gold, tantalum, or hastaloy) and are typically cylindrical. Capil-
lary cells can eliminate baseline distortions associated with pre-
cipitate formation due to irreversible unfolding. These seem to
reduce the heat contribution from the falling precipitate. This
does not remove the problems associated with irreversibility (see
Section 4.5).

Not only the short-term and long-term noise levels for DSC
instruments are important, but also baseline reproducibility on
repetitive scans and especially upon reloading an identical sample.
Optimum performance is obtained if the instrument is powered
by a line conditioner (e.g., Toshiba On-line UPS). The best data
are obtained if the DSC is never idle, but rather is left continuously
scanning on buffer when not in use.

5.2. Spectrophoto-

meter Considerations

The primary concern for monitoring thermal melting curves fol-
lowed by spectroscopy (other than proper care in operation of the
spectrophotometer) is temperature control. It is essential that
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temperature control be calibrated by measuring the temperature
in the cell with a thermocouple. This can also be used to determine
the minimum time necessary to ensure temperature equilibration
following a change in temperature (typically 5–10 minutes). The
cuvette should be lightly capped to prevent excessive evaporation
at high temperature, but not so tight as to cause pressure buildup
and damage to the cell.

5.3. Sample

Considerations

Protein samples are prepared by dialyzing against the required
buffer, with three changes to ensure equilibration. Buffers used in
DSC should not interact with the protein, and have negligible
change in pK with temperature; that is, heats of protonation
should be small. Glycine and acetate are attractive since they com-
pensate protonation changes due to protein unfolding (6). Amines
(including TRIS) should be avoided due to high heats of protona-
tion. Although the metals used for fabrication of DSC cells are
chosen to be essentially inert (especially to biological buffers), the
susceptibility of DSC cells and associated gaskets to buffer compo-
nents needs to be checked in manufacturer’s documentation.

Sample concentrations are typically on the order of 1 mg/ml
for DSC, and may be significantly lower for spectroscopic techni-
ques, particularly fluorescence. Lower concentrations are also
possible with the newer and more sensitive DSC instruments.
Typically about 2 ml of sample is needed for both spectroscopic
and DSC measurements to allow for cell loading and concentra-
tion measurements. In DSC both the sample and dialysis buffer
are degassed by gentle stirring under vacuum for 5–10 minutes
prior to cell loading. Sample concentrations are measured spectro-
photometrically using accurate extinction coefficients. The accu-
racy of the spectrophotometer should also be checked using a
standard, for example, carefully prepared K2CrO4 solution (30).

Reversibility is indicated by the reproducibility of repetitive
scans on the same sample. It is not normally necessary to scan
beyond the Tm to demonstrate reversibility. The Tm can be obt-
ained from an initial scan through the transition on a separate
sample. If the relaxation time for the unfolding reaction at the Tm

is less than a second, the protein unfolds and refolds more than a
hundred times per minute. At a scan rate of 1 deg/min, a protein
at the Tm will have unfolded and refolded more than a thousand
times, and duplication of successive scans to the midpoint should
be sufficient.

The behavior of protein samples at high temperature should
be tested outside the calorimeter or spectrophotometer by heat-
ing to the highest temperature that will be used in a thermal melt
scan (with identical solution conditions planned for the experi-
ments). If the sample precipitates upon unfolding, consideration
should be given to the utility of collecting quantitative data. It is
doubtful that useful thermodynamic information can be obtained
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from such samples due to irreversibility. In addition, removal of a
precipitate from a DSC cell can be difficult (especially if the cells
are capillaries).

5.4. Data Collection Because DSC cells are pressurized, thermal unfolding measured
by DSC can be performed routinely to significantly higher tem-
perature than with spectroscopy. DSC scans to 1308C can be easily
accomplished with moderate pressures of a few atmospheres. Ther-
mal melts and DSC scans should cover a temperature range suffi-
cient to define not only the transition, but also the baselines below
and above the transitions. Care should be taken at lower tempera-
tures to prevent freezing since expansion of the cell can damage the
instrument. The scan rate should be fast enough to achieve an
adequate signal-to-noise ratio and minimize the time at high tem-
perature, but not so rapid to make the Tm scan rate dependent. A
rate of 1 deg/min is commonly used in DSC, but various rates
should be checked. Significantly slower scan rates are normally
required with spectroscopic methods, making it more likely to
observe irreversible modifications at higher temperature.

6. Notes

1. The dependence of Tm on concentration is a key criterion for
arguing that a protein exists as a multimer in solution.

2. A parameter which is a function of temperature is shown with
T in parentheses following the symbol for the parameter, for
example, �H(T). The value of a parameter at a specific tem-
perature is indicated by the value of that temperature in
parentheses after the symbol for the parameter, for example,
�H(Tm) which specifies the enthalpy change at the Tm. Care
should be taken to not confuse these common conventions
with multiplication; for example, �Cp(T–Tm) indicates the
multiplication of �Cp by the temperature difference in par-
entheses. The difference should be obvious from the context.

3. Interactive Mathematica (Wolfram) Notebooks which can be
used in conjunction with this text can be downloaded from
http://daffy.uah.edu/thermo/. These permit simulations
using all of the models presented here.

4. The fraction unfolded refers to the fraction converted to the
U state. The unfolding reaction is all-or-nothing for each
cooperative domain. Thus, for the unfolding of a monomer,
50% unfolded refers to 50% of the molecules being unfolded
and 50% remain folded. It does not imply that an individual
molecule can be half-unfolded. Of course, a protein may
contain two independent cooperative domains, the unfolding
of each is described by a two-state reaction, and conditions
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can be obtained where one of the domains may be completely
unfolded while the other remains folded.

5. See Section 1.0–1.1 of the Mathematica ‘‘Protein Folding
Notebook – Melts and DSC’’ at http://daffy.uah.edu/
thermo/.

6. The concentration of a protein which forms oligomers can be
expressed in terms of either the maximal number of moles of
multimer per liter, or the moles of total monomer chains per
liter. The latter is more commonly used in the literature. It is
important that the definition used be clearly stated when
reporting results.

7. The specification of a Tm for the unfolding of a multimer has
no meaning unless the concentration is specified. The Tm is
not a fundamental thermodynamic parameter that can be
used to characterize the stability of a multimer. The T8 should
be used instead.

8. We stress that the Tm for multimer does not reach an upper
limit or plateau with increasing protein concentration.

9. The triangular presentation in Schemes Vand VII stresses the
fact that thermodynamics is not dependent on reaction path,
and although we might be tempted to view I2 dimer as a
necessary intermediate, N2 may also unfold directly to U.

10. Alternatively, the van’t Hoff enthalpy can be obtained by
differentiation of an appropriate equation for the equilibrium
constant with respect to temperature using Eq. (3.3) (15).
For a monomeric protein

�H eff
vh ¼ 4RT 2

m

@�U

@T

� �
T¼Tm

¼ 4RT 2
mCp;max

�Hcal
; (3:55)

while for a multimer of n subunits, it is given by

�H eff
vh ¼ ð2þ 2nÞRT 2

mCp;max

�Hcal
: (3:56)

This function is dependent on the accuracy of a single data
point, that is, Cp,max. It is therefore in general less reliable than
a direct fit of the entire dataset.

11. The reaction is assumed to be two-state, with either comple-
tely folded or unfolded protein.
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Chapter 4

Protein–Protein and Ligand–Protein Interactions Studied
by Analytical Ultracentrifugation

Walter F. Stafford, III

Abstract

All biological processes involve molecular interactions that result in either binding, self-association, or

hetero-associations of one form or another. It is important to understand that no interactions are

completely all-or-none. Some approach all-or-none only when there is strong positive cooperativity.

Examples will be given of typical biomolecular interactions and their expected dependence on concentra-
tion, in order to point out the relatively wide range of concentration over which these types of phenomena

take place. This chapter is concerned both with the binding of low-molecular-weight ligands to macro-

molecules as well as interactions between macromolecules using analytical ultracentrifugation (AUC) as a
tool for measuring association properties of these systems. The theory of sedimentation of both ideal and

nonideal interacting and noninteracting systems is discussed. Examples are given of each type of system

along with a discussion of how each type of system can be analyzed. Several methods of data analysis are
discussed.

Key words: Analytical ultracentrifugation, sedimentation, cooperativity.

1. Introduction

1.1. Protein–Protein

and Ligand–Protein

Interactions

Interactions between a given protein and other proteins or between
a protein and various smaller molecules and ions (ligands) are cen-
tral to the regulation of all metabolic processes.

Protein–protein interactions are often themselves regulated
by interactions with various ligands. The energetics of a particular
interaction can be strongly influenced by the binding of a smaller
ligand or ion to one of the protein species. Covalent modification,
such as phosphorylation, of one of the species can also influence
self-association or an interaction between it and another protein.

John W. Shriver (ed.), Protein Structure, Stability, and Interactions, vol. 490
� 2009 Humana Press, a part of Springer ScienceþBusiness Media
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Elucidating these sorts of interactions by analytical ultracen-
trifugation (AUC) is the subject of this chapter. We will cover both
the theoretical background required to understand and interpret
the data as well as provide detailed descriptions of the laboratory
procedures required to acquire reliable, high-quality data, along
with the application of rigorous methods for the determination of
hydrodynamic and thermodynamic parameters that characterize
the system of interest.

1.2. Expression of

Equilibrium Constants

Equilibrium constants can be expressed in a variety of units depend-
ing on the optical system in use and whether it is desired to express
them on the mass concentration scale (grams per liter or grams per
cubic centimeter) or the molar concentration scale (moles per
liter).

1.2.1. Dissociation

Constants versus

Association Constants

When a binding interaction is written in the forward direction
from reactants to complex formation, it is common to write

A þ B! AB Ka ¼ ½AB�=½A�½B�;

where [X] denotes molar concentration of X. Furthermore, we
can write that Kd¼1/Ka, which corresponds conveniently to the
free concentration of either A or B at ‘‘half–saturation’’ depending
on which species is considered to be the ligand and which is the
receptor.

This relationship between Ka and the concentration corre-
sponding to half-saturation becomes somewhat obscure for high-
er degrees of interaction when the reaction is higher-order than
bimolecular.

Consider a monomer–tetramer self-association as an example
of such a higher-order reaction.

4A Ð A4:

The association constant for this reaction is given by

Ka ¼ ½A4�=½A�4

and the corresponding dissociation constant is

Kd ¼ 1=Ka:

Note that the units of Kd are not moles per liter but are (moles/
liter)3; therefore, one must take the cube root of Kd to obtain a
number with the units of concentration. Now to what fraction of
saturation does this correspond and on what scale, molar or
mass?
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1.2.2. Kds and the

Concentration at the

Half-Point

1.2.2.1. Molar

Concentration Scale

Continuing with the monomer–tetramer case, we would like to
know the total concentration when the monomer and tetramer
are present at equimolar concentrations. For the monomer–dimer
case, as just mentioned, the concentration turns out to be equal to
the dissociation constant; however, for higher stoichiometries,
that is no longer the case.

Consider, for example, a reversible monomer–tetramer system.
In this case we can write, as a statement of conservation of

mass,

Atotal ¼ ½A� þ 4½A4� ¼ ½A� þ 4Ka½A�4;

and solving this for [A] after setting [A]¼Atotal/2, we have

Atotal;1=2 ¼ Atotal;1=2

� �
=2:0þ 4KaA

4
total;1=2

� �
=16

and solving for Atotal,1/2, and rearranging, we have that the total
concentration when half the molecules are in monomeric form,
Atotal,1/2:

Atotal;1=2 ¼ 2K
1=3
d

1.2.2.2. Mass

Concentration Scale

On the mass concentration scale, we would like to know the total
concentration when half the mass of the protein is in the monomer
form and the other half is in the tetrameric form. In this case we
formulate the equations with mass concentrations, and we can
write

WA;total ¼ wA þ wA4
¼ wA þKaw

4
A;

where Ka ¼ ðwA4
Þ=ðwAÞ4.

Now set wA4
¼ wA ¼WA;total;1=2=2 and solve for WA,total,1/2 in

terms of Kd¼1/Ka when half the mass is in tetramer form:

WA;total;1=2 ¼WA;total;1=2=2þKa WA;total;1=2=2
� �4

:

We arrive at

WA;total;1=2 ¼ 2K
1=3
d :

1.2.2.3. Conversion

Between K(mass) and

K(molar)

The monomer–tetramer conversion of dissociation constants
between molar and mass units is given by

Kd;molar ¼ ½A�4=½A4� ¼ w4
A=wA4

� 	
4M1=M 4

1

� 	
¼ Kd;mass 4=M 3

1

� 	
:
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Now converting from molar to mass, to get the molar concentra-
tions when half the mass is monomer and half is tetramer we have

Atotal;1=2 ¼ 2K1=3
d;molar ¼

2 4½ �1=3

M1
K1=3

d;mass ¼
4½ �1=3

M1
WA;total;1=2:

For example, if the molar dissociation constant were, say, 1�
10–15 M3, the molar concentration of total A when half of the
moles are in tetrameric form would be 2� 10–5 M and, assuming a
monomer molar mass of 30,000 g/mol (see the example below,
Figs. 4.7–4.9.), the molar concentration when half the mass is in
tetrameric form would be about 5.3 � 10–5 M.

2. Methods

2.1. Cells and

Centerpieces

The centerpiece is the sample compartment in which sedimentation
takes place. There are several types of centerpieces available for
sedimentation velocity work. The double sector centerpieces are
most commonly used for sedimentation velocity work and can be
obtained either from BeckmanCoulter, Inc or from SpinAnalytical,
Inc. There are also high-speed (SedVel60) and meniscus-matching
(SedVel60-MM) versions of these centerpieces available from Spi-
nAnalytical, Inc. The standard 12 mm centerpiece is filled with
420–450 mL of solution, while the high-speed centerpieces are
typically filled with 330–360 mL of solution to put the meniscus
at about 5.9 cm. Use of smaller volume results in shorter column
heights resulting in lower resolution of sedimenting species.

2.2. Interference

Optics

2.2.1. Alignment

of the Laser

Alignment of the laser so that the beam is precisely parallel to the
axis of rotation is important for at least two reasons: (1) cancella-
tion of some of the higher-order aberrations arising from Wiener
skewing will result only if the beam is exactly parallel to the axis of
rotation and the camera lens is focused at the 2/3 plane of the cell
(1–3); (2) it has been observed that the vertical jitter is of much
lower magnitude in the solution column if the laser is aligned
precisely parallel to the axis of rotation (4).

2.2.2. Alignment of

Cylinder Lens

The alignment of the cylinder lens is critical to getting correct
cancellation of the buffer redistribution during sedimentation.
The axis of the cylinder lens must be precisely aligned perpendi-
cularly with respect to the radius bisecting the two sectors of the
centerpiece of the rotor. Proper alignment assures that the buffer
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signal from corresponding radial positions in sample and reference
sector as subtracted correctly. If the cylinder lens is tilted with
respect to the radial axis, the signal from nonconjugate positions
(i.e., from different radii) will be subtracted and a signal propor-
tional to the radial buffer concentration gradient will be super-
imposed on the data. This systematic error cannot be removed by
curve fitting.

Fortunately, it is fairly simple to check for misalignment of the
cylinder lens. The alignment procedures have been outlined in
great detail by Richards et al. in the early 1970s (5–7): alignment
of the cylinder lens essentially involves removing the center rib from
an old double sector centerpiece and introducing a high concentra-
tion of protein (for example 60 mg/mL BSA works fine). The rotor
is spun for about 30–60 minutes at 40,000 rpm until a cut-off
gradient is achieved over a large portion of the solution column
near both the meniscus and the base. When the cylinder lens is
correctly aligned, the fringes will be straight in the regions of high-
est gradient on either side of the boundary and at the bottom of the
cell. If the cylinder lens is misaligned, the fringes will curve either up
or down on either side of the boundary and at the base.

2.2.3. Interference

Window Holders

Use of interference window holders is necessary to get the highest
quality data from the interference optical system of the Beckman-
Coulter ProteomeLab XL-I. Instability of the timing circuitry
used for firing the laser leads to variation in the TI background
of the fringe patterns unless the windows are masked off with the
interference window holder slits and the dwell time of the laser
increased to illuminate the entire slit. A dwell time of 1.4 degrees,
instead of the much shorter 0.4 degrees commonly used, will give
about the same illumination when using the interference slits. The
interference windows should be placed on the top of the cell.

2.2.4. Meniscus-

Matching Procedure

In the meniscus-matching procedure, a special centerpiece that
has a capillary channel on its surface that connects the two sectors
is used. (These can be obtained from SpinAnalytical and are called
SedVel60 meniscus-matching centerpieces as mentioned above).
The reference sector is filled with a volume of dialysate about
20 mL more that the amount solution introduced into the sample
sector. The rotor is spun at about 5000–10,000 rpm (or higher
if necessary) until the sample and reference solution columns
heights match. Then the rotor is stopped and the rotor gently
shaken to redistribute any solute that sedimented during the
matching procedure.

Meniscus matching is very important if work is being done at
high dilutions. Under these conditions, correction for buffer
redistribution becomes important. If the menisci are not matched,
the buffer redistribution will be different in the sample and refer-
ence solutions at the same radial position and therefore will not be
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correctly subtracted out of the fringe patterns. It is generally not
possible with any of the currently available software packages to
compensate for misalignment of the meniscus when using inter-
ference optics.

Meniscus matching is most important when using interference
optics and is not commonly used with absorbance optics unless the
buffer absorbs significantly at the wavelength being used such that
its redistribution must be cancelled.

2.2.5. Thermal

Equilibration of the Rotor

Before starting the run, the rotor should be thermally equilibrated.
Typically at room temperature, about an hour will suffice. At higher
or lower temperatures, longer times may be necessary.

2.2.6. Vacuum Pump The ProteomeLab XL-A/I comes equipped with an oil diffusion
pump which will cause deposition of pump oil on the optics if the
instrument is run at temperatures much above room tempera-
ture. Recently we have installed a turbo-molecular pump that
simply replaces the diffusion pump after fabricating a coupling
that matches the existing diffusion pump flange (4). This pump
uses no oil and can be run for long periods of time, several days for
equilibrium runs, at up to 408C without any oil deposition allow-
ing operation over the complete temperature range of which the
instrument is capable.

2.3. Sample

Preparation

2.3.1. Dialysis Dialysis is preferred for all samples. For three or more component
systems, that is, those composed of water, macromolecules, and
buffer/salt, the solution must be at osmotic (i.e., dialysis) equ-
ilibrium with the solvent (water plus buffer) (8) in order to have
proper definition of components. Osmotic equilibrium can be
achieved effectively either by ordinary dialysis, by gel filtration,
or with spin columns.

2.4. Analysis and

Interpretation of

the Data: General

Considerations

2.4.1. Curve Fitting to

Sedimentation Velocity

and Sedimentation

Equilibrium Data

2.4.1.1. Optics and the

Signal

In general, an optical system gives us a signal, S, as a function of
radius and time that evolves during the sedimentation run. We will
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designate this raw signal as S(r,t). It is usually a linear function of
the concentration and can be represented by a relation of the
following form:

S r; tð Þ ¼ �c r; tð Þ þ BðrÞ þ noise; (4:1)

where � is the proportionality constant relating concentration to
the signal from a particular optical system, whether it be a refrac-
tometric, absorbance, or fluorescence signal; c(r,t) is the concen-
tration distribution as a function of radius and time; B(r) is an
optical background signal that is a function of radius but inde-
pendent of time; and ‘‘noise’’ represents stochastic fluctuations of
the signal.

2.4.1.1.1. Interference Optics At each time point, the interference
optics, with a correctly aligned cylinder lens, gives a signal at each
radial position that is proportional to the refractive index differ-
ence between the sample sector and the reference sector at that
radial position which in turn is a linear function of the concentra-
tion at that radius. In this case, � is equal to the number of fringes
per mg/mL for the optical path length of the centrifuge center-
piece in use.

2.4.1.1.2. Absorbance Optics The absorbance optics gives us data in
the form of absorbance as a function of radius and time, and can be
expressed by Eq. (4.1), where � is the mass extinction coefficient
for the optical path of the centrifuge centerpiece in use.

2.4.1.1.3. Fluorescence Optics The fluorescence optical system gives
us an arbitrary signal scaled between 0 and 2048 that is a linear
function of the concentration, with � being the proportionality
constant relating the magnitude of the fluorescence signal to con-
centration in mg/mL.

2.4.1.1.4. Pseudo-absorbance data The Optima XL is also capable of
storing data in the form of intensity as a function of radius and
time, and can write that data out from both the sample and the
reference sectors separately. If one takes the logarithm of the
inverse of the intensity as the signal, the result will have the form
of Eq. (4.1) and can be analyzed using appropriate methods (9).
This type of data is treated essentially in the same manner as
interference data, that is, generally a vertical offset must be deter-
mined for the data. The alignment procedure used for interference
data removes vertical jitter at the same time as it establishes the
zero level.

2.4.1.2. Systematic

Errors in the Data

Schuck has designated the vertical jitter observed with the in-
terference optics of the BeckmanCoulter ProteomeLab XL-I as
‘‘radially independent, time-dependent noise’’ (RI noise) and the
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optical background signal comprising constant systematic errors,
B(r), as ‘‘time-independent, radially dependent noise’’ (TI noise)
(10); we will follow that nomenclature.

There are several methods that have been developed to deal
with these systematic errors inherent in AUC data. The back-
ground signal, B(r), arising from inhomogeneities in the optics
and dirt on the lenses (Eq. (4.1)), can be removed completely by
taking time differences of the data and either using them as approx-
imations to the time derivative of the signal to compute g(s) (11) or
by fitting them directly to solutions of the Lamm equation
(12–14). Another method whose validity depends on obtaining a
good least-squares fit to the hydrodynamic portion of the data was
developed by Schuck and is called systematic noise decomposition
(15). The background noise is highly cross-correlated with any
slowly sedimenting species and success with this method depends
strongly on having sedimented the slowest moving species at least
half way to the bottom.

2.4.1.2.1. Precession and Vibration One type of systematic error which
has not been addressed to date by any of the existing sedimenta-
tion velocity software packages is the time-dependent, radially
dependent errors introduced by precession of the rotor. Although
this error is relatively small in the XL-I, it can be detected with
careful measurement and will degrade the quality of the signal.
This often shows up as vertical stripes in the bit map residual plots
provided by both SEDANAL (12) and SEDFIT (16). Another
potential source of error that we have observed can arise in machines
with interference optics whose monochromator mount has become
worn. As the threads on the mount wear down, the tightness of
the monochromator arm becomes compromised allowing the arm
to vibrate. This introduces random radial and vertical oscillations in
the data patterns which cannot be removed in software.

2.4.2. Analysis of

Noninteracting Systems

2.4.2.1. C (s ) The software package SEDFIT, created by Schuck (16), offers an
analysis method called c(s), pronounced ‘‘see-of-ess’’, which gives
the results of a least-squares fit of the data to a set of basis func-
tions that are solutions to the Lamm equation over a range of
values of sedimentation coefficient,s. It assumes a relationship
between s and D at each value of s by assuming that the value of
f/fo is the same for all species. This global frictional ratio is re-
ferred to as the weight average frictional ratio. Validity of this
approach relies on the assumption that all the protein components
in a mixture can be represented with the same frictional ratio. It
also assumes that only the processes of sedimentation and
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diffusion are taking place. The effects of any reactions between
species, either self-associations or hetero-associations, are not
properly accounted for in the least squares modeling used by
this method. Therefore, a great deal of caution should be exer-
cised when applying c(s) to interacting systems.

2.4.3. Analysis of

Interacting Systems

The proper analysis of interacting systems requires the use of rig-
orous curve-fitting methods to obtain estimates of the parame-
ters of interest by taking into account directly the effect of the
interactions on the shape of the reaction boundary. Once the
basic physical properties, like sedimentation coefficient, diffusion
coefficient, and molar mass, of the individual macromolecular
component species have been determined, the parameters of most
interest are usually stoichiometries and free energies of association.
The problem is to be able to extract these parameters and their
uncertainties from complex behavior that includes several types of
hydrodynamic and thermodynamic nonideality in addition to the
reversible interactions taking place.

2.4.3.1. Validity of Least

Squares (the L-2 norm) or

Other Types of Fitting

such as Least Average of

the Magnitudes of the

Residuals (the L-1 Norm)

The first and foremost requirement for the validity of any type of
fitting is that the model chosen to represent the macromolecu-
lar system be correct. By model, we mean a set of mathematical
relationships that correctly describes the macromolecular interac-
tions in terms of stoichiometry and energetics, in addition to the
other physical properties of the macromolecules involved. In many
cases fitting the wrong model to the data will result in system-
atically varying residuals, and the incorrect choice of model will be
obvious. It is also possible to fit the data to the sum of arbitrary
functions such as the sum of Gaussians or, in the cylindrical coor-
dinate system of the centrifuge, sums of arbitrary solutions to the
Lamm equation. These fits can be very good with respect to
magnitude and systematic variation of the residuals, but in the
general case of interacting systems, the fitting parameters that
give the best fit, namely s and f/fo, have no physical meaning. To
the extent that these types of fitting procedures give a good fit,
they represent the original data to a degree that allows fairly
accurate determination of some quantities like weight average
sedimentation coefficients (16).

However, even when theoretically correct procedures are app-
lied, there can be many cases in which good fits cannot be obtained
with different models because the information content of the data is
insufficient to determine uniquely the ‘‘correct’’ association model.
Other knowledge about the system must incorporated into the
analysis to resolve these ambiguities, (17, 18), or a wider range of
intensive parameters (i.e., wider range of loading concentrations
and ratios of components) must be sampled. Loading concentra-
tions mainly, but also temperature, pH, and ionic strength, must be
varied over a sufficiently wide range that all the species comprising
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the system become populated to reliably detectable levels without
changing the mechanism of the interactions.

2.4.3.2. Noninteracting

Systems and Very Slowly

Reversible, Interacting

Systems

It is worthwhile considering briefly the differences in the sedimen-
tation behavior of rapidly reversibly interacting systems compared
to noninteracting systems. In a noninteracting system, under ideal
conditions, each component sediments and diffuses indepen-
dently of the others. Also in a noninteracting system, each macro-
molecular species is a separate thermodynamic component, the
amount of which is given by its initial concentration. The result-
ing signal from a mixture of noninteracting species is the simple
superposition of the signals from the individual components that
would be obtained had they been present alone in the solution.
One important characteristic of a noninteracting system is that the
ratios of the species remain constant upon dilution and are equal
to the ratios of the initial concentrations before loading into the
centrifuge cell, radial dilution notwithstanding.

2.4.3.3. Rapidly

Reversible, Interacting

Systems

On the other hand, in an interacting system, the local concentra-
tions of all species in the centrifuge cell are determined by the ‘‘law
of mass action’’. We can arbitrarily divide interacting systems into
self-associating and hetero-associating. In a self-associating sys-
tem, which is a single thermodynamic component composed of
several species, the composition of the solution at each point in
the centrifuge cell is determined by the magnitude of the equili-
brium constants for the reactions between the species and the total
macromolecular concentration at each radial position. The sim-
plest self-associating system would be a monomer–dimer system.
The ratio of concentration of the dimer species to that of the
monomer species will decrease upon dilution.

The simplest example of a hetero-associating system would be
a two-component system in which two molecules, say, A and B,
combine to form a product which is a noncovalent complex, AB,
composed of one molecule each and A and B. It is characteristic of
interacting systems that the ratios of the species comprising each
component vary, according to the law of mass action, on dilution
while the ratios of the components remain constant. If we add
equimolar amounts of A and B to the solution, the ratio of total A
to total B will remain constant upon dilution, while the ratios of
species A, B, and AB to each other at each radius will depend on
the total local concentration of species A, B, and AB according to
the value of the equilibrium constant and the local concentration
of total A and total B at each radius.

The boundaries formed by these types of reversible interact-
ing systems are referred to as ‘‘reaction boundaries’’ and cannot be
described as the superposition boundaries that would have been
composed of independently sedimenting species A, B, and AB, or
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as independently sedimenting monomer and dimer species as in
the self-associating case above.

The misapplication of least-squares methods that were for-
mulated to fit to a model comprising noninteracting species can
lead to spurious results when applied to reversibly interacting
systems. Often one can get surprisingly good fits of a noninteract-
ing model to an interacting system, but the fitted parameters will
have no physical meaning (i.e., it is the wrong model). The use of
c(s) analysis to ‘‘deconvolute’’ diffusion from the reaction bound-
aries of interacting systems has been advocated by Schuck (19); as
a case in point we will see below the results of c(s) analysis app-
lied to a simple reversible monomer–dimer system for which very
good looking fits can be obtained (see, for example, Fig. 4.4). This
system could be fit to essentially three species including only the
three sedimentation coefficients and a single value of f/fo. There-
fore, all the spreading of the boundary, both from reversible reac-
tion and from diffusion, could be represented essentially by only
three diffusion coefficients. However, the particular values of the
diffusion coefficients implied by the single value of f/fo, might
have a physical meaning only if the spreading due to reaction had
been taken into account as well. In fact there are only two diffu-
sion coefficients required to represent this system, that for mono-
mer and that for the dimer, once the reaction is treated correctly.
Therefore, the so-called deconvolution process has removed both
types of spreading not just that from diffusion. One should exer-
cise extreme caution when applying this nonrigorous method
to reversibly interacting systems. While this method purports to
deconvolute diffusion from interacting systems, it is merely ap-
proximating the boundary shape by summing up Lamm equation
solutions from an arbitrary array of imaginary, nonphysical sedi-
menting species.

2.4.3.4. Mixed Systems An example of a mixed system is a rapidly reversible monomer–
dimer system containing some amount of cross-linked dimer. This
is two-component system consisting of three species; the first com-
ponent is the reversible monomer–dimer system and the second
component is the cross-linked dimer. In this system, the ratio of
monomer to dimer in the self-associating component would vary
while the ratio of the cross-linked dimer to the monomer–dimer
system would remain constant upon dilution. The cross-linked
dimer would sediment independently of the reversible
monomer–dimer system.

While these distinctions may seem obvious once pointed
out, they are often overlooked or ignored in many analyses of
macromolecular systems. Luckily, there are simple procedures
that will allow one to decide which of the two possibilities or
whether both exist in a particular sample. Moreover, there are
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methods available to analyze these systems rigorously once they
have been identified.

2.5. Theoretical

Background

Before we proceed to discuss methods of analysis and interpreta-
tion of data, we will review some of the required theoretical back-
ground and give some examples of various types of systems that
might be encountered in practice.

2.5.1. Law of Mass

Action

Our analyses are based on the law of mass action which basically
states that the rate of a chemical reaction is proportional to the
effective concentrations (i.e., activities) of the reactants.

Thus for a single irreversible bimolecular reaction we can write

A þ B
kf! 
kr

C; (4:2)

where kf is the forward rate constant, and we have, in the ideal
case, the rate of formation of the product, C, expressed by

@½C�
@t
¼ kf ½A�½B�: (4:3)

Similarly, for a reversible bimolecular reaction we can also write
for the reverse reaction that the rate of disappearance of the
product, C, is expressed by

@½C �
@t
¼ �kr½C�: (4:4)

The equilibrium state, for a rapidly reversible system, for which
@[C]/@t must be equal to zero, can be represented by equating the
forward and reverse rates. Rearranging, we have

@½C�
@t
¼ kf ½A�½B� � kr ½C �; (4:5)

kf ½A�½B� ¼ kr ½C �; (4:6)

Keq ¼
kf

kr
¼ ½C �
½A�½B� : (4:7)

In the case of nonideal conditions, and in general, one must write
that the rates are proportional to the activities of the species
participating in the reaction. Activity coefficients, therefore,
must be taken into account.

In this case we write

Keq ¼
kf

kr
¼ aC

aAaB
¼ yC

yAyB

½C �
½A�½B� ; (4:8)

where the ai are the activities and the yi are the molar activity
coefficients.
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2.5.2. Theory of

Interacting Systems by

Sedimentation Velocity

2.5.2.1. Ideal Systems In general, in the ideal case, each species is characterized by four
parameters, molar mass, sedimentation coefficient, partial specific
volume, and loading concentration. The diffusion coefficient is
related to the molar mass, the partial specific volume, and the
sedimentation coefficient through the Svedberg equation:

s

D
¼ M 1� v�ð Þ

RT
; (4:9)

where s is the sedimentation coefficient, D is the diffusion coeffi-
cient, M is the molar mass, v is the partial specific volume, � is the
density of the buffer, R is the gas constant, and T is the absolute
temperature. Most of relationships used in this chapter have been
defined in the older literature; for further information see those
works and references therein (20–24). The factor (1-v�) is called
the density increment, (@�/@c)T,mi, which is an empirical quantity
obtained by measuring the density of the protein solution as a
function of protein concentration with the restriction that the
chemical potential of all diffusible components is held constant,
that is, that the solution be at osmotic (dialysis) equilibrium with
respect to all diffusible components (8).

The frictional coefficient is related to both the sedimentation
and diffusion coefficients by the following two relationships:

D ¼ RT

NAf
and s ¼ M 1� v�ð Þ

NAf
; (4:10 A&B)

where NA is Avogadro’s number.
The frictional coefficient is also related to the Stokes radius by

the following relationship:

f ¼ 6p�oRs (4:11)

2.5.2.2. Nonideal

Systems

There are two types of nonideality that must be considered,
thermodynamic and hydrodynamic. Thermodynamic nonideality
affects mainly diffusion and the equilibrium constants through the
activity coefficients. Hydrodynamic nonideality affects both sedi-
mentation and diffusion through the frictional coefficient.

Thermodynamic nonideality is usually treated through activ-
ity coefficients and has the form (25)

1þ @ ln yið Þ
@ ln ci


 �
: (4:12)

Hydrodynamic nonideality is usually treated by the following
empirical relation:
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f ¼ fo 1þKscð Þ (4:13)

so that

s ¼ M 1� v�ð Þ
NA fo 1þKScð Þ ¼

so
1þKScð Þ ; (4:14)

D ¼ Do

NA fo 1þKScð Þ 1þ @ ln yð Þ
@ ln c


 �
: (4:15)

Attributing the hydrodynamic nonideality to the frictional co-
efficient rather than to s and D separately and the thermodynamic
nonideality to the diffusion coefficient has been proposed by Hard-
ing and Johnson in 1985 (26) and used recently in a more approx-
imate form by Solyovvia et al. in 2001 (27).

Traditionally, the thermodynamic nonideality term is
expanded in a virial series:

1þ @ ln yð Þ
@ ln c

¼ 1þ 2BM1c þOc2 þ . . . : (4:16)

The term arising from the Donnan effect, 2BM1, for a mono-
mer dimer system is given by (28)

2BMi ¼
Z 2

i

Mim3
; (4:17)

where Zi is the charge on the protein, Mi is the molar mass of the
protein, and m3 is the molality of the salt contributing to the ionic
strength.

2.6. Curve Fitting to

Sedimentation

Velocity Profiles

Nonlinear curve fitting to sedimentation profiles requires gener-
ating model boundary profiles as a function of time for each set of
parameter guesses. These curves are compared to the data and the
root mean squared deviation (rmsd) is computed. The parameters
are varied systematically until the rmsd is minimized. A fit is con-
sidered ‘‘good’’ if the rmsd is of the same magnitude as the noise
level of the data and the deviations between the data curves and
the fitted curves are random with no systematic trends.

2.6.1. Numerical

Solutions to the Lamm

Equation

The continuity equation for sedimentation processes, first pub-
lished by Lamm in 1929 (29), is basically a statement of the
conservation of mass during sedimentation in a sector-shaped cell.

In cylindrical coordinates it can be represented by the follow-
ing differential equation:

@c

@t


 �
r

¼ �2
@

@�
o2�sc � �D @c

@�


 �
t

� 
; (4:18)

where �¼ r2/2 and the other parameters have their usual
meaning.
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Solution of the Lamm partial differential equation can be ach-
ieved by numerical methods. A particularly rapid method of sol-
ving the Lamm equation was published by Claverie, Dreux, and
Cohen in the mid 1970s (30, 31) and has been employed since
then by many investigators for curve fitting AUC data.

Most notable was the first application of Claverie’s method
to curve fitting published by Todd and Haschemeyer in 1981 and
1983 (32, 33). Before the use of numerical solutions, several inves-
tigators used approximate solutions for linear least-squares curve
fitting. The first of these was a program called SEDFIT whose use
was first published in 1979 by Les Holladay (34, 35). Since then
there are several others who have published similar methods: Philo
has developed a program called Svedberg (36) and Behlke has
developed a program called Lamm (37). Both of these latter meth-
ods employ highly accurate approximate solutions to the Lamm
equation.

Several software packages have been developed for the ana-
lysis of sedimentation data employing solutions to the Lamm
equation as their basis. These will be considered below after the
presentation of examples of several types of noninteracting and
interacting systems – both ideal and nonideal. It should be noted
that the two types of system must be analyzed in very different
ways.

3. Examples of
Noninteracting
and Interacting
Systems Analyzed
by Sedimentation
Velocity

For the purposes of this discussion, g(s) patterns will be used to
demonstrate various points since they preserve the true shapes of
the sedimenting boundary. The g(s) patterns are essentially con-
centration gradient curves with respect to the radial axis expres-
sed in svedberg units, and therefore, represent the true shapes of
the concentration distribution at specific times of sedimenta-
tion. For an ideal, noninteracting system the g(s) curves include
and preserve the effects of both sedimentation and diffusion. In
the case of ideal, interacting systems, they include, in addition to
the effects of sedimentation and diffusion, the effects that the
rapidly reversible interaction has on the shape of the boundary.
The shapes of ‘‘diffusion-free’’ reaction boundaries for interact-
ing systems were first presented in 1950s by Gilbert and Gilbert
and Jenkins (38–40). Moreover, it should be stressed that
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rigorous analysis of interacting systems (both ideal and noni-
deal) requires curve fitting to numerical solutions of the Lamm
equations in which the reversible interactions and nonideality
are specifically taken into account by including the appropriate
interaction scheme and type of nonideality in the model being
fitted.

3.1. Noninteracting

System

3.1.1. Ideal

Monomer–Dimer,

Noninteracting:

In an ideal, noninteracting system upon dilution, the g(s) patterns
(left ordinate) are similar geometrically and the peaks (and other
features of the boundary) do not shift with concentration
(Fig. 4.1). This is the hallmark of an ideal, noninteracting system:
normalized plots will all superimpose since the boundary shapes
differ only in their amplitudes. The slight splitting of the c(s) peak
at the monomer position (at 4.0S) results because the fit uses the
same average value of f/fo for both species. This approximation is
reasonably close in this case but because the fit is dominated by the
value of f/fo of the dimer (since it is present at twice the mass
concentration) the fit is not as good as it could have been had the
values of f/fo had been allowed to float independently for each
species. For further information on the use and limitations of c(s)
analysis see the SEDFIT website (41).

Fig. 4.1. The left-hand ordinate is a plot of g(s*) vs. s* and the right-hand ordinate is a
plot of c(s) vs s* over the same time interval as for g(s*) and gives the expected sharp
delta-function-like peaks centered at the values of the sedimentation coefficients of the
two species in this mixture. As mentioned in the text, in this case s* is the radial
coordinate expressed in units of svedbergs.

98 Stafford



3.1.2. Nonideal

Noninteracting

Monomer–Dimer

System

Nonideality, on the other hand, results in a very different behavior
that must be dealt with by direct fitting of the concentration
profiles using numerical solutions to the Lamm equation. The
available fitting techniques will be discussed in more detail below.
For the time being, we will consider the behavior to be expected
from several types of system likely to be encountered in practice.

Figure 4.2. shows g(s) plots of the same system as in Fig. 4.1
under nonideal conditions with a value of Ks ¼ 0.1 L/g and
BM¼0.1 L/g for each species (see Eqs. (4.14) and (4.15)) as
the loading concentration is varied from 0.05 g/L to 15 g/L
for the monomer species in an equimolar mixture to a monomer
(50,000 g/mol) and dimer. Notice that the dimer is swept up
together with the monomer into a single boundary. This kind of
nonideal behavior makes it extremely difficult, if not impossi-
ble, to detect aggregates under nonideal conditions, particu-
larly at low ionic strength, if the molecules carry significant
charge.

3.2. Ideal Reversibly

Interacting Systems

3.2.1. Reversible

Monomer–Dimer

First we will consider a rapidly reversible, ideal monomer–dimer
system, the simplest reversible interacting system. The reaction

Fig. 4.2. Nonideal, noninteracting system: g(s) vs s*. Equimolar mixture of the same
monomer–dimer system shown in Fig. 4.1. (A) 0.05 g/L, (B) 0.15 g/L, (C) 0.50 g/L, (D)
1.5 g/L, (E) 5.0 g/L, and (F) 15.0 g/L loading concentration of monomer with Ks¼ 0.1 L/g
and BM1¼ 0.1 L/g. Note that the curves shift to lower s* values due to the hydrodynamic
nonideality (Eqs. (4.14) and (4.15)).
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boundary for a monomer–dimer system will exhibit a single
asymmetric peak that shifts with loading concentration (42)
(Fig. 4.3) The gradient plot from a monomer–dimer system
will always be unimodal whereas those for higher stoichio-
metries will in general be bimodal (see Figs. 4.7–4.9
below) (42).

In Fig. 4.3 we have a monomer–dimer reversible system with
K1–2¼2.5�105M–1;M1¼50,000; s1¼4.0S; s2¼6.0S;o2t¼2.1�
1011, plotted at several loading concentrations. Note that the
normalizedcurves shift to lower svaluesupondilution.The loading
concentration for each curve is indicated in the figure legend.

Figure 4.4 shows a comparison of g(s) and c(s) curves at
0.2 mg/ml (4 � 10–6M) from Fig. 4.3. Left-hand ordinate is
the g(s) plot, which is essentially a plot of the concentration
gradient in the cell at the time point indicated, o2t¼2.1 �
1011. The right-hand ordinate is c(s), with no smoothing (i.e.,
regularization = 0.0), from the same narrow time span as for the
g(s) plot. The three spikes represent the values of s along with a
single value of f/fo from the Lamm equation solutions required to
fit this interacting system to a set of noninteracting Lamm equa-
tion solutions.

In this interacting system the monomer and dimer concentra-
tions at each point in the reaction boundary are determined by the
equilibrium constant and the total concentration at each point in
the boundary (Fig. 4.5).

Fig 4.3. Monomer–dimer reversible system with K1-2¼ 2.5 � 105 M–1; M1¼ 50000;
s1¼ 4.0S; s2¼ 6.0S; !2t¼ 2.1� 1011 rad2/sec; 50,000 rpm plotted at several loading
concentrations. The normalized curves shift to lower s* values upon dilution. Loading
concentrations: (A) 1.33 mM, (B) 4 mM, (C) 12 mM, and (D) 36 mM.
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When the species concentration gradient distribution is
expressed as g(s) for each species in the reaction boundary
(Fig. 4.6), it becomes clear that the s values at the maximum of
each peak are not related to the sedimentation coefficients of the

Fig. 4.4. Comparison of g(s*) and c(s) curves at 0.2 mg/ml (4 � 10–6 M) from Fig. 4.3.
Left-hand ordinate is the g(s*) plot, which is essentially a plot of the concentration
gradient in the cell at the time point indicated, !2t¼ 2.1 � 1011 rad2/sec. The right-
hand ordinate is c(s), with no smoothing (i.e., regularization¼ 0.0), from the same
narrow time span as for the g(s*) plot. The three spikes represent the values of s*, along
with a single value of f/fo, required to fit this interacting system to solutions of
noninteracting Lamm equation solutions.

Fig. 4.5. (Bottom) Concentration profiles of the monomer (A) and dimer (A2) species in
the reaction boundary (total). (Top) Weight fraction of monomer (fA) and dimer (fA2)
across the boundary.
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individual species, 4S and 6S, respectively. In addition neither of
the concentration gradient curves for A or A2 is symmetrical,
and, therefore, could not be represented by the sum of simple
single-species Lamm equation solutions. When this type of data
is fit with the sum of noninteracting species using SEDFIT’s c(s)
the result is shown in Fig. 4.4.

3.2.2. Reversible

Monomer–Tetramer

System

Consider a monomer–tetramer system M1¼30,000, s1¼3S,
s4¼7.5S, at 60,000 rpm with Ka¼1 � 1015 M–3 (Fig. 4.7). Note
that the concentration gradient of monomer is positive throughout
the boundary and that the monomer concentration continuously
increases across the boundary. Figure 4.7 shows the total concen-
tration distribution as well as that of free monomer and tetramer
across the boundary, expressed as G(s*) vs. s*, for the loading con-
centration of 100 mM. Figure 4.8 shows the species distributions as
g(s*) vs. s*.

3.2.3. Hetero-

Associating: 2:1

Complex Formation

Now we consider a more complicated hetero-associating system: AþB
¼AB; ABþB¼AB2: K1¼2� 106; K2¼5� 105; sA¼4.0S; sB¼6.0S;
sC¼7.0S; and sD¼10S. Initial molar ratio of B to A¼2.0. Loading
concentrations for component A are (Fig.4.9). (A) 0.1mM, (B) 0.3mM,
(C) 1.0 mM, (D) 3.0 mM, and (E) 10.0 mM.

Figure 4.10 shows g(s*) and c(s) patterns from the reaction
boundary obtained for the hetero-associating system shown in
Fig. 4.11. As for the monomer–dimer system, the series of spikes
is the distribution computed with c(s) by allowing f/fo to float
and with no smoothing (i.e., regularization was set to 0.0) These

Fig. 4.6. Species concentration gradient distribution expressed as g(s*) for each species
in the reaction boundary for the monomer–dimer system at same time point as in
Fig. 4.5.
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four spikes represent the values of s to which the Lamm solutions
were corresponded and their heights represent the amplitudes
(i.e., the loading concentrations) of those four Lamm equation
solutions.

As one can readily see, the positions of the spikes bear little
relation to the values of s corresponding to the species (4S, 6S, 7S,
and 10S) that comprise this reaction boundary. This is because

Fig. 4.8. Reversible monomer tetramer system. Plot of species concentration distribu-
tion as G(s*) vs. S*.

Fig. 4.7. Monomer tetramer system as a function of loading concentration. Plot of g(s)
vs. s*.
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even though there is about 11%(w/w) D present in this sample,
there is no feature of the boundary that can be represented by c(s),
and, therefore, no single-species Lamm solution is added that
corresponds to the complex. Also, not shown here, the residuals

Fig. 4.10. Hetero-associating system: AþB¼ AB; ABþB¼ AB2: K1¼ 2 � 106 M–1;
K2¼ 5� 105 M–1; sA¼ 4.0S; sB¼ 6.0S; sC¼ 7.0S; and sD¼ 10.S. Initial molar ratio of
B to A¼ 2.0. Loading concentrations of A were (A) 1� 10–7 M, (B) 3� 10–7 M, (C) 1�
10–6 M (D) 3 � 10–6 M and (E) 1 � 10–5 M.

Fig. 4.9. Species distribution for the reversible monomer–tetramer system expressed as
g(s*) vs. s.
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obtained by fitting c(s) to an interacting system (i.e., wrong
model) are usually quite large and systematic. That observation
alone should be taken as a clue that a more rigorous method
should be used.

Figure 4.12 shows the concentration distribution of each
species present in the reaction boundary shown in Fig. 4.10.
Note that the concentration of A is higher in the presence of

Fig. 4.12. Concentration distribution of each species present in the reaction boundary for
the simulated hetero-associating system shown in Fig. 4.10.

Fig. 4.11. A g(s*) and c(s) patterns for the simulated hetero-associating system shown in
Fig. 4.10, curve C at a loading concentrations of [A]o¼ 1 mM and [B]o¼ 2 mM.
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complex than in the regions depleted in complex. This is a require-
ment of the law of mass action (see also Fig. 4.13.). In general, the
concentration of the reactants will always increase as the total
concentration increases, even though the weight fraction is
decreasing. This is a fact that is often not appreciated. This beha-
vior can be seen in Figs. 4.6, 4.7, 4.8, 4.13, 4.14, and 4.18.

Fig. 4.13. Weight fraction of each species within the boundary shown in Fig. 4.10.

Fig. 4.14. Gradient curves for each species expressed as g(s*) for the boundary shown
in Fig. 4.10.
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Figure 4.13 shows the weight fraction of each species shown
in Fig. 4.12, plotted as a function of radius. Note the relative
increase of species B near 6.5 cm. In this region of the boundary,
excess B is starting to become incorporated into the final com-
plex, D.

Figure 4.14 shows gradient curves for each species expressed
as g(s). Note the lack of correspondence of the peak positions in
the gradient curves with the s values reported by c(s). The point of
showing this series is to point out graphically that the species A, B,
C, and D do not sediment independently just as in the case of the
reversible monomer–dimer system above. Since their local concen-
trations are governed by the law of mass action, their sedimentation
behavior cannot be described as the sum of ordinary solutions to
the Lamm equation. And since that is true, any sedimentation
spectral analysis, such as c(s) using SEDFIT, of an interacting
system will produce peaks in the distribution that have no mean-
ing other than that they represent the positions of what are
essentially Gaussians that give the best fit of the data. The peak
values of s returned by the c(s) function have no physical meaning
and do not represent the sedimentation of the individual interact-
ing species within the reaction boundary.

Recently, Dam et al. (43) have proposed to use c(s) in con-
junction with a so-called constant bath approximation, to ana-
lyze this type of system. Since the constant bath approximation
relies on the assumption that the concentration gradient of the
slowest species is negligible over the entire boundary region, and
since this is a condition that is frequently not satisfied in most
heterologous associations, extreme caution should be exercised
in the use of this method and should probably be avoided alto-
gether. A more rigorous and reliable approach would be to fit the
data directly using one of the available programs like SEDPHAT,
SEDANAL, or UltraScan that explicitly include the appropri-
ate association reaction scheme in the numerical solutions to the
Lamm equation, as we will see below.

3.2.4. Ligand Binding to

a Hetero-Associating

System: Ligand-Induced

Association

Consider the following ligand-induced system:

KAB ¼ 1� 103;

A þ B ! AB;

þ þ

KAL ¼ 1� 106 L L KALB ¼ 1� 1010

!  !  

AL þ B ! ALB;

KALB ¼ 1� 107
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Species A is 50,000 g/mol, 4.0S; species B, 100,000 g/mol, 6.0S;
and the complex, AB, is 8.0S; The ligand is 300 g/mol with a
sedimentation coefficient of 0.14S. The liganded A, AL, is
50,300 g/mol, 4.0S; and the liganded complex, ALB is
150,300 g/mol and 8.5S. The association constant between unli-
ganded A and B is KAB¼1 � 103M–1. The ligand-binding asso-
ciation constant to A is KAL¼1 � 106 M–1 and the association
constant of binding of liganded A to B is KALB¼1� 107M–1. The
hetero-interaction is very weak in the absence of ligand. The
implied constant for binding of ligand, L, to the complex, AB
(indicated by square brackets), is 1 � 1010 M–1. There is signifi-
cant redistribution of ligand during the sedimentation. Figure
4.15 shows g(s) curves plotted as a function of ligand concentra-
tion, spanning a range from 10.0 pM to 3.0 mM after 6800
seconds at 50,000 rpm(o2t¼1.86 � 1011).

3.3. Nonideal,

Reversibly Interacting

Systems

3.3.1. Nonideal,

Reversible

Monomer–Dimer

System

Consider the same monomer–dimer system as shown above
(Fig. 4.3) but with added nonideality typical of what one might
expect at low ionic strength for globular proteins or for a highly
asymmetric protein. The amount of nonideality used in this simu-
lation is of a magnitude typical of what might be observed for

Fig. 4.15. Ligand-induced association between a 4.0S and a 6.0S component to produce
an 8.5S liganded complex. Curves are g(s*) vs. s* plotted as a function of ligand
concentration, [L] (A) 0.01 mM, (B) 0.03 mM, (C) 0.1 mM, (D) 0.3 mM, (E) 1.0 mM, and
(F) 3.0 mM.
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charged proteins at low ionic strength. The term BM1 arising
from the Donnan effect for a monomer–dimer system is given by
Eq. (4.17). For a protein of molar mass 50,000 g/mol with an
effective charge of –7 at an ionic strength of 10 mM, the value of
BM1 would be about 0.1 L/g.

There are two features of which one should take note in
Fig. 4.16.: the peak of the gradient curves initially increases from
about 4.6S to 5.2S before starting to decrease due to the nonide-
ality which becomes more significant at the higher concentrations.
As the peak value decreases at the higher concentrations, the peaks
also become narrower due to the self-sharpening effect which
results because of the hydrodynamic concentration dependence,
which causes the molecules at higher concentrations to sediment
more slowly than those at lower concentrations. This effect is
expressed through Ks. As one can see from this example, nonide-
ality can completely obscure evidence of an interaction (Fig. 4.16).

3.3.2. Nonideal Hetero-

Associating System

We will consider the same hetero-associating system as shown
in Fig. 4.7, but now under simulated low-ionic-strength condi-
tions (Fig. 4.17): AþB¼AB; ABþB¼AB2; K1 = 2 � 106 M–1;
K2¼5 � 105 M–1; sA¼4.0S; sB¼6.0S; sC¼7.0S; and sD¼10.S.
Molar ratio of B to A¼2.0. Loading concentrations of A were (A)
1.e-7, (B) 3.33e-7 M, (C) 1.e-6 M (D) 3.e-6 M, (E) 9e-6 M, (F)
2.7e-5 M, and (G) 8.1e-5 M. Nonideality is Ks¼0.1 L/g and
BMi¼0.1 L/g.

Fig. 4.16. Nonideal reversible monomer–dimer system. M¼ 50,000, s1¼ 4.0S,
s2¼ 6.0S, Ks¼ 0.1 L/g, and BM1¼ 0.1 L/g; K1–2¼ 2.5 � 105 M. Normalized plots of
g(s*) vs. s* for various loading concentrations: (A) 1.33 mM, (B) 4.0 mM, (C) 12.0 mM,
(D) 36.0 mM, and (E) 108 mM.
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Fig. 4.17. Nonideal hetero-associating system AþB¼ AB ABþB¼ AB2: KA¼ 2.5 �
105, sA¼ 4.0S, sB¼ 6.0S; sC¼ 7.0S, and sD¼ 10.S. Molar ratio of B to A¼ 2.0.
Loading concentrations of A were � (A) 1 � 10–7 M, (B) 3.33 � 10–7 M, (C) 1 �
10–6 M, (D) 3 � 10–6 M, (E) 9 � 10–6 M, (F) 2.7 � 10–5 M, and (G) 8.1 � 10–5M.
Nonideality was Ks¼ 0.1 L/g and BMi¼ 0.1L/g.

Fig. 4.18. Nonideal hetero-associating system AþB¼ AB ABþB¼ AB2. Plot of the
species distribution within the boundary whose g(s) curve is show in Fig. 4.14, curve
G, at 8.1� 10–5M. Note that although this boundary is sedimenting with a peak s* value
of somewhat less than the 4.0S reactant A, it is composed mainly of doubly liganded
complex, AB2 (curve D).
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As can be seen again in this example, nonideality can com-
pletely obscure evidence of an interaction (Fig. 4.17.). The
amount of nonideality used in this simulation is of a magnitude
typical of what might be observed for charged proteins at low
ionic strength. Figure 4.18 is a plot of the species distribution
within the boundary whose g(s) curve is shown in Fig. 4.17,
curve G, at 8.1 � 10–5 M. Note that although this boundary is
sedimenting with a peak s value of somewhat less than 4.0S, it is
composed mainly of doubly liganded complex, AB2 (curve D).

4. Analysis by
Curve Fitting Data
with Solutions
to the Lamm
Equation

These complex systems can be analyzed successfully by modeling
the sedimenting reaction boundaries using nonlinear curve-fitting
methods. Numerical solutions to the Lamm equation with step-by-
step computation of the redistribution of species according to the
law of mass action are computed for various guesses of the para-
meters. The procedure is repeated until a set of guesses that give the
least RMS residual (L-2 Norm) or least average magnitude of the
residuals (L-1 Norm) is found. Both rapidly reversible and kineti-
cally limited interactions can be treated while taking nonideality
into account. Moreover, one can combine data from multiple
optical systems to allow discrimination between species. In general,
one should sample the widest range of concentration possible in
order to populate significantly all species in the model being fitted.

There are several popular software packages that can be used
rigorously to analyze interaction systems. For the specific applica-
tion of these packages, you are referred to the authors’ websites
and publications. The program SEDANAL (12) can be found at
http://SEDANAL.bbri.org/; the programs SEDFIT and SED-
PHAT (16) can be found at http://www.analyticalultracentrifu-
gation.com/, and the program UltraScan (44) can be sound at
http://ultrascan.uthscsa.edu/. Other useful AUC analysis soft-
ware can be found at http://rasmb.bbri.org/rasmb/
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Chapter 5

Monitoring Molecular Interactions by NMR

James M. Lipchock and J. Patrick Loria

Abstract

The ability of proteins to interact with small molecules or other proteins is essential in all aspects of

biology. In many cases these interactions cause detectable changes in NMR chemical shifts, lineshapes,

and relaxation rates and therefore provide a means by which to study these biologically important
phenomena. Here we review the theory upon which this analysis is based, provide several illustrative

examples, and highlight potential problems in the study of binding interactions by solution NMR.

Key words: Conformational exchange, relaxation dispersion, protein binding, protein dynamics,

relaxation-compensated CPMG, spin-relaxation.

1. Introduction

Life requires the successful interaction between molecules. The
most simple and fundamental biological processes would be
impossible without them. The study of a subset of these interac-
tions, protein–protein and protein–ligand, by solution nuclear
magnetic resonance (NMR) spectroscopy is the subject of this
chapter. Many excellent reviews exist that analyze the effects that
a binding partner has on internal protein dynamics (1, 2). In
contrast, here we focus on the use of NMR methods to monitor
binding events and, in particular, characterize their kinetics. First,
(Section 2.1), we cover the theory of longitudinal and transverse
relaxation rates as they apply to the study of protein–protein
interactions. Next, the effects of macromolecular binding on
NMR lineshapes and transverse relaxation rates are reviewed
(Section 2.2). Finally, we illustrate a few applications and the
limitations of these techniques through examination of some
published examples (Sections 3 and 4).

John W. Shriver (ed.), Protein Structure, Stability, and Interactions, vol. 490
� 2009 Humana Press, a part of Springer ScienceþBusiness Media
DOI: 10.1007/978-1-59745-367-7_5 Springerprotocols.com
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2. Theory

2.1. Spin-Relaxation

Rates and Molecular

Motion

All of the examples described below are for an isolated, hetero-
nuclear two-spin (I-S) system comprised of two spin-1/2 nuclei.
Under these restrictions, longitudinal (Sz) and transverse (Sx,y)
magnetization, respectively, decays or relaxes back to its Boltzmann
equilibrium value according to (3)

R1 ¼ d 3J oSð Þ þ J oI � oSð Þ þ 6J oI þ oSð Þ½ � þ cJ oSð Þ (5:1)

and

R2 ¼
d

2
4J ð0Þ þ 3J oSð Þ þ J oI � oSð Þ þ 6J ðoIÞ þ 6J oI þ oSð Þ½ �

þ c

6
4J ð0Þ þ 3J oSð Þ½ � þ Rex;

(5:2)

where d ¼ 1=2ð Þ �0=4pð Þ2�h2�2
I �

2
S r�6

IS

� �
is the dipolar coupling

constant and c ¼ 1=3ð Þ�s2o2
S; �0 is the permeability of free

space, �h is Planck’s constant divided by 2p, �I(S) are the gyromag-
netic ratios of the I and S nuclei, rIS is the average internuclear I–S
bond length, oI(S) is the Larmor frequency of the I(S) nuclei, �s
is the chemical shift anisotropy (CSA) of the S nucleus, and Rex

is the contribution due to conformational or chemical exchange
on the chemical shift timescale. For I and S, referring to either
amide 1H-15N or 1H-13Ca spin systems, the CSA and dipolar I–S
interactions are assumed to be collinear. J(o) is the spectral density
function expressed as the cosine transform of the autocorrelation
function (C(t)) of the I–S bond vector, such that (3)

J oð Þ ¼ 2

Z 1
0

C tð Þ cosot dt : (5:3)

Under the assumption that intramolecular motion is more rapid
and uncorrelated with the macromolecular rotational tumbling,
the autocorrelation function for the system can be written as the
product of two autocorrelation functions (4):

C tð Þ ¼ CO tð ÞCI tð Þ (5:4)

where CO and CI are the correlation functions for the rotational
and internal motions, respectively. If the macromolecule is sphe-
rical and undergoes isotropic rotation, then CO decays in a single
exponential fashion, such that

CO tð Þ ¼ 1

5
e�t=tc (5:5)

where tc, the rotational correlation time of the macromolecule,
is related to the isotropic diffusion constant and equals (6Diso)–1.
If rotational diffusion is axially symmetric, the overall correlation
function is given by (5)
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CO tð Þ ¼ 1

5
A1e�t=t1 þA2e�t=t2 þA3e�t=t3

� �
; (5:6)

where A1 ¼ (3cos2y – 1)2/4, A2 = 3 sin2y cos2y, and A3 ¼ 0.75
sin4y, with y defined as the angle between the principal axis
of the rotational diffusion tensor and the I–S bond vector.
The diffusion correlation times given in Eq. (5.6) are

t�1
1 ¼ 6D?; t�1

2 ¼ DP þ 5D?; and t�1
3 ¼ 4DP þ 2D?, where

the diagonal elements of the rotational diffusion tensor (Dxx,
Dyy, and Dzz) can be defined: Dxx ¼ Dyy ¼ D? and Dzz ¼ DP.

The correlation function for internal motion is

CI tð Þ ¼ P2 �̂ 0ð Þ � �̂ tð Þð Þh i; (5:7)

in which the orientation of the I–S vector in the molecular
frame �̂ is described by the second Legendre polynomial,
P2 xð Þ ¼ 3x2 � 1

� �
=2. For bond vectors experiencing rapid, small-

amplitude intramolecular motions, the R2/R1 ratio is primarily
determined by the overall rotational correlation time and, to a first
approximation, is independent of the internal bond vector motions.
Thus the R2/R1 ratio can be used to estimate tc because (6–8)

R2

R1
¼

4J ð0Þ þ 3J oSð Þ þ J oI � oSð Þ þ 6J ðoI Þ þ 6J oI þ oSð Þ½ � þ c
3d 4J ð0Þ þ 3J oSð Þ½ �

6J oSð Þ þ 2J oI � oSð Þ þ 12J oI þ oSð Þ½ � þ 2 c=dð ÞJ oSð Þ
(5:8)

and for isotropic overall rotation the spectral density is indepen-
dent of the orientation of the I–S bond vector, such that

J oð Þ ¼ tc

1þ o2t2
c

: (5:9)

For the case of axially symmetric rotational correlation with two
unique diffusion coefficients the spectral density function for the
ith I–S bond vector is given by

Ji oð Þ ¼
X3

j¼1

Aji
tj

1þ o2t2
j

; (5:10)

where the prefactor, A, and correlation times are given by
Eq. (5.6). Thus, in the isotropic case the rotational correlation
time can be obtained from the ratio of R2 and R1, providing a
measure of the size or oligomeric state of the molecule under study.
For axially symmetric rotational diffusion, the R2/R1 ratio and
some knowledge of the hydrodynamic properties of the protein
can also lead to insight into the aggregation state of the protein.
This analysis assumes that chemical (conformational) exchange is
negligible, that is, Rex¼0, for the sites under investigation.

However, motions that give rise to conformational exchange
can also be utilized to assess protein–protein or protein–ligand
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interactions. Conformational exchange transfers the nuclear spin
between distinct magnetically inequivalent environments on the
ms–ms timescale. Protein–protein or protein–ligand binding pro-
cesses can be represented by the following respective equations:

nA ! 
k1

k�1

B (5:11)

and

A þ L! 
k1

k�1

A � L: (5:12)

In Eq. (5.11), A signifies the monomer unit, associating to form
an n-mer (B). In Eq. (5.12) protein (A) binds to ligand (L). The
conformational exchange rate constant that characterizes these
processes is kex ¼ k01 þ k�1. In Eq. (5.11), for a monomer-dimer
equilibrium, k01 ¼ 2k1 A½ �, whereas in Eq. (5.12), k01 ¼ k1 L½ �. The
primary effect of ms–ms motions is to broaden the NMR resonance
and increase the transverse relaxation rate, R2, as indicated by the
Rex term in Eq. (5.2). Complex magnetization, under free-precession
conditions, that is, exchanging between two distinct magnetic
environments, is described by the coupled differential equation
known as the Bloch–McConnell equation (9):

d

dt

Mþ
A

Mþ
B

" #
¼
�i�A �R0

2A � pBkex pAkex

pBkex �i�B �R0
2B � pAkex

" #
Mþ

A

Mþ
B

" #
; (5:13)

where pA(B) are the fractional populations of site A(B), R0
2AðBÞ is

the exchange-free transverse relaxation rate in site A(B) and �A(B)

is the NMR resonance frequency for each site. The Fourier trans-
form of the solution to Eq. (5.13) yields the NMR spectrum. The
effect of exchange is to broaden the NMR resonance and, more
subtly, to shift the resonance position to its population weighted
value, �¼ pA�A + pB �B.

2.2. NMR and

Conformational

Exchange

The effect of conformational exchange on the transverse relaxa-
tion rate can be monitored using Carr–Purcell–Meiboom–Gill
(CPMG) spin-echo measurements (10–14). Here, the exchange-
induced increase in R2 depends on the pulse spacing, tcp, in the
spin-echo period (see Fig. 5.1) as shown mathematically: (15–17)

Fig. 5.1. Spin-echo pulse element. The 180̊ radio frequency pulse is flanked by delays.
The total length of the relaxation period is determined by the value of �cp and n.
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R2 1=tcp

� �
¼ 1

2
R0

2A þR0
2B þ kex �

1

tcp
cosh�1 Dþ cosh �þð Þ �D� cos ��ð Þ½ �

� 	
;

(5:14)

where

D� ¼
1

2
�1þ �þ 2�o2

�2 þ z2
� �1=2

2
4

3
5

1=2

; (5:15)

Z� ¼
tcp

2
��þ ð�2 þ z2Þ1=2
h i1=2

; (5:16)

� ¼ k2
ex þ�o2; (5:17)

z ¼ �2�o kexðPA � PBÞ (5:18)

and �o ¼ �A � �Bj j, with the remaining terms as defined previously.
When studying protein–ligand interactions by NMR line-

shape analysis, the Bloch–McConnell equations describe the che-
mical exchange contribution to the NMR resonance (9). Under
equilibrium conditions for a case of n chemically exchanging sites

S vð Þ ¼ Im ic~1 R � i��K � i2pvEð Þ�1~p
n o

; (5:19)

where S(�)is the intensity of the spectrum at frequency, � (18). In

Eq. (5.19), c is a normalization factor and~1 is an 1� n row vector

with all values equal to unity. The value~p is a n� 1 column vector
where the entry pn is the fractional population of the nth site. The
matrix E is an identity matrix of dimension n. R and � are n � n
diagonal matrices where the elements Rn,n and �n,n equal the
apparent transverse relaxation rate, R2

*, and the angular fre-
quency of the spin in the nth site, respectively. The matrix K
encapsulates the kinetics of the exchange process. The diagonal

element Kn,n is the sum
Pn
j¼1

�kn;j , where kn,j is the rate constant

describing the conversion from the nth site to the j th site. The
nondiagonal elements of this matrix, Kn,m, where n 6¼m, are equal
to the rate constants describing the conversion from the mth site
to the nth site.

The discussion above demonstrates that if protein oligomer-
ization significantly changes the hydrodynamic properties of the
protein, it can be monitored by measuring the variation in R2/R1,
lineshape, or R2(1/tcp). Likewise, protein–ligand interactions can
be characterized by lineshape analysis or the aforementioned tcp

dependence of R2. Applications of these methods to study pro-
tein–protein interactions are discussed in Section 3 and protein–
ligand binding is dealt with in Section 4. The NMR pulse
sequences utilized in these methods are well established and are
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not the subject of this Chapter (19–23). Here we discuss their
application, by noting specific examples, for uncovering novel
insight into biological function. In each section the specific
assumptions required and the problems the experimentalist may
typically encounter are highlighted.

3. Methods

3.1. Protein–Protein

Interactions by NMR

Spin-Relaxation (See

Note 1)

Weak protein–protein association reactions are typically difficult
to characterize because many of the spectroscopic observables
resemble those of the dominant monomer species. However, in
the case of nuclear spin-relaxation techniques, the minor oligo-
meric species contributes significantly to the observed relaxation
rate (Section 2) (24–27). If the lifetime of the associated complex
is longer than the rotational diffusion time, an population-
weighted average relaxation rate is measured:

Ravg ¼
X

i

piRi: (5:20)

As shown (see Fig. 5.2), even a small amount of dimer species
measurably contributes to the apparent relaxation rate, Rapp.
Given the usual uncertainties in R2 and R1 of 1–4% for a protein
of molecular weight 20 kDa, a dimer fractional population of 0.02

Fig. 5.2. Relaxation rate dependence on protein oligomerization state. R2/R1 ratio for 15N
(circles) and 13C (crosses) positions in a protein with a monomer molecular weight
20 kDa. Relaxation rates are plotted as a function of percentage dimer formation. The
dashed lines indicate the upper 2% error bound in the experimental rates. The inset
shows a magnified view of this ratio at the low dimer population region. The data were
simulated for a spherical protein at 298 K and 14.1 T.
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(2%) would be readily detectable as an increase in R2/R1. There-
fore, measurement of R2/R1 as a function of protein concentra-
tion allows for the determination of the equilibrium constant for
the binding reaction as

R2=R1ð Þavg¼ pAðRA
2 =RA

1 Þ þ 1� pAð ÞðRB
2=RB

1 Þ: (5:21)

The measurement of longitudinal and transverse relaxation rates, as
with any experiment, requires care in instrument setup and calibra-
tion (23). Peak intensities in two-dimensional NMR spectra are
determined by any of a variety of NMR processing/viewing pro-
grams. These intensities are determined for varying lengths of the
R1 and R2 relaxation periods. The relaxation rates are then calcu-
lated by fitting a single exponential decay function to the NMR
peak intensities, as they decrease with increasing relaxation delay
time in spin-echo (28) and inversion recovery type experiments.
The relaxation delay is increased in each successive two-dimensional
experiment by keeping the interpulse delay constant (see Fig. 5.1)
and increasing n. The details of these protocols are beyond the
scope of this chapter, but are covered in detail in a previous edition
of this book series (23). Below we use specific examples from the
literature to illustrate what can be learned about protein–protein
interactions using NMR spin-relaxation rates.

3.1.1. Low-Molecular-

Weight Protein Tyrosine

Phosphatase (PTP)

The NMR pulse sequences used to measure R2 and R1 rates are
the standard sensitivity-enhanced sequences commonly employed
(29–31). The task of extracting binding information from relaxa-
tion rates is aided by knowledge of or the ability to model the
hydrodynamic properties on the oligomeric species involved.
Bernado, et al. (24) used HydroNMR (32) to calculate relaxation
rates for the self-associating PTP monomers. These calculated
values are then compared to the measured relaxation rates and
the self-association model is adjusted until suitable agreement
between experimental and calculated data is achieved (see
Fig. 5.3). The best fit indicates that PTP exists in equilibrium
between distinct monomeric, dimeric, and tetrameric states. This
modeling allows for estimation of the association constant for the
oligomerization process.

3.1.2. Experimental

Considerations

As noted in Bernado et al. (24) it is imperative to carefully select
the relaxation data utilized in this type of analysis. Strictly, only
rigid sites, absent of conformational exchange effects, are consid-
ered for inclusion in the R2/R1 ratio and subsequent analysis (7).

First, amino acid sites with R2 and R1 relaxation rates greater
than 1.5 standard deviations from the protein-wide mean value
are excluded from analysis. Often, additional paring of the relaxa-
tion dataset is performed by exclusion of residues with hetero-
nuclear NOE values less than 0.7. This trimmed dataset of R2/R1

ratios, at least in the case of isotropically rotating macromolecules,
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is a good estimate of rotational correlation time, as any residues
undergoing conformational exchange processes or residues
experiencing large-amplitude fast motions are usually eliminated
by this method. However, in the case of anisotropic rotation, this
method may not be ideal. In cases such as these, measurement of
transverse (�xy) and longitudinal (�z) cross-correlation rates are

Fig. 5.3. Oligomerization from R2/R1. Experimental (light gray) and calculated (dark gray) values of R2/R1 for low-
molecular-weight-protein tyrosine phosphatase. Experimental R2/R1 values at different concentrations are shown with
their error bars B and G, 0.17 – 0.02 mM; C and H, 0.34 – 0.03 mM; D and I, 0.66 – 0.07 mM; E and J, 1.24 – 0.07 mM. In
B–E calculated R2/R1 are for the monomer–dimer model and in G–J calculated values are for the monomer–dimer–
tetramer model. Residuals for each NH are shown in panels A (monomer–dimer model) and F (monomer–dimer–tetramer
model), respectively. Contributions to the residuals from experimental data at different concentrations follow the same
color code as in panels B–E. Reproduced from Ref. (24) with permission from the American Chemical Society.
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used to aid in identifying atomic sites that are subject to confor-
mational exchange phenomena. In either case, the relaxation data
should be trimmed to reflect only those residues experiencing
low-amplitude rapid internal motions.

Another potential problem, highlighted in Section 3.1.1, is
the absence of a suitable structural model for higher-order oligo-
mers. As can be seen from Eqs. (5.9) and (5.10) the hydrodynamic
shape of the macromolecule can have significant effects on J(o)
values and hence on the measured relaxation rates. When the
structural model and, therefore, the relaxation rates for a given
state are unknown, determination of the different population states
requires one to fit for the unknown relaxation rates in addition to
the populations. One method to offset these additional variables,
utilized by Bernado et al. (24) in the case of PTP, is to collect
relaxation rates across a range of macromolecular concentrations.
In this example, it was found that the previously accepted mono-
mer–dimer association model did not fit the experimental relaxa-
tion rates across the concentration series. Rather, a model that
includes an additional dimer oligomerization to form a structurally
uncharacterized tetramer is necessary. Careful analysis of relaxation
rates not only yielded the relative populations for each of the species
and the relaxation rates for the unknown state, but also a likely
structural model for the tetramer, as a patch of residues on the
surface was found to have elevated R2/R1 rates, typical of macro-
molecular interfaces due to increased exchange broadening and
reduced dynamic fluctuations.

Finally, consideration of the bead size to be used in the hydro-
dynamic modeling plays an important role in correctly characteriz-
ing aggregation phenomena. The program HydroNMR (32) can be
used for modeling the diffusion properties of the macromolecule. In
the HydroNMR program (32), a bead of radius a is used to replace
all heavy atoms in the macromolecule to create an initial hydrody-
namic model. A shell is then created by covering the initial model
with tangentially intersecting spheres of radius s. The hydrody-
namic properties for a given molecule are determined by calculating
the properties for a series of decreasings values and extrapolating to
s¼0. The only variable in the process is the bead size, a, which is
optimized in HydroNMR to yield relaxation rates consistent with
the experimentally measured rates. Bernado et al. (33) present that
for proteins and small nucleic acids the average optimal bead size is
3.3 Å, which corresponds well with the solvent accessible surface
area, and has a range extending from 2.6 Å to 4.8 Å. Additionally,
deviation from the average optimal value tends to reveal something
about the nature of the macromolecule under study. Macromole-
cules with depressed optimal bead sizes tend to be more dynamic,
while those with elevated values likely undergo transition with
higher-order oligomeric states. For example, full-length ubiquitin
has an optimal a value of 2.2 Å; however, removing the three, highly
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flexible, C-terminal residues from the modeling yields an optimal a
value of 3.05 Å (33). Conversely, an optimal bead size of 4.35 Å is
necessary to fit the experimental relaxation rates for monomeric
cytochrome c, whereas a bead size of 3.3 Å reproduces the data
equally well for the monomer in equilibrium with the crystallogra-
phy measured dimeric form.

As such, it is clear how intimately bead size influences the
quantitation of macromolecular aggregation and oligomeriza-
tion. The population of a monomer species, for example, can be
artificially increased or decreased by selecting a larger or smaller
bead size. Additionally, the populations can become even more
biased if protein motions differ greatly between oligomeric states.

3.2. Protein–Protein

Methods by CPMG

Dispersion

Characterization of the physicochemical parameters of conforma-
tional or chemical exchange phenomena by CPMG dispersion
experiments requires an additional experimental dimension relative
to measurement of a single R2 value as described in Section 3.1. In
CPMG dispersion experiments, a series of R2 values are measured at
multiple tcp values as shown (see Fig. 5.4a). These R2 values are
obtained as a function of tcp and are plotted versus 1/tcp (see
Fig. 5.4b). Subsequently, Eq. (5.14) is fit to these experimental
data to extract the exchange parameters, which describe the
motional process. In addition to the normal experimental require-
ments the ability to successfully detect and measure chemical
exchange necessitates that �o>0 and the population of
the minor conformation be at least 1% (23). If these two require-
ments are not met, the amplitude of the dispersion curves, (see
Fig. 5.4b), will be nearly or completely flat, thereby precluding
assessment of the exchange parameters (34). Normally, for intra-
molecular processes, manipulation of �o and/or pA is not easily

Fig. 5.4. Constructing a CPMG dispersion curve. Transverse relaxation rates (R2(1/�cp)) are determined from single
exponential decays in (A) as a function of pulse spacing (�cp¼ 1, 2, 5, 10 ms for circles, triangles, crosses, and squares,
respectively) as shown (see Fig. 5.1). The rates in (A) are plotted as shown in (B), in which the symbols in (B) represent
the curve in (A) from which the rates were taken. Equation (5.14) is fit to the R2(1/�cp) values to obtain the exchange
parameters. The simulated data assumed �o¼ 700 s–1, kex¼ 1500 s–1, R0

2 ¼ 10 s–1, and pa¼ 0.90.
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achieved. However, for protein–protein or protein–ligand interac-
tions, the equilibrium populations are readily controlled through
careful adjustment of the protein or ligand concentrations. The goal
is to set up the intermolecular reaction such that the equilibrium
described by Eqs. (5.11) or (5.12) does not lie far to the right or
left. Two examples that demonstrate the characterization of pro-
tein–protein interactions by CPMG dispersion measurements are
provided below (Sections 3.2.1 and 3.2.2).

3.2.1. Coupled Folding/

Dimerization

The presence of intermolecular conformational exchange (Rex>0)
due to protein association can be exploited to study the physical
properties of oligomer formation. Hill et al. (35) made use of
intramolecular exchange contributions to the backbone transverse
relaxation rates to study the coupled folding and dimerization of
the engineered protein �2D. For this protein, folding and dimer-
ization cause measurable chemical shift perturbations (�o>0)
upon conversion from the unfolded monomer. Transverse relaxa-
tion rates as a function of the 180̊ pulse spacing (see Fig. 5.1) are
measured with CPMG relaxation dispersion experiments (14)
at the 13Ca positions of four leucine residues. The resulting disper-
sion curves are shown (see Fig. 5.5). Analysis is facilitated by the

Fig. 5.5. Dispersion curves for protein folding. Determination of protein folding parameters for a2D from the field
dependence of CPMG relaxation dispersion. Values of R2(1/�cp) measured at (filled circles) B0¼ 11.7 T and (open circles)
B0¼ 14.1 T are plotted versus 1/� cp for (a) Leu 6, (b) Leu 13, (c) Leu 25, and (d) Leu 32. Solid lines are the best global
nonlinear least-squares fits to Eq. (5.14). Values of �2 are (a) 7.77, (b) 5.93, (c) 5.88, and (d) 5.41. Reproduced from Ref.
(35) with permission from the American Chemical Society.
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acquisition of dispersion data at two or more static magnetic
fields, which allows estimation of the chemical exchange time-
scale (36, 37). Under the conditions studied, a fit of Eq. (5.14)
to the dispersion data provides an exchange rate constant, kex, of
approximately 500–600 s–1 and an equilibrium population of
monomer around 3%. As such, conformational exchange is
slow on the chemical shift timescale (kex<�o); therefore, both
the populations of the exchanging species and �o can be
obtained. The obvious benefit of knowing the populations is
that the forward and reverse rate constants, k1 and k–1, can be
obtained via kex ¼ k01=pB ¼ k�1=pA. However, if kex is greater
than �o (fast exchange), then estimation of the individual rate
constants requires independent characterization of the equili-
brium populations.

When exchange is in the slow regime �o can be a particularly
powerful and useful piece of information, as it provides insight
into the chemical shifts of the interconverting species. In the study
of �2D, �o values of approximately 1 ppm are measured for the
folding/dimerization process, which are significantly less than
those expected for a typical random-coil to a-helix transformation
(�2 ppm). The conclusion, based on these results, is that the
unfolded monomer populates partially structured helical confor-
mational space and is not entirely random coil.

3.2.2. Protein–Protein

Intersubunit Interactions

CPMG dispersion experiments were used to address the nature of
the intersubunit interfaces in the Escherichia coli 0157 cytotoxin B
subunit from the AB5 class of homopentameric toxins (38). Pre-
vious NMR experiments found this pentameric structure to be
symmetric in the apoenzyme form, contrary to the crystal struc-
ture model obtained for this protein. Additionally, significant
conformational exchange broadening of residues in the interface,
including V22, K23, and V50 (see Fig. 5.6), is observed. These
dispersion profiles are flat in the presence of a subunit-bridging
bivalent inhibitor called Pk dimer, indicating that ligand binding
quenches this conformational motion. Interestingly, the exchange
rates obtained by fitting the dispersion data to Eq. (5.14) reveal
similar exchange rate constants for all of the affected residues,
suggesting a concerted process. Again, the authors exploit the
ability to estimate �o for the assumed two-site conformatio-
nal exchange process in the attempt to identify the structure of
the lowly populated conformer. However, unlike the example in
Section 3.2.1, there is no reasonable reference chemical shift
value for the lowly populated state of cytotoxin B. In cases such
as this, the crystal structure can be used as a model for the minor
conformation and the 15N chemical shifts can be calculated for the
crystal and NMR structures via the method developed by Xu and
Case (39). The differences between the calculated chemical shifts
for the two conformations can then be compared to the
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experimentally determined �o values. A high level of agreement
between the �o values obtained in this manner would suggest
that the structure of the minor conformation was accurately
represented. In the example of subunit B, there is a reasonable
correlation between these chemical shift differences, suggesting
that the apo symmetric pentamer conformation is sampling the
low abundance, asymmetric, crystallographic conformation. This
information, coupled with the localization of the mobile residues
at the subunit interface, implies an innate ability of this pentamer
structure to reorganize its subunit contacts.

3.2.3. Additional

Experimental

Considerations

Commonly, the exchange-free transverse relaxation rates in
Eq. (5.14) are assumed to be equal (R0

2A �R0
2B ¼ 0), thereby

decreasing the number of parameters that must be determined
through fitting (i.e., R0

2; kex;�o; and pApB). In cases in which
the experimental focus is on determination of relaxation rates in a
protein in the presence and absence of ligand, this assumption is
likely to be of little consequence to the fitted exchange para-
meters, because ligand binding is not likely to significantly alter
the molecular weight of the protein of interest. However, for
protein association reactions where the size of the studied macro-
molecule is significantly different as a result of protein–protein
binding, this is often an invalid assumption; that is,
R0

2A �R0
2B 6¼ 0. Ishima and Torchia investigated this scenario

Fig. 5.6. Relaxation dispersion curves. Typical 15N relaxation dispersion profiles for the
amide nitrogens of Val50 (�), Val22 (&), and Lys23 (~) in VTB. The relaxation
dispersion profile for Val50 in the presence of fivefold molar excess of inhibitor Pk

dimer (inset) is shown by the broken line. Solid lines represent the best fit to the data
with the equation appropriate for all exchange timescales with kex¼ 1000 s–1. Repro-
duced from Ref. (38) with permission from the American Chemical Society.
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and found that for R0
2A �R0

2B ¼ 15s�1, the deviation of the fitted
values from the true value can be as high as 14% for the popula-
tions and 6% for the exchange rate constant (40). The value of �o
is not affected by incorrectly assuming equivalent R2 values.
However, Ishima and Torchia note that in cases where R0

2 values
are not equivalent, but R0

2A �R0
2B



 

� k�1
ex

� �2551, Eq. (5.14)
remains accurate. Outside of this requirement and in the case of
R0

2A �R0
2B 6¼ 0, errors in the fitted parameters can occur.

3.3. Protein–Ligand

Methods by CPMG

Dispersion

Early in the history of biological NMR, the interactions between
proteins and ligands were preferably studied by monitoring the
ligand signal (41). In the absence of high magnetic fields and
heteronuclear isotopic labeling techniques, the 1H signals of the
ligand were vastly superior to those of the protein in terms of
signal-to-noise (S/N) and lineshape (16, 42, 43). However, with
routine access to high-field magnets and a variety of isotopic
labeling protocols, observation of the NMR resonances from the
protein has become relatively straightforward. The obvious ben-
efit of this advance is an often significant increase in the number of
observable signals affording insight into ligand binding. In some
cases, however, ligand binding can be effectively studied with an
easily labeled (44) or unlabeled ligand (41, 45–49) and these more
traditional methods should not be dismissed.

As should now be clear, the ability of CPMG dispersion
methods to monitor chemical exchange phenomena that result
from macromolecular interactions relies on a change in chemical
shift between the exchanging conformers and a significantly
populated (>1%) minor conformation. As shown (see Fig. 5.7),
the amplitude of the exchange effect on the dispersion curves
diminishes with more highly skewed population distributions.
From an experimental standpoint, the more shallow the disper-
sion amplitude, the more difficult it becomes to accurately mea-
sure the rate of exchange, populations, and chemical shift
differences. Therefore, when measuring binding kinetics by

Fig. 5.7. Population effect on dispersion curves. CPMG dispersion curves were simulated for exchange parameters
kex¼ 1500 s–1 and R0

2 ¼ 10 s–1 with �o¼ 2.0 ppm at three fields: (A) 18.8 T, �o¼ 1019 s–1, (B) 14.1 T, �o¼ 764
s–1, and (C) 11.7 T, �o¼ 637 s–1 and four populations: (�) pa =0.90, (~) pa =0.95, (x) pa =0.97, and (&) pa =0.99.
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NMR, it is important to carefully adjust and control the equili-
brium populations such that the dispersion amplitude lies within
the window where it can be most accurately measured. The
desired equilibrium populations can be achieved through manip-
ulation of the ligand and protein concentrations, based on knowl-
edge or estimation of the protein–ligand dissociation constant.

Below in Sections 3.3.1 and 3.4 the use of CPMG dispersion
and lineshape methods, respectively, are addressed for their appli-
cation to protein–ligand interactions.

3.3.1. Phosphati

dylinositide 3-Kinase

(PI3K) SH2 Domain

Binding to

Phosphotyrosine

Peptide

CPMG dispersion experiments were utilized by Gunther and co-
workers to address dynamics in PI3K and its interaction with a phos-
phorylated peptide, MT8 (50). Because the Kd for ligand binding is
small (8 mM), at low concentrations of MT8 nearly all of this peptide
is in the bound conformation and, therefore, the kex values deter-
mined from the dispersion experiments are quite close to the ligand
off-rate constant (k–1), as L½ � 	 0 and kex¼ k�1 þ k01 L½ � 	 k�1. The
authors found that the experiments performed at 5% saturation of
PI3K with MT8 yielded populations such that papb¼0.048, which
afforded significant magnitude for reasonable dispersion profiles.
Generally, there is no clear rule for which experimental conditions
will provide the optimal magnitude of the dispersion curves, as both
the populations and �o factor into the amplitudes (37). As such,
this often requires a degree of trial and error. The data obtained
under these conditions revealed that all of the residues near the MT8
binding site for which dispersion was measured (Arg 340, Arg 358,
Ser 339, and Glu 341) seem to report on the same binding event,
as the individually measured off-rates are very similar (1345 s–1,
1252 s–1, 1478 s–1, and 1252 s–1, respectively). Synchrony of this
degree affords a much more robust method to quantitate the ligand
off-rate because all residues can be fit with a single global model with
far fewer adjustable parameters. Additionally, knowledge of the
populations of free and bound protein from the Kd aids in fitting
of the data, as it reduces the parameters that must be determined
from the dispersion experiments.

3.4. Protein–Ligand

Methods by NMR

Lineshape Analysis

Ligand-binding reactions can be studied by analyzing the NMR
lineshapes as a function of the protein:ligand ratio for a series of
two-dimensional 1H-15N HSQC experiments collected on a 15N-
labeled protein. Typically, this is achieved by titrating small ali-
quots of a concentrated ligand solution into the protein. The
titration series is followed by monitoring the chemical shift
perturbations in the HSQC spectra. Knowledge of the ligand
dissociation constant facilitates analysis in two ways: (1) the equi-
librium concentrations of the ligand, protein, and protein–ligand
complex can be calculated; (2) the total number of parameters to
be determined in the fitting process can be reduced, because Kd is
the ratio of the on- and off-rate constants. As such, this beneficially
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Fig. 5.8. Lineshape fitting results for the pTppAp titration. Titration data is shown for
residues Gln 11, Lys 31, and Gly 68. Experimental data points are shown along with the
line representing the best fit using best fits to Eq. (5.19). The curves represent the proton
chemical shift dependence and peak intensity at 0.0, 0.3, 0.6, 0.9, 1.2 (left-to-right for
(Gln11 and Lys31) and right-to-left for (Gly68)) equivalents of pTppAp. (Reproduced
from Ref. (51) with permission from the American Chemical Society).
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minimizes the fitting problem to a two-dimensional search for k–1

and the normalization factor, c, from Eq. (5.19). The protocol
is described below in an application to Ribonuclease A (RNase A)
(51, 52).

The kinetics of ligand binding to its protein partner is mea-
sured by titration of ligand into a solution of 15N-labeled protein.
After each of the 10 titration steps, a high-resolution 1H–15N
HSQC spectrum is acquired. The NMR data can be processed
with an array of available software, the choice of which is at the
experimenter’s discretion. In the following example, the data is
initially processed with NMRPipe and converted to text format
with in-house scripts before final analysis with MATLAB (Math-
works, Inc.).

For RNase A, a total of 12 well-resolved peaks with noticeable
changes in resonance shape and chemical shift during the ligand
titration are selected. The two-dimensional peaks are first inte-
grated across the 15N dimension. The resulting one-dimensional
peak shapes for the free enzyme and ligand-saturated RNase A
were fit to a Lorentzian to determine the apparent transverse
relaxation rate, R2

*, and the resonance frequency of the free and
bound states. These data are then used to construct the matrices
R, K, and W and the vector~p as shown in Eq. (5.19). Each of the
10 titration points for all 12 residues are fit individually. Once it is
determined that all residues gave essentially the same result, all 12
amino acid resonances are fit simultaneously using a Levenberg–
Marquardt algorithm (53) to determine the required normaliza-
tion factor, c, and the rate for ligand dissociation, k–1. A subset of
these data and the resulting fits are shown (see Fig. 5.8).

A simple two-site binding model is the best description of the
RNase A/ligand titration experiment. All affected residues report
similar fits and therefore all data are simultaneously fit to a two-site
exchange model. For the substrate analog, phospho-thymidine
pyrophosphoryl adenosine phosphate (pTppAp) the dissociation
rate constant at 298 K was determined to be 80 – 5 s–1 with
k1¼4.9 – 0.6� 109 M–1s–1 (52). For the product analog, cytidine
monophosphate(CMP), similar experiments provided k–1¼1700 s–1

and k1¼8.1 – 0.7 � 106 M–1s–1 (51).

4. Notes

1. It is imperative in all experiments described to maintain con-
stant pH during the ligand or protein titration reactions. This
is best achieved with a micro-pH electrode that can be directly
inserted into the NMR tube. The pH can then be adjusted with
each titration by addition of the desired acid or base. Typically,
these acid or base solutions should be concentrated enough
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such that volume changes are minimal but not so concentrated
that large local pH changes occur prior to mixing. This can
result in protein or ligand denaturation in the volume surround-
ing the pipette. Our suggestion is to use strong acids or bases
around 100 mM.

5. Summary and
Conclusions

Over the past 25 years, NMR spectroscopy has afforded much
insight into the structure and biological activity of enzymes.
While the techniques discussed here are often used to study the
role of internal dynamics in enzymatic function, we hope we have
shown they are equally powerful and applicable in understanding
the critical and often complex events of ligand binding and
protein–protein interactions. NMR spectroscopy is unique in
its ability to measure site-specific information for the quantita-
tion of and structural insight into these often transient interac-
tions. As the techniques NMR spectroscopists employ continue
to improve and expand, it is certain that new windows of under-
standing will be opened into these molecules so essential for all
forms of life.
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Chapter 6

Ligand-Binding Interactions and Stability

John W. Shriver and Stephen P. Edmondson

Abstract

The reversible interaction or binding of ligands to biological macromolecules is fundamental to nearly

every aspect of biochemistry and cell biology. Binding events typically do not occur in isolation in

biochemistry, and are almost always coupled or linked to other reactions such as protonation changes,
other ligand-binding interactions, structural transitions, and folding. It is rarely sufficient to simply state

that something binds. An understanding of binding requires a measure of affinity, stoichiometry, and the

contributions of linked reactions. Emphasis is placed here on defining binding and the influence of linkage
on binding and stability using both spectroscopic and calorimetric data.

Key Words: Binding, linkage, association constant, dissociation constant, protonation, folding,

calorimetry, ITC, DSC, fluorescence.

1. Introduction

Binding in biochemistry involves the facile, reversible, noncovalent
interaction between a macromolecule (such as a protein or a
nucleic acid) and another molecule which may be a small molecule
or ion (e.g., a sugar, a hormone, a metal ion, or a proton) or
another macromolecule (1–3). The smaller species is usually
referred to as the ligand, the term coming from the Latin ligare
(2). The association of multiple macromolecules is treated similarly
(e.g., protein–protein interactions, or protein–DNA binding), and
in such cases the choice of which is the ligand is arbitrary. Ligand
binding often influences other equilibria involving all the binding
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species, including the binding of other ligands and macromolecular
folding (stability).

An understanding of binding requires a description of the
thermodynamics and kinetics of both the primary binding reac-
tion of interest as well as the linked reactions. We will focus here
on the energetics of the reactions and linkages, and assume that
the binding kinetics are rapid on the timescale of the binding
measurements. To adequately understand the energetics of a
binding process it is necessary to know the number of binding
sites on each macromolecule (stoichiometry), the strength of
binding at each site (binding affinity), and if there are linkages to
other binding events and structural transitions.

The emphasis here is on providing a quantitative, practical
description of ligand binding and the effects of linkage. Examples
are provided which can be readily expanded to treat more com-
plicated processes. Interactive Mathematica (Wolfram) Note-
books which can be used in conjunction with this text can be
downloaded from http://daffy.uah.edu/thermo/ These provide
the ability to conveniently simulate and fit binding data with
linkages that typically occur in biochemistry.

2. Binding Without
Linkage

2.1. Single-Site

Binding

For a single-site binding reaction where N represents a macro-
molecule such as a protein or nucleic acid and L represents a
ligand, binding results in a complex indicated by NL:

N + L NL
Ka

This is a reversible reaction, and the equilibrium constant for the
binding can be expressed as an association or binding constant:

Ka ¼
½NL�
½N�½L�f

: (6:1)

The brackets indicate concentration or activity. The subscript ‘‘f ’’
on the concentration of L is included to stress that this is the
concentration of free ligand and does not include that bound to
N (i.e., NL), and it is not the total concentration of ligand added.
A dissociation constant is given by the inverse of the binding
constant:
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Kd ¼
½N�½L�f
½NL� (6:2)

or Kd¼ 1/Ka. Strong binding is typically associated with a Kd less
than 10–6 M, while weak binding is associated with a Kd greater
than 10–3 M. The use of Kd is often preferred since it is the
concentration of free ligand required to obtain filling of half the
binding sites on the macromolecule (see below).

Binding is not an ‘‘all-or-nothing’’ phenomenon. Each ligand
and macromolecule is either bound or free, but the solution
always contains both (100% saturation is physically impossible).
The fraction of the protein sites containing bound L (i.e., the
fraction of the sites filled) is given by

� ¼ ½NL�
½NL� þ ½N� ; (6:3)

where [NL] þ [N] is the total concentration of sites available,
[N]t. � is referred to as the binding density, and can be viewed as
a measure of the progress of the binding reaction. Rearranging
Eq. (6.2), we obtain

½NL� ¼ ½N�½L�f
Kd

(6:4)

and substituting into Eq. (6.3) provides one of the fundamental
equations describing binding:

� ¼ ½L�f
½L�f þKd

(6:5)

Equation (6.5) defines the fraction of sites filled as a function of
the dissociation constant and the concentration of free ligand. Note
that the concentration of the macromolecule does not occur in the
expression. The equation describes a rectangular hyperbola, and is
analogous to the Michaelis–Menten equation (1, 4).

2.2. Direct Plots

and Free Ligand

Concentration–

Binding In Vivo

The curve defined by Eq. (6.5) is commonly referred to as a
‘‘binding isotherm’’, and a plot of � vs. [L]f is a ‘‘direct’’ plot of
the data (Fig. 6.1) (see Note 1). The Kd may be directly estimated
by noting that � is 0.5 when [L]f¼Kd. However, binding affinities
are best determined by fitting the binding isotherm over a range of
ligand concentrations to properly define the precision with which
the binding constant is determined, as well as to determine the
accuracy of the binding model. Note that filling, or saturation, of
the sites can be difficult to obtain, especially with weaker binding.
Figure 6.2 shows how the shape of the binding isotherm is affected
by the dissociation constant (see Note 2). Tighter binding leads to a
rapid rise of � with free ligand concentration, whereas for weaker
binding much higher concentrations of free ligand are required to
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fill the sites (the lower curve). However, even for weak binding,
near-saturation of the sites can be achieved if high enough concen-
trations of free ligand can be achieved. Most importantly, to know
the extent to which something binds in vivo, one must know the Kd

and the physiological concentrations of free ligand.

Fig. 6.1. A simulated binding isotherm showing the dependence of the binding density, �
(i.e., the fraction of the binding sites filled) as a function of the free concentration of
ligand. The binding isotherm is defined by Eq. (6.5) with a dissociation constant of 10–6

M, and the free ligand concentration is varied from 0 M to 105 M. Half-saturation of the
binding sites is attained when the free ligand concentration is equal to the Kd.

Fig. 6.2. The effect of the dissociation constant on the shape of the binding isotherm.
With decreasing Kd, the binding curve approaches the y-axis without limit.
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2.3. Direct Plots

and Total Ligand

Concentration

It is sometimes necessary to plot the fraction of sites filled as
a function of the total ligand added (i.e., [L]f plus [NL]). This
is especially true when studying binding indirectly, for example,
using spectroscopic or calorimetric methods. The free ligand
concentration is

½L�f ¼ ½L�total � ½NL� (6:6)

and total [N] is

½N�total ¼ ½NL� þ ½N�: (6:7)

From the definition of the binding constant we can write

½N � ¼ ½NL�
Ka � ½L�f

: (6:8)

Substitution of Eq. (6.6) into (6.8), and Eq. (6.8) into (6.7)
yields

½N�total ¼ ½NL� þ ½NL�
Kað½L�total � ½NL�Þ : (6:9)

Solving for [NL],

½NL� ¼
1þKa½N�total þ Ka½L�total �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�4K2

a ½N�total½L�total þ ð1þ Ka½N�total þ Ka½L�totalÞ
2

q

2Ka
:

(6:10)

Equation (6.10) describes the dependence of the concentration
of the complex on the total concentrations of N and L, as well as
the binding constant (note:Ka and not Kd). The free concentra-
tion of L does not appear anywhere in this equation. The binding
density is obtained from � ¼ [NL]/[N]total:

� ¼
1þKa½N�total þ Ka½L�total �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�4K2

a ½N�total½L�total þ ð1þ Ka½N�total þ Ka½L�totalÞ
2

q

2Ka½N�total

:

(6:11)

Simulations of the binding density for various values of the bind-
ing constant are shown in Fig. 6.3, with the total ligand concen-
tration plotted on the abscissa rather than the free ligand
concentration (see Note 3). Note that under conditions of tight
binding, this plot contains a sharp break that occurs where the
concentration of total ligand equals the concentration of sites.
This allows the number of sites (i.e., the stoichiometry) to be
estimated directly from the plot (and precisely determined by a
nonlinear least-squares fit, see below).

Equation (6.11) is often more useful than Eq. (6.5) since in
a typical titration experiment the amount of free ligand may be
difficult to determine, but the total amount of ligand added is
almost always known. The fraction of sites filled, �, is not always
directly measured. It can be followed indirectly by using a spectro-
scopic signal that changes with binding, for example, a change
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in the fluorescence intensity of the protein, or a change in NMR
chemical shift. The observed signal, Sobs, is then given by

Sobs ¼ Smax � �; (6:12)

where Smax is the maximal signal change observed when �
approaches 1.0.

2.4. Titration Plots –

Importance of the

Concentration Range

of Free Ligand

Equation (6.5) may be rearranged to

Kd ¼ ½L�f
ð1� �Þ
�

: (6:13)

Taking the log of both sides and rearranging, we obtain

� log½L�f ¼ � log Kd þ log
ð1� �Þ
�

; (6:14)

which is reminiscent of the Henderson–Haselbalch equation (5).
In fact, protonation can be viewed as a binding reaction since
association of the proton with the conjugate base is facile and
reversible (1, 2). Equation (6.14) can be rearranged so that � is
expressed as a function of log[L]f, and a plot of such a function
is shown in Fig. 6.5. This is a ‘‘titration’’ plot, or a Bjerrum plot
(see Note 4). The midpoint is obtained where the titration is half
complete, i.e., half the sites are filled, and p[L]f is equal to pKd.
Titration plots of the data presented in Fig. 6.2 are shown in
Fig. 6.4. Titration plots are useful for presenting data over a
wide concentration range, and especially when there is more
than one binding site with differing affinities (see Note 5). The

Fig. 6.3. The dependence of the binding density on total ligand concentration. With
decreasing Kd (increased affinity) the binding curve shows a ‘‘break’’ which corresponds
to the total concentration of binding sites. Such a plot is useful for defining the
stoichiometry of a binding reaction.
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titration plot also nicely demonstrates that the most significant
change in binding density occurs when the concentration of
ligand (free) is comparable to the dissociation constant, an
important consideration if binding is suspected to regulate the
activity of a protein in vivo. Also, it demonstrates that to experi-
mentally define a binding constant, the free concentration of
ligand must be varied over a rangse comparable to the dissocia-
tion constant. This may be difficult under conditions of very
tight binding.

2.5. Scatchard Plots Equation (6.5) can also be rearranged to obtain

�

½L�f
¼ � 1

Kd
� þ 1

Kd
; (6:15)

which is the Scatchard equation for single-site binding (1). A plot
of �/[L]f as a function of � provides a straight line with a y-
intercept of –Ka, and an x-intercept of 1, indicating a stoichio-
metry of 1 (see Note 6). The Scatchard equation represents a
coordinate transformation to obtain a linearization of Eq. (6.5).
Scatchard plots were popular at one time so that parameters
could be estimated by plotting data by hand. Given the ability
to easily perform nonlinear least-squares fitting of data and error
analysis with personal computers, Scatchard analysis is no longer
advisable. Analysis of binding data is discussed in Sections 4.5
and 4.6.

Fig. 6.4. A titration plot of the binding density as a function of the free ligand
concentration. Note that the shape of the binding curve is independent of the Kd

(varied from 10–4 M to 10–7 M). A titration plot is convenient for presentation
of binding data over a wide concentration range, especially when more than one
site occurs with widely differing affinities.
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3. Multiple
Equilibria and
Linkage

The equations describing linkage are relatively easy to obtain
using the molecular partition function. We introduce the method
here and apply it to single-site binding (Sections 3.1–3.2). We
also summarize the equations describing protein stability and
unfolding thermodynamics (Section 3.3), and then describe
three linkage examples in detail (Section 3.4–3.6).

3.1. The Molecular

Partition Function

Macromolecules which can exist in more than one state will
populate each state at equilibrium according to the Boltzman
distribution, where the probability or fractional population of
each statei is (3, 5):

fi ¼
e�Gi=RTP

j

e�Gj=RT
: (6:16)

The state with the highest probability of being occupied is that
with the lowest energy, but all states are populated to some extent
at equilibrium with the probability decreasing exponentially with
increasing free energy. The sum in the denominator is referred to
as the molecular partition function, commonly symbolized by Q
(3, 5). It can be shown that the partition function is given by the
sum of the concentrations of each species, divided by the concen-
tration of the reference state. As an example, consider a reversible,
two-state equilibrium, A , B, with equilibrium constant K ¼
[B]/[A]. The molecular partition function is

Q ¼ ½A� þ ½B�½A� ¼ 1þK : (6:17)

The fractional population of each state at equilibrium is given by
the corresponding term in the partition function divided by the
partition function:

fA ¼
1

1þK
;

fB ¼
K

1þK
:

(6:18)

3.2. Binding and the

Molecular Partition

Function

Following the above definitions, the molecular partition function
for the binding of ligand L to N is (5)

Q ¼ ½N� þ ½N:L�½N� ¼ 1þKa½L�f : (6:19)

The partition function for a binding reaction is sometimes referred
to as the binding polynomial (3). The fractional populations of
the two N states at equilibrium are
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fN ¼
1

1þK ½L�f
;

fN:L ¼
K ½L�f

1þK ½L�f
:

(6:20)

The concept of the molecular partition function is especially
useful in multiple equilibrium problems, including the linkage
of binding to other reactions such as folding and other binding
reactions.

3.3. Protein Folding We summarize here the basic equations describing protein folding
which will be useful in a description of the linkage of binding to
folding. For simplicity, we assume that folding can be described as
the reversible unfolding of a monomer in a two-state reaction (6–9):

N U
Kun

More complicated examples can be found in Chapter 3 and these
can be readily utilized when appropriate by modifying the linkage
analysis below. The native protein, N, can unfold to U with an
equilibrium constant Kun, which is related to the free energy of
unfolding (5):

Kun ¼ e��G=RT : (6:21)

�G is given by (5, 10)

�G ¼ �H � T �S;

�H ¼ �H ðTmÞ þ�CpðT � TmÞ;

�G ¼ �H ðTmÞ 1� T

Tm

� �
þ�Cp ðT�TmÞ þ T ln

Tm

T

� �
;

(6:22)

where �H(Tm) is the heat of unfolding at the midpoint tempera-
ture, Tm, and �Cp is the change in heat capacity of unfolding at
the Tm. A plot of �G as a function of T is referred to as the protein
stability curve (11) (see Chapter 3 and Note 7). The fractional
population of the native and unfolded species in the absence of
linkage is given by

fN ¼
1

1þKun
;

fU ¼
Kun

1þKun
:

(6:23)
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The unfolding of the protein can be followed spectroscopically
(e.g., by CD, fluorescence, or NMR), or calorimetrically (e.g.,
by DSC). A spectroscopic signal as a function of temperature is
given by a weighted sum of the signals of the native and unfolded
species, with the weights given by Eq. (6.23) (see Note 8).

Sobs ¼ �NSN þ �USU: (6:24)

A DSC endotherm is given by the derivative of the excess enthalpy
due to the unfolding reaction, �Hexcess, as a function of tempera-
ture, where (12)

�Hexcess ¼ fU �H : (6:25)

The DSC data can be fit by nonlinear least squares to obtain the Tm

and �H (see Note 9).

3.4. Protein Folding

Linked to Protonation

Electrostatic interactions are important in controlling protein struc-
ture, stability, and interactions (13–16). The effect of pH on stabi-
lity can be used to quantitatively probe the location and importance
of these interactions (17–19). Ionic interactions must lead to per-
turbation of the pKs of the groups involved from those observed
in isolated model compounds. The effect of pH on folding is
described here, and the effect on binding in Section 3.5.

pH can only affect stability if the pK of an ionizing group is
linked to folding, which requires that at least one pK must differ
significantly in the folded and unfolded states (14). We model this
here with a single protonation site linked to folding. This does not
imply that there is only a single ionizing group on the protein, but
only that one affects protein stability to a significant extent. The
pKa of a single titrating group is perturbed by folding such that in
N the pKa is log(Kn), where Kn is the association constant for
proton binding (e.g., to a carboxylate). In the unfolded state the
pKa of the group is log(Ku), where Ku is the proton association
constant for the linked group in the unfolded form.

NH

N U
Kun

Kn

UH

KU

The binding polynomial describes proton binding, and is a
function of the hydrogen ion concentration:
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Q ¼ 1þKun þKn � ½H � þKun �Ku � ½H �: (6:26)

From this we can write expressions for the pH dependence of the
fractions of each of the species at equilibrium:

fN ¼ 1=Q ;

fNH ¼ Kn � ½H �=Q ;

fU ¼ Kun=Q ;

fUH ¼ Kun �Ku � ½H �=Q :

(6:27)

Progress curves showing the dependence of folding (or unfolding)
on pH can be obtained by summing the fractions of the native (or
unfolded) species:

�N ¼
1þKn � ½H �

Q
;

�U ¼
Kunð1þKu � ½H �Þ

Q
:

(6:28)

A plot of �N as a function of pH is shown in Fig. 6.5a (see Note
10), and the effect of varying temperature on the pH dependence
of folding is shown in Fig. 6.5b. Cross-sections through the sur-
face in Fig. 6.5b at constant pH represent thermal ‘‘melts’’ which
might be observed if folding were followed as a function of tem-
perature by a spectroscopic method. The pH dependence of fold-
ing that might be observed with a spectroscopic technique such as
CD is given by a weighted sum of the spectroscopic signals for the
N and U species (Eq. (6.24)), with the weights given by the �N

and �U values in Eq. (6.28) (see Note 11).
Finally, the pH dependence of protein stability can be found

from the pH dependence of the effective equilibrium constant for
unfolding, Kun

eff, given by

K eff
un ¼

fU þ fUH

fN þ fNH
: (6:29)

Thus, in the presence of linkage, it is Eq. (6.29) which defines the
observed equilibrium between folded and unfolded species, and
not Kun, the intrinsic unfolding reaction equilibrium constant.
Fitting data which reflects the equilibrium between folded and
unfolded protein as a function of pH to Eq. (6.29) permits a
deconvolution of the effects of protonation from the intrinsic
equilibrium and determination of Kun.

The combined temperature and pH dependence of the free
energy of unfolding is given by �G ¼ �RT ln K eff

un and is shown
in Fig. 6.6a. The pH dependence of the intersection of the free
energy surface with the zero plane represents the pH dependence
of the Tm, and is shown in Fig. 6.6b. The sigmoidal curve does
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not represent a titration curve, but the upper and lower limits are
defined by the pKs of the linked group in the native and unfolded
species. The magnitude of the decrease in stability with pH
depends on the difference in the pKs.

In order to define the dependence of DSC data on pH, the
total excess enthalpy of the system relative to an arbitrary state
(typically, the native species N) is required:

Hexcess ¼ fU�Hun þ fUHð�Hun þ�HUHÞ þ fNH�HNH �No�Hb; (6:30)

which is a weighted sum of the enthalpies of each state (relative to
N), with the weights given by the fractional occupations of the

Fig. 6.5. Simulations of the dependence of the extent of protein folding on temperature and
pH due to linkage of folding to protonation. Panel A shows the dependence of �N on pH at
258C. The curve is a cross-section through the surface in Panel B which shows the effect of
both temperature and pH. Cross-sections perpendicular to this at constant pH represent
thermal ‘‘melts’’. Note at lower pH maximal folding is observed around 258C, with
increased unfolding occurring not only with increasing temperature, but also at tempera-
tures below this (cold denaturation). The thermodynamic parameters for protein folding
were Tm ¼ 808C, �H(Tm) ¼ 50 kcal/mol, and �Cp ¼ 1000 cal/deg/mol. The pKs for the
single titrating group linked to folding were 2 in the native protein, and 5 in the unfolded.
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respective states. The last term is the contribution to the heat due
to release of protons taken up by the buffer with a heat of proto-
nation �Hb. No is the number of protons taken up with unfolding
given by the fraction of the U states in the protonated form minus
the fraction of the N states in the protonated form:

No ¼ fUH � fNH (6:31)

The DSC endotherm is given by the temperature dependence of
the excess heat capacity, which is the total derivative of Hexcess with
respect to temperature and includes the changes in enthalpies as
well as the fractional occupations of the states. This can be calcu-
lated numerically by calculating the change in Hexcess with a small

Fig. 6.6. Simulation of the pH dependence of protein stability due to the linkage of folding
to the protonation of the protein. Panel A shows the dependence of the free energy of
unfolding as a function of temperature and pH. The intersection of the surface with the
zero plane defines the pH dependence of the Tm in Panel B (since K¼ 1 when �G¼ 0).
The thermodynamic parameters for the intrinsic protein folding were Tm¼ 808C, �H(Tm)
¼ 50 kcal/mol, and �Cp ¼ 1000 cal/deg/mol. The pKs for the single titrating group
linked to folding were 3 in the native protein, and 5 in the unfolded.
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change in temperature. A simulation of the pH dependence of the
DSC of a protein is shown in Fig. 6.7. DSC data collected as a function
of pH can be fit globally by nonlinear least squares (see Note 12).

3.5. Binding Linked to

Changes in

Protonation

Ligand binding may be linked to changes in ionization of the
protein (20). Binding is characterized by the binding constant
Kl, and protonation of the free and ligand-bound protein is
described by proton-binding constants Kn and KC, respectively
(given by 10pKa of the titrating group).

Fig. 6.7. Simulations of the dependence of DSC on pH due to the linkage of protein folding
to the protonation of a protein side chain. Panel A shows the dependence of the excess
heat capacity of the system on temperature and pH. Panel B is a cross-section through
this surface at pH 7 showing the DSC expected for unfolding. The thermodynamic
parameters for protein folding were Tm ¼ 758C, �H(Tm) ¼ 50 kcal/mol, and �Cp ¼
1000 cal/deg/mol. The pKs for the single titrating group linked to folding were 2 in the
native protein, and 5 in the unfolded.
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NH

N NL
Kl

Kn

NLH

KC

The fractional occupation of the four species is given by

fN ¼ 1=Q ;

fNH ¼ Kn½Hþ�=Q ;

fNL ¼ Kl ½L�=Q ;

fNLH ¼ KCKl ½Hþ�½L�=Q ;

Q ¼ 1þKl ½L� þKn½Hþ� þKlKn½L�½Hþ�:

(6:32)

The binding progress is described by sum of the fractional popula-
tions of the ligand-bound species:

�NL ¼ Kl ½L�ð1þKc ½Hþ�Þ=Q : (6:33)

The equilibrium constant for binding is given by the sum of the
fractions of bound species divided by the sum of the unbound:

Kobs ¼
Klð1þKc ½Hþ�Þ

1þKn½Hþ� : (6:34)

The binding affinity at various values of pH can be measured by
both spectroscopic or calorimetric (ITC) methods. ITC is espe-
cially useful since it also provides the heat of ligand binding. The
observed heat is given not only by the intrinsic heat of binding,
but also contains contributions from the heat of protonation of
free protein, the heat of protonation of the complex (each
weighted by the fractions of the N and NL species which are
protonated), and protonation of the buffer:

�Hobs ¼ �Hc � fNðHÞ�Hn þ fNLðHÞ�Hc þNH�Hb ; (6:35)

where the changes in the number of protons bound upon binding
ligand are

NH ¼ fNLðHÞ � fNðHÞ;

fNLðHÞ ¼
Kc½Hþ�

1þKc ½Hþ� ;

fN ðH Þ ¼
Kn½Hþ�

1þKn½Hþ� :

(6:36)
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fNL(H) and fN(H) are the fractions of the bound and free N states,
respectively, which are in the protonated form. An example of the
unusual effects expected for the pH dependence of the heat of
ligand binding is shown in Fig. 6.8 (see Note 13). Additional
presentations of the effects of linked protonation have been pro-
vided by Baker and Murphy (20).

3.6. Binding Linked to

Folding and Stability

Finally, we consider the effect of ligand binding on protein folding and
stability. The intrinsic unfolding reaction of N, U is described above
(Section 3.3) by an equilibrium constant Kun (and the associated
�Hun, �Cp, and Tm). This describes the temperature dependence
of the intrinsic stability (the protein stability curve). In addition,
we consider the linkage of ligand binding to both the native and
unfolded species, with binding constants Knl and Kul, respectively.

NL

N U
Kun

Knl

UL

Kul

Fig. 6.8. Simulation of the heat of ligand binding as a function of pH with linkage to the
protonation of a single side chain in the protein. The pKa of the linked group was 7 in the
ligand-free protein, and shifted to 5.5 upon ligand binding. The Kd for ligand binding was
10–8 M and was associated with a heat of –10 kcal. The heats of protonation of the
protein side chain were –20 kcal/mol in the ligand-free form, and –15 kcal/mol in the
complex The heat of protonation of the buffer was 25 kcal/mol.
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Ligand binding is described by a binding affinity and enthalpy (at a
reference temperature, e.g., 258C) and a �Cp of binding (tempera-
ture independent). The temperature dependence of the binding
enthalpy, entropy, free energy, and affinity are given by (1, 5)

�H ðT Þ ¼ �H ð25Þ þ�CPðT � 298Þ; (6:37)

�Sð25Þ ¼ ð�H ð25Þ ��Gð25ÞÞ=298; (6:38)

�GðT Þ ¼ �H ðT Þ � T �SðT Þ; (6:39)

K ¼ e��GðT Þ=RT : (6:40)

The concentration of NL and UL in terms of total protein and
ligand concentration can be approximated by

½NL� ¼
1þKnl½N�t þKnl½L�t �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�4K2

nl½N�t½L�t þ ð1þKnl½N�t þKnl½L�tÞ
2

q

2Knl
;

(6:41)

½UL� ¼
1þKul½N�t þKul½L�t �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�4K2

ul½N�t½L�t þ ð1þKul½N�t þKul½L�tÞ
2

q

2Kul
;

(6:42)

which were derived above (Section 2.3). They are approximate
since Eq. (6.6) is not valid in this case with two complexes
present, but that is circumvented as follows. The concentration
of free ligand is

½L�f ¼ ½L�t � ½NL� � ½UL�: (6:43)

The fractional population of the four states are given by

fN ¼ 1=Q ;

fU ¼ Kun=Q ;

fNL ¼ Knl½L�f ;

fUL ¼ KunKul½L�f ;

Q ¼ 1þKun þKnl½L�f þKunKul½L�f :

(6:44)

The concentrations of NL and UL can be expressed in terms of
these fractions and Eq. (6.43) can be rearranged to

½L�t � ½N �t fNL � ½N �t fUL � ½L�f ¼ 0: (6:45)

The concentration of free ligand is then obtained by finding the
value of [L]f which satisfies the equation (i.e., the root). [L]f is
then used to define the fractional populations of the four states
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using Eq. (6.44). These define the dependence of folding on
temperature and ligand concentration and may be used to define
thermal melting profiles as a function of ligand concentration
(Fig. 6.9).

The unfolding equilibrium constant in the presence of linkage
is then

Kobs ¼
fU þ fUL

fN þ fNL
; (6:46)

and the free energy of unfolding, �Gobs, is –RTln(Kobs). The
dependence of the Tm on ligand concentration may be found
from the ligand dependence of the temperature at which �Gobs

is zero (i.e., the root of �Gobs ¼ 0) (see Fig. 6.10). Note that Tm

increases with increasing ligand concentration without limit. A Tm

cannot be given without stating the ligand concentration.
To define the expected DSC data as a function of ligand

concentration, we express the total excess enthalpy of the
system relative to a reference state (typically N) in terms of
a weighted sum of the enthalpies of the four states (N being
set to 0):

Hexcess ¼ fU�Hun þ fULð�Hun þ�HulÞ þ fNL�Hnl; (6:47)

Fig. 6.9. Simulation of the effect of temperature and ligand concentration on the
extent of folding due to the linkage of folding to ligand binding. The thermodynamic
parameters for protein folding were Tm ¼ 50 8C, �H(Tm) ¼ 50 kcal/mol, and �Cp ¼
1000 cal/deg/mol. The dissociation constants were 10–7 M for the native and 10–4 M
for the unfolded protein.
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and the DSC is the excess heat capacity given by the total derivative
of Hexcess with respect to temperature:

Cp; excess ¼
@Hexcess

@T
; (6:48)

which may be calculated numerically by dividing the change in
Hexcess due to a small increment (e.g., 0.018C) in temperature by
the magnitude of the increment (see Fig. 6.11).

Fig. 6.10. Simulation of the effect of ligand concentration on protein stability due to the
linkage of ligand binding to protein folding. Panel A shows the temperature and ligand
concentration dependence of the free energy of unfolding. The intersection of the
surface with the zero plane provides the dependence of the Tm on ligand concentration
shown in Panel B. The thermodynamic parameters for protein folding were Tm ¼ 508C,
�H(Tm)¼ 50 kcal/mol, and �Cp¼ 1000 cal/deg/mol. The dissociation constants were
10–7 M for the native and 100 for the unfolded protein.
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4. Methods

4.1. Experimental

Design

Linkages are revealed and analyzed by performing an array of
binding experiments with not only varying concentrations of the
ligand of interest, but also by varying other factors which may be
important in linked reactions, for example, pH, additional ligand
(known and unknown) concentrations, and temperature. As wide
a range of experimental conditions as possible should be utilized
to permit the observation and accurate description of linkage
effects. For example, upon decreasing the pH below 4 in the
presence of 0.3 M NaCl, the Tm of the protein Sac7d decreases
(21) similar to that observed for most proteins, and is indicative of
the linkage of folding to side-chain ionization (see Fig. 6.6).
However, below pH 2, the Tm increases. This is not expected by
simple linkage of protonation and folding, and indicates the addi-
tional linkage of anion binding. Had the data above pH 2 been fit
with a model that only described the linkage of folding and pro-
tonation, the analysis would have been incomplete and incorrect.
Additional data indicated that in the absence of salt, the DSC
endotherm shifts to low temperature with decreasing pH and
disappears entirely at pH 2 (similar to Fig. 6.7). It then reappears
with a further decrease in pH and shifts back to higher tempera-
ture. Although there is little or no endotherm at pH 2, circular
dichroism shows that about 25% of Sac7d is folded at pH 2 and
that heating leads to a cooperative transition. Only by varying a

Fig. 6.11. Simulations of the effect of temperature and ligand concentration on the
excess heat capacity due to linkage of protein folding to ligand binding. Thermodynamic
parameters were as in Fig. 6.10.
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wide range of experimental parameters and observing the binding
and folding progress with multiple techniques was it possible to
observe these linkages and isolate each of the intrinsic reactions of
interest (22, 23).

Reliable extraction of thermodynamic parameters for systems
which involve linkages requires multidimensional binding data (e.g.,
spectroscopic and ITC binding data) and stability or folding data
(e.g., the temperature dependence of folding followed spectroscopi-
cally and by DSC as a function of pH and ligand concentration). Each
reaction in the linkage model (binding, ionization (including buffer
ionization), and folding and other structural transitions) is character-
ized by an equilibrium constant at a reference temperature (or alter-
natively simply the Tm), and a �H and �Cp. As a result, the number
of parameters even in a simple model can be quite large. Many
parameters can be fixed to minimize the complexity of the problem:
for example, those for the buffer can be set to literature values; �H
and �Cp for the ionizing groups can be set to values for model
compounds, as can the pKs in the unfolded state; and those in the
native state can be determined by NMR. In addition, the effects of
some parameters can be eliminated by adjustment to appropriate
limits. The advantage of an explicit linkage model is that it clearly
indicates the assumptions made. In the presence of linkages, it is
certainly better than modeling the binding with a simple model.

4.2. Spectroscopic

Methods

Binding can be monitored indirectly with any spectroscopic
method which shows a change in signal upon binding. Examples
include a change in the intrinsic CD or fluorescence of protein, or
the shifting of one or more NMR resonances upon ligand binding.
Although indirect methods typically require significantly less mate-
rial than direct methods, they suffer from the fact that it is assumed
that the signal is directly proportional to the number of sites occu-
pied. While methods exist to test the validity of this assumption, the
time required for such analysis may be prohibitive and the assump-
tion of direct proportionality is often stated in the data analysis.

4.2.1. Sample

Preparation

Titrations are conducted such that the molecule providing the
spectroscopic signal is held at essentially constant concentration
(with adjustment for dilution during the titration) and the ligand
is titrated incrementally with small aliquots of a stock solution of
sufficiently high concentration (e.g.,�100) to minimize dilution of
the observed molecule. Both are dissolved in the same buffer,
preferably with extensive dialysis, and temperature is measured
and maintained as precisely as possible. Concentrations of all solu-
tions are determined spectroscopically with accurate extinction
coefficients using calibrated spectrophotometers (see Note 14).

4.2.2. Data Collection Data is collected following the directions of the spectrophotometer
manufacturer. It is important to collect sufficient data to provide
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complete coverage of the titration curve. This requires not only
definition of the maximal response, but also the shape of the bind-
ing isotherm in the vicinity of regions of maximal change (e.g., near
inflection and break points). In fluorescence data collection, parti-
cular attention should be placed on allowing for the possibility of an
inner filter effect, as well as photobleaching of the sample (24).

4.2.3. Data Analysis The dependence of the signal change as a function of total ligand
concentration is fit to Eq. (6.12) with the binding density defined

Fig. 6.12. Simulations of the heat of binding expected for ITC titrations. Panel A shows
the molar heat of binding observed with each injection of ligand (50 injections total). The
Kd was 10–5 M and the binding heat was 10 kcal/mol. The simulations in Panel B
demonstrate that at higher affinity, the data cannot define the binding constant since
there are insufficient data points at the equivalence point to define the shape of the
curve. At low affinity, the molar-binding heat cannot be defined due to insufficient
binding. ITC is best used when the product [P ]t �K is in the range of 50–1000 (25).
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by Eq. (6.11). The fitted parameters include the maximal signal
change, Smax, and the binding constant, Ka. Errors in the parameters
should be reported to indicate the quality of the fit. Ideally, a repre-
sentative plot of a fitted curve on the data should also be presented.

4.3. Isothermal

Titration Calorimetry

(ITC)

4.3.1. Overview ITC can be used to directly measure the heat change associated
with a binding reaction at a specified (constant) temperature
(25–28). By performing a series of binding experiments at different
temperatures, the change in heat capacity of the reaction can also be
defined (�Cp ¼ ð@�H=@T Þp). In general there is no better
method for obtaining both �H and �Cp of binding. Small aliquots
of one of the binding species (e.g., ligand) are titrated into a
solution of the remaining species (e.g., macromolecule) at constant
temperature, and the heat associated with each injection is mea-
sured. The heat change associated with binding modifies the
amount of heat required to maintain constant temperature
(exothermic reactions lead to a decrease in heat required and
endothermic reactions require more), and the deviation from the
baseline level of heat flow provides the heat associated with binding
of the aliquot injected. With reasonably tight binding, most of the
titrant in the first few injections is largely bound, and normalization
of the heat change by the number of moles of complex formed
provides the molar heat of binding. As the titration proceeds, the
available binding sites are depleted until no further heat change is
observed (except possibly for a heat of dilution of the titrant).

4.3.2. Experimental

Design

The product [P]t � Ka must be in the range of 50–1000 to obtain
useful data to define both the binding affinity and heat of binding by
ITC (25). Higher values lead to data which cannot reliably define the
binding affinity, yet reliable heats can still be measured (see Fig. 6.12).
Note that for very tight binding it is necessary to lower the protein
concentration to the point that the signal-to-noise ratio becomes too
low. The concentration of the protein and ligand should be set so that
the midpoint of the titration appears about midway through the
titration in order to define the shape of the titration curve before
and after equivalence. The stock titrant concentration in the syringe is
typically on the order of 100 times more concentrated than the
solution being titrated; thus, solubility limits may dictate the macro-
molecule concentration. Simulations using estimates of the binding
parameters are useful for designing ITC experiments, and programs
are available from the manufacturers of the instruments.

4.3.3. Sample

Preparation

It is essential that the sample and titrant solutions are well
matched to prevent large heats of dilution. This can be
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accomplished by extensive dialysis against the same buffer solu-
tion. Both reference and sample solutions are degassed with stir-
ring under a slight vacuum. MicroCal provides a device that also
includes a timer for reproducible degassing. The choice of buffer is
nontrivial since changes in ionization will lead to heat contribu-
tions from buffer protonation/ionization. Buffer heats of proto-
nation must be considered if binding is associated with ionization
changes, and methods for removing the effects of protonation
using linkage analysis have been described (20).

4.3.4. Instrumental

Considerations

The detailed design of an ITC instrument has been described (25).
An instrument designed for biochemical studies is composed of
two matched metal cells for containing the sample to be titrated,
and a reference which contains buffer and is not altered during the
course of a titration. The cells are made of a metal which is inert
under most biochemical conditions, but caution must be taken to
prevent modification of the cells (e.g., chemical changes due to
corrosion, or mechanical damage due to mishandling or freezing).
A computer-controlled, motor-driven syringe injects the titrant
into the sample cell, and with at least one manufacturer it is also
used to stir the reaction mixture (MicroCal, Inc.) with minimal
perturbation of the baseline during the titration.

Optimum performance is obtained if an ITC instrument is
powered by a line conditioner and preferably an isolated electrical
circuit with a true isolated ground. Cells are meticulously cleaned
using procedures described by the manufacturer. Instrument cali-
bration must be performed using procedures supplied by the man-
ufacturer, typically with defined heat pulses. It is important to
calibrate the instrument at each temperature in variable temperature
work. Most ITC experiments are performed with overfilled cells,
and therefore the cell volume of the calorimeter can be defined
using a reaction of known heat (e.g., titration of 18-crown-6 ether
with Ba+2(29)). The binding of 2’-CMP to RNase A is a common
reaction used to test the performance of calorimeters (25). The
temperature limit of currently available instruments appropriate
for biochemical studies ranges from about 08C to 1008C.

4.3.5. Data Collection Data collection is under computer control with typically 20–30
injections of 5–10 ml each. Data collection should not be started
until baseline stability has been attained. With the best instru-
ments currently available (e.g., the MicroCal VP-ITC) this is
obtained within one hour of setup including placement of the
injection syringe into the sample cell and initiation of stirring.
Each injection is followed by heat absorption or release depending
on whether or not the binding is endothermic or exothermic. A
small heat change is also typically associated with heat of dilution
of the ligand and can be seen at the end of the injection series after
saturation of the binding sites. Sufficient time between injections
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must be allowed to permit definition of the baseline during the
titration. The total titration requires about 1–2 h. Note that the
first data point is usually unusable due to leakage from the syringe
needle during instrument equilibration.

4.3.6. Data Analysis Software supplied by the instrument manufacturers can be used to
perform straightforward integration of the peaks following each
injection and binding analysis. More complicated models can also
be added as user-defined external modules. However, there is a
considerable advantage to writing your own software for fitting
ITC data. This is especially true if closed-form expressions cannot
be written for the concentration of complex in terms of ligand
concentration, binding affinity, and number of sites. The basic
equations for analyzing ITC data are described here. These can be
easily utilized with any binding model.

The binding of a ligand L to a macromolecule N is studied by
injecting L into N. The cell is overfilled and therefore the reaction
volume observed by the calorimeter remains constant. With the ith
injection of L of volume �v into a constant cell volume c, the
concentration of N decreases due to displacement of a volume
equal to the injection volume, so that the concentration of macro-
molecule after the ith injection is given in discrete numerical form by

Ni ¼ Ni�1 �
�v

c
Ni�1: (6:49)

In differential form this becomes

@N

N
¼ � @v

c
; (6:50)

which can be integrated to give (27)

Ni ¼ No e�
i��v

c ; (6:51)

where No is the starting concentration of macromolecule in the
cell. During the titration, the concentration of the ligand increases
with each injection i, but a slight amount is also lost due to
displacement of the cell contents with each injection. The con-
centration of ligand after the ith injection is given by

Li ¼ Li�1 þ Lo
�v

c
� Li�1

�v

c
; (6:52)

where Lo is the stock ligand concentration in the syringe. In
differential form this is

@ðL � LoÞ
ðL � LoÞ

¼ � @v

c
(6:53)

so that

Li ¼ Loð1� e�
i��v

c Þ: (6:54)
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The amount of heat generated with each injection is proportional
to the amount of new NL generated (i.e. NLi – NLi–1) plus the
amount of complex lost due to extrusion that accompanies the
injection. Since the displacement does not take place instanta-
neously and efficient mixing is occurring continuously, the
amount lost is taken as the average of the concentrations at the
beginning and end of the injection:

�NLi ¼ NLi �NLi�1 þ 0:5
�v

c
ðNLi�1 þNLiÞ: (6:55)

The heat generated in the cell is given by the molar enthalpy times
the incremental change in complex times the cell volume plus a
heat of dilution (27):

Qi ¼ c �H �NLi þ qi: (6:56)

In some situations the heat generated is normalized by the con-
centration increment of the ligand titrated. The change in
complex per incremental increase in total ligand concentration is
given by

�NLi

�Li
¼ ðNLi �NLi�1 þ 0:5

�v

c
ðNLi�1 þNLiÞÞ=ðLi � Li�1 þ 0:5

�v

c
ðLi�1 þ LiÞÞ;

(6:57)

so that the molar heat change is given by

Qi ¼ �H
�NLi

�Li
þ qi: (6:58)

The fitting of ITC data requires a model to permit the calculation
of the change in complex concentration for each incremental
increase in ligand concentration. For single-site binding with a
binding constant K, the concentration of complex is given by:

NLi ¼
1þK Ni þK Li �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�4 K 2 Ni Li þ ð1þK Ni þK LiÞ2

q

2 K
(6:59)

For more complicated binding models, an equation similar
to Eq. (6.59) must be obtained to define the concentration
of complex. Thus, ITC data for single-site binding can be fit by
nonlinear regression with Eqs. (6.56) and (6.59) (or a similar
equation) with adjustable parameters �H, K, and qi.

4.4. Differential

Scanning Calorimetry

DSC data collection and analysis is described in Chapter 6.

4.5. Nonlinear Least-

Squares Fitting of

Binding Data

The fitting of experimental data by nonlinear regression is readily
accomplished in any situation where artificial data can be simu-
lated with a mathematical function and an adjustable set of para-
meters (30). Data which is intrinsically nonlinear should not be
linearized (see Note 15). The simulated and observed data are
compared, and the parameters are adjusted by a nonlinear fitting
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program to minimize the differences between the observed and
simulated datasets (i.e., the residuals) (see Note 16). Most impor-
tantly, the fitting provides not only the parameters, but also
estimates of the errors in the parameters (see Note 17).

4.6. Global Nonlinear

Regression

Multiple datasets collected using different conditions (e.g., differ-
ent ligand concentrations, pH, and temperature) as well as with
different methods (e.g., spectroscopy, ITC, and DSC) are fit
simultaneously using global nonlinear regression methods which
permit the sharing of common parameters during the refinement
and minimization of the combined residuals (31). This can prove
to be computationally intensive and efficient optimization rou-
tines are essential. The IGOR software package (Wavementrics)
is especially useful for globally fitting multidimensional datasets.
The individual datasets are fit to the respective equations as
described above, and the parameters which are common to each
are indicated and optimized globally.

5. Notes

1. Mathematic Notebooks containing interactive simulations
of binding and linkage as well as data analysis examples
can be downloaded from http://daffy.uah.edu/thermo/
See Binding and Linkage Notebook – A (Simple Binding),
Section 1.1 for a direct plot of binding density vs. free ligand
concentration.

2. Mathematica Notebook A, Section 1.2, permits the visuali-
zation of the effect of Kd on the binding isotherm by inter-
actively manipulating Kd.

3. Notebook A, Section 1.4, allows the visualization of the
influence of Kd on a plot of binding density as a function of
total ligand concentration.

4. Notebook A, Section 1.6 shows a titration plot of binding
data with the ability to interactively manipulate the effect of
Kd on the plot. Note that the shape of the curve does not
change with a change in Kd: the curve only shifts. This is in
contrast to what is observed with both of the direct plots in
1.2 and 1.4.

5. Binding curves for two sites with identical and differing affi-
nities are shown in Notebook A, Section 1.8–1.12. The
advantages of titration plots are shown with the ability to
interactively manipulate two dissociation constants in 1.10.

6. A Scatchard plot is provided in Binding and Linkage – A
(Simple Binding), Section 1.7. They should be avoided for
data fitting because of the non-Gaussian noise distribution
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that results from the coordinate transformation. They may be
useful in some situations for presentations and initial esti-
mates of parameters.

7. Interactive plots of protein stability curves are presented in
MathematicaNotebook Protein Folding Notebook – Melts
and DSC, Section 1. The influence of �H, Tm, and �Cp on
the stability of the protein as well as the extent of unfolding as
a function of temperature can be investigated.

8. Indirect data representing the temperature dependence of
protein folding (e.g., fluorescence intensity as a function of
temperature) will be given by a weighted sum of the signal
intensities of pure native and unfolded protein. The weights are
given by the fractional occupation of the native and unfolded
species. An interactive simulation is provided in the Protein
Folding Notebook – Melts and DSC, Section 1.2, along with
a nonlinear least-squares fitting of such data to obtain the
thermodynamic parameters describing folding in Section
1.3. These simulations and fits allow the intrinsic signals of
the pure species to be linearly temperature dependent, with
two additional parameters for each (slopes and y-intercepts).

9. Fitting of DSC data can be done either by directly obtaining
the �Cp from the offset of the pre- and post-transition base-
lines, or by first removing the �Cp from the data, and then
fitting the remaining excess enthalpy contribution to obtain
Tm and �H. Because an accurate �Cp is rarely obtained from
DSC baselines, the latter is the preferred method. An example
is provided in Protein Folding Notebook – Melts and DSC,
Section 1.6.

10. An interactive plot of the pH dependence of folding due to
linkage of ionization of a single titrating group to folding is
provided in Binding and Linkage Notebook C (Linkage),
Section 2.1. Note that the sigmoidal curve does not repre-
sent a titration curve and that the midpoint does not corre-
spond to a pKa of a titrating group.

11. As in Note 8, the intrinsic signals of the pure species are most
likely temperature dependent, and can be described with two
additional parameters for each (slope m and y-intercept b); for
example, SN ¼ Sb

N þ Sm
N T and SU ¼ Sb

U þ Sm
U T :.

12. Simulations of the heat changes associated with changes in
folding and protonation can be found in Binding and Linkage
Notebook – C (Linkage), Section 2.2.

13. Simulations of the effect of pH on the heat of ligand binding
are presented in the Notebook B, Section 4.3. These include
the effect of pH and ligand concentration on the amount of
complex, as well as the heat of ligand binding as a function
of pH.

14. Wavelength and absorbance calibration of spectrophot-
ometers is essential for binding studies since errors in
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concentration measurements will be propogated into errors
in all the binding parameters. Procedures for calibration of
both are found in reference (32).

15. Data should not be transformed into a linear form to permit a
linear least-squares fit. This usually results in distortion of the
Gaussian distribution of the noise, and violates one of the
basic assumptions of least-squares fitting. Nonlinear data
must be fit directly using a nonlinear least-squares routine.

16. Nonlinear regression of binding isotherm is presented in
Notebook A, Section 1.3. Artificial data is simulated with
Gaussian distributed noise, and the ‘‘data’’ fit to obtain both
the Kd, and the error in the parameter.

17. Nonlinear regression of indirect binding data, where the
signal is obtained as a function of the total ligand concentra-
tion, is presented in Notebook A, Section 1.5. The fitting
provides the Kd as well as the maximal signal change at
infinite ligand concentration (along with errors for both
parameters). In general, an asymptotic value at infinite ligand
concentration should be obtained from the nonlinear fitting,
and not by arbitrarily selecting a single data point at high
ligand concentration.
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Chapter 7

A Method for Direct Measurement of Protein Stability In Vivo

Zoya Ignatova and Lila M. Gierasch

Abstract

The stability of proteins is tuned by evolution to enable them to perform their cellular functions for the
success of an organism. Yet, most of the arsenal of biophysical techniques at our disposal to characterize
the thermodynamic stability of proteins is limited to in vitro samples. We describe an approach that we
have developed to observe a protein directly in a cell and to monitor a fluorescence signal that reports the
unfolding transition of the protein, yielding quantitatively interpretable stability data in vivo. The method
is based on incorporation of structurally nonperturbing, specific binding motifs for a bis-arsenical
fluorescein derivative in sites that result in dye fluorescence differences between the folded and unfolded
states of the protein under study. This fluorescence labeling approach makes possible the determination of
thermodynamic stability by direct urea titration in Escherichia coli cells. The specific case study we describe
was carried out on the predominantly b-sheet intracellular lipid-binding protein, cellular retinoic acid-
binding protein (CRABP), expressed in E. coli.

Key words: Protein stability, in-cell urea titration, FlAsH labeling, fluorescence, microscopy,
CRABP.

1. Introduction

Optimal thermodynamic stability of proteins is crucial to their
physiological functions and activities. Reduced protein stability
can be detrimental, leading to misfolding pathologies such as the
neurodegenerative diseases – Alzheimer’s, Parkinson’s, and other
amyloid diseases (1, 2). Conversely, overly stable proteins may
lose the ability to respond to allosteric modulators. Therefore, a
molecular understanding of a protein requires analysis of its ther-
modynamic stability. A wide array of informative and sophisti-
cated in vitro approaches yields quantitative descriptions of
stability under a given set of experimental conditions. For many
studies, these stabilities have been assumed to be applicable also in
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vivo. The crowded cellular environment, however, will modulate
conformational flexibility of a protein and adds complexity to
folding and unfolding pathways (3, 4). The thermodynamic sta-
bility of a protein is very likely to be altered by macromolecular
crowding, which in turn will influence both folding and aggrega-
tion reactions. Additionally, molecular chaperones interact with a
large fraction of the cellular proteome, as do many small ligands
that are present in a cell (5); these interactions, along with changes
in the oxidative potential due to responses to oxidative stress (6),
can influence the thermodynamic stability of a protein in the
cellular environment. Therefore, it is highly desirable to develop
methods to measure protein stability directly in cells.

Technical challenges make the goal of measuring protein
stability in cells extremely difficult, and only a few groups have
reported in vivo stabilities. Oas and colleagues applied amide
hydrogen exchange detected by MALDI mass spectrometry in a
pioneering study to provide the first direct measurements of in
vivo protein stability in the Escherichia coli cytoplasm (7). Their
results showed the thermodynamic stability of the small mono-
meric � repressor in the cell to be the same as in the test tube.
However, in this method cells are lysed prior to mass spectrometry
measurement. Consequently, this approach cannot readily be
used to explore directly how different physiological states alter
thermodynamic stabilities in the cell. Similarly, the pulse proteo-
lysis approach recently introduced by Marqusee and coworkers
(8), which is based on selective digestion of unfolded proteins in
equilibrium mixtures of folded and unfolded proteins, requires
conversion of intact cells into lysates. For maximum versatility, a
method to measure protein stability directly in the cell, during
different physiological situations, would be very advantageous.

A variety of qualitative in vivo approaches have been designed
that monitor folding and solubility (which is generally reliant on
proper folding) of expressed proteins. For example, one strategy is
based on the necessity for correct folding for successful structural
complementation of a reporter protein (9). Here, the reporter
protein is split into two parts that must recombine to function,
providing an efficient way of screening for folding-competent and
soluble mutants. Another approach is based on reading out the
efficiency of fluorescence resonance energy transfer (FRET)
between an N-terminal blue fluorescent protein and a C-terminal
green fluorescent protein (10). FRET efficiency will be enhanced
when the fusion protein folds to the compact native state. Fusion
of a protein of interest to chloramphenicol acetyltransferase was
used to identify well-folded mutants on the assumption that only
these would be soluble and confer resistance to chloramphenicol
(11). However, all of these approaches are limited in their ability
to provide a quantitative measure of protein stability.
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We have developed a fluorescence-based approach to deter-
mine protein stability in vivo (12, 13) using a well-behaved model
system – the 136-amino-acid cellular retinoic acid-binding pro-
tein (CRABP) (14). CRABP is visualized in the context of all
macromolecules present in the cell using the membrane-perme-
able bis-arsenical fluorescein-based dye ‘FlAsH’ (15). This fluor-
escent dye ligates to a genetically engineered tetracysteine motif
(Cys-Cys-Xxx-Yyy-Cys-Cys); the extremely rare occurrence of
this motif in the cellular proteome ensures high specificity of
labeling (15). By engineering the specific tetracysteine sequence
(here Cys-Cys-Gly-Pro-Cys-Cys) into the internal �-loop of
CRABP (incorporating the native Gly-Pro present in this loop),
we created a tetra-Cys CRABP variant that binds FlAsH and yields
a fluorescent emission intensity sensitive to the conformational
state of the protein, with the denatured ensemble hyperfluores-
cent compared to the native state (13). FlAsH fluorescence can
therefore be used to follow the transition from native to unfolded
CRABP during unfolding by chemical denaturant. This approach
enables determination of the free energy of unfolding in vivo;
FlAsH fluorescence can be used as a direct read-out to monitor
the urea-induced unfolding of tetra-Cys CRABP directly in the
cell. The complexity of the cellular environment demands cau-
tious interpretation of the thermodynamic data obtained, as many
cellular components may be perturbed by the urea treatment.
Nonetheless, direct observations in cells will provide new insights.
Fulfilling a requirement for its use in these measurements, tetra-
Cys CRABP is soluble and indistinguishable in structure and
function from its native counterpart whether FlAsH-labeled or
unlabeled (13). The FlAsH labeling approach has also been
applied to mutants of CRABP in order to explore the effects of
specific residue substitutions: for example, mutation of the helix-
terminating residue Pro39 to Ala was known to retard the folding
and unfolding of CRABP (16), and P39A tetra-Cys CRABP
shows a high tendency to form aggregates in vitro (17). By incor-
porating the tetra-Cys motif into P39A CRABP, we could follow
formation of aggregates in real time in vivo (13).

The sensitivity of the FlAsH quantum yield to the conforma-
tional state of the protein is the premise for the application of this
approach to directly measure in vivo stability. Application of this
strategy to other proteins necessitates a careful structure-directed
choice of a sequence from the target protein, so that incorporation
of the tetra-Cys motif is tolerated without structural perturbation,
and also that the FlAsH quantum yield is sensitive to the folding of
the protein host. In addition to the overall structural constraints
each protein provides for incorporation of the tetra-Cys sequence,
the geometric properties of the binding sites are crucial to the
FlAsH fluorescence characteristics (B. Krishnan and L. Gierasch,
manuscript in preparation). Although the successful design of a
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FlAsH-binding tetracysteine tag into a given protein might
require multiple trials, a clear advantage provided by this system
is the direct read-out of stability in intact cells.

2. Materials

1. DIFCOTM Luria Bertani (LB) medium (BD Biosciences, San
Jose, CA) (10 g/L tryptone, 5 g/L yeast extract, 10 g/L NaCl,
pH 7.5)

2. Ampicillin (Sigma, St. Louis, MO) is dissolved in water at
100 mg/mL, sterile-filtered (0.2 mm cut-off), and stored in 1
mL aliquots at –208C. It is added to the culture medium to a
final concentration of 100 mg/mL.

3. Isopropyl-b-D-thiogalactoside (IPTG) (Gold Bio-Technol-
ogy, St. Louis, MO) is dissolved in water at 400 mM, sterile-
filtered (0.2 mm cut-off), and stored in 1 mL aliquots at –208C.
It is added to the culture medium at the time of induction in
the appropriate amount for a final concentration of 0.4 mM.

4. Stock solution of lysozyme (500 mg/mL) (ICN Biomedicals,
Irvine, CA) and DNase (100 mg/mL) (Roche Diagnostics,
Indianapolis, IN) are stored in 500 mL aliquots at –208C.

5. FlAsH-EDT2 (marketed as LumioTM by Invitrogen, Carlsbad,
CA) in its commercial stock concentration of 2 mM was stored
at –208C. Ethanedithiol (Sigma) is aliquoted in DMSO to
10 mM and is diluted fresh prior to each experiment.

6. Urea stock solution (9 M in 10 mM Tris HCl buffer, pH 7.5)
(MP Biomedicals, Solon, OH) is freshly made before use, and
sterile-filtered (0.2 mm cut-off).

7. 3x SDS-loading buffer contains 187.5 mM Tris HCl, pH 6.8,
6% (w/w) SDS, 30% glycerol, and 0.03% (w/v) bromophenol
blue, and is stored at room temperature.

3. Methods

This article describes an approach that we recently developed to
determine in vivo protein stability using a high-copy-number
plasmid for the expression of the protein of interest in E. coli
BL21(DE3) cells. Our results show that other E. coli mutant
strains WG710 and WG708 (18) give comparable and reprodu-
cible results to the E. coli BL21(DE3) cells (19, 20). This provides
evidence for the general applicability of the procedure to any
E. coli strain. To obtain reliable and reproducible results it is
important to start the urea titrations at a time point after induction
when a sufficient protein amount is already synthesized in the cell.
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The use of high-copynumber plasmids yields adequate protein as
soon as one hour after induction. One might consider using low-
copy-plasmids as well; ultimately, the starting point of the urea
titration should be established in any particular case depending on
the rate and yield of protein biosynthesis for the plasmid used.

3.1. In-Cell Urea

Titration

1. Tetra-Cys CRABP or P39A tetra-Cys CRABP (Note 1) is
cloned into the pET16b (AmpR) plasmid under the T7 pro-
moter, and the resulting plasmids are transformed into E. coli
BL21(DE3) cells, carrying the DE3 lysogen for high-level
expression of T7 polymerase. Only freshly transformed cells
should be used for expression.

2. A small volume culture is inoculated with a single colony in LB
medium containing 100 mg/mL ampicillin and grown over-
night at 308C with constant shaking at 200 rpm. The lower
temperature retards the growth of bacteria and provides a
more viable culture (with fewer dead cells).

3. Sterile harvested cells (2060 X g, 15 min, 48C) are carefully
resuspended in fresh medium and brought up to 25� the
original volume in fresh sterile LB medium containing
100 mg/mL ampicillin. This culture is grown at 378C until
the OD600 ¼ 0.5 (Note 2) and then treated with lysozyme
(final concentration 50 ng/mL) for 10 min on ice. While the
inner membrane is freely permeable to the FlAsH dye (15),
lysozyme enhances the permeability of the outer membrane of
the bacterial host cell to FlAsH. This gentle lysozyme pretreat-
ment has no deleterious effect on the viability and growth of
the cells (13). After removal of the lysozyme-containing med-
ium by centrifugation (2060 � g, 15 min, 48C), the cell pellet
is resuspended in the same amount of fresh sterile LB medium
containing 100 mg/mL ampicillin along with FlAsH dye and
EDT (Note 3). EDT suppresses the labeling of endogenous
cysteine pairs (15) and ensures that the FlAsH-fluorescence
signal is a result of specific ligation to the tetracysteine motifs.
In the usual protocol, cell aliquots of 1 mL are labeled with
0.2 mM FlAsH-EDT2 and 1 mM EDT. The volume of the
aliquots can be adjusted depending on the needs of the subse-
quent experiments. FlAsH and EDT remain in the medium
during the entire time of cultivation.

4. After one generation, at OD600 ¼ 1.0, protein synthesis is
induced by adding IPTG to 0.4 mM. To establish the behavior
of the protein under study, a time course of fluorescence
increase for the cell culture is obtained: every 15 min, 150-ml
aliquots are withdrawn and subjected to fluorescence measure-
ments in bulk at 530 nm (excitation 500 nm). The temperature
of the cuvette holder is maintained at 378C. Fluorescence of
cells with a plasmid bearing the wild-type CRABP without the
tetra-Cys motif and labeled with FlAsH, is used as a blank, and
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the value is subtracted from each point. The observed increase
in fluorescence reports on a combination of increased numbers
of cells, increased concentration of expressed protein, and any
onset of protein aggregation (Note 4). In experiments with
any new protein, one should ensure that the fluorescence
results only from labeled protein of interest residing within
the cells; therefore, the following controls are advisable to
demonstrate that the fluorescence signal is due to intracellular
species: (1) Spin down 150-ml aliquots at 1503 X g for 5 min
and check the fluorescence of the supernatant at 530 nm. (2)
Rinse cells once with 50 mM Hepes, pH 7.5, and resuspend in
the same amount of buffer. Measure fluorescence again. For
any cellular protein, the measured fluorescence values of
unwashed and washed cells should be within the measurement
error, and the fluorescence of the supernatant should be com-
parable to the fluorescence of the supernatant of the control
CRABP protein without a tetra-Cys binding motif. Hyper-
fluorescent supernatants are indicative of protein released
into the medium or cell membrane debris that binds FlAsH
nonspecifically.

5. To monitor the thermodynamic stability of the expressed pro-
tein in vivo, 2 h after induction the culture is split into equal
aliquots (usually between 250 mL and 350 mL) and urea from a
sterile stock (9 M urea in 10 mM Tris HCl buffer, pH 7.5) is
added to each aliquot to various final concentrations (not higher
than 3 M). Cells retain their viability in urea concentrations up
to �3 M urea (7,13), which should be the highest urea con-
centration used in in vivo urea titrations. The volumes of all
samples in one urea titration set should be adjusted to equal
amounts with sterile LB medium containing 100 mg/mL ampi-
cillin. The samples are incubated at 378C for at least 75 min to
insure the equilibrium between folded and unfolded popula-
tions (Note 5) with constant shaking (longer incubation is also
possible, but no longer than 120 min), and subjected to fluor-
escence measurements (emission at 530 nm; excitation
500 nm). Fluorescence of cells containing a plasmid bearing
the wild-type CRABP without the tetra-Cys motif (labeled with
FlAsH and under the same urea concentrations) is used as a
blank, and the measured value at each urea concentration is
subtracted from each point in the urea titration set. A represen-
tative result is shown in Fig. 7.1. To derive thermodynamic
parameters, the urea denaturation curves were fitted to a two-
state model (21) (Note 6) (Table 7.1). The actual urea con-
centration of each sample is determined using the measured
index of refraction of the supernatant (after centrifugation of
the cells at 1503 X g for 15 min) (22). In the urea titration
experiment, the control experiments described above in step 4
(measuring the fluorescence of the supernatant and of washed
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and resuspended cells) are advisable to ensure that an observed
increase in the fluorescence signal arises only from unfolding of
the protein within the cell and is not a result of protein release
into medium or hyperfluorescent cell debris.

3.2. Cell Viability Cell viability and changes in the cell number during the incuba-
tion times in urea (Note 7) were qualitatively assessed by measur-
ing the optical density at 600 nm (Fig. 7.2), using LB medium as
a blank. This method alone, while rapid, is not sufficient to
observe a potential deleterious effect of urea on cell viability,
since dead cells can also contribute to the bulk absorbance at
600 nm. For more careful assessment of viability, the fraction of
viable cells should be determined on solid nutrient medium by
taking one mL samples of the cell suspension, diluting them
10,000-fold in fresh sterile LB medium, plating them on LB-
agar (LB medium solidified by addition of 15 g/L agar), and
incubating the plates at 378C overnight. Colonies are then
counted, and the number of the viable cells is calculated per mL
(Fig. 7.2).

Fig. 7.1. Urea titrations of FlAsH-labeled protein in vivo as a function of the incubation time: (A) tetra-Cys CRABP and
(B) P39A tetra-Cys CRABP, after sample incubation for the indicated times in urea, monitored by FlAsH fluorescence.
(Reproduced from Ref. (12) with permission from Willey InterScience.)

Table 7.1
Thermodynamic stability of tetra-Cys CRABP in vitro and
in vivo. (Reproduced from Ref. (12) with permission from
Wiley InterScience.)

DG (kcal.mol–1) m (kcal.mol–1.M–1) Cm(M)

In vivo

(incubated 75 min)

5.2 – 0.1 �3.4 – 0.1 1.52 – 0.05

In vitro
(incubated 360 min)

6.5 – 0.3 �1.8 – 0.1 3.68 – 0.06
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3.3. Cell Fractionation It is essential for the determination of in vivo stability that the
protein under study remain soluble throughout the measurement.
Hence, we recommend a control to insure that the measured
FlAsH signal arises from soluble protein; separation of soluble
and insoluble protein by fractionation gives direct information
on how the protein under study behaves in the expression system
used. In comparing the behavior of different proteins and mutants
of any given protein under study, it may be of interest to assess the
extent to which a given protein partitions to the insoluble (pellet)
fraction, and this same protocol can be used for this goal.
1. The 5 mL overnight culture prepared from freshly transformed

E. coli BL21(DE3) cells with either tetra-Cys CRABP or P39A
tetra-Cys CRABP plasmids is used to inoculate 100 mL of LB
medium containing 100 mg/mL ampicillin and grown at 378C
with constant shaking (200 rpm). At OD600¼1.0, IPTG is
added to 0.4 mM to induce the T7 promoter-based expression
of tetra-Cys CRABP or P39A tetra-Cys CRABP. At different
time points, 10 mL aliquots are withdrawn with sterile hand-
ling, and bacteria are harvested by centrifugation at 2060 X g
for 15 min at 48C. All steps after the aliquot withdrawal may be
carried out under nonsterile conditions.

2. Cells are resuspended in 1.5 mL of 50 mM phosphate buffer at
pH 8.0 containing 300-mM NaCl. Cells are disrupted by lysozyme
(at a final concentration of 500 mg/mL) for 30 min (Note 8)
and DNase (at a final concentration of 50 mg/mL) treatment
on ice for 15 min, followed by sonication on ice with 20 s bursts
per minute for 3 min (30% duty cycle). The cell lysates are

Fig. 7.2. Cell viability. Change in the viability of the host cells as a function of the time of
incubation in 0 M, 1.5 M, and 3 M urea. The viability was quantified by measuring the
number of cells capable of forming colonies (left axis, closed circles) and optical density
at 600 nm (right axis, open symbols).
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fractionated into soluble and insoluble fractions by centrifugation
at 27,000 X g at 58C in a tabletop centrifuge for 30 min. The
insoluble pellet fraction is resuspended into 1.5 mL of 10 mM Tris
HCl buffer, pH 8.0, containing 8 M urea. A volume of 20-mL
aliquots of each fraction are mixed with 10 mL 3x SDS-loading
buffer and preheated for 3 min at 958C, then loaded onto an SDS-
PAGE gel (12% acrylamide), and the tetra-Cys CRABP content in
each fraction is quantified by optical densitometry. The density is
related to a density of a standard sample containing purified tetra-
Cys CRABP at 1 mg/mL.

3.4. Fluorescence

Microscopy

During the time course of growth or urea incubation of the
labeled cells expressing either tetra-Cys CRABP or P39A tetra-
Cys CRABP (see Section 3.1), 20 mL of cell suspension is with-
drawn and concentrated twice by centrifugation at 7,297 X g for
3 min and subsequent resuspension in 50 mM Hepes buffer, pH
7.5. A volume of 2 mL of this concentrated suspension is immo-
bilized in 1% agarose in LB and imaged with a fluorescent micro-
scope (Nikon Eclipse E600, Melville, NY) with excitation at
485 nm and a 510-nm emission cut-on filter. The images are
processed with the Openlabs software (Improvision, Lexington,
MA). Examples of micrographs are shown in Fig. 7.3.

3.5. In vitro FlAsH-

labeling and urea

titration

1. Tetra-Cys CRABP contains an N-terminal His-tag, enabling it
to be purified from the soluble fraction of the E. coli cell lysate
using Ni2+-NTA (Qiagen, Valencia, CA) affinity resin (14).
The purification is monitored on 12% SDS-PAGE as above
(3.3.2). The purest protein fraction appears between 175 mM
and 260 mM imidazole. A typical purification of a completely
soluble CRABP variant like tetra-Cys CRABP yields 7–10 mg
of pure protein from 1L culture.

Fig. 7.3. Fluorescence microscopy images showing uniformly distributed fluorescence
of tetra-Cys CRABP (180 min after induction) and hyperfluorescent dense aggregates
of P39A tetra-Cys CRABP at the poles of the cells (at 240 min after induction).
Hyperfluorescent impurities in the extracellular medium are marked by an arrow.
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2. The fractions with pure protein are collected and dialyzed over-
night at 48C in 15 kDa MW cut-off dialysis tubing against 10 mM
Tris HCl, pH 8.0, containing 2 mM b-mercaptoethanol (BME).
BME is used to minimize oxidation of tetra-Cys-binding sites
(15). The dialyzed protein is filtered through a Nalgene 0.45-mm
syringe filter, and protein concentration is determined spectro-
photometrically using the �280 of 21,750 M–1 cm–1 for tetra-Cys
CRABP (14). Purified proteins could be stored in aliquots up to
200 mM (preferably 100 mM) at 48C for use within 2 weeks. When
higher concentrations are desired, protein should be concentrated
prior to the experiment using a Centricon system (molecular mass
cut-off of 10 kDa) at 48C.

3. Tetra-Cys CRABP from the purification stocks is diluted to the
desired concentration in 10-mM HEPES pH 7.5, containing
1-mM tris(carboxyethyl)phosphine (TCEP) and labeled with
FlAsH and ethanedithiol (FlAsH:EDT ratio 1:5) at room tem-
perature for 2 h in the dark. The usual ratio of FlAsH:protein
used is 2:1. The labeled tetra-Cys protein is stable for several
days at 48C. A typical labeling mixture for urea titration in vitro
contains 7-mM labeled protein.

4. Labeled protein is aliquoted and mixed with various urea
concentrations. After equilibration at 378C for a minimum of
6 h, the aliquots are subjected to fluorescence measurements
either using the intrinsic Trp signal (excitation 280 nm, 2-nm
bandwidth; monitoring emission from 300 nm to 380 nm with
a 2-nm bandwidth) or using the FlAsH signal (as described).
The temperature of the cuvette holder is maintained at 378C
with a water bath. Representative results for tetra-Cys CRABP
and P39A tetra-Cys CRABP (isolated using the same protocol)
are shown in Fig. 7.4.

Fig. 7.4. Urea titrations of FlAsH-labeled protein in vitro as a function of the incubation time (monitored by Trp
fluorescence): (A) tetra-Cys CRABP and (B) P39A tetra-Cys CRABP. The actual urea concentration was determined by
measuring the refractive index, and data are curve-fit to a two-state model. (Reproduced from Ref. (12) with permission
from Willey InterScience.)
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4. Notes

1. This protocol can be adapted to any protein provided that a
successful design of a FlAsH-binding motif that is sensitive to
global conformational changes can be achieved. In addition,
the engineered tetra-Cys sequence should not perturb the
structural integrity and thermodynamic stability of the protein
host. Moreover, the system can be used to compare the desta-
bilizing effect of mutations before a time-costly and potentially
low yield purification is undertaken.

2. LB absorbs at 600 nm (OD600 is between 0.07 and 0.09), and
fresh LB is used as a blank in the OD measurements.

3. The EDT stock solution (10 mM in DMSO) is best stored at
–208C and is freshly diluted prior to each labeling experiment.
EDT generates an extremely unpleasant thiol smell, and the
initial aliquoting and addition to the culture needs to be
handled exclusively under the hood. Containers with tight-
fitting lids (i.e., falcon tubes, Eppendorf tubes, or Schott bot-
tles) should be used instead of common flasks or culture tubes
for cultivation of the cells. The used pipette tips or other plastic
materials should be collected in a tightly closed container
(preferably stored under the hood) and then discarded accord-
ing to safety regulations.

4. Different fluorescence patterns are observed upon induction of
soluble and aggregation-prone proteins; the signal of a soluble
protein reports on the steady increase of its amount during
protein synthesis, while that for an aggregation-prone variant
may show an altered signal reporting on aggregate formation. In
the case of FlAsH-labeled tetra-Cys P39A CRABP, aggregates
are hyperfluorescent, leading to a pronounced upswing in fluor-
escence of bulk cell samples upon initiation of aggregation (13).
Fluorescence microscopy images confirm these results: Whereas
the fluorescence is spread uniformly throughout the cyto-
plasm in cells expressing the soluble tetra-Cys CRABP, in cells
expressing aggregation-prone P39A tetra-Cys CRABP hyper-
fluorescent aggregates are observed near the poles (Fig. 7.3)
(13). In parallel, cell fractionation studies reveal the partitioning
of the protein between the soluble and insoluble fractions.

5. We observed that the incubation time required for establish-
ment of equilibrium between folded and unfolded populations
of CRABP in vivo is significantly shorter than in vitro (Figs. 7.1
and 7.4). Based on our preliminary measurements, we believe
that acceleration of the unfolding rate is the most likely factor
leading to faster equilibration in vivo (12), but studies are
underway to dissect all possible factors. Our initial approach to
measuring stability in vivo used a short incubation time of the
cells in different urea concentrations (30 min) with a goal of
minimizing the negative impact on viability of the cells at higher
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urea concentrations (13). However, follow-up studies on the
incubation time dependence of quantitative in vivo stability
experiments clearly indicate that the minimum time required
for equilibration for either tetra-Cys CRABP or P39A tetra-Cys
CRABP in vivo is 75 min, as indicated by the absence of further
change in the urea melt as incubation time is increased
(Fig. 7.1A and B) (12). The time dependence of establishing
an equilibrium between folded and unfolded populations in vivo
can vary significantly (i.e., fast-folding proteins might require
shorter incubation times), and the optimal incubation time
needs to be determined for each protein by monitoring in
parallel the cell viability and the approach of the observed fluor-
escence to a constant value at any given urea concentration.

6. To extract any thermodynamic data from the stability curves,
the urea melts need to be reversible. In our case, the melts are
reversible only for the completely soluble tetra-Cys CRABP
protein (Fig. 7.5). To measure the stability of aggregation-
prone proteins, which form detergent-resistant aggregates
(i.e., amyloid aggregates), one might consider shorter induc-
tion times or lower expression levels in order to carry out the
urea melt before insoluble structures are formed.

7. Longer incubation times are accompanied by losses in cell
viability (Fig. 7.2). To offset the impact of cell loss, prior to
FlAsH-fluorescence measurements the optical density (OD600)
is recorded, and the OD600 of all the samples is normalized to
the optical density of the 3-M urea sample by addition of fresh
LB medium at the appropriate urea concentration.

Fig. 7.5. Reversibility of the in vivo urea titrations. FlAsH-labeled tetra-Cys CRABP-
expressing cells were treated with 3 M urea for 75 min, and then refolding was initiated
by dilution of aliquots into fresh LB medium containing 100 mg/mL ampicillin. After
incubation of the cells for 60 min, the extent of return of the FlAsH signal, as a measure
of refolding, was monitored by FlAsH fluorescence (open symbols). A urea melt of FlAsH-
labeled tetra-Cys CRABP incubated for 75 min is given for comparison (closed symbols).
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8. The lysozyme treatment converts the cell pellet into a very
viscous suspension due to the release of DNA. The subsequent
hydrolysis with DNase reduces the viscosity of the solution.
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Chapter 8

Quantifying the Roles of Water and Solutes (Denaturants,
Osmolytes, and Hofmeister Salts) in Protein and Model
Processes Using the Solute Partitioning Model

Laurel M. Pegram and M. Thomas Record, Jr.

Abstract

Salts and uncharged solutes in aqueous solution exert effects on a wide range of processes in which large
amounts of biopolymer surface are buried or exposed (folding/unfolding, complexation/dissociation, or
precipitation/dissolution). A simple two-state solute partitioning model (SPM, where the solute is
partitioned between the bulk and surface water) allows the interpretation and prediction of the thermo-
dynamic effects of various uncharged solutes (e.g., urea, glycine betaine) on protein and nucleic acid
processes in terms of structural information. The correlation of solute effects with various coarse-grained
types of biopolymer surface exposed or buried in a process provides a novel probe for investigation of
large-scale conformational changes. Solutes that are fully excluded from one or more types of biopolymer
surface are useful to quantify changes in water of hydration of these surfaces in biopolymer processes.
Additionally, application of the SPM to the analysis of non-Coulombic salt effects on various model
processes provides an estimate for the hydration layer at surfaces and shows that ion effects are additive and
independent of the nature of the counterion.

Key words: Solute partitioning model (SPM), solute effects, Hofmeister salts.

1. Introduction

Nonuniform distributions of small solutes and salt ions near sur-
faces are responsible for the often large effects of concentration of
these solutes on a very wide range of processes in water, including
formation or disruption of biopolymer–water interfaces, molecular
solute–water interfaces, and macroscopic air–water interfaces
(1–3). To what extent can one predict solute effects from structural
data, or use solute effects on the steps of a process to deduce
structural information regarding surfaces buried or exposed in
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those steps, and the concomitant release or uptake of water and
solutes? To interpret the significant observation of Myers, Pace, and
Scholtz (4) that protein unfolding m-values in urea and GuHCl are
approximately proportional to the change in accessible surface area
(�ASA), we developed the solute partitioning model (SPM) (5).
This model allows us to quantitatively test the hypothesis (1, 2) that
salt ions and uncharged solutes exert their effects depending on
whether they are accumulated in, or excluded from, the water of
hydration at the biopolymer surface exposed (or buried) in a parti-
cular process.

This thermodynamic and two-state SPM interprets the
preferential accumulation or exclusion of solutes in terms of
partitioning between a thermodynamically defined interfacial
microphase and the bulk solution. This model has been applied
to analyze the effects of denaturants and osmolytes on the thermal
stability of a small globular protein (6, 7), the effects of electro-
lytes (acids, bases, Hofmeister salts) on the surface tension of
water (8, 9), as well as to quantify the interactions of selected
solutes with various types of biopolymer surface (10,13). The
well-characterized solutes urea and glycine betaine (GB) have
been used as probes to predict and quantify interface formation
and coupled conformational changes in lac repressor–lac
operator binding (13) and in the individual steps of the
mechanism of open complex formation by Escherichia coli
RNA polymerase (14).

2. Background

Thermodynamic effects of changes in concentration of an
uncharged solute on a protein process (or other process with a
�ASA) are rigorously interpreted in terms of partitioning of the
solute between the bulk solution and a local domain (microphase)
characterized by the water of hydration of the surface defined by
�ASA (7–14):

� 1

RT

@�G�obs

@m3
¼ @ ln Kobs

@m3
¼ 1þ e3ð Þ b1�ASAðKp;3 � 1Þ

m�1
; (8:1)

where the partition coefficient Kp;3 is defined as the ratio of molal
concentrations of solute in the local and bulk domains (i.e.,
Kp;3 � mlocal

3 =mbulk
3 ). Though the molal concentration scale is

the appropriate one to use to develop the SPM, the molar scale
is usually the better choice for the analysis of experimental data
because �G�obs and ln Kobs are typically more linear functions of
molar solute concentration (see Note 1). The quantity b1 � n1=A
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is the number of water molecules per unit surface area in the local
biopolymer domain defined by �ASA, and m�1 is the solvent
molality (55.5 mol/kg for H2O). The term 1þ e3ð Þ is a nonide-
ality correction (typically e3j j551) that enters in the conversion
from solute activity to molal concentration (see Note 2).

For a process involving an uncharged biopolymer process in a
solution at salt concentration m3 (or for protein processes at high
enough salt concentration so Coulombic interactions make no net
contribution to �G�obs):

� 1

RT

@�G�obs

@m3
¼ @lnKobs

@m3
¼ 1þe�ð Þ�b1�ASA

m�1

�þKp;þþ��Kp;�
�

�1

� �
; (8:2)

where � � �þ þ �� is the number of ions per formula unit of
the salt and the partition coefficient Kp;3 of the salt compo-
nent in Eq. 8.1 is replaced by the appropriate stoichiometric
combination of cation and anion partition coefficients (1, 11).
The validity and utility of the above equations have been
directly tested through the application of the SPM to model
processes.

3. Applications
of the SPM

Here we review some recent applications of the SPM to interpret
the thermodynamic effects of solutes (nonelectrolytes) on pro-
tein folding (6, 7, 11), and protein–DNA binding (13, 14) and of
electrolytes (acids, bases, salts spanning the Hofmeister series)
on creation of an air–water interface (surface tension, 8, 9). We
also briefly preview ongoing applications of the SPM, including
the interpretation of high-concentration salt effects on protein
folding and protein–DNA interactions (17).

3.1. Obtaining

b1ðK p ;3 � 1 for

Interactions of Urea

with the Homologous

Series of Surfaces

Exposed in Unfolding

Globular Proteins of

Different Sizes

In unfolding, different globular proteins expose different total
amounts of surface (different �ASA), but the coarse-grained
composition of the surface exposed in unfolding is very similar
(65–75% nonpolar, 15–20% polar amide). Hence, these unfold-
ing surfaces form a homologous series, and the SPM predicts
that determination of the intrinsic quantity b1ðKp;3 � 1Þ
(cf. Eq. 8.1) for the effect of a particular solute on stability of
one protein is sufficient to predict its effect on any member of
this homologous series of globular proteins. Empirical precedent
for this prediction was provided by the analysis of Myers et al. of
effects of urea and GuHCl on unfolding of globular proteins (3).
Myers and coworkers found that urea and GuHCl ‘‘m-values’’

Quantifying the Roles of Water and Solutes 181



(i.e., derivatives of the standard free energy of unfolding with
respect to denaturant concentration) are approximately propor-
tional to the change in accessible surface area. Analysis of the
current dataset (13, 18) reveals that b1ðKp;3 � 1Þ for the inter-
action of urea with the surface exposed in unfolding a typical
globular protein is 0.015–0.002 (cf. Fig. 8.1), allowing the
prediction of the m-value for urea denaturation of any protein
where an estimate of the �ASA is available. The composite
quantity b1ðKp;3 � 1Þ ¼ 0.015–0.002 for the interaction of
urea with the surface exposed in unfolding globular proteins is
positive, indicating that urea is locally accumulated in the water
of hydration of this surface (Kp;341); if an average b1 ¼ 0:2
H2O/Å2 is assumed (cf. Section 3.5), then Kp;urea ¼
1.075–0.010. On average, the local urea concentration in the
vicinity of the protein surface exposed in unfolding exceeds the
bulk urea concentration by only 7.5%; this relatively small extent
of accumulation of urea (local concentration gradient) is ther-
modynamically sufficient to destabilize the native state and drive
unfolding at molar concentrations of urea.

Fig. 8.1. Surface area-normalized degree of urea accumulation as a function of frac-
tional polar amide surface. Open symbols represent biopolymer melting data; for
globular proteins, values of b1ðKp;3 � 1Þ are clustered around 0.015. The melting of
an alanine-based a-helical peptide exposes a much greater fractional amount of polar
amide surface than protein unfolding, and the m-value for this process yields a
b1ðKp;3 � 1Þ value of 0.049 (13, 19).
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3.2. Interpretation of

Urea m -Values Using

a Coarse-Grained

Decomposition of

Accessible Surface

Area

The above application of the SPM to the effect of urea on unfolding
of the homologous series of globular proteins does not provide
molecular detail regarding the extent of accumulation of urea at
chemically different parts of the protein surface exposed in unfolding
(15–20% polar amide, 65–75% nonpolar). Insight into this coarse-
grained molecular detail can be obtained by investigating the inter-
actions of urea with different native biopolymers and the effects of
urea on processes involving biopolymers or model compounds in
which the �ASA differs in surface composition. This information is
then correlated with amounts of various coarse-grained types of
biopolymer surface (e.g., anionic, polar amide, nonpolar, etc). For
urea, Fig. 8.1 shows that the degree of urea accumulation per unit
surface area (expressed as the composite quantity b1ðKp;3 � 1Þ) is
proportional to the fraction of that surface which is polar amide
(O and N accessible surface of backbone and side-chain amides).
Plotted biopolymer data (open diamonds) are obtained from
m-values for unfolding of globular proteins and an alanine-based
a-helix (13, 19). Model compound data (closed circles) are obtained
from analysis of isopiestic distillation data for aqueous solutions
of urea and amino acids (glycine, alanine) or short peptides of
these amino acids (18), where both the model compound and
urea are extrapolated to low concentrations (to match the conditions
of the biopolymer data; see Note 3). For interactions of urea with
these surfaces, the proportionality of b1ðKp;3 � 1Þ) to the fraction of
polar amide surface, together with the lack of evidence for significant
contributions of other biopolymer surface types to urea preferential
interactions (see Note 4), led to a general relationship between
the urea concentration dependence of a biopolymer process and
the change in polar amide ASA, valid in the range of low to moderate
c3 (typically < 1 M, a range where ln Kobs is a linear function of c3):

@ ln Kobs

@c3
¼ ð1:4� 0:3Þ � 10�3�ASApolar amide

ðc351MÞ
(8:3)

Calibration of the use of this equation to quantify burial of
polar amide surface in protein–nucleic acid interactions using
thermodynamic data for the lac repressor–operator interaction is
described in Section 3.4.

Currently relationships analogous to that developed for urea
in Eq. 8.3 are available only for GB (completely excluded from
two layers of water at anionic surfaces (12, 13), see below) and at a
higher level of approximation for GuHCl (more strongly accu-
mulated near polar amide surface than urea) (7, 11). Studies with
trehalose and TMAO are in progress (J. Cannon, unpublished).
Once a library of suitable solutes is developed and their interac-
tions with the range of biopolymer surfaces are quantified,
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determinations of the effects of these solutes on the kinetics and
equilibria of the steps of biopolymer processes will provide new
dimensions of thermodynamic, structural, and mechanistic
insight. In particular, these solutes will provide powerful probes
of large-scale coupled folding and other large-scale conforma-
tional changes as well as on the extent of interface formation and
water uptake or release.

3.3. Using GB (N, N, N -

trimethyl glycine) to

Quantify Changes in

Hydration of Anionic

Biopolymer Surface in

Processes

To date, the most promising solute to quantify changes in water of
hydration of any type of biopolymer surface in processes is GB,
which behaves thermodynamically as if completely excluded from
approximately two layers of water in the vicinity of anionic surface
(e.g., partially anionic oxygens of carboxylate and phosphate
groups of proteins and nucleic acids, respectively) (12,13). For
protein–nucleic acid interactions in which anionic surface of DNA
phosphate groups is buried in forming the interface and water of
hydration of these phosphate oxygens is displaced, GB is predicted to
favor binding. If this is the only significant effect of GB (see Note 4),
then the initial slope of the dependence of the binding constant Kobs

on GB concentration (d ln Kobs=d½GB� as ½GB� ! 0) is related to the
number of waters released (n1;anionic ¼ �b1;anionic�ASAanionic) from
anionic phosphate oxygens by

n1;anionic 	 55:5d ln Kobs=d½GB� (8:4)

Analyses of effects of urea and GB on binding of lac repressor to
lac operator DNA using Eqs. 8.1, 8.2, 8.3, 8.4 are described
below.

3.4. Calibrating and

Interpreting Solute

Effects on

Protein–DNA

Interactions; Probes

for Interface

Formation and Large-

scale Conformational

Changes

Hong et al. (13) quantified the large effects of urea and GB on
specific binding of lac repressor tetramer to the lac operator site on
plasmid DNA using repressor titrations of operator DNA at dif-
ferent solute concentrations, performed with the nitrocellulose
membrane filter assay. For this system, the �ASA of formation of
the specific complex, known from structural data, consists of three
different interfaces (cf. Fig. 8.2): the interface between the folded
DNA-binding domains (DBDs) of repressor and operator DNA
and two protein interfaces, one from folding the hinge helices and
the other from docking the folded, operator-bound DBD on the
core of repressor. Approximately 500 Å2 of polar amide protein
surface is buried in each of these three interfaces; 
600 Å2 of
anionic surface is also buried, all of it from anionic DNA phos-
phate oxygens in the protein–DNA interface. Values of ln Kobs as a
function of solute concentration are plotted in Fig. 8.3. From
quadratic fits to these data, and application of significant empirical
corrections to constant salt activity, limiting experimental values
of @ ln Kobs=@m3 of –2.1 � 0.2 for urea and þ1.9 � 0.2 for GB
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were obtained (13). From Eq. 8.3, the limiting slope in urea
yields �ASApolar amide ¼ (1.5 � 0.3)�103 Å2, in agreement with
the structural value. From Eq. 8.4, the limiting slope in GB yields
�ASA anionic¼ (4.8� 1.0)�102 Å2, similar but not equal to the
structural result (see Note 5).

Kontur et al. (14) used urea and GB to investigate the forma-
tion of protein–DNA interfaces (by GB detection of burial of
anionic DNA phosphates) and large-scale coupled folding (by
urea detection of polar amide surface burial) in the steps of the
mechanism of formation of a specific ‘‘open’’ promoter complex
by E. coli RNA polymerase at the bacteriophage �PR promoter. At
least three steps are involved: (1) initial binding and wrapping of
duplex promoter DNA (approximately 100 base pairs) on RNA
polymerase to form a ‘‘closed’’ complex designated I1, the first
kinetically significant intermediate, in which the DNA of the
transcription start site is inserted in a closed (duplex) state, high
in the massive active site cleft of RNA polymerase; (2) a relatively
slow (rate-determining) conformational change to a second

Fig. 8.2. Illustration of the three interfaces formed on lac repressor–operator binding:
the interface between the folded DNA-binding domains (DBDs) of repressor and operator
DNA (black) and the protein interfaces formed from hinge helices folding (black
cyllinders) and from docking the folded, operator-bound DBD on the repressor core
(gray). This figure is based on PDB file 1EFA and was created using VMD (20).
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kinetically significant intermediate (I2, not yet characterized at any
promoter); and (3) conversion of I2 to the initiation-competent
open complex (RP�) in which 14 base pairs of DNA are open in
the vicinity of the transcription start site and in which the template
strand has descended to place the start site base in the catalytic site
of the polymerase. The first and third steps equilibrate rapidly on
the timescale of the relevant direction of the second step; currently
information is available regarding the urea and GB concentration
dependences of K1, the equilibrium constant for the initial bin-
ding–wrapping step, k2, the rate constant for conversion of I1 to
I2, and the overall dissociation rate constant kd, approximately
equal to the quotient k�2=K3, where k�2 is the rate constant for
conversion of I2 to I1 and K3 is the equilibrium constant for the
conversion of I2 to RPo.

Data for the effects of urea and GB on K1, k2, and 1=kd (to
express the information in the direction of RPo formation instead of
dissociation) are summarized in Fig. 8.4. GB has a large stabilizing
effect on K1, indicating the release of water from anionic DNA
phosphate surface in this step (Eq. 8.4). Surprisingly, GB exerts a
still-larger effect on the kinetically significant steps of dissociation,
interpreted as the formation of a large polymerase–DNA interface

Fig. 8.3. Equilibrium binding constant for the repressor–operator complex (cf. Fig. 8.2) as
a function of urea or glycine betaine concentration (13). From Eq. 8.3, the limiting slope
in urea yields �ASApolaramide ¼ 1500 Å2, in agreement with the structural value. From
Eq. 8.4, the limiting slope in GB yields �ASA anionic¼ 480 Å2, similar, but not equal, to
the structural result. (Unpublished GB solute titrations containing more data at low GB
concentrations provide a more accurate description of the curvature and yield closer
quantitative agreement with the structural prediction (M. Capp, unpublished).)

186 Pegram and Record



in the last step of RPo formation. (Both K1 and 1=kd exhibit large
dependences on salt concentration (21) which are consistent with
DNA–protein interface formation.) The initial effect of urea on K1

is very small, consistent with formation of a protein–DNA interface
that buries little polar amide surface; at higher urea, a larger effect of
urea on K1 is observed which may result from urea-induced desta-
bilization of the quaternary structure (sigma-core interaction) of
free RNA polymerase. By contrast, urea exerts a very large effect on
the late steps of the mechanism, consistent with the burial of amide
surface in folding of more than 100 residues of polymerase. Taken
together with the large effects of GB and salt on the dissociation
rate constant, we interpreted this urea effect to indicate folding of

Fig. 8.4. Effects of urea and glycine betaine on K1, k2, and 1=kd for RPo formation. The
large stabilization effects seen for GB on K1 and especially 1=kd (panels A and C) indicate
the release of water from anionic DNA phosphate surface in these steps (Eq. 8.4). The
initial effect of urea on K1 is small, consistent with formation of a protein–DNA interface
which buries little polar amide surface. By contrast, urea exerts a very large effect on the
late steps of the mechanism, consistent with the burial of amide surface in folding of more
than 100 residues of polymerase. The unusual effect of GB on k2 implies the exposure of
anionic surface during this slow and very significant conformational change in I1 to I2.
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the ‘‘downstream clamp’’ of RNA polymerase; binding of the
folded clamp to DNA gives rise to the GB and salt effects. Most
intriguing, perhaps, is the unusual effect of GB on k2.This slow and
very significant conformational change in I1 to I2 must therefore
expose anionic surface; two candidates are the release of the DNA-
mimic region of the sigma subunit (region 1.1) from the active site
cleft to allow binding of single-stranded (template) DNA, and/or
the unwrapping of upstream DNA from the backside of polymer-
ase. Both these conformational changes must occur between I1 and
RPo; studies with DNA truncations and a region 1.1 deletion of
polymerase are in progress to test whether these variants exhibit
different effects of GB, urea, and salt.

3.5. Hofmeister

Effects of Salts on

Surface Tension and

on Biopolymer

Processes Arise from

Partitioning of

Individual Salt Ions

Between the

Interfacial Region and

Bulk Water: SPM

Analysis

Surface tension is the work (or �G�obs) required to create a unit area
of surface, where the underlying process is the transfer of water
molecules from bulk water to the surface environment. Surface-
active solutes that partition into surface water (i.e., accumulate at
local concentrations that exceed their bulk concentration) lower
surface tension by reducing the work of transferring water to the
surface. Excluded solutes increase the work of transferring water
from bulk to surface, and thus increase the surface tension, because
the transferred water must be ‘‘unmixed’’ from the solution (as in
freezing point depression or other colligative processes). Similarly,
solute effects on the solubility of sparingly soluble model com-
pounds (e.g., hydrocarbons, nucleic acid bases, amino acids with
nonpolar side chains, end-blocked amino acids) are interpretable in
terms of partitioning of solute molecules between the bulk solution
and the local phase of water of hydration at the molecular surface of
the model compound. Accumulated solutes increase the aqueous
solubility; excluded solutes decrease the solubility. Where the
solute is an electrolyte, the partition coefficient is predicted, by an
extension of the SPM, to be the stoichiometrically weighted sum of
the partition coefficients of the individual ions (cf. Eq. 8.2). In the
absence of Coulombic effects of salt concentration, the individual
ion partition coefficients obtained by application of the SPM to
surface tension increments (STIs) of electrolytes are expected to be
independent of the other ion(s) present and to be additive. The
rank order of effects of salts on surface tension has long been known
to follow the Hofmeister series established for protein processes.
We recently established that ‘‘Hofmeister’’ effects of salts on surface
tension are interpretable using the SPM and that these effects arise
from partitioning of individual salt ions between bulk water and the
local region of water at the air–water interface (8, 9).

From analyses of surface tension (8, 9) increments (d�=dm3;
cf. Fig. 8.5), we have obtained composite thermodynamic quan-
tities b1ðKp;3 � 1Þ for a wide range of salts. By assuming Na2SO4 is
completely excluded from the air–water surface (see Note 5), we
obtain a lower-bound estimate of b1 (the local water) of 
0.19
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water molecules/Å2 (or 
2 layers) (8, 9). As mentioned in
Section 3.3, SPM analysis of the effects of GB on various biopo-
lymer processes indicates a minimum b1 value of 0.22 H2O/Å2 for
anionic oxygen surface. These similar values for different surfaces
suggest that a local region of approximately two layers of water
(b1 ffi 0:2 H2O/Å2) might be appropriate for any type of surface
being investigated.

The results of the surface tension analysis using the SPM are
shown in Fig. 8.6. The partition coefficients obtained for the
air–water surface are shown on the left, and the qualitative rank-
ings of cations and anions based on their effects on protein
unfolding are shown on the right. One striking feature is the
disparity in the placements of the alkali metal cations; while
these cations are strongly excluded from the air–water (8, 9, 24)
and nonpolar surfaces, they are generally inferred to be neutral
(Kp
1) with respect to protein folding. Single-ion partition coef-
ficients are shown to be additive and independent, and qualitative
agreement with recent surface-sensitive spectroscopy experiments
and molecular dynamics simulations is attained (24). With this
demonstration that ‘‘Hofmeister’’ effects on surface tension are
quantitatively interpreted using the SPM, continuation of this

Fig. 8.5. Representative surface tension data for selected Hofmeister salts. Open
symbols represent sodium salts (22), while the corresponding filled symbol denotes
the guanidinium salt of the same anion (23).
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work includes analysis of salt effects on sparingly soluble uncharged
model compounds in terms of ion partitioning between the bulk
solution and water of hydration at the molecular surface.

When hydrocarbon solubility data (25) are analyzed via the
SPM (Eq. 8.1) similar trends to those seen for the air–water
interface are observed (cf. Fig. 8.6). The alkali metal cations are
all quite highly excluded, with clustered partition coefficients,
whereas the different anions exhibit a wide range of partitioning
behavior (from strong exclusion of sulfate to strong accumulation
of thiocyanate), which follows the order of the Hofmeister series.
The alkali metal cations must be moderately accumulated at some
other type of protein surface to compensate for their strong
exclusion from nonpolar surface and explain their intermediate
(relatively nonperturbing) position in the Hofmeister series. Pre-
liminary analysis of solubility and distribution coefficient data for
model peptides (26) indicates that Hofmeister salts are accumu-
lated at polar amide surface and that differences between different
salts are relatively small in comparison to the situation observed
with hydrocarbon surface (27). Since protein unfolding and other
protein processes involve mostly changes in exposure of nonpolar
and amide protein surface, the above interpretation of model
compound data quantitatively confirms the previous proposal

Fig. 8.6. (A) Comparison of single-ion partition coefficients Kp;i for partitioning between
bulk water and water at the air–water interface or molecular hydrocarbon surface. (B)
Inferred placements of Hofmeister cations and anions based on salt effects on protein
processes in which surface is exposed to water.
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(3) that the Hofmeister salt series observed for biopolymer pro-
cesses results from the compensation between highly salt-specific
net exclusion from nonpolar surface and net accumulation at
amide surface.

3.6. Future Directions:

Separating and

Interpreting

Coulombic and

Hofmeister-osmotic

Effects of Salts on

Protein Folding and

Protein–Nucleic Acid

Interactions

With the determination of partition coefficients characterizing the
interactions of cations and anions of the Hofmeister series with
nonpolar and polar amide surface, it should be possible to predict
the Hofmeister and osmotic contributions to salt-induced stabi-
lization or destabilization of a folded protein (or protein complex)
from structural information. Nonlinear Poisson–Boltzmann cal-
culations should be useful to calculate the Coulombic component
of the stabilization, dominant at low salt concentration, and
Eq. 8.1, with the coarse-grained surface area breakdown for the
system being studied, should be applicable to interpret the linear
dependence of �G�obs and its temperature derivatives on salt con-
centration observed at moderate to high salt concentrations. This
analysis is currently being tested using unfolding of the lac repres-
sor DBD and the melting of a DNA oligomer duplex as model
systems. Additionally, the ion-specific dependences of the equili-
brium constant, enthalpy, and heat capacity of specific binding of
integration host factor (IHF) protein to DNA are being inter-
preted using the SPM (17).

4. Notes

1. For analysis of experimental data, the molar concentration
scale is preferred; the limiting slopes of the solute concentra-
tion dependences on the molar and molal scales are the same,
but �G�obs ¼ �RT ln Kobs for a biopolymer or model process
as a function of molar solute concentration is experimentally
found to be linear, with the limiting (low [solute]) slope, over a
wider range of solute concentration.

2. The nonideality correction 1þ e3ð Þ is directly evaluated from
the concentration dependence of the osmolality (Osm ¼ ��m3)
of the two-component solution: dOsm=dm3 � �ð1þ e3Þ.
Here, � is the number of solute components (� ¼ 1 for an
uncharged solute, � ¼ 2 for a 1:1 salt), and the osmotic coeffi-
cients � can be readily obtained from the literature (e.g. 15, 16).

3. The model compound data, unlike the biopolymer results, are
quite urea concentration-dependent, with attenuation of the
urea–amide interaction occurring at high concentrations; the
reasons for this difference are not clear.

4. Model compound data indicate a significant accumulation of
urea at aromatic hydrocarbon surface, but this interaction
appears to be weaker than that between urea and polar amide
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surface (L. Pegram, unpublished). Since GB also appears to
interact favorably with (accumulate at) GC bases in single-
stranded DNA, Eqs. 8.3 and 8.4 are not suitable for use
with single-stranded GC-containing DNA or other systems
with large amounts of aromatic surface. Additionally, GB
affects salt activity so a correction to constant salt activity may
be needed; reference (13) contains the necessary equation (Eq.
A6) to make this correction (although the sign on the right-
hand side of the equation should be negative and not positive).

5. Unpublished GB solute titrations containing more data at low
GB concentrations provide a more accurate description of the
curvature at low GB concentration and yield an initial slope
which, after correction to constant salt activity, is in closer
quantitative agreement with that predicted from the structure
(M. Capp, unpublished).

6. Because Na2SO4 has the largest STI of the salts we investi-
gated, we assume it is completely excluded from the air–water
interface. If a salt with a larger STI is used as a reference, b1 will
increase and the resulting partition coefficients will be shifted,
but the qualitative conclusions remain unchanged.
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Chapter 9

Molecular Crowding and Solvation: Direct and Indirect
Impact on Protein Reactions

Jörg Rösgen

Abstract

The typical environment for biomolecules in vivo is highly crowded. Under such conditions chemical
activities, rather than simply concentrations, govern the behavior of the molecules. In this chapter we
discuss the underlying solvation principles that give rise to the chemical activities. We focus on simple
experimentally accessible examples, macromolecular crowding, protein folding, and ligand binding under
crowded conditions. We discuss effects of high concentrations of both macromolecules and small
molecules in terms of the Kirkwood–Buff theory, which couples solution structure to thermodynamics.

Key words: Solvation, crowding, protein stability, unfolding, ligand binding, Kirkwood–Buff
theory.

1. Introduction

On the molecular level, life is governed chiefly by the chemical
activities of the compounds an organism is composed of (1).
(Note 1) Chemical activities are at the basis of fundamental
biochemical phenomena as diverse as interaction affinities, kinetic
rates of chemical reactions, and diffusion. It is therefore of utmost
importance to understand how chemical activities originate from
the behavior of a given set of molecules, and what are the con-
sequences of altering the solution composition. In dilute solution
this is a simple task, because under such ‘‘ideal’’ conditions che-
mical activities are proportional to concentrations. Life, however,
does not typically deal with dilute conditions. For instance, any-
one who has opened a raw egg knows that cellular contents are far
from being ideally dilute, as the contents are quite viscous and
concentrated. Such concentrated, nonideal conditions can lead to

John W. Shriver (ed.), Protein Structure, Stability, and Interactions, vol. 490
� 2009 Humana Press, a part of Springer ScienceþBusiness Media
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chemical activities that deviate by orders of magnitude from their
‘‘ideal’’ behavior (simple proportionality with concentration).

In this chapter we investigate how specific and nonspecific
interactions between biomolecules affect their chemical activities,
and how this relates to their equilibrium behavior – such as protein
folding and ligand binding. Special emphasis will be given to
osmolytes, which are small organic molecules that are used by
essentially all organisms to counteract cellular stresses (2).

Interest in the mutual roles of water and cosolute on protein
behavior developed early on after Tanford noted that co-solute
effects are actually a balance between protein�cosolute interac-
tions on the one hand and protein�water interactions on the other
hand (3). This finding lead to Schellman’s exchange concept (4),
which states that cosolute interacting with the protein automati-
cally replaces water, and interacting water molecules replace coso-
lute. At that stage of research, however, it was only possible to
quantify the overall effect of this exchange. The actual numbers of
water and cosolute molecules were inaccessible to quantification.
Naturally this lead to the development of model assumptions and
speculations about the specific roles of water and cosolute. To get
beyond the level of models and speculations a rigorous theory was
needed. Such a theory was developed by Ben-Naim(5, 6), unno-
ticed by much of the biophysical and biochemical community.
This so-called inverse Kirkwood–Buff theory is based on first
principles and yields the mutual solvation of all solution species,
including macromolecular hydration and solvation by the coso-
lutes. Only recently has this theory been popularized for the use
with proteins, originally by Smith and by Shimizu (7–12). Here
we present some aspects of the Kirkwood–Buff theory that are
essential for the use of experimental data in determining the
relative roles of hydration, cosolute solvation, and other interac-
tions in biomolecular energetics.

2. Background:
Molecular
Solvation

This section provides the theoretical background that is necessary
to fully understand the application section below. Section 2.1
gives an introduction to the structure of a solution in terms of pair
correlation functions, and serves as an extended figure legend to
Fig. 9.1. The reader may initially skip Sections 2.2 and 2.3,
as they focus on details of the calculations performed in the
application Section 3. Section 2.2 presents essential aspects of
the Kirkwood–Buff theory (13), which allows calculating
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thermodynamic properties of a solution from its structural fea-
tures. Kirkwod–Buff theory is among the first and foremost exam-
ples for structural thermodynamics. Section 2.3 is about the
reverse process, namely deriving structural information from solu-
tion thermodynamics, named inverse Kirkwood–Buff theory (5).
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Fig. 9.1. Solvation in a three-component hard-sphere mixture. The radii of the
spheres are modeled to roughly resemble water, the osmolyte TMAO, and protein.
Sphere sizes are indicated in the upper panel for clarity. (A) Pair correlation
functions between all molecules, from left to right: Water self-hydration (labeled
1), osmolyte hydration (labeled 2), osmolyte self-solvation (labeled 3), protein
hydration, and protein–osmolyte solvation. Values of unity correspond to bulk
density. Note the region of direct steric exclusion (inability of molecules to
overlap), where pair correlations are zero. Spheres are drawn to illustrate steric
exclusion. (B) Integrals over the deviation of g (panel A) from bulk density. The
final value of these integrals is the overall solvation G ij ¼

R
ðgij � 1ÞdV shown

on the right side of panel B for protein solvation. Solvation effects of the small
molecules are minute in comparison and are shown tenfold enlarged in the insert.
The overall water self-hydration GWW, osmolyte hydration GOW, and osmolyte
self-solvation GOO are labeled 1, 2, and 3, respectively. Note that the solvation
shells partially or totally offset the effect of steric exclusion, depending on the
kind of interaction pairs (GPW,GPO,GWW, etc.), and whether or not solvation
differences (GPW �GPO) are considered. Thus, the preferential solvation
GPW �GPO of the protein has a smaller magnitude than expected from the
direct mutually excluded volume (see single and double asterisk).
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2.1. Overall Solvation

and the Structure

of a Solution

2.1.1. Structure of a

Solution

The overall goal of this chapter is to discuss and analyze nonideal
solution effects (crowding and solvation) on protein reactions, and
this requires analyzing chemical activities. The task of analyzing che-
mical activities can be subdivided into two aspects, investigation of (1)
the absolute value of the chemical activity under a given set of condi-
tions, such as ideal dilution, and (2) the change in chemical activity
caused by the addition of a single compound or several compounds.
In this chapter, we discuss the latter aspect, that is, slopes of chemical
activities vs. the concentrations of the solution components. These
slopes can be expressed in terms of the structure of the solution, given
by pairwise correlations between the different molecular species (13).
As an illustration,Fig.9.1A schematically shows suchpair correlations
gij for a simplified case of spherical molecules, representing protein,
water, and some osmolyte. These gij functions give the concentration
of molecules of type j around molecules of type i relative to the bulk
concentration. So, values larger than 1 indicate an excess of molecule-
type j around i, and values smaller than 1 a deficit. The pair correla-
tions are distance dependent, and regions of high local concentration
(peaks) are called solvation shells, which are often most pronounced at
contact distance. Figure 9.1A shows the sizes of all involved mole-
cules for illustration. For instance, the large sphere represents a pro-
tein, and the two smaller spheres at surface contact with this protein
represent water and osmolyte. The function gPW (the water–protein
correlation) shows how the average water density around protein
spheres behaves relative to the bulk water density. The slightly larger
osmolyte molecule gives rise to a peak in the osmolyte–protein corre-
lation gPO at slightly larger distances from the protein’s center of mass.
Also shown are correlations between the smaller molecules (bold lines
on the left side of Fig. 9.1A). Since molecules cannot mutually over-
lap, all pair correlations gij are zero up to their contact distance
(Fig. 9.1A, left side). Far away in the bulk solution the presence of
the first molecule is not felt any more, and so gij becomes unity further
towards the right side of Fig. 9.1A. Between these two limits, the pair
correlations gij show some characteristic solvation features that
strongly depend on the chemical nature and concentration of all
solution components. Effects of molecular size are quite obvious
comparing a series of gij , namely the g WW (labeled 1) of the smaller
water, the gOO (labeled 3) of the larger osmolyte, and the osmolyte–
protein correlation, which displays the largest solvation peak.

2.1.2. The Overall

Solvation

The local deviations from bulk density lead to overall correlations
between molecules as shown in Fig. 9.1B. Here, the deviations of
all gij from unity are integrated over the space around the central
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molecule to yield the overall correlations Gij ¼
R
ðgij � 1ÞdV .

(Note 2) The overall correlations, Gij (final values at the right
side of Fig. 9.1B, and on the right side of the insert), have
contributions from the different features seen in Fig. 9.1A, such
as direct steric exclusion and solvation shells. Note that solvation
shells can overcompensate the anticorrelation between particles
that is always given by the direct steric exclusion. Such solvation
shells can originate from attractive interactions, but also from
packing effects in the absence of any attractive interactions (14).
In fact, the simulation that was used to generate Fig. 9.1 was
based on hard-core repulsion as the only force between molecules.
Thus, the solvation peaks in Fig. 9.1 originate from hard-core
repulsion, rather than from attractive interactions.

The themodynamics of the systems discussed below is solely
based on overall correlations Gij , that is, the final values of the
integration in Fig. 9.1B; but it can be useful to go beyond the
overall effect and discuss Gij in terms of the integrated solvation
features gij . The actual shape of the gij functions in a multicompo-
nent system is inaccessible by experiment and can only be derived
from computer simulation. However, simulations are not yet accu-
rate and precise enough to calculate thermodynamic information
from gij . The practical approach to linking structure and thermo-
dynamics must therefore be based on experimental data that are
used to derive the integrated gij , that is, the overall correlations Gij .
This procedure is outlined in the following (Sections 2.2 and 2.3).

2.2. Calculation of

Thermodynamic

Functions from the

Structure of the

Solution

2.2.1. Kirkwood–Buff

Equations Expressing

Thermodynamics in

Terms of Structure

This Section 2.2 and the following Section 2.3 deal with the
forward and backward directions, respectively, of deriving ther-
modynamic data from the structural information. There are many
ways to define the term ‘‘structure of a solution’’, and the appro-
priate definition will always depend on the context. In the context
of thermodynamics, the structure of a solution is given by the pair
correlation functions gij that we discussed above (13). The actual
connection to thermodynamics, however, is on the level of the
integrated gij , the so-called Kirkwood–Buff integrals Gij . These
overall correlations between particles of type i and j are the final
value of the integration of gij � 1. For the purpose of thermo-
dynamic calculations, all of these pairwise correlations are sum-
marized in a matrix with the elements

Bik ¼ ci �ik þ ckGikð Þ; (9:1)
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where c represents molar concentrations, and �ik is the Kronecker
delta (�ik ¼ 1 for i ¼ k, and �ik ¼ 0 otherwise). Generally, the
thermodynamic data can be calculated from the determinant |B| of
this matrix, and its cofactors Bj jij . (Note 3) The resulting slope of
the chemical activity ln ak with particle number Ni is then (13)

@ ln ak

@Ni

� �
T ;p

¼ Bj jik
V Bj j �

�vi�vk

RT�V
(9:2)

where the partial volumes are given by

�vi ¼
P

k ck Bj jikP
k;l ckcl Bj jkl

; (9:3)

and the compressibility is

�RT ¼ Bj jP
k;l ckcl Bj jkl

: (9:4)

2.2.2. Switching from

Particle Numbers to

Concentrations

Equation 9.2 contains particle numbers Ni, which is inconveni-
ent. Transforming the equation to regular concentration scales
results in

@ ln ak

@mi

� �
T ;p

¼ 1000
cW

MW

Bj jik
Bj j �

�vi�vk

RT�

� �
; (9:5)

where MW is the molecular weight of water, and the factor of 1000
originates from the conversion between g and kg of water in mi. This
equation still contains two different kinds of concentration scales,
namely, the molal scale m (moles per kg of water) and the molar scale
c (moles per liter of solution). This is not a problem if the density of
the solution is known. However, the molar scale turns out to be the
preferred one for purposes of data interpretation (15–17). It is there-
fore desirable to convert Eq. 9.5 uniformly to the molar scale as the
concentration scale of interest. While this is no problem in principle,
it can be cumbersome. Therefore we only give the solution for simple
cases in the examples discussed in the sections below.

Conversion to molar concentrations is especially easy in a two-
component solution:

@

@N

� �
T ;p

¼ @c

@N

� �
T ;p

@

@c

� �
T ;p

¼ 1

V
� N

V 2

@V

@N

� �
T ;p

" #
@

@c

� �
T ;p

; (9:6)

where we used c ¼ N=V . The derivative of the volume with
respect to the number of particles equals the partial molar volume.
Thus the result is

@

@N

� �
T ;p

¼ 1� c�v

V

@

@c

� �
T ;p

¼ cW�vW

V

@

@c

� �
T ;p

; (9:7)
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where the volume fractions of water cW�vW and solute c�v add up to
unity.

Another equation that we will use was originally presented by
Ben-Naim (18), and recently generalized by Smith et al. (19)

�vk ¼ �RT �
X

i

�viciGik � �
X

i

�viciGik: (9:8)

The approximation of �RT � 0 is normally permissible for
aqueous solutions.

2.2.3. Usage of the

Equations

Equations of the type of Eqs. 9.2 through 9.8 can be used to
calculate the overall solvation given by the Kirkwood–Buff integrals
Gij . For this purpose we need for each Gij one of the experimental
properties contained in Eqs. 9.2 through 9.8. This set of equations
can then be solved for all Gij . Solving for the Gij can become a
tedious task, because the number of different Gij increases rapidly
with increasing number of solution components. An n-component
system has n2 different Gij . For symmetry reasons, however, many of
these are equal, because Gij ¼ Gji (18). Thus the problem is reduced
from n2 to nðn þ 1Þ=2. Further simplifications may be possible
depending on the specific conditions, for example, low concentra-
tions of some components, such as proteins, specific ligands, etc.

Pursuing this general strategy of deriving the Gij from equa-
tions of the type of Eqs. 9.2 through 9.8 leads to expressions
whose interpretation is especially straightforward. This is because
the resulting equations are in terms of molar concentrations,
which is the preferred scale for data interpretation for several
reasons. Firstly, the nonideality of osmolyte solutions can be
expressed in very simple terms if the molar scale is used. This is
valid for the normally constant slope of protein stability with
osmolyte concentration (20–28), as well as for the nonideality of
the osmolyte solution itself, given by activity coefficients (15, 16).
Secondly, the molar scale is preferred for reasons rooted in solu-
tion theory (see Refs. 17 and 29 for details).

2.3. Calculation of the

Structure of the

Solution from

Thermodynamic

Functions

The approach in the previous subsection was to calculate thermo-
dynamic properties in terms of Kirkwood–Buff integrals Gij . These
equations could be either used to understand how solvation impacts
thermodynamics, or to solve multiple equations simultaneously for
the Gij . This latter procedure can be very cumbersome in systems
that contain many components, and so we show now how to obtain
the Gij directly from the experimental thermodynamics.

The overall solvation, that is, the Kirkwood–Buff integrals,
Gij , can be directly calculated from experimental data using the
relation (13)

Gik ¼
Aj jik
Aj j

1

cick
� �ik

ci
; (9:9)
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where the matrix A has as its elements

Aik ¼ aik þ
�vi�vk

�RT
; (9:10)

and the slope of the chemical activity of component i with regard
to the number of particles of type k is

aik ¼ V
@ ln ai

@Nk

� �
T ;p

¼ 1000

cWMW

@ ln ai

@mk

� �
T ;p

; (9:11)

where cW and MW are molarity and molecular weight of water. In
applying these equations for the calculation of all Gij there are n2

derivatives aij required for an n component system. Again, we do
not need to measure all of them, because of the symmetry

aij ¼ aji: (9:12)

Moreover, applying the Gibbs–Duhem relation

X
i

mi
@ ln ai

@mk

� �
T ;p

¼ 0 (9:13)

for each component k further reduces the number of aij by n. So,
altogether nðn � 1Þ=2 derivatives aij are needed in an n compo-
nent system to calculate all Gij . The partial molar volumes �vi are
obtained from density measurements, and the compressibility
can be measured separately. For aqueous systems it is often
permissible to set the compressibility to zero. Equation 9.10
seems to prohibit this step, but using Eq. 9.10 in the context of
Eq. 9.9 renders this step possible, and the resulting equation is
well-defined even in the limit of zero compressibility. The calcu-
lation of the Gij is cumbersome if done by hand, but software
such as Mathematica1 (Wolfram Research) greatly simplifies
this task.

In the following sections we focus on solvation under
crowded conditions. Further information about experimental
(30) and mathematical (31) aspects is available elsewhere.

3. Application

3.1. Macromolecular

Crowding and

Confinement

Hard-core repulsion is the dominant force for macromolecules in
the absence of significant attractive interactions and long-range
electrostatic repulsion between macromolecules. Such systems
have their classical representation in hard-sphere models. Several
decades ago it was shown that hemoglobin molecules in aqueous
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solution behave like a gas of hard-spheres (32). Hemoglobin is
roughly spherical, is net-neutral around pH 7, and is highly solu-
ble in its net-neutral state. These features make hemoglobin the
perfect experimental example for the effects of pure macromole-
cular crowding, as represented by uncharged hard-spheres. We
proceed now to discuss such hard-core repulsion – the most
fundamental contribution to concentration-dependent solution
behavior – using hemoglobin as an example. After that, we discuss
important conceptual points that experimentators should keep in
mind when dealing with macromolecular crowding.

3.1.1. One-Component

Hard-Sphere Gas as a

Representation of

Hemoglobin

In a simple one-component system the connection between
thermodyamics and structure (given by the correlations between
hard-spheres GHH) is straightforward. The dependence of the
chemical potential on the concentration of the single component
(Note 4)

@ ln a

@ ln c

� �
T ;V

¼ 1� cGHH

1þ cGHH
(9:14)

contains two parts. Firstly, the ideal part is unity and reflects that
under ideal dilute conditions the chemical activity a is propor-
tional to concentration c. Secondly, the Kirkwood–Buff integral
GHH gives the deviation from ideality. For hard-spheres cGHH

starts at zero for c ¼ 0, and decreases towards –1 as c increases.
Thus, the nonideal (crowding) term �cGHH= 1þ cGHHð Þ starts at
zero and hyperbolically increases with c. Solving Eq. 9.14 for GHH

is straightforward, and using the chemical activity of a hard-sphere
gas (33) for ð@ ln a=@ ln cÞT ;V results in the self-solvation GHH

shown in Fig. 9.2 (continuous line) along with the analogous
results when taking into account the presence of water. The calcu-
lation was done for hemoglobin-sized spheres. GHH in this
one-component system equals GHH �GWH in the corresponding
two-component system including water (see Section 3.1.2). Note
that the mutual exclusion of protein molecules decreases as their
concentration increases. This is because the solvation peaks (see e.g.
Fig. 9.1) in a hard-sphere gas become larger as the concentration
increases (enhanced packing of macromolecules).

In addition to the chemical activity the compressibility
equation

�T ¼
1þ cGHH

cRT
(9:15)

is also very simple, and the partial molar volume in a one-component
system

�v ¼ 1

c
(9:16)
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does not contain a Kirkwood–Buff integral. In the current case of a
one-component system, however, these equations are of limited
practical usefulness, unless the compressibility is known.

3.1.2. Two-Component

Hard-Sphere Gas

3.1.2.1. Hemoglobin

Solvation

Curiously, the chemical activity of hemoglobin as a function of its
own concentration in aqueous solution matches the simple beha-
vior of a gas that contains a single component, while the water is
not included in the thermodynamic analysis (34). This appears
puzzling on first sight, since an aqueous hemoglobin solution is
clearly not a gas. However, the Kirkwood–Buff expressions for
one- and two-component systems are very similar, and thus the
one-component approach is valid as discussed now. The slope of
the chemical activity of the hemoglobin in water is (Note 5)

@ ln aH

@ ln c

� �
T ;p

¼ 1� c GHH �GWHð Þ
1þ c GHH �GWHð Þ ; (9:17)

where GWH is the hemoglobin–water correlation, that is, the hydra-
tion of the protein. The only difference between this equation and
the one for the single-component system is the subtraction of the
hemoglobin hydration GWH from the hemoglobin self-solvation
GHH. Figure 9.2 shows these two solvation parameters along with
their difference for hemoglobin – modeled using hard-sphere

–250

–200

–150

–100

–50

0

0 2 4 6 8 10

c/mmol/L

WH

HH   
/ L

/m
ol

WH
1-comp.

WH-HH

=

<

Fig. 9.2. Solvation of aqueous hemoglobin, calculated from Eqs. 9.26 and 9.27. The water
self-hydration (Eq. 9.28) is not displayed, because it is essentially zero compared to the
shown Kirkwood–Buff integrals. The continuous line also represents the one-component
GHH (see Eq. 9.14). For evaluation of these equations both the slope of the chemical activity
ð@ ln a=@ ln cÞT ;V and the partial volume of hemoglobin are needed. The chemical activity
of hemoglobin is closely approximated by the chemical activity of a hard-sphere gas (34),
and we calculated ð@ ln a=@ ln cÞT ;V according to Carnahan & Starling (33). The volume
was chosen to be –48 L/mol – the approximate volume of hemoglobin (119).
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activity coefficients. Remember that the continuous line is not only
the solvation difference between hemoglobin hydration and self-
solvation, but also corresponds to the apparent hemoglobin self-
solvation itself, if water is neglected. In this case it is permissible to
neglect some details (the hemoglobin hydration), as long as it is
recognized that effective solvation properties, rather than true
solvation properties result. In the given example, the hard-sphere
size of hemoglobin from GHH appears to be smaller than it really is
if the presence of water is ignored.

3.1.2.2. Macromolecular

Crowding Is Self-

ameliorating

Figure 9.2 also shows that all solvation parameters become less
negative as the concentration of hemoglobin increases. The initial
value of GHH at 0 M corresponds to the mutual sterically excluded
volume of two hemoglobin molecules. It is only at these low
concentrations at which the molecules can distribute randomly in
solution that GHH equals this mutual sterically excluded volume. As
the protein concentration increases, less free space remains avail-
able. As a consequence random distribution is impeded, and the
molecules force each other to pack more efficiently. Such self-
alleviation of the severity of macromolecular crowding is one of
its inherent properties. This example serves to demonstrate that it is
instructive not only to know that hemoglobin behaves as hard-
spheres, but also what the implications are in terms of the self-
solvation GHH and other solvation properties. Without the increase
in packing efficiency that comes with macromolecular crowding,
hemoglobin would have the hyperbolically escalating activity- and
osmotic coefficients that many osmolytes exhibit (see Section
3.2.2, and Ref.16). At nearly 50% hemoglobin in red blood cells,
such extreme osmotic coefficients would lead to water gushing into
the erythrocytes, resulting in an instant and complete hemolysis.
Our life depends on hemoglobin showing ‘‘only’’ steric macromo-
lecular crowding that implies the strongly concentration-depen-
dent solvation details displayed in Fig. 9.2.

3.1.3. Macromolecular

Crowding Is Not the

Whole Story

There is no question that such simple macromolecular crowding
and confinement plays a major role for the energetics of many
systems, but other effects contribute in addition. Among these are
soft interactions between macromolecules such as the biologically
ubiquitous electrostatics (35), hydrophobic interactions between
protein molecules that can destabilize proteins (36), the geometry
and size of the available space (37–39), the compact or coiled
nature of the macromolecules (40), and interaction with sur-
rounding molecules or structures (41, 42). So, on the one hand,
it is not surprising that crowding and confinement are effective
both in simulation (43, 44), and experiment (45–47).

On the other hand, it should be understood that sometimes
crowding conditions can do the opposite of stabilizing proteins.
Such conditions serve as a means to maintain disorder, as shown
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for the model system of synuclein expressed into bacterial peri-
plasm (48). The heavily crowded conditions in living cells may
have no effect on cytoplasmic protein stability (49, 50). Moreover,
even in vitro the effect of macromolecular crowding can be dis-
appointingly small, or actually of opposite sign compared to the
effects that small molecules exert. For example, a slightly destabi-
lizing effect of ficoll on protein folding was recently reported (51),
in contrast to expectations of finding stabilization by macromole-
cular crowding. Also, folding of TCAM, an intrinsically unstable
variant of RNase T1, is much more strongly promoted by the
small organic osmolytes TMAO and sarcosine than by either of
dextran 70, ficoll 70, and BSA (52). The m-value for forced
folding of TCAM is 63 J/mol/(g/L) in sarcosine, and 14 J/
mol/(g/L) in dextran 70. m-values are a measure for the response
of a biochemical equilibrium to osmolyte concentration (see
below, and Chapter 2). Such modest effects are actually not too
surprising, since the unfolded chain may be able to explore inter-
stitial voids between crowders which are inaccessible to the native
molecules (53).

3.1.4. Use of and

Alternatives for

Crowding Agents in

Experiment

These considerations should make obvious that the phenomenon
of molecular crowding can not only be complex in itself, but is
usually not separable from other ‘‘secondary’’ effects. Even if
crowding agents are carefully selected, such secondary effects are
operative. Experimental observations on crowding are therefore
expected to depend on the specific crowding agent chosen, and
only in exceptional cases as the self-crowding of hemoglobin, the
absence of side-effects may be expected. The choice of a specific
crowding agent for an experiment will depend strongly on the
purpose for which this cosolute is added, and we will shortly
discuss a few in the following.

(1) ‘‘Protein stabilization’’ may be achieved with crowding
agents. However, small organic molecules may be more efficient
than classical macromolecular crowding agents, as mentioned
above. Generally, modifications of the concentration of small mole-
cules is a promising approach to improving protein stability and
solubility. Protein stability profiling (54) and empirical phase dia-
grams (55, 56) have recently demonstrated the usefulness of this
approach for drug and formulation development. Other types of
protein research can equally well benefit from alterations in solution
compositions, and the addition of macromolecular crowding
agents should be viewed as only one possibility among others.

(2) Crowding agents have been employed for ‘‘solvation ana-
lysis’’ using the osmotic stress method (57, 58). This method is
especially useful for its original application with systems that
completely exclude the crowding agent (59–62), or for which
the minimum crowder’s size can be determined (63, 64). Typi-
cally, large crowders would be selected for this method, such as
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high-molecular-weight PEGs, ficoll, and similar polymers. Note,
however, that in general the solvation of a biomolecule is expected
to have energetic contributions from both water and the added
crowding agent (57, 65). This makes it especially important to
make sure that the crowder is completely excluded from the
investigated biomolecules, or that the observed effects are com-
pletely independent of the choice of the crowding agent. Other-
wise, the number of excluding waters obtained from the osmotic
stress method includes non-water contributions. Further below
we will discuss this method more, and unify its results with the
approach of using preferential interactions in general. This can be
done using the Kirkwood–Buff theory.

(3) The use of crowding agents to create a more physiological
environment is not a straightforward approach. The cytoplasm
contains a large number of different kinds of macromolecules of
different charge, different surface characteristics, different tenden-
cies to interact with one another and the investigated molecule.
Given these facts, it may appear an insurmountable challenge to
produce a realistic mimic of cytoplasmic crowding. Still, it seems
that comparisons between NMR measurements in the cytoplasm
and in vitro indicate it is possible to make proteins behave similarly
under both conditions by measures as seemingly blunt as adding
300 mg/ml BSA (66). It may thus be that the addition of random
crowding agents gives a realistic mimic of the cell in terms of
structure and dynamics. We already discussed above that protein
stability, in contrast, can be unaffected by cellular crowding, and
that different crowding agents can have a stabilizing or destabiliz-
ing effect on proteins. With regard to protein stability it is there-
fore advisable to keep in mind that adding a crowder does not
necessarily make the solution more ‘‘physiologic.’’

Overall, we can see that the crowded conditions may produce a
broad spectrum of effects. The sign and magnitude of the effects
will depend on the system and its molecular components. Much
research remains to be done to gain a good understanding of
crowded systems that contain more than just a few components.
Kirkwood–Buff theory will play an important role in finally under-
standing the complex mixed effects of steric crowding and attractive
plus repulsive interactions. This is because it provides the link
between thermodynamic experiment and the relative arrangement
of molecules in solution that is so important in understanding
molecular crowding. Computer simulation is able to provide such
molecular detail, but the calculations have to be benchmarked
against experimental data. The comparison of hemoglobin thermo-
dynamics with results from research on hard-spheres(32) was based
on a similar idea. Modern computer simulations linked to experi-
ment via the Kirkwood–Buff theory provide new capabilities, which
are recently being explored using small molecules (17, 67–71).
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Such combination of computer simulation and experiment is likely
to also shed more light on macromolecular crowding in the future.

On the experimental side, we do not have to wait for these
advances in simulation and theory. Application of Kirkwood–Buff
theory to experimental data can already now yield the overall
solvation of all solution components. We discuss this approach
now in more detail using small molecules as a convenient example.

3.2. Solvation by

Small Molecules

3.2.1. Small-Molecule

Steric Crowding

Molecular crowding is not limited to macromolecules. Also the
impact of small molecules on protein thermodynamics, stability,
and binding interactions has been attributed to crowding
(72–76), as in the case of macromolecules. It is unlikely that
such crowding is the only significant force in general. Normally
it should be expected that both crowding and attractive/repulsive
interactions play a significant role (77–80). Moreover, although a
separation of the effects of volume exclusion and further solvation
may appear desirable (81–83), they are, strictly speaking, all part of
the solvation of the solution species (84). Thus, solvation shells
and crowding are part of one single phenomenon that is rigor-
ously captured by the statistical mechanical Kirkwood–Buff
approach. The different approaches of crowding, preferential
interaction (3, 85), osmotic stress (58), transfer model (86, 87),
local domain model (24), and other models of preferential inter-
action (88), can all be unified in the Kirkwood–Buff theory. Most
of these approaches are designed to understand the experimental
results in terms of the molecular solvation. However, only the
rigorous Kirkwood–Buff theory requires no model assumptions
for deriving these solvation data. In the following sections we
discuss several examples for effects of added small molecules on
solution components.

3.2.2. General

Solvation: Osmolytes

Binary solutions of water and small organic osmolytes are espe-
cially good as an introductory example of solvation effects,
because their solvation behavior has been found to be very simple
(15, 89). The partial molar volumes of the two solution compo-
nents can be directly calculated from Eq. 9.3:

�vO ¼
cW Bj jWOþcO Bj jOO

cOcO Bj jOOþ2cWcO Bj jWOþcWcW Bj jWW

¼ 1þ cW GWW �GWOð Þ
cW þ cO þ cOcW GWW þGOO � 2GWOð Þ ;

(9:18)

�vW ¼
1þ cO GOO �GWOð Þ

cW þ cO þ cOcW GWW þGOO � 2GWOð Þ ; (9:19)
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and the compressibility from Eq. 9.4

�RT ¼ cW 1þ cWGWWð ÞcO 1þ cOGOOð Þ � cOcWGOWð Þ2

cW þ cO þ cOcW GWW þGOO � 2GWOð Þ : (9:20)

The partial molar volumes of osmolytes do not vary much
with concentration (16) and the compressibility of aqueous solu-
tions is close to zero (90). Therefore, the strongly concentration-
dependent chemical activity is of primary interest in the present
context. It is calculated as explained in Note 5, which yields

@ ln aO

@c0

� �
¼ 1

cO
þ GWO �GOO

1� ðGWO �GOOÞcO
: (9:21)

As can be seen from Eq. 9.21, the difference between the
overall hydration GWO and the overall self-solvation GOO of osmo-
lyte can be directly calculated, solving Eq. 9.21 for GWO �GOO.
Separate calculation of these solvation parameters requires an addi-
tional step. Application of Eq. 9.8 to the present case of a two-
component system yields two equations one of which is

�vO ¼ �RT � �vWcWGWO � �vOcOGOO � ��vWcWGWO � �vOcOGOO:(9:22)

Thus, GWO and GOO can be directly calculated from Eqs. 9.21
and 9.22, which yields (89)

GWO ¼ RT�� �vO

aOO
(9:23)

for osmolyte hydration (which also equals solvation of water by
osmolyte for symmetry reasons),

GOO ¼ RT�� �vO

aOO
þ 1� aOO

aOOcO
(9:24)

for osmolyte self-solvation, and

GWW ¼ RT�� 1

cW
þ �vO

aOO
� �vOcO

1� �vOcO
(9:25)

for water self-hydration, where aOO ¼ @ ln aO=@ ln cOð Þ. The pecu-
liar property of most of the organic osmolytes investigated so far is
that the difference GWO �GOO is roughly constant (15, 89). This
difference is shown in Fig. 9.3, where several special cases are
pointed out. Most osmolytes (monosaccharides, polyols, and several
amino acids) have a roughly constant difference GWO �GOO

between 50 mL/mol and 200 mL/mol. These constant values
might be considered ‘‘effectively occupied volumes’’ within a parti-
tion-function based approach to solution nonideality (16, 91).
(Note 6) Urea is the most outstanding example for simple solvation
behavior shown in Fig. 9.3. Its solvation difference GWO �GOO is
about constant and about zero. This simplifies Eq. 9.21 to

@ ln aO

@c0

� �
� 1

cO
; (9:26)
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which is ideal solution behavior, that is, direct proportionality
between osmolyte activity aO and concentration cO. The only
two osmolytes with distinctly non-constant solvation are glycine
and glycine-betaine (trimethyl glycine). The disaccharides sucrose
and trehalose, as well as a couple of amino acids, have a nearly
constant solvation.

Overall, the generally constant solvation behavior of osmo-
lytes appears to be a characteristic that distinguishes osmolytes
from nonosmolytes. Alcohols, for example, display very variable
solvation (92). It makes sense that organisms use compounds with
predictable and constant solvation (osmolytes) to fine-tune their
biochemistry under conditions of stress (15, 89). This allows the
cells to ‘‘dial in’’ the desired protecting effect by merely regulating
the concentration of a given compound. Using organic com-
pounds that are not employed as osmolytes in nature could
wreak havoc on cells, because the solvation character of the com-
pound may change rapidly as its concentration is slightly shifted.
This effect might contribute to the toxicity of alcohols.

3.2.3. General

Solvation: Proteins

3.2.3.1. Preferential

Interaction

Solvation of proteins by a variety of organic and inorganic coso-
lutes has traditionally been expressed in terms of preferential
interaction coefficients. These coefficients are a measure of the
deviation of the solution composition around a protein from bulk
composition. Even without giving an exhaustive list, numerous
examples are available for data obtained by density measurements
(93), centrifugation (94), isopiestic distillation (95), and vapor
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Fig. 9.3. Solvation preference of osmolytes in aqueous osmolyte solution. Continuous
black lines: saccharides; continuous gray lines: polyols and urea; dashed lines: amino
acids, and derivatives.
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pressure osmometry (96). There are many different definitions of
preferential interaction parameters (see e.g. Ref.97), and it is
beyond the scope of this chapter to discuss all of these. However,
because preferential interaction and solvation are closely related,
we give the simplest example for a direct connection between the
overall solvation (Kirkwood–Buff integrals) and one of the pre-
ferential interaction parameters (98)

�OðP!0Þ ¼ � GPW �GPOð ÞcO ¼ � XW
cO

cW
�XO

� �
; (9:27)

matched for protein solvation in dilute protein solution.
XW ¼ GPWcW is the excess number of water molecules (W ) around
the protein (P), relative to the bulk density, and XO ¼ GPOcO the
excess of osmolytes (O).

3.2.3.2. Kirkwood–Buff

Equations

Applying Eq. 9.2 to this example yields a very similar equation
(Note 7)

@ ln aP

@ ln cO

� �
p;T

¼ GPW �GPOð ÞcO

1� GWO �GOOð ÞcO
; (9:28)

which is identical to Eq. 9.27 if the osmolyte is dilute (cO ! 0).
These two equations (Eqs. 9.27 and 9.28) express in a quantita-
tive manner, how the addition of osmolyte affects the chemical
activity of dilute aqueous protein. Both GPW and GPO contain the
several contributions discussed in Section 2.1 and Fig. 9.1. The
first and always present contribution is the exclusion of water and
osmolyte due to their inability to overlap with protein atoms.
Because Eq. 9.28 contains Kirkwood–Buff integrals only as dif-
ferences, much of this excluded volume is subtracted out. Note,
however, that in other instances the Gij occur by themselves
rather than as a difference. For example, the overall hydration of
dilute protein in water GPW equals the negative partial molar
volume of the protein. Recent attempts to subtract out the core
excluded volume (81, 99) may therefore be ultimately misleading
(84). Beyond the hard core excluded volume anything that alters
the frequency of occurrence of each solution component is of
importance. This includes the solvation peaks due to packing
shown in Fig. 9.1, repulsions beyond hard-core effects, nonspe-
cific binding, specific binding, etc.

It is especially straightforward to measure the slope given by
Eq. 9.28 if we consider differences between protein states, such as
native and denatured. Then Eq. 9.28 becomes (31)

m

RT
¼ @� ln aP

@cO

� �
p;T

¼ � GPW �GPOð Þ
1� GWO �GOOð ÞcO

; (9:29)

where the � denotes the difference between the two states, and
the m-value is defined as the slope of the Gibbs free energy of the
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transition �RT @ ln K=@cO. It is intriguing that the m-value is
normally a constant when urea or other osmolytes without net-
charge are used (20–28). Often also other compounds (salts,
polymers, etc.) give rise to a constant slope of preferential inter-
action parameters (57). This is equivalent to a constant m-value –
at least at the submolar concentrations of cosolutes that are often
used, because then the denominator in Eqs. 9.28 and 9.29 is
close to unity.

3.2.3.3. Issues in

Classically Understanding

m-Values

The finding of constant m-values is not expected based on classical
thermodynamic considerations (100). The reason why such find-
ings are puzzling is that normally the Gibbs free energy depends
on the concentration of additives (1) not at all, (2) as a square-
root, or (3) logarithmically. Case 2 is taken to be indicative of
electrostatics, and case 3 of binding. A linear dependence of the
Gibbs free energy on osmolyte concentration does not fit into any
of these classical categories. However, it was noted that the che-
mical activity of water normally changes logarithmically with a
linear variation of the concentration of an additive. Thus, constant
m-values, and linear preferential interaction parameters are
expected if the Gibbs free energy depends logarithmically on
water, suggesting a strong involvement of protein–water interac-
tions in the process. For these reasons, such phenomena have been
called ‘‘water effect’’ (57).

Such apparently strong involvement of water is to be expected
already on the sole basis of a simple fact: the presence of osmolyte at a
certain point on the protein surface automatically implies absence of
water, and presence of water results in the absence of osmolyte. This
simple fact, the ‘‘exchange concept’’ (4, 101), is important to remem-
ber. Based on Eq. 9.27 it is straightforward to see that the participa-
tion of water in this solvent exchange XW

cO

cW
will contribute to the

protein energetics only if cO is sufficiently large. Typical experiments
of specific high-affinity ligand binding take place at extremely low
concentration of additive cO, and thus the water contribution is
suppressed. In contrast, osmolyte concentrations often go up to
the molar region, both in vivo (2) and in vitro. Consequently, the
hydration has to be considered in a typical osmolyte experiment.

This is not to say that the hydration term that is ‘‘dialed in’’ at
elevated osmolyte concentration will always be significant. Rather,
its importance will always depend on the specific system. There are
cases in which water appears to be solely responsible for the observed
effects (102–105), in others hydration changes seem to be insignif-
icant (15, 89, 106). We will discuss this further in Section 3.2.4.

3.2.3.4. Protein

Solvation in Terms

of Thermodynamics

There are some general conclusions that can be drawn from the
observations that (1) m-values for protein folding are usually
constant, and (2) the volume change upon unfolding ��vP is
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usually very small. These observations can be utilized by way of
Eq. 9.29 and a version of Eq. 9.8 that is adapted to the situation
of the difference of two states.

��vP � ��vWcW�GPW � �vOcO�GPO; (9:30)

where we skipped the protein term ��vPcP�GPP , because the
protein was assumed to be dilute (cP � 0). Equations 9.29 and
9.30 are two equations with two unknowns, resulting in (15)

� GPWð Þ ¼ ���vP þ �vOcO
m=RT

@ ln aO=@ ln cOð Þ (9:31)

and

� GPOð Þ ¼ ���vP � ð1� �vOcOÞ
m=RT

@ ln aO=@ ln cOð Þ : (9:32)

Employing now the above-mentioned observations leaves for
� GPWð Þ and � GPOð Þ only bulk solution properties that are inde-
pendent of the protein (�vOcO and aOO), and a constant, protein-
dependent factor of m. Thus, the first general conclusion is that
the shape of the � GPWð Þ and � GPOð Þ curves mostly depend on
the bulk properties of the binary osmolyte solution in the absence
of protein. These properties are the volume fraction of osmolyte
�vOcO and the dependence of the osmolyte chemical activity on its
concentration @ ln aO=@ ln cOð Þ. These values are known for many
osmolytes (15, 16, 89). Actually plotting the protein-independent
part of Eqs. 9.31 and 9.32 results in the second general conclu-
sion (89): The contribution of hydration to the impact of osmo-
lytes on protein folding is small and is very similar for all osmolytes
we investigated so far.

Figure 9.4 illustrates these principles for the example of
TCAM (reduced and carboxyamidated ribonuclease T1). Panel
A shows how the protein solvation by osmolyte changes upon
unfolding. (Note 8) Urea solvates the denatured state more than
the native state (� GPOð Þ ¼ Gdenatured

PO �Gnative
PO 40), whereas the

protecting osmolytes sorbitol and sarcosine do the opposite, as
reflected by their opposite sign in Fig. 9.4A. Unfolding of TCAM
accommodates an increased amount of urea in the protein’s vici-
nity. Specifically, this amount is equivalent to an additional space
of two to three liters of bulk urea solution per mole of protein (see
Fig. 9.4A). Multiplying this number by the concentration of urea
yields the actual difference in the number of urea molecules
around denatured and native TCAM. It is noteworthy that the
change in urea number upon unfolding is very small – about 3 urea
molecules per protein at 1 M, and 12 urea molecules per protein at
6 M. This is the contribution of the urea to the change in pre-
ferential interaction upon unfolding (see Eq. 9.27). One striking
difference between urea and the protecting osmolytes sorbitol and
sarcosine is the concentration dependence of solvation. For urea,
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� GPOð Þ changes by less than 30% between 0 M and 5 M, whereas
the change is more than threefold for sarcosine and about tenfold
for sorbitol. Besides the sign of � GPOð Þ, such differences in slope
seem to be a characteristic distinction between protecting and
nonprotecting osmolytes (15, 89).

Panel B of Fig. 9.4 shows the change in TCAM hydration
upon unfolding � GPWð Þ. It is evident that the hydration changes
are small compared to the ‘‘osmolation’’ changes. (Note 9) Also,
the magnitude of � GPWð Þ is very similar for protecting- and
nonprotecting osmolytes, though their sign is different. For pur-
poses of comparison the urea � GPWð Þ value is displayed also with
inverted sign in Panel B (thin dotted line). We therefore see that
hydration changes upon unfolding have surprisingly little sensi-
tivity towards the kind of osmolyte and its concentration.

Panel C shows the difference of the solvation properties dis-
played in the other two panels. The linearity in the solvation differ-
ence for the protecting osmolytes is a direct consequence of the
first-order behavior (see Note 6). This is because the solvation
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difference is given by the difference between Eqs. 9.31 and 9.32,
resulting in m=RT = @ ln aO=@ ln cOð Þ. Inserting the first-order
activity (Eq. 9.36) leaves the linear equation m 1� c=c1ð Þ=RT .
Also the unchanged solvation preference � GPW �GPOð Þ in the
presence of urea is a consequence of its nearly ideal behavior (the
derivative @ ln aO=@ ln cOð Þ is about unity).

3.2.4. General

Solvation: Ligands

Investigation of ligand-binding reactions adds another level of
complexity to the system. Folding involves a minimum of two
species, native and denatured. In case of ligand binding there are
three species involved in the reaction, bound protein state,
unbound protein state, and free ligand. If the ligand is small, the
protein naturally draws the researcher’s interest most. However, it
turns out that solvation effects of small ligands may be larger than
the effects of protein solvation (107). Before going into these
details we first have a look on the general overall response of
ligand-binding equilibria to the presence of cosolutes, including
osmolytes.

3.2.4.1. Kirkwood–Buff

Equation for m-Values of

Ligand Binding

The Gibbs free energy of binding often depends linearly on the
concentration of additives. An incomplete list of examples
includes the binding of glucose to hexokinase in the presence of
PEG (108), protein–DNA interaction in the presence of various
additives (104, 109), protein dimerization in the presence of
sugars (79), drug binding to protein in the presence of triethy-
lene-glycol (110), binding of FAD to glycogen phosphorylase b in
different osmolytes (111), and the binding of cyclodextrin and
adamanthane in various salts and osmolytes (112). The widely
found linearity suggests that ligand binding in the presence of
osmolytes is somehow thermodynamically similar to protein fold-
ing, which also displays the same linear change of the Gibbs free
energy with osmolyte concentration. Indeed, applying the Kirk-
wood–Buff apporach (Eqs. 9.2–9.8) to the case of dilute ligand
binding to dilute protein results in (31)

� @ ln K

@cO

� �
¼ � GPW �GPOð Þ � GLW �GLOð Þ

1� GWO �GOOð ÞcO
; (9:33)

a result that is very similar to the one found for folding (Eq. 9.29).
The hydration GLW and osmolation GLO of the ligand constitutes
the only difference between these equations.

Now, we could continue the analogy between folding and
binding, and state that hydration is generally expected to contri-
bute very little to the thermodynamics of ligand binding in osmo-
lyte solution. On first sight this seems to contradict many
investigations in which release of water was found to be the
major event in the binding reaction. For example, the settling of
EcoR1 restriction enzyme from a nonspecifically bound state into
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its specifically bound state is independent of the type of osmolyte
used (104), suggesting that it is the water and not the osmolyte
that is the main player in the solvation process. Based on a com-
parison with crystal structures, it has been proposed that the
protein ‘‘squeezes water out’’ that is trapped between the non-
specifically bound state and the DNA (104).

3.2.4.2. Mechanistic vs.

Thermodynamic Role of

Hydration

A short idealized discussion of this situation with EcoR1 will show
that there is no contradiction at all between this experimental finding
and the theoretical expectations. Given the situation depicted in Fig.
9.5, the main event in the transition is the settling of the protein with
concomitant water release from the water pocket of volume Vwater. In
terms of the overall hydration GPW we note that the space available to
water does not change, that is, �GPW ¼ 0. In contrast to that, the
settling makes available space to the osmolyte that was not available
before, and thus �GPO ¼ Vwater. Consequently, the water does not
play any role thermodynamically, while the osmolyte does not con-
tribute directly to the mechanism. To recover the number of water
molecules from the thermodynamic data, the change in solvation
balance � GPW �GPOð Þ has to be multiplied with the water molarity
cW, which yields back�VwatercW – the number of water molecules in
a volume Vwater. So, the surprising result is that in a situation where
mechanistically the water is solely responsible for the observed effect,
the changes in solvation and energetics originate exclusively from the
osmolyte. Moreover, from the change in protein–osmolyte solvation
we can recover the change in the number of displaced water mole-
cules around the protein.

Note, that in general �GPW is not zero, even if it is small (89).
Therefore, we have to normally expect changes in both osmolyte
and water number around protein that contribute to
cW� GPW �GPOð Þ. The use of the term ‘‘excluding water mole-
cules’’ (as opposed to just ‘‘water molecules’’) (57) is meant to
indicate this fact. If, however, the response of the binding reaction
is essentially independent of the type of osmolyte, it is likely that

DNA DNA

Protein
Protein

Water

Water

+

bound
non-specifically

bound
specifically

Osmolyte
Osmolyte

Fig. 9.5. Idealized picture for the transition from nonspecifically DNA-bound EcoR1 to the
specifically bound state. Note that the volume available to water does not change.
However, the volume available to osmolyte increases upon settling of the protein onto
the DNA while going from the nonspecifically bound state to the specifically bound state.
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the change in the number of ‘‘excluding water molecules’’ equals
the change in the number of ‘‘water molecules’’ (57). This situa-
tion is a limiting case of the discussed ‘‘water effects’’ (113).

3.2.4.3. Experimental

Example: Non-constant

m-Value of Ligand

Binding

We pointed out in Section 3.2.3 that m-values are normally
constant for protein folding. It is therefore to be expected that
the protein part of Eq. 9.33 should also yield a constant m-value.
However the ligand solvation GLW �GLOð Þ could make nonlinear
contributions to the m-value (107). Such nonlinear effect was
found for the interaction between ATP and urea (114). In fact,
it was even found that protein at mM concentrations can signifi-
cantly change the chemical activity of a ligand (115).

Figure 9.6 shows a case in which a concentration-dependent
m-value of CMP binding to RNase A was observed (107). The
figure shows the phase separation lines (50% population size)
between the three principal species in solution as a function of
ligand and urea concentrations. The m-value of unfolding is con-
stant, as judged by the linear slope of the phase separation line
between native liganded and denatured. However, the phase
separation line between the native and native liganded states is
curved; that is, the m-value of ligand binding is not constant. The
dashed lines in Fig. 9.6 serve as a guide to the eye to demonstrate
the change in slope between 0 M and 3 M urea. Remarkably, the
initial m-value at 0 M urea is an order of magnitude larger than the
calculated m-value based on the protein surface exposure change
upon binding (107). Also, the m-value is an order of magnitude
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urea-induced unfolding. Note the change in slope of the ligand-dissociation phase
separation line (indicated by the dashed line), which corresponds to a strongly urea-
concentration-dependent m-value.
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larger than is calculated from a formula that is based on macro-
molecular nucleic acid properties (116). In contrast, the change of
nucleotide activity coefficient in urea (115) is in the right order of
magnitude to account for essentially the entire effect.

3.2.4.4. Independence

of Protein and Ligand

Effects

At low protein and ligand concentration the protein solvation,
free ligand solvation, and bulk osmolyte solvation can be analyzed
separately, just as demonstrated for the case of protein folding.
This is because the m-value of binding (cf. Eq. 9.33) can be split
into additive terms

m

RT
¼ � GPW �GPOð Þ

1� GWO �GOOð ÞcO
� GLW �GLOð Þ

1� GWO �GOOð ÞcO
(9:34)

and the denominators solely depend on the bulk osmolyte proper-
ties. The indirect impact of osmolytes on the affinity of proteins
for ligands, given by the second term on the right-hand side of
Eq. 9.34, exists independently of the presence of proteins. It is
general and affects all protein reactions that use the same kind of
ligand in the identical way. Given that the chemical activity of
nucleotides can change by more than half an order of magnitude
in the presence of renal physiological concentrations of urea, all
cellular processes that involve nucleotides will be strongly affected
by the high and fluctuating urea concentrations of the kidney.
Because essentially all cellular processes depend on nucleotides,
this poses a severe challenge. How do renal cells survive such daily,
or even hourly, assaults? Further research on the solvation proper-
ties of renal osmolytes and their mixtures should provide an
answer to this question.

Beyond this most blatant example of the importance of solva-
tion in renal osmoregulation, osmolytes are also used in many
other mammalian organs, and in living organisms in general. This
makes clear that molecular solvation has to be investigated to
understand cellular biochemistry.

4. Notes

1: Often, chemical activities are considered ‘‘effective concentra-
tions’’. This is because of the appealingly simple proportionality
between concentration and chemical activities in dilute solution.
Although this is a useful working concept, it should be taken
with a grain of salt. Chemical activities are the driving force that
levels concentration gradients, just as temperature is the driving
force that levels heat (internal energy) gradients. Yet, nobody
would call internal energy an ‘‘effective temperature’’. So, the
reader should be aware that the term ‘‘effective concentration’’ is
ultimately a nonscientific expression. Though, it can be
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linguistically useful because there is no matching expression for
‘‘chemical activity’’ in common language.

2: The integration over the volume dV corresponds to a
weighted integration over the distance given as abscissa in
Fig. 9.1: dV ¼ 4pr2dr. Therefore, upon integration the smal-
ler solvation peaks (to the right side of each of the pair correla-
tions drawn in Fig. 9.1A) are weighted more than the large
peaks that occur at contact distance (the first two solvation
shells are indicated for the osmolyte–protein correlation). As a
consequence, even small and seemingly insignificant solvation
features that are beyond the first or second solvation shell can
significantly contribute to the overall solvation.

3: The cofactor of a matrix B is defined as Bj jij¼ @
@Bij

Bj j. For
instance,

B ¼
B11 B12

B21 B22

� �
; Bj j12¼

@

@B12
Bj j ¼ @

@B12
B11B22 � B12B21ð Þ ¼ �B21: (9:35)

The determinant for this small matrix is given by the difference
Bj j ¼ B11B22 � B12B21ð Þ, as used in the previous equation.

4: We used Eq. 9.2 to calculate this result. Note that the deriva-
tive is taken at constant volume, because in a single-compo-
nent solution the conversion to molar concentrations is
problematic at constant pressure. This is because the system
size is not defined if all variables are either intensive (T and p),
or extensive but normalized (c ¼ N=V ). At constant volume
the second term on the right-hand side of Eq. 9.2 disappears.
Application of Eq. 9.2 is straightforward in a one-component
system, because the matrix B contains only one element,
namely, B11 ¼ c1 þ c2

1G11. Its determinant equals this ele-
ment, and the sole cofactor is unity. Equation 9.14 is then
obtained after a simple rearrangement of the result. Equations
9.15 and 9.16 are similarly simple.

5: For a two-component system the matrix B has four elements.
Its determinant is given in Note 3, along with an explanation
how to calculate its cofactors. Equation 9.17 is obtained by
inserting Eqs. 9.3 and 9.4 into Eq. 9.2 and applying the
transformation given by Eq. 9.7. The calculation is lengthy,
unless appropriate software for symbolic calculations is used,
such as Mathematica1.

6: We have recently shown that chemical activities of naturally
occurring osmolytes follow a remarkably simple first- or sec-
ond-order behavior; that is, the partition function has a linear
or quadratic dependence on their chemical activity (16, 91). In
a literal interpretation the fitting parameters could be consid-
ered as effective volumes and interaction affinities. However,
interpreting the observations in terms of molecular solvation
(as done here and elsewhere (15, 89)) is the more rigorous
approach. This is because a linear or quadratic form of the
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partition function could arise from a summation of a large
number of terms, rather than only one or two. In that case,
the literal interpretation would not be strictly correct.
The first- and second-order equations that properly capture
the chemical activities of naturally occurring osmolytes are

aO;1st ¼
cO

1� cO=c1
(9:36)

and

aO;2nd

cO
¼ g2;c=2cO

2� cO=c2
�1þ cO=c1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� cO=c1ð Þ2þ4cO 1� cO=c2ð Þ2=g2;c

q� �
;(9:37)

where c1, c2, and g2;c are parameters that have been tabulated
(15, 16).

7: The calculation in three concentration dimensions requires an
additional transform that is not included in Eq. 9.2. There are
several strategies to do the transform to the molar scale. Appli-
cation of Eq. 9.6 does this for one dimension (e.g., the osmo-
lyte concentration). The second transformation can be applied
to the next dimension after the same pattern, taking into
account the rules of base transforms of partial derivatives (in
the ‘‘tangential space’’) given by (117)

@

@xi

� �
xk 6¼i

¼
X

l

@yl

@xi

� �
xk 6¼i

@

@yl

� �
ym 6¼l

: (9:38)

Of course, the whole transform can also be done in one step
using this base-transform rule. An alternative strategy was
presented by Smith (19).

8: Figure 9.4, panels A and B, show � GPOð Þ þ��vP and
� GPWð Þ þ��vP , rather than � GPOð Þ and � GPWð Þ. The differ-
ence between the overall solvation including and excluding the
volume change upon unfolding ��vP is normally negligible,
because ��vP is usually in the order of less than –1% of the
protein volume (118). In the given example of TCAM this
corresponds to 0.1 L/mol at the very most, and thus does not
change the figure significantly.

9: Just as hydration (from greek hudor – water) is used to mean
solvation by water, we may use osmolation as an analog concise
expression to refer to solvation by osmolyte.
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Chapter 10

Defining the Role of Salt Bridges in Protein Stability

Ilian Jelesarov and Andrey Karshikoff

Abstract

Although the energetic balance of forces stabilizing proteins has been established qualitatively over the last
decades, quantification of the energetic contribution of particular interactions still poses serious problems.
The reasons are the strong cooperativity and the interdependence of noncovalent interactions. Salt bridges
are a typical example. One expects that ionizable side chains frequently form ion pairs in innumerable
crystal structures. Since electrostatic attraction between opposite charges is strong per se, salt bridges can
intuitively be regarded as an important factor stabilizing the native structure. Is that really so? In this
chapter we critically reassess the available methods to delineate the role of electrostatic interactions and salt
bridges to protein stability, and discuss the progress and the obstacles in this endeavor. The basic problem
is that formation of salt bridges depends on the ionization properties of the participating groups, which is
significantly influenced by the protein environment. Furthermore, salt bridges experience thermal fluc-
tuations, continuously break and re-form, and their lifespan in solution is governed by the flexibility of the
protein. Finally, electrostatic interactions are long-range and might be significant in the unfolded state,
thus seriously influencing the energetic profile. Elimination of salt bridges by protonation/deprotonation
at extreme pH or by mutation provides only rough energetic estimates, since there is no way to account for
the nonadditive response of the protein moiety. From what we know so far, the strength of electrostatic
interactions is strongly context-dependent, yet it is unlikely that salt bridges are dominant factors
governing protein stability. Nevertheless, proteins from thermophiles and hyperthermophiles exhibit
more, and frequently networked, salt bridges than proteins from the mesophilic counterparts. Increasing
the thermal (not the thermodynamic) stability of proteins by optimization of charge–charge interactions is
a good example for an evolutionary solution utilizing physical factors.

Key words: Electrostatic interactions, salt bridge, protein stability, thermal stability, denatured
state, pK, protein unfolding.

1. Introduction

The stability and functionality of proteins is the result of the
delicate balance between different types of noncovalent interac-
tions and thermodynamic forces. Among them, electrostatic

John W. Shriver (ed.), Protein Structure, Stability, and Interactions, vol. 490
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DOI: 10.1007/978-1-59745-367-7_10 Springerprotocols.com
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interactions were the first to be considered as a factor responsible
for stabilizing the folded protein. Already in the first decades
of the twentieth century it was recognized that proteins exhi-
bit properties reminiscent of the properties of water-soluble,
charged colloid particles with a compact structure. Protein sta-
bilization by electrostatic interactions became the dominating
concept after the work of Linderstrøm-Lang (1), who in 1924
published his seminal theory providing for the first time quanti-
tative explanation/description of proton titration curves and
pH-induced denaturation. The ideas of Linderstrøm-Lang are
the basis of the present understanding of electrostatic interac-
tions, although they were introduced even before all amino acid
types constituting proteins were known. In the following dec-
ades, in parallel with the rapidly accumulating information on
the spatial structure of proteins, the importance of hydrogen
bonds in stabilizing regular secondary structure elements and
tertiary folds was identified (2, 3). In his famous review pub-
lished in 1959 Kauzmann emphasized the fact that about half of
the amino acids found in proteins have hydrophobic, nonpolar
side chains, and argued that the hydrophobic effect is the major
factor stabilizing proteins (4).

Although more than 40,000 protein structures are deposited
in the Protein Data Bank at present, and this number grows
exponentially, a wide spectrum of questions related to the stability
and the functionality of proteins awaits answers. The quantitative
assessment of the contribution of weak noncovalent bonds to
protein folding and stability is a major goal of modern protein
science; yet, in many cases the interpretation of available data is
controversial (5). In this chapter we present approaches aiming at
estimation of the contribution of electrostatic interactions, parti-
cularly of salt bridges, to the unfolding free energy, and discuss the
present-day views about their role in protein stability and func-
tion. The very nature of charge–charge interactions poses difficul-
ties in quantitative description and defining their importance. In
contrast to the other types of noncovalent interactions they are
short-range and long-range and depend on ionization equilibria,
which in turn are governed by electrostatic interactions them-
selves. The correct understanding of the interplay of electrostatic
interactions with all other noncovalent interactions is of prime
importance in developing robust strategies for rational design of
proteins with desired properties for medical and biotechnological
applications. The material presented is largely focused on theore-
tical approaches. Computational studies of electrostatic interac-
tions enjoy growing popularity since they provide the unique
opportunity to analyze pairwise interactions in atomistic detail
and to delineate discrete energy terms, information which is not
available from ‘‘wet’’ experiments.
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2. Definitions,
Concepts, and
Formalism

2.1. Electrostatic

Interactions and Salt

Bridges

In protein science, the term ‘‘electrostatic interactions’’ is used as a
generic term in referring to interactions between charged groups,
whose ionization state depends on pH and on the specific environ-
ment, including the interactions with the partial charges of polar but
nonionizable groups (dipoles). When protonated, the imidazole
group (histidine), amino groups (e-amino group of lysine and the
N-terminal amino group), and the guanidinium group (arginine)
are positively charged. Carboxyl groups (aspartic acid, glutamic acid,
the C-terminal carboxylate), the thiol group (cysteine), and the
hydroxyl group of the phenol ring (tyrosine) are negatively charged
in their deprotonated forms. Usually, charged groups tend to be
accessible to the solvent. In many cases, oppositely charged groups
are close to each other, thus forming ionic pairs or salt bridges. A salt
bridge is defined as a hydrogen-bonded pair of charges of opposite
sign. Obviously, the formation of a salt bridge depends on the
protonation state of the partners and hence on pH. It should be
noted that charge–charge attraction or repulsion could be signifi-
cant even if the geometrical centers of the functional groups are
separated by distances larger than 4 Å, the distance usually used to
identify a salt bridge. Long-range electrostatic effects are important
not only for the stability of proteins but also for their functionality
(ligand binding, substrate tunneling, catalysis, etc).

2.2. Folding/Unfolding

Equilibrium and

Electrostatic

Interactions

The stability of a protein molecule at given conditions is defined
by the difference in the free energies between its unfolded (dena-
tured) and folded (native) states. The same is valid for the electro-
static term of the free energy:

�Gel ¼ �GU;el ��GF;el; (10:1)

�GU,el and �GF,el are the electrostatic free energies corresponding
to the unfolded and folded state of the protein, respectively. It is
commonly accepted that �G el originates mainly from the changes
in interactions that the ionizable groups are involved in. Perhaps
the most prominent manifestation of the influence of electrostatic
interactions (and salt bridges in particular) in protein stability is
the phenomenon of pH-induced denaturation (see Section 4).
Assuming that only the electrostatic interactions are changed by
pH variation, Eq. 10.1 can be written as

�GelðpHÞ ¼ 2:3RT

ZpH

pH0

�UðpHÞ � �FðpHÞ
� �

dpH; (10:2)
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where

�U;F ðpHÞ ¼
XN
i¼1

�U;F
i ðpHÞ; (10:3)

is the average number of protons bound to the protein in the
unfolded (U) and in the folded (F) state, respectively, whilst ��
is the degree of protonation of titratable site i, often referred to as
‘‘titration curve’’ of this site. The total number of titratable (ioniz-
able) sites is N. Equation 10.2 can be obtained in terms
of protonation/deprotonation equilibria (6) or from a statistical
mechanics treatment (7). The bottom line is that the quantitative
evaluation of the role of electrostatic interactions in the stabiliza-
tion of the native protein structure requires knowledge, experi-
mentally obtained or theoretically predicted, of the ionization
equilibria in both the unfolded and the folded state. The experi-
mental approaches to the problem are discussed in Section 4.

2.3. Ionization

Equilibria

The ionization behavior of each titratable site is described
by the proton dissociation constant, often designated as Ka,
which is linked to the free energy according to �Ga ¼
�2:3RT log Ka ¼ 2:3RT pKa. �Ga can be dramatically influ-
enced by the rest of the protein moiety. (Henceforth, we omit
the subscripts ‘‘a’’ for clarity of notation). In other words, indivi-
dual, chemically identical titratable sites experience the influence
of different environments and could have very different ionization
properties. The most relevant factors regulating the ionization
equilibria are listed in Table 10.1. For the moment we consider
a fixed spatial organization of titratable sites (single conformer).
The very important influence of the conformational flexibility
(factor 4 in Table 10.1) will be discussed in Section 3.1.2. The
influence of the desolvation (factor 1 in Table 10.1) on the
ionization equilibrium constant of a given site can be evaluated
by the thermodynamic cycle illustrated in Fig. 10.1. The term
�GS

p!d ¼ 2:3RT ðpKmod � pHÞ is the energy of deprotonation of
the considered group when the influence of the protein moiety is
completely ignored, that is, the group is considered as model
compound dissolved in water. Obviously, �GS

p!d can be obtained
just by knowing the deprotonation constants of the relevant
model compounds (Kmod), for instance acetyl-X-amide, where X
stands for different titratable groups (Table 10.2). According to
the cycle, the quantity of interest, the free energy of deprotona-
tion, �GP

p!d, of a given site in the protein is related to the
deprotonation energy of the model compound �GS

p!d by

�GP
p!d ¼ �GS

p!d þ�GS!P
d ��GS!P

p

¼ 2:3RT pKmod � pHð Þ þ�Gsol:
(10:4)
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Table 10.1
Major factors determining the ionization equilibria of titratable groups in proteins

Factor Comments

1 Desolvation penalty (�Gsol) This is the energy of transfer of a titratable group
or a model compound from solvent to its fixed
location in the protein molecule.

2 Electrostatic interaction of the titratable groups
with the permanent protein charges
(charge–dipole interactions; �Gpc).

For instance, these are the interactions of a given
titratable group with the charge dipoles of the
polypeptide backbone.

3 Electrostatic interaction between titratable
groups (charge–charge interactions; �Gtc))

These interactions determine the cooperative
character of the ionization equilibria in
proteins.

4 Conformational flexibility Native proteins can adopt different conformations
at different conditions. For instance,
conformational changes may occur upon the
ionization of a given titratable group. Also, at
certain conditions more than one conformation
of the protein molecule can be in equilibrium.
This factor essentially influences factors 1–3.

Fig. 10.1. Thermodynamic cycle for the calculation of the pK values of the titratable sites
in proteins. The upper and lower horizontal branches represent the deprotonation of the
considered titratable group free in solution or in its fixed location in the protein,
respectively. The left and right vertical branches describe the change in solvation
which the protonated and deprotonated forms experience upon transfer from the bulk
solution (model compound, fully solvent-accessible) to the protein (residue, partially or
completely solvent-inaccessible), respectively. The free energy changes associated with
each process are indicated.
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The difference �Gsol ¼ �GS!P
d ��GS!P

p is the desolvation
energy (factor 1 in Table 10.1), which represents the difference of

�GS!P
d and �GS!P

p , the free energies of transfer of the titratable

site (as a model compound) from the solution to its location in the
protein in the deprotonated state and in the protonated state,
respectively. As defined here, �Gsol is related to the process of
deprotonation of a given group, rather than to its ionization. For
groups which become ionized upon protonation the desolvation
energy has the opposite sign.

Among alternatives, �GP
p!d according to Eq. 10.4 is most

frequently evaluated computationally using continuum electro-
statics models. In these models the protein molecule is presented
as a material with low dielectric constant immersed in the high
dielectric medium of the solvent. For this system the Poisson–
Boltzmann equation is solved (14, 15). The following assumptions
are implicit in the continuum electrostatics calculations. (1) The
protein is represented by a single conformer. Any conformational
changes that may occur upon ionization are neglected.

Table 10.2
Standard pK values of model compounds, pKmod, representing the commonly
ionizable sites in proteins. Source references are given in parentheses after
the pK values

Titratable group pKmod

C-terminus 3.8 (8), 3.6 (9), 3.63 (10)

Asp 4.0 (8, 9)

Glu 4.4 (8), 4.5 (9)

His 6.3 (8), 6.4 (9)

His, deprotonation of Nd1 (Ne2 - methylated) 6.6 (11),

His, deprotonation of Ne2 (Nd1 - methylated) 7.0 (11)

N-terminus 7.5 (8), 8.0 (9)

Cys 9.5 (8), 9.0 (9), 8.3 (12,13)

Tyr 9.6 (8), 10.0 (9)

Lys 10.4 (8, 9)

His (2-nd deprotonation) 10.8 (9)

Arg 12.0 (8, 9)
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(2) �Gsol ¼ �GS!P
d ��GS!P

p is electrostatic in nature, which
simplifies the model and is reasonable in the context of (1). (3)
The interaction between any pair of charges does not depend on
the presence of other charges. In such a way, the different con-
tributions to the electrostatic energy can be considered separately.
In other words, the total electrostatic energy is assumed to be an
additive sum of independent energy terms that correspond to
different sources of the electrostatic field.

With the above assumptions, the energy of deprotonation of a
given site, i, can be presented as a sum of the different electrostatic
contributions corresponding to factors 1–3 listed in Table 10.1:

�GP
p!d;i ¼ 2:3RT ðpKmod;i � pHÞ

þ�Gsol;i þ�Gpc;i þ�Gtc;i

(10:5)

The term �Gpc,i is the change of the electrostatic energy of
interaction between the charges of site i and the protein perma-
nent, pH-independent charges (dipoles) upon deprotonation of
this site (factor 2 in Table 10.1). Metal ions coordinated by the
protein structure are also considered permanent if their valence is
not changed in parallel with the change of the protonation state of
the protein.

The last term in Eq. 10.5, �Gtc,i, accounts for the charge–
charge interactions of the ith site with the rest of the titratable sites
(factor 3 in Table 10.1). This energy obviously depends on the
protonation state of all titratable sites. At different pH values, the
titratable sites will be in different protonation states, depending
on their chemical nature and environment, that is, the protein will
be characterized by different charge constellations. If the charge
constellation corresponding to an arbitrary pH is known, the task
of calculating titration curves of the individual sites, �i (pH), and
hence of �F(pH), is solved (see Eq. 10.3). The solution of this
problem is provided by statistical mechanics formulations, first
introduced for pK calculations by Bashford and Karplus (16). A
single protonation state of a protein molecule with N ionizable
sites is completely described by an N-component vector, x¼(x1,
x2, . . . xi, . . . xN), whose ith component, xi, has value of 0 or 1
depending on whether the ith group is protonated or deproto-
nated. Thus, at given state x of the protein and pH, the energy of
the protein-solvent system can be expressed as

�Gðx; pHÞ2 ¼2:3RT
X

i

xiðpKint;i � pHÞ2

þ 1

2

X
i

X
j 6¼i

Wixi ;jxj :
(10:6)

Indices i and j enumerate all titratable sites, and Wixi ;jxj
is the

charge–charge interaction energy between site i in microscopic
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state xi and site j in microscopic state xj. The average value of any
variable xi coincides with the degree of deprotonation and is given
by the Boltzmann statistical sum:

�iðpHÞ ¼ xih i ¼

P
fxg

xie
��Gðx;pHÞ=RT

P
fxg

e��Gðx;pHÞ=RT
: (10:7)

The summations in the above equation are over all 2N possible
protonation states {x}. The calculation of �i(pH) is, in fact,
equivalent to calculating �i(pH) ¼ 1��i(pH), which can be used
in Eq. 10.3 for calculation of the protein titration curve. It should
be noted that Eq. 10.7 is adequate only within the limits of the
implicit assumptions of the continuum model, as discussed above.
In principle, Eq. 10.7 can be extended to a more general case by
including other features and properties that can influence the
ionization equilibria, for example for redox sites or ligand binding
(17). Without violation of the main assumptions stated above,
another extension has been proposed (18, 19) accounting for
alternative proton binding on the titratable groups and for alter-
native orientation of the polar hydrogens of the nontitratable
groups, that is, for tautomers and rotamers. Although these exten-
sions improve the description of the ionization behavior of the
protein molecule, they remain within the limits of a single con-
former representation.

3. Electrostatic
Properties
of Proteins

Proteins exist as a mixture of states separated by free energy
barriers. In the simplest case described here, only the native
(folded) and the denatured (unfolded) states are thermodynami-
cally relevant. The energetic difference between these states arises
from differences in the balance of noncovalent interactions, inter-
actions with the solvent, and entropic factors. We consider sepa-
rately the electrostatic properties of folded and unfolded proteins
for clarity, bearing in mind that both states are equally important
in describing protein energetics.

3.1. Ionization

Equilibria in Folded

Proteins

As already pointed out, the steric and chemical properties of the
surroundings of titratable groups could profoundly change their
ionization properties. This is very important in the context of
folded proteins, since the position of charges is fixed by the global
fold and re-adjustment of charge–charge distances is limited by
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rotation around side chain bonds. In this section we discuss the
influence of the factors listed in Table 10.1 on the ionization
behavior.

3.1.1. Solvent

Accessibility and

Charge–Dipole

Interactions

Since �Gpc;i and �Gsol;i of Eq. 10.5 depend only on the protein
structure (i.e., on how the particular group is situated in the
protein) but not on the charge–charge interactions with other
titratable sites, it is convenient to introduce the quantity intrinsic
pK for the individual sites:

pKint;i ¼ pKmod;i þ ð2:3RT Þ�1ð�Gsol;i þ�Gpc;iÞ: (10:8)

Similarly to pKi, mod, pKint,i is pH independent. Knowledge of
the intrinsic pK is useful in different aspects. One of them is that it
already provides information about the role of the individual
components of electrostatic interactions in the stabilization of
the native protein structure. The most significant influence has
the term �Gsol;i. The effect of burial of the titratable sites is
manifested by stabilization of their neutral form (increasing pK
of acidic groups and decreasing pK of basic groups). Due to the
desolvation energy, a group completely buried in the protein
interior may shift its pK value by up to 25 pH units (21). Taking
into account that �Gsol,i is unfavorable if the deprotonation is
related to charging of site i, it becomes clear that the desolvation
penalizes charge burial. Buried titratable groups are usually sur-
rounded by polar environment, so that the term �Gpc,i tends to
partially compensate the desolvation penalty (21, 22). An illustra-
tion of the effect of compensation of these two factors is given
in Fig. 10.2, where the combined results of pK calculations
on Asp121 in Bacillus circulans xylanase and MD simulations
are presented (23). During the first 300 ps of the simulation,

Fig. 10.2. Molecular dynamic simulation and pK calculations on Asp121 from Bacillus circulans xylanase. A: Time
evolution of the snapshot �pKsol values due to desolvation (solid circles) and due to electrostatic interactions with the
peptide dipoles, �pKpc, (open circles). B: Snapshot pK values of Asp121 taken in 5 ps intervals. The time evolution of the
average pK is indicated as a continuous line. The dashed line corresponds to the experimental pK value of 3.6 (20).
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the carboxyl group of Asp121 is accessible to the solvent
which is reflected by the low �pKsol ¼ �Gsol= 2:3RTð Þ and
�pKpc ¼ �Gpc= 2:3RTð Þ values calculated for trajectory snap-
shots. After about 400 ps the carboxyl group of Asp121 becomes
partially buried. As a result, �pKsol increases, thereby stabilizing
the neutral form of the carboxyl group. At the same time, the
energy of interactions with the peptide dipoles from the surround-
ing becomes more favorable, thereby stabilizing the charged
form. This compensatory effect is typical and reflects the chemical
properties of proteins as polypeptides (24).

3.1.2. Conformational

Flexibility

Proteins are flexible entities. The amplitude of thermal motions
can be significant. Moreover, changes in the chemical composi-
tion of the solvent and physical–chemical parameters can intro-
duce conformational changes on a local or global scale. Since the
formalism outlined in Section 2 is adequate only for fixed atomic
positions, the assessments of the ionization equilibria based on
a single protein conformer (usually determined by X-ray crystal-
lography) are correct either only for a set of sites with limited
flexibility, or only in a narrow pH interval, for which the corre-
sponding structure is relevant. The X-ray structure does not
necessarily represent the ensemble of structures of the protein in
solution. Due to crystal contacts the protein molecule may adopt
conformations which are negligibly populated in solution. Also,
conformational changes may occur due to changes of the proto-
nation state of the protein. To give an example, the experimentally
observed pK values of Glu28 and Asp29 from RNase T1 can be
reproduced only if the nearby Lys25 is considered flexible (25).
The conformational flexibility is perhaps the key factor providing
coupling between electrostatic interactions and other noncova-
lent interactions in proteins.

Different approaches have been devised to deal with protein
flexibility in electrostatic calculations. Flexibility can be implicitly
accounted for by adjusting the protein dielectric constant in con-
tinuum PB calculations (26–28). Although such methods gener-
ally make pK predictions closer to the experiment, being still
based on a single conformer, they are incapable to reveal any
correlation between protonation and structural changes. Other
approaches attempt an explicit treatment (14, 17, 29). However, it
is computationally demanding, which practically prohibits its
application in full. The reduction of the complexity is most com-
monly made by using a limited, but representative, number of
conformations.

The ionization free energy depends primarily on local envir-
onmental effects. A large number of studies have focused on
description and analysis of local conformational flexibility effects
on ionization equilibria of individual titratable sites (18, 19,
30–35). For example, the conformational space defined by the
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side-chain torsion angles can be systematically explored (31).
Alternatively, side-chain conformations with maximized solvent
accessibility could be considered along with the ‘‘native’’ confor-
mer as seen by X-ray crystallography (32).

Information about conformational flexibility can be extracted
from ensembles of NMR structures, which are presumed to give a
good representation of protein structural diversity in solution. An
overall improvement of pK towards the experimental data can be
achieved by averaging the pK values calculated using all members
of the NMR ensemble (36). However, since NMR ensembles
typically consists of only 10–50 conformers, averaging is arith-
metic, that is, all conformers are given equal statistical weights, an
assumption which has no rigorous physical ground. It was also
demonstrated that in regions where NMR and X-ray structures
differ significantly the pK values calculated on the basis of the
X-ray structures are in better agreement with the experimental
data (37). For solvent-exposed residues, however, a better agree-
ment with the experimental results has been obtained using NMR
structures. One can speculate that crystal contacts, as it was
pointed out above, are one of the main sources for failing to
correctly predict the ionization equilibria in proteins.

Alternative approaches to account for the conformational
flexibility is to collect ensembles of structures generated by mole-
cular dynamics simulations. Various protocols combining calcula-
tions of ionization equilibria with simulated protein flexibility
have been elaborated. In different approaches, the considered
structural changes rank from involving only polar hydrogen
atoms (18, 19, 30, 33), to side-chain fluctuations (31, 32, 34, 35,
38), to global structural motions (6, 23, 28, 39–42). Overall, pK
values from MD ensemble averages were closer to the experimen-
tal values in most cases. However, the pKs of buried titratable
groups were still badly captured by continuum methods (28). The
intuitive explanation is the (still) limited sampling time. During a
few hundreds of picoseconds solvent-exposed side chains can visit
many alternative conformations with similar pK. This time might
be insufficient for a buried, conformationally restrained side chain
to visit fewer conformations with very different pK, since the
transition might require global conformational rearrangements,
which occur on longer timescales. Below we briefly summarize
several interesting conclusions that can be made from MD-based
studies of the ionization properties of proteins. (1) Longer simu-
lation times are required to achieve approximately constant aver-
age pK. For example, simulations of at least 500 ps were necessary
to collect ensembles reproducing the experiment for the majority
of titratable sites in Bacillus circulans xylanase, but for some sites
sampling for more than 1 ns was required. (23). An illustration is
given in the lower panel of Fig. 10.3, showing the time evolution
of pK of Asp121. (2) Multiple shorter MD trajectories (starting
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from the same initial structure) might be superior to a single MD
trajectory of the same total length (41). (3) The initial structure
is likely to influence the results of continuum pK predictions (23),
although this is not always the case (43). It appears that, again, the
extent of sampling is more important. Also, even with different
initial structures, the ionization of buried residues (including
active site residues) is not well reproduced. (4) The calculated
pK values are likely to be biased by the choice of the initial
protonation state. The problem could be overcome by collecting
conformers from two independent molecular dynamics runs: one
with all titratable sites charged and one with all sites neutral
(6, 40). In this case, however, the benefit of the ergodic hypoth-
esis is lost. In view of the ever-growing computational power and
the refinement of force fields, one can say that the combination of
pK calculations and molecular dynamics simulation is currently
the most promising approach for analysis the influence of

Fig. 10. 3. Recent success in prediction of the properties of the denatured state. A:
Comparison of experimental and calculated pK values of titratable sites in Drosophila
protein drk. The data are presented as �pK¼ pK–pKmod. The experimental data (black
bars) are taken from ref. (55) for the carboxyl groups and from ref. (56) for the histidines.
The gray bars and the hatched bars are theoretical predictions according to the models
described in ref. (53) and in ref. (58), respectively. B: Experimental and predicted radius
of gyration of three unfolded proteins. The letters refer to the protein and the experi-
mental conditions. a, Cyt C at pH 3 (59); b, Cyt C at pH<2 (60); c, Cyt C at pH 7 in 4 M
GdmCl (61); d, truncated SNAse at pH 7.5 (62); e, SNAse at pH 5.5 (63); f, Lysozyme at
pH 5.2 (64); g, Lysozyme at pH 2 (65); h, lysozyme at pH 2 in 4 M GdmCl (65). The
calculated radii of gyration are from ref. (66).
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conformational flexibility on the ionization equilibria in proteins.
It will be illustrated in the next section that considering and
understanding of this influence is of prime importance for evalua-
tion of the role of electrostatic interactions in protein stability.

3.2. Ionization

Equilibria in Unfolded

Proteins

Because the unfolded state is by definition an unstructured and
fully solvated state, the easiest and often used way of handling
electrostatic interactions in denatured proteins is to ignore them.
This so-called null approximation can be (but must not be) justi-
fied for extreme cases where electrostatic interactions are
screened, for instance, by denaturing agents such as GdmCl. In
all other cases (denatured states induced by heat, nonionic dena-
turants, or pressure), the assumption of nonexistent electrostatic
interactions is unjustified for prediction of the electrostatic term
of unfolding energy (44). Indeed, experimental work has occa-
sionally identified pK shifts from the model values (pKmod), indi-
cating non-zero electrostatic interactions (45–47). There is no
reason to believe that the cited cases are an exception and electro-
static interactions in other unfolded proteins should be neglected.

The question is then, could electrostatic interactions in dena-
tured proteins be considered quantitatively? Since experimental
studies with denatured proteins are difficult and are severely limited
by the low population of that state at benign conditions, theoretical
approaches to the problem are indispensable. Many attempts have
been made to find a solution. The denatured state has been modeled
with an extended backbone and side-chain conformation, assuming
complete hydration and maximized charge–charge distances (27).
Another approximation is to project side-chain charges on the back-
bone of a simplified polypeptide chain, thus reducing charge–charge
interactions to interactions between sequentially neighboring
charges (48). Others modeled the denatured state as having
native-like topology, yet being ‘‘swelled’’, reflecting the increased
hydrodynamic radius of and the generally increased charge–charge
distances in denatured proteins (49). Continuum pK calculations
using the mentioned models have demonstrated good agreement
with the experimental data. However, they all are designed to solve
specific tasks. They also have a major limitation, namely, only one
possible (and fixed) distribution of charges is assumed. Such a
situation is physically unrealistic, since denatured proteins exist as
large ensembles of rapidly interconverting conformers.

Recently, more realistic models have been devised. According
to Zhou, the denatured state is represented by a virtual Gaussian
chain connecting titratable sites (50–53). The distance between
charges is not fixed and exists as a distribution, which depends on
the bond length and the number of bonds separating the virtual
polymer elements. Another approach based on the continuum
dielectric model and ideologically very close to that of Zhou
represents the unfolded protein as a material with low dielectric
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constant (ep¼ 30–40) immersed in the high-permittivity medium
of the solvent (54). The shape of the dielectric cavity can be
considered as an average over all possible conformations of a
flexible chain, which results in a sphere inside which most of the
protein atoms reside. The radius of this sphere can be the radius of
gyration of an unfolded protein (54). In equilibrium, the charges
are located on the surface of the dielectric cavity. The conforma-
tional heterogeneity of the unfolded ensemble is modeled by
different charge configurations on the surface of the dielectric
cavity, which can be calculated by Monte Carlo simulation. The
fundamental advantage of these models is that the charge–charge
distances are variable. The adequacy of the two similar approaches
to predict the electrostatic properties of unfolded proteins was
convincingly demonstrated by comparison of calculated pK values
with experimental data. Recently, the pK values of some titratable
groups in unfolded proteins were directly measured (55–57).
These studies provided sound evidence that the considered pKs
are discrete and distinguishable from those of model compounds.
As seen in Fig. 10.3, the two sets of calculated values agree fairy
well with the experiment, the maximal deviation being 0.4 pH
units. Although the measured or calculated pK shifts (in a still very
limited number of denatured states) are smaller than those usually
observed in folded proteins, these shifts are large enough to have
detectable influence on the pH dependence of protein stability.

4. Defining the
Role of Salt
Bridges in Protein
Stability by
Experiment,
Computation, and
Structural Analysis

4.1. Experimental

Estimates of the

Electrostatic

Contribution to Protein

Stability

The classical way to estimate the contribution of salt bridges to
protein thermodynamic stability is to measure the free energy of
unfolding (�GU) as a function of pH. The idea is simple. Since the
charged form of the groups participating in salt bridges depend on
protonation/deprotonation, increasing or decreasing the proton
concentration will eliminate the negative charges or the positive
charges, respectively, thereby disrupting the salt bridges. The
measured difference in �GU relative to a pH, where the native
and denatured states are identically protonated corresponds to
the electrostatic contribution of salt bridges to stability. The
experiment can be performed in various ways. Thermal melting
experiments at different pH values yield the unfolding enthalpy
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(�Hm) and the midpoint of thermal denaturation (Tm). If the
unfolding heat capacity change (�Cp) is known either from direct
measurements by heat capacity calorimetry (DSC) or from Kirch-
off’s plots (�Hm vs. Tm), �GU at any temperature can be calcu-
lated from the Gibbs–Helmholtz equation:

�GU pHð Þ¼�Hm pHð Þ 1� T

Tm

� �

��Cp T � Tm � T ln
T

Tm

� �� �
�RT ln KmðpHÞ:

(10:9)

Alternatively, �GU can be assessed at benign temperature
from isothermal denaturant-induced unfolding experiments
using the linear extrapolation method (LEM) according to

�GUðpH Þ ¼ �m pHð Þ den½ �1=2�RT ln Kden 1=2
pHð Þ: (10:10)

The mid-point of denaturation is [den]1/2. At this denaturant
concentration the fraction of unfolded protein (fU) is 0.5. The term
m pHð Þ ¼ d�Gðden; pHÞ=d den½ � (units of kJ�1mol�1M�1)
describes the linear dependence of the unfolding free energy on
the denaturant concentration in a narrow range of denaturant
concentrations, where 0.4< fU< 0.6. For unfolding of monomeric
proteins, KmðpHÞ and Kden1=2

pHð Þ equal 1. For multimeric pro-

teins, if unfolding is coupled to simultaneous dissociation to sub-

units, KmðpHÞ ¼ Kden1=2ðpHÞ ¼ nf n
U M n�1

tot

1�fu
, where n is the number

of subunits and Mtot is the total concentration of subunits. Both
methods have advantages and disadvantages, but the
pH-dependence of �GU has been determined with high precision
for many proteins. In the vast majority of cases, the acidic pH region
is explored, since at the high pH required to protonate basic side
chains chemical modifications occur. The typical outcome is shown
in Fig. 10.4A where protonation of acidic side chains is destabiliz-
ing. Although dozens of proteins get less stable at low pH this is not
necessarily always the case (Fig. 10.4B). There are proteins which
are not very sensitive to low pH, or even gain thermodynamic
stability at low pH. The decrease in stability at low pH can be
pronounced. Given that the typical stability of globular protein
domains is 5–15 kcal mol�1, pH-induced destabilization by as
much as 10–15 kcal mol�1 is dramatic. The protonation of acidic
groups affects not only the folded state. Neglecting the residual
charge–charge interactions in the denatured states of barnase
(Fig. 10.4A), the N-terminal domain of the ribosomal protein
L9 from B. stearothermophilus, and some other proteins according
to the null approximation (see Section 3.2) largely overestimates
the pH effect on �GU (50, 51, 67). The choice of physical agent
used to shift the equilibrium between folded and unfolded protein
in order to calculate �GU has in many cases critical influence on the
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resulting �GU(pH) function, as illustrated in Fig. 10.4B. It is now
a well established fact that the results of GdmCl-induced unfolding
are frequently at odds with the �GU(pH) profiles collected by urea-
induced and thermal unfolding experiments (69, 70). GdmCl acts
as a dissociated salt and screens charge–charge interactions. Possi-
bly, salt bridges are mostly affected, yet there is no way to justify this
widespread belief. Various effects could arise, depending on the
charge constellation. If salt bridges stabilize the native state (and
there are no residual charge-charge interactions in the denatured
state), around neutral pH the stability of the protein will be appar-
ently lower when measured by GdmCl-induced unfolding in com-
parison to urea/heat denaturation. At low pH, where only positive
charges are present, the effect of GdmCl could be stabilizing, since
Coulombic repulsion will be attenuated. The picture is indeed
more complicated, due to the fact that the denatured state is not
an electrostatic ‘‘dummy’’ and charge–charge interactions in that
state will also be modulated by salt. Moreover, apart from the
charge screening effect, different denaturants (and heat) might
change the structure of both the native and denatured proteins in
different ways. Given the long-range nature of electrostatic inter-
actions, even small structural perturbations might have serious
consequences on the experimentally estimated �GU(pH). This
point was clearly demonstrated by comparisons of �GU(pH) pro-
files constructed by following nonthermodynamic variables (spec-
troscopic signals) or by following genuine thermodynamic variables
(proton inventory) (70).

Fig. 10.4. pH dependence of the denaturation free energy. A: Barnase. Experimental data (45) are compared with the
theoretical curves (54, 67) obtained by taking into account electrostatic interactions in the unfolded state (continuous
line) and with the pKmod values from Table 10.2 (dashed line). Practically identical results are obtained for the same
protein by Zhou (50). B: A dimeric leucine zipper engineered to maximize the interhelical electrostatic interactions (68).
The symbols represent the unfolding free energy measured by heat denaturation (open squares), urea-induced
denaturation (triangles), and GdmCl-induced denaturation (filled squares).
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Equations 10.2 and 10.3 build the basis of another approach
to measure �GU(pH) experimentally. The difference of protons
bound to the native and unfolded state with reference to an
arbitrary chosen pH,�� ¼ �U � �F, can be directly measured by
potentiometric titration. In principle, this is the method of choice
since �� is obtained in a model-independent manner, but appli-
cation is hampered by the relatively high protein concentrations
required to collect high-precision data. From thermal unfolding
data �� is also accessible according to

�� ¼ d ln KUð Þ
d½Hþ� ¼

1

2:303

d ln KUð Þ
dT

dTm

dpH
¼ 1

2:303

�Hm

RT 2
m

dTm

dpH
: (10:11)

Since differentiation is involved, the experimental errors are
often too large to allow reliable estimates of �v. Alternatively, the
pK values can be measured directly by NMR spectroscopy. In the
ideal case, if pKF

i and pKU
i are available, the degrees of protonation,

�i
U,F(pH), can be obtained by the Henderson–Hasselbalch equation

�iðpHÞ ¼ 10ðpKi�pHÞ

1þ 10ðpKi�pHÞ ;
(10:12)

and Eq. 10.2 and 10.3 can be employed to calculate ��. Unfor-
tunately, the method is not free of problems. First, the proteins for
which ionization equilibria can be measured in both the folded
and unfolded states are still rare. Secondly, the evaluation of
pKF

i itself is often not straightforward. The extraction of pKs
from the pH-dependence of the chemical shift is made by fitting
the same Henderson–Hasselbalch equation to the data (71):

�ðpHÞ ¼ �b þ
�a10nðpK�pHÞ

1þ 10nðpK�pHÞ ;
(10:13)

where n is the Hill coefficient, reflecting the mutual dependence of
the ionization of titratable sites. d(pH) is the observed chemical
shift of the reporting nucleus at given pH, while da and db are the
limiting chemical shifts at the acidic and the basic flanks of d(pH).
For some groups complete titration curves cannot be measured.
Therefore, either da or db remains undefined, which introduce
uncertainty in fitted value of pKF

i . Often, d(pH) exhibits a multi-
step sigmoidal shape. In such cases the appropriate fitting expres-
sion is (72, 73)

�ðpHÞ ¼ �b þ
Xj

I¼1

Cið�a � �bÞ10ðpKI�pHÞ

1þ 10ðpKI�pHÞ ; (10:14)

where
Pj

i¼1 Ci ¼ 1 and j ¼ 1, 2 . . . counts the number of inflec-
tions of d(pH). In Fig. 10.5 a two-step titration curve is illu-
strated. Eq. 10.14 presumes that such a curve reflects the titration
of two sites and since in this case j¼ 2, two pK values are obtained
and assigned to two different groups. The very same shape can
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however be obtained for the titration of a single group if its
ionization is coupled with the ionization of another group. This
phenomenon is referred to as cooperative or irregular titration
(74) and the conditions leading to irregular titration behavior
were deduced theoretically (75). As far as Eq. 10.2 uses integral
quantities (i.e., the difference between protein titration curves),
the interpretation of d(pH) curves with multistep sigmoidal shape
does not influence the calculation of the electrostatic contribution
to unfolding free energy.

4.2. Assessing the

Contribution of Salt

Bridges by Mutation

Numerous attempts have been undertaken to probe for the con-
tribution of salt bridges by mutation. There are many examples
of removing the charge from one of the salt bridge partners by
mutation, leading to destabilization. However, the loss of free
energy upon mutation cannot be equated with the reduction
of the overall charge–charge interactions energy due to the loss of
the salt bridge. The situation is basically the same as in pH-variation
experiments. Depending on the nature of replacement, desolva-
tion, charge–dipole interactions, and charge–charge interaction
with neighboring charges are modified. Some mutations could
also remove van der Waals contacts made by the nonpolar moiety
of the replaced salt bridge partner with other groups. Introduction
of smaller side chains creates space for side-chain rearrangements.
Charge reversal changes dramatically the charge constellation in
the vicinity of the parent salt bridge. Moreover, the conformational
flexibility and hence the dynamic properties of the region can
change, which has impact on the energetics of the system.

Fig. 10.5. Simulated two-step sigmoidal titration curve. On the left ordinate: degree of
deprotonation according Eq. (10.14). Two pK values are assigned to two different sites,
A and B. In this case two pK values are derived (pointed by arrows) and the change of the
total charge is 2. On the right ordinate: degree of deprotonation of a single titratable site
whose ionization is coupled with the ionization of another site. The ellipse marks the
region of the plateau typical for irregular titration curves.
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It is believed that the use of double-mutant cycles can provide
more detailed information about the energetics of salt bridges
(76). A double-mutant cycle yields the so-called ‘‘coupling free
energy’’ of a salt bridge by mutating each group separately and
both groups simultaneously. If the two mutated residues are
noninteracting, the effect of mutating either residue is indepen-
dent of mutating the other residue. However, if the mutated
residues are interacting with each other, the effect of substituting
one residue will depend on the residue at the other position.
Hence, to determine the coupling free energy of a salt bridge,
the free energy of unfolding, �GU, of the wild-type protein, the
two single mutants and the double mutant have to be determined.
The double-mutant cycle is designed to cancel all effects except
those from the direct interaction between the two mutated resi-
dues. It follows that in an ideal double-mutant cycle the coupling
free energy is due only to the direct interaction between the
mutated residues. This is true if rather restrictive assumptions
are made. First, one assumes that there is no significant conforma-
tional change upon either mutation, so that van der Waals packing
is not influenced. Second, the mutations do not significantly alter
electrostatic interactions in the unfolded state. As we have shown,
the second assumption is often untrue. To summarize, double-
mutant cycles provide valuable information about the contribu-
tion of a priori-selected salt bridges to protein stability in terms of
the coupling free energies. It is currently the only experimental
approach to obtain a semiquantitative estimate of the free energy
of pairwise charge–charge interaction. Although information
from double-mutant cycles could be a useful guide for rational
design and molecular modeling, the two assumptions mentioned
above should be kept in mind.

4.3. Do Proteins

Benefit from Salt

Bridges?

Structural stabilization of proteins at different environmental
conditions can be considered a prime functional solution. Are
salt bridges involved in this solution? A prominent salt bridge
network links the two subunits of the disulfide oxidoreductase
from Pyrococcus furiosus (Fig. 10.6). The network consists of 10
functional groups. The total number of bonds is 14, out of which
6 are connecting the two subunits. More than half of the bonds
are made within the same subunit, thus facilitating the appropriate
conformation and orientation of neighboring functional groups.
Taking into account that this protein is from a hyperthermophilic
organism (optimal growth temperature above 808C) one might
presume that these salt bridges essentially contribute to the stabi-
lity of the dimer and to the conformation of the subunits at the
interface region. Many other examples of this kind can be given,
yet a general statement about the role of salt bridges cannot be
made. In view of the aforementioned difficulties to obtain reliable
knowledge about the energetic contribution of salt bridges, it is
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not surprising to find in the literature rather polarized opinions:
from stating that salt bridges could be a destabilizing factor (68),
or have only modest contribution to stability (77), to claiming a
central role of ion pairs in the stabilization of the native protein
structure (78). In energy terms, the stabilizing contribution of
individual salt bridges has been evaluated to occur over a wide
range: from 0.5 kcal mol–1 (79) to 3–5 kcal mol–1 (80). Of course,
since these are focused on different proteins exhibiting different
structural and functional features, these and similar reports should
not be considered contradictory. Neither can they serve as a basis
for general conclusions.

The spatial distribution of the ionizable residues in proteins is of
special interest in many aspects. To minimize the desolvation pen-
alty, charged groups are ‘‘expelled’’ to the protein surface. Formally,
the first benefit of this effect is a better solubility and prevention of
nonspecific association and aggregation of protein molecules, a
feature of critical importance for maintaining the native structure
and the functional properties of proteins in the ‘‘crowded’’ environ-
ment of living cells. On the other hand, charge distribution on the
protein surface should guarantee specific binding if needed. Multi-
meric proteins are a typical example: subunits interact in a unique
arrangement often driven by formation of salt bridges and salt
bridge networks linking the individual subunits, as just discussed
in the example above. Furthermore, an appropriate arrangement of
the charges can facilitate binding by electrostatic steering of charged
or polar ligands, substrates, and other macromolecules.

One of the possible ways to estimate the structural significance
of electrostatic interactions is to study the three-dimensional dis-
tribution of ionizable sites in folded proteins representing different
structural and functional classes (81). Since favorable electrostatic
interactions (stabilizing the native structure) arise from attraction

Fig. 10. 6. A: Salt bridge network connecting two subunits of disulfide oxidoreductase
from Pyrococcus furiosus (78). Black lines: salt bridges connecting the subunits; grey
lines: intrasubunit salt bridges. B: Cartoon presentation of the two subunits (in different
shading) of the native protein. The region of the salt bridge network is indicated.
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between opposite charges, one could expect distribution of surface
charges to be nonrandom. It turns out, however, that the number
of salt bridges in native proteins does not differ statistically from
the number expected from a distribution created by a random
process (82). Hence, salt bridges do not appear to be utilized as
stabilizers of the native structure. On the other hand, repulsive
contacts are significantly rejected, so that in most of the native
structures there are none at all, or else just one repulsive contact. It
follows that the electrostatic term of the free energy of a folded
protein is effectively minimized by avoiding electrostatic repulsion,
rather than by optimizing the network of attractive interactions. In
other words, electrostatic stabilization is not linked to the evolu-
tionary appearance of additional salt bridges. It should be noted
that this conclusion does apply to thermo- and especially to
hyperthermostable proteins (see Section 4.4).

Surprising as it might appear, the apparent lack of evolution-
ary pressure for maximizing the number of salt bridges can per-
haps be explained by the fact that salt bridges are dynamic
formations and are strongly influenced by the local and overall
conformational flexibility. In solution, salt bridges break and re-
form. Sometimes charged side chains fluctuate within alternative
salt bridge arrangements. The effect of the conformational flex-
ibility on the ionization equilibria of the charged side chains
involved in salt bridges is illustrated in Fig. 10.7, where the
dynamics and the energetics of the Asp15/Lys52 salt bridge in

Fig. 10.7. Snapshot pK values of Lys52 (open circles) and Asp15 (solid circles) from
Bacillus agaradhaerens xylanase calculated by means of combination of molecular
dynamic simulation and electrostatic calculations (23). The time intervals at which the
two residues form a salt bridge are marked with gray segments in the horizontal bar. The
straight lines indicate pKmod of Asp and Lys.
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B. agaradhaerens xylanase is presented (23). In the time intervals
within which Asp15 and Lys52 do not form salt bridge, their pK
values are close to the standard ones (pKmod), indicating that
these groups do not contribute to the electrostatic stabilization
of the protein. In contrast, whenever the salt bridge is formed, the
pKs shift significantly from pKmod, indicating a stabilization
effect. On average, the salt bridge is broken about 50% of the
total simulation time. Hence, the contribution of the Asp15/
Lys52 salt bridge is half of that expected from a ‘‘stable’’, non-
fluctuating ion pair. Similar observations have been reported for
the dynamic properties of the triplet Asp8/Arg110/Asp12 in
barnase, which has a relatively short lifetime and marginal stabili-
zation effect (83). Concerning the thermodynamic stability of
proteins, one can hypothesize that surface-exposed salt bridges
‘‘pass unnoticed’’ by evolution due to the inefficient energetic
contribution of many of them.

The short lifetime and frequent formation/disruption of salt
bridges is not a general rule. Estimates made by MD simulation
have shown that salt bridges can exist unbroken substantially
longer than 1 ns, even as long as 200 ns (42, 84, 85). A repre-
sentative example can be given with the case of the Braun’s
Escherichia coli outer membrane lipoprotein protein (Lpp-56).
It is a homotrimeric, parallel coiled coil, which contains many
salt bridges organized in five rings girdling the three-helix bun-
dle of the molecule (Fig. 10.8A). The number of simultaneously
existing salt bridges is 15 during a 7-nm MD simulation; 12 salt
bridges are interhelical. The protein (168 residues) thus contains
twice as many salt bridges than the expected number from a
random distribution. This suggests that the charge–charge inter-
actions in this protein should be involved in the stabilization of
the native structure. Indeed, in the course of 7-ns MD simula-
tion, the prevailing majority of salt bridges do not, or only
seldom break (86). An example of a long-living salt bridge is
given in Fig. 10.8B. This salt bridge is interhelical and belongs
to the C-terminal ring 5 (Fig. 10.8A). The salt bridge is broken
only during the first 400 ps and in the time interval
1500–2200 ps. After this time it remains intact (Fig. 10.8C).
The integrity of this salt bridge is supported by an additional
hydrogen bond between the carboxyl group and a tyrosine
(Fig.10.8B). The hydrogen bond seems to play a twofold role:
besides maintaining the appropriate conformation of the C-
terminal residue and, hence, the appropriate orientation of the
C-terminal carboxyl group, it is an interhelical link, contributing
to the stability of the bundle. The population of conformers with
intact salt bridges within ring 5 is between 85% and 95%. The
high occupancy, in contrast to the example form Fig.10.7, leads
to a large average shift of the pK values of the participating
groups. The calculated average values of the C-terminal carboxyl
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Fig. 10.8. Overall organization and dynamics of particular salt bridges in the Lpp-56 protein. A: An overview of the salt
bridges in Lpp-56. The three helices are shaded differently. The prominent rings of salt bridges are numbered. Side
chains participating in the salt bridge rings are drawn as ball-and-sticks. All other side chains are not shown. The N-
terminus is on the left. B: Interhelical salt bridge between the C-terminal carboxyl group and the e-amino group of Lys54.
The side chain of Tyr54 forming a hydrogen bond with the C-terminal carboxylic group is also shown. C: Time evolution of
the distance between the C-terminal carboxyl group and Lys54. D: Lys38 forms alternative salt bridges with Asp34 or
Asp40 of the adjacent a-helix. E: Time course of the existence of the alternative Lys54/Asp34 (gray) and Lys54/Asp40
(black) salt bridges. The data were collected by a 7-ns MD simulation in explicit water.
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groups and of the three lysines at position 54 are 3.2 and 13.0,
respectively, which is a source of a significant stabilizing contribu-
tion. Rings 2 and 4 (see Fig. 10.8A) are also characterized with
extremely high population of intact salt bridges, 99% and 69%,
respectively. Another example of achieving electrostatic stabiliza-
tion is Ring 3 (Fig. 10.8D,E). The side chain of lysine at position
38 can alternatively form intrahelical salt bridges with two aspartic
acids from the adjacent helix (Fig. 10.8D). During one-third of the
simulation time Lys38 is bound to Asp40. Thereafter, Lys38 is
involved in an alternative salt bridge with Asp33 from the same
adjacent helix. Thus, the link between the two helices of the bundle
is intact for �80% of the time, and is likely to confer a valuable
contribution to the stability of the molecule.

The contrasting dynamic behavior of the salt bridges illu-
strated in Fig. 10.7 and Fig. 10.8 poses a question about the
factors dictating the frequency of formation/disruption. One can
presume that the number of hydrogen bonds involved in the salt
bridge is a factor increasing its lifetime. Indeed, rings 2 and 4 in
Lpp-56 consist of salt bridges composed by identical functional
groups (guanidinium and carboxyl groups) but linked by different
numbers of hydrogen bonds. The salt bridges in ring 2 are linked
by two hydrogen bonds, whereas those in ring 4 are linked by one.
Correspondingly, salt bridges within ring 4 have shorter lifetimes.
Another important factor is the local environment. An example is
ring 5 (Fig. 10.8C,D), where a third partner is involved, main-
taining the most appropriate spatial arrangement of the functional
groups forming the salt bridge. The dominating factor seems,
however, to be the conformational flexibility of the molecule. It
may or may not tolerate conformational freedom of the charged
side chains and in this way regulate the salt bridge lifetime. Hence,
the contribution of the salt bridges to protein stability is function
of their lifetimes, and depends on the dynamic properties of the
protein molecule on a local or even global scale. This property
cannot be identified in a single, say X-ray structure. For instance,
according to the X-ray structure of Lpp-56 (87) the salt bridges in
ring 1 are well defined, whereas the MD simulation suggests a
negligible average population of these salt bridges (about 1%). In
contrast, the salt bridges in ring 2 are well defined in the MD
trajectory, yet are not present in the X-ray structure.

4.4. Electrostatic

Contribution to Protein

Thermal Stability

In the last few decades a series of discoveries changed our under-
standing of the environmental limits of life. For example, living
organisms have been found in hot springs and around the deep-
ocean volcanic vents where the temperature reaches, or even
exceeds, the boiling point of water. Obviously, the proteins consti-
tuting thermo- and hyperthermophiles organisms must maintain
their native structure at temperatures at which their homologues
in mesophilic organisms are unfolded. Indeed, some proteins have
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denaturation temperature of about 1508C (88). Comparisons
of X-ray structures of functionally homologous proteins from
thermo-/hyperthermophilic organisms and from mesophilic organ-
isms revealed the striking fact that they do not differ in fold, and
generally speaking, exhibit only minor structural variation. This
observation challenges our understanding of the fine-tuning of
noncovalent interactions, since very subtle structural differences
appear responsible for large difference in the physical–chemical
properties of proteins.

Recently, an increasing number of observations strengthen
the view that electrostatic interactions are an important factor
conferring thermostability to proteins, although opposite views
also exist (89–94). The overall trend of an increased number of salt
bridges in proteins from organisms with higher optimal growth
temperature is illustrated in Fig. 10.9 and in Table 10.3.

Hyperthermostable proteins clearly confirm this trend. One
can argue that it is a side effect. Glutamine and asparagine side
chains in some sequential and spatial arrangements are labile and
tend to get deamidated at higher temperatures. It is not surpris-
ing, therefore, that hyperthermostable proteins contain less aspar-
agine and especially glutamine in comparison to the mesophilic
counterparts. Due to the environmental pressure the unstable
and solvent-accessible glutamine and asparagine are substituted
by glutamic and aspartic acid. In parallel, to preserve the charge
balance, the number of positively charged residues, especially
lysine, increases (97–99). If this hypothesis is correct, it follows
that the increased number of charged groups is driven by the
chemical character of asparagine and the glutamine, not by the
necessity to search for additional sources of thermal stability.

Fig. 10.9. Salt bridges at the subunits interface of the citrate synthase dimers from
different organisms (95): pig (optimal temperature 378C), Thermotoga maritima (558C),
Sulfolobus solfataricus (858C), Pyrococcus furiosus (1008C). The figure was kindly
provided by Prof. M. J. Danson, University of Bath, Centre for Extremophile Research, UK.
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Table 10.3
Number of salt bridges in thermo- and hyperthermostable proteins from different
functional classes compared with their counterparts from mesophilic organisms (96)

Protein and organism a
Optimal
temperature

Salt bridges in native
structure expected b

Rubredoxin

Pyrococcus furiosus 100 4 4.2

Desulfovibrio desulforicans 0 1.1

Desulfovibrio vulgaris 1 3.4

Desulfovibrio gigas 1 3.9

Clostridium pasteurianum 2 3.6

Superoxide dismutase (Mn,Fe )

Thermus thermophilus 75 10 10.1

Pseudomonas ovalis 6 6.2

Escherichia coli 4 6.6

Malate dehydrogenase

Thermus flavus 75 17 16.7

porcine 15 17.7

Phosphoglycerate kinase

Bacillus stearothermophilus 55 32 30.4

Saccharomyces cerevisiae 8 20.8

Phosphofructokinase

Bacillus stearothermophilus 55 15 15.2

Escherichia coli 10 15.8

Lactate dehydrogenase

Bacillus stearothermophilus 55 21 15.4

Lactobacillus casei 12 14.2

dogfish 19 14.6

porcine 13 13.0
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Indeed, as seen in Table 10.3 the number of salt bridges in
thermostable proteins is around that expected for a random
distribution. In some cases, however, electrostatic stabilization is
gained through an increased number of salt bridges (80, 100).

Nevertheless, even if the increased charge content is a side
effect, thermo- and especially hyperthermostable proteins are
expected to gain stabilization energy from electrostatic interac-
tions. A sizeable energy barrier exists for the solvation (disintegrat-
ing) of a salt bridge and the height of this barrier increases with
temperature, as demonstrated by high-temperature, continuum-
solvent MD simulations of a prototypical ion-pair model (100).
The sole presence of such energy barrier suggests an apparent role
of ion pairs in increasing the kinetic barrier for thermal unfolding.
Indirect evidence for the stabilizing role of salt bridges at high
temperatures comes also from experimental studies. Variants of the
cold shock protein Bs-Csp from B. subtilis (a mesophile) were
generated by directed evolution approaches (101). The most stable
variant had an unfolding temperature of 82.28C and resembled the
thermophilic counterpart protein (Bc-Csp from B. caldolyticus) and
also in stability as function of the salt concentration.

Another striking property of thermostable and especially
of hyperthermostable proteins is the increase of the size and
the number of salt bridge networks (78, 92, 102–108). A typical
salt bridge network connecting the subunits of the hyperthermo-
stable protein disulfide oxidoreductase from Pyrococcus furiosus is
shown in Fig. 10.6. The contribution of surface salt bridge net-
works to protein stability has been tested occasionally by experi-
ment. For example, in the triad Arg190-Glu231-Lys193 of the
NADP+-binding domain of the Thermotoga maritima glutamate
dehydrogenase the contribution of each charge–charge pair is
reduced by 1.1 kcal mol–1 in the absence of the third partner
(109). Very similar results were previously obtained for the triad
Asp8-Asp12-Arg110 in the mesostable protein barnase (110).

Table 10.3
(continued)

Protein and organism a
Optimal
temperature

Salt bridges in native
structure expected b

D-glyceraldehyde-3-phosphate

dehydrogenase

Bacillus stearothermophilus 55 16 19.5

lobster 15 13.3

a The thermophilic organism is underlined.
b Calculated according to Spassov et al. (82)
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This effect, referred to as cooperative interactions within ion pairs
(109), is due to the environment created by each of the members
of the network, which being polar, is appropriate for stabilizing
the ionized forms of the other partners. In addition, the confor-
mational flexibility is possibly reduced within a salt bridge net-
work, leading to longer salt bridge lifetimes, hence to an increase
in stability, as discussed in the previous section.

The examples considered above are a small part of the huge
body of structural and experimental observations suggesting that
the increased thermal stability of thermophile proteins and the
increased content of salt bridges are related. The most obvious
physical reason for an increased contribution of salt bridges to
thermal stabilization is the reduction of the dielectric constant of
water at higher temperatures. The direct consequence is the reduc-
tion of the desolvation penalty for the formation of a salt bridge
when the temperature increases. At the same time, the charge–
charge interactions increase in magnitude. These two factors act
in parallel towards stabilizing the charged form of the functional
groups participating in salt bridges, and oppose the effect of ther-
mal motions which disfavor salt bridge formation. Thus, the elec-
trostatic term of free energy becomes increasingly less sensitive to
the temperature. One can hypothesize that the long lifespan of salt
bridges in salt bridge networks, supported by the reduced desolva-
tion penalty and increased charge–charge interactions at high tem-
peratures, both of which help to withstand the thermal motion, is
one of the key factors for increasing the thermal stability of proteins.

5. Conclusions

Elucidation of the contribution of electrostatic interactions and
salt bridges to protein stability is key to understanding the physics
of proteins and their central position in the molecular machinery
of living organisms. Many attempts have been made to determine
the energetic contribution of salt bridges to protein stability, yet
the issue remains contentious. The reason is that the favorable
charge–charge attraction within a salt bridge is opposed by the
unfavorable free energy of desolvation of charges and is further
modulated by charge–dipole interactions and by the ionization
behavior of nearby charged groups. Salt bridges are dynamic.
Being mostly surface-exposed they experience large thermal
motions, continuously breaking and re-forming. Therefore, the
total energetic contribution of isolated salt bridges is governed by
their lifespan, which in turn is a function of the overall flexibility of
the protein molecule.

There is still no well-accepted view about the energetic role of
salt bridges. Contrasting opinions mirror the conceptual difficulty
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to account for the cooperativity and strong interdependence of
noncovalent forces. Since absolute energy cannot be measured, the
strength of a salt bridge is evaluated from the energy difference
between states with the salt bridge being formed or destroyed. The
total electrostatic contribution to protein stability can be estimated
by disrupting attractive charge–charge interactions through pro-
tonation/deprotonation. However, this is the energy relative to
states, where the charge balance is severely altered in comparison
to the native charge constellation. Individual salt bridges can
be targeted by mutation. Even carefully designed and executed
double-mutant studies provide only the coupling energy between
charged side chains, yet it is impossible to filter out nonadditive
energetic terms arising from the structural changes introduced by
mutation. Theoretical methods provide detailed description of
the discrete energy contributions influencing the stability of salt
bridges, but the accuracy of computational estimates suffer from
the still incomplete description of the physical properties of pro-
tein. In the past, both experimental and theoretical studies have
largely neglected the electrostatic interactions in denatured pro-
teins. It is now clear that the denatured state must be carefully
considered if the goal is to quantify protein stability. As in many
other branches of modern protein science, understanding the role
of salt bridges in proteins requires the combined efforts of struc-
tural, experimental, and theoretical approaches.
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et al. (2001) Ionisation properties of titra-
table groups in ribonuclease T1. II. Electro-
static analysis. Eur Biophys J 30, 198–206.

26. Antosiewicz, J., McCammon, J.A.,
Gilson, M.K. (1994) Prediction of pH-
dependent properties of proteins. J Mol
Biol 238, 415–436.

27. Schaefer, M., Sommer, M., Karplus, M.
(1997) pH-dependence of protein stability:
Absolute electrostatic free energy difference
between conformations. J Phys Chem B 101,
1663–1683.

28. van Vlijmen, H.W.T., Schaefer, M., Kar-
plus, M. (1998) Improving the accuracy of
protein pKa calculations – conformational
averaging versus the average structure. Pro-
teins 33, 145–158.

29. Beroza, P., Case, D.A. (1998) Calculations
of proton-binding thermodynamics in pro-
teins. Meth Enzymol 295, 170–189.

30. Bashford, D., Case, D.A., Dalvit, C., et al.
(1993) Electrostatic calculations of side-
chain pKa values in myoglobin and compar-
ison with NMR data for histidine. Biochem-
istry 32, 8045–8056.

256 Jelesarov and Karshikoff



31. You, T.J., Bashford, D. (1995) Conforma-
tion and hydrogen ion titration of proteins:
A continuum electrostatic model with
conformational flexibility. Biophys J 69,
1721–1733.

32. Beroza, P., Case, D.A. (1996) Including
side chain flexibility in continuum electro-
static calculations of protein titration. J Phys
Chem 100, 20156–20163.

33. Alexov, E., Gunner, M.R. (1997) Incorpor-
ating protein conformational flexibility into
the calculation of pH-dependent protein
properties. Biophys J 72, 2075–2093.

34. Georgescu, R.E., Alexov, E., Gunner, M.R.
(2002) Combining conformational flexi-
bility and continuum electrostatics for cal-
culating pKas in proteins. Biophys J 83,
1731–1748.

35. Alexov, E. (2003) Role of the protein side-
chain fluctuations on the strength of pair-
wise electrostatic interactions: comparing
experimental with computed pKas. Proteins
50, 94–103.

36. Antosiewicz, J., McCammon, J.A., Gilson,
M.K. (1996) The determination of pKas in
proteins. Biochemistry 35, 7819–7833.

37. Khare, D., Alexander, P., Antosiewich, J.,
et al. (1997) pKa measurements from
nuclear magnetic resonance for B1 and
B2 immunoglobin G-binding domain of
protein G: comparison with calculated
values for nuclear magnetic resonance
and X-ray structures. Biochemistry 36,
3580–3589.

38. Alexov, E.G., Gunner, M.R. (1999) Calcu-
lated protein and protonmotion coupled
to electron transfer: Electron transfer
from QA-QB to QB in bacterial photosyn-
thetic reaction centers. Biochemistry 38,
8253–8270.

39. Bashford, D., Gerwert, K. (1992) Electro-
static calculations of the pKa values of ioniz-
able groups in bacteriorhodopsin. J Mol Biol
224, 473–486.

40. Yang, A.-S., Honig, B. (1994) Structural
origin of pH and ionic strength effects
on protein stability. Acid denaturation
of sperm whale apomyoglobin. J Mol Biol
237, 602–614.

41. Gorfe, A.A., Ferrara, P., Caflisch, A., et al.
(2002) Calculation of protein ionization
equilibria with conformational sampling
pKa of a model leucine zipper, GCN4 and
barnase. Proteins 46, 41–60.

42. Huang, X.Q., Zhou, H.X. (2006) Similar-
ity and difference in the unfolding of ther-
mophilic and mesophilic cold shock
proteins studied by molecular dynamics.
Biophys J 91, 2451–2463.

43. Wlodek,S.T.,Antosiewicz, J., McCammon, J.A.
(1997)Predictionof titrationproperties of struc-
tures of a protein derived from molecular
dynamics trajectories. Protein Sci 6, 373–382.

44. Pace, C.N., Alston, R.W., Shaw, K.L.
(2000) Charge–charge interactions influ-
ence the denatured state ensemble and con-
tribute to protein stability. Protein Sci 9,
1395–1398.

45. Oliveberg, M., Arcus, V.L., Fersht, A.R.
(1995) pKa values of carboxyl groups in
the native and denatured state of bar-
nase: The pKa values of the denatured
state are on 0.4 units lower than those
of model compounds. Biochemistry 34,
9424–9433.

46. Swint-Kruse, L., Robertson, A.D. (1995)
Hydrogen bonds and the pH dependence
of ovomucoid third domain stability. Bio-
chemistry 34, 4724–4732.

47. Whitten, S.T., Garcia-Moreno, B. (2000)
pH dependence of stability of staphylococ-
cal nuclease: Evidence of substantial elec-
trostatic interactions in the denatured
state. Biochemistry 39, 14292–14304.

48. Warwicker, J. (1999) Simplified methods
for pK(a) and acid pH-dependent stability
estimation in proteins: Removing dielectric
and counterion boundaries. Protein Sci 8,
418–425.

49. Elcock, A.H. (1999) Realistic modeling of
the denatured states of proteins allows accu-
rate calculations of the pH dependence
of protein stability. J Mol Biol 294,
1051–1062.

50. Zhou, H.-X. (2002) A Gaussian-chain
model for treating residual charge–charge
interactions in the unfolded state of pro-
teins. Proc Natl Acad Sci USA 99,
3569–3574.

51. Zhou, H.-X. (2002) Residual electrosta-
tic effects in the unfolded state of the
N-terminal domain of L9 can be attrib-
uted to nonspecific nonlocal charge–-
charge interactions. Biochemistry 41,
6533–6538.

52. Zhou, H.X. (2002) Dimensions of dena-
tured protein chains from hydrodynamic
data. J Phys Chem B 106, 5769–5775.

Salt Bridges in Protein Stability 257



53. Zhou, H.-X. (2003) Direct test of the
Gaussian-chain model for treating residual
charge–charge interactions in the unfolded
state of proteins. J Am Chem Soc 125,
2060–2061.

54. Kundrotas, P.J., Karshikoff, A. (2002)
Model for calculations of electrostatic inter-
actions in unfolded proteins. Phys Rev E 65,
Art No 011901.

55. Tollinger, M., Forman-Kay, J.D., Kay, L.E.
(2002) Measurement of side-chain carboxyl
pKa values of glutamate and aspartate resi-
dues in an unfolded protein by multinuclear
NMR spectroscopy. J Am Chem Soc 124,
5714–5717.

56. Tollinger, M., Crowhurst, K.A., Kay, L.E.,
et al. (2003) Site-specific contributions to
the pH dependence of protein stability.
Proc Natl Acad Sci USA 100, 4545–4550.

57. Cho, J.H., Raleigh, D.P. (2006) Electro-
static interactions in the denatured state
and in the transition state for protein fold-
ing: Effects of denatured state interactions
on the analysis of transition state structure.
J Mol Biol 359, 1437–1446.

58. Kundrotas, P.J., Karshikoff, A. (2004)
Charge sequence coding in statistical mod-
eling of unfolded proteins. Biochim Biophys
Acta 1702, 1–8.

59. Pollack, L., Tate, M.W., Darnton, N.C.,
et al. (1999) Compactness of the denatured
state of a fast-folding protein measured by
submillisecond small-angle X-ray scatter-
ing. Proc Natl Acad Sci USA 96,
10115–10115.

60. Kamatari, Y.O., Konno, T., Kataoka, M.,
et al. (1996) The methanol-induced globu-
lar and expanded denatured states of cyto-
chrome c: A study by CD fluorescence,
NMR and small-angle X-ray scattering.
J Mol Biol 512, 512–523.

61. Segel, D.J., Fink, A.L., Hodgson, K.O.
et al. (1998) Protein denaturation: A
small-angle X-ray scattering study of the
ensemble of unfolded states of cytochrome
c Biochemistry 37, 12443–12451.

62. Flanagan, J.M., Kataoka, M., Shortle, D.,
et al. (1992) Truncated staphylococcal
nuclease is compact but disordered. Proc
Natl Acad Sci USA 89, 748–752.

63. Panick, G., Malessa, R., Winter, R., et al.
(1998) Structural characterization of the
pressure-denatured state and unfolding/
refolding kinetics of staphylococcal

nuclease by synchrotron small-angle X-ray
scattering and Fourier-transform infrared
spectroscopy. J Mol Biol 275, 389–402.

64. IbarraMolero, B., SanchezRuiz, J.M.
(1997) Are there equilibrium intermediate
states in the urea-induced unfolding of hen
egg-white lysozyme? Biochemistry 36,
9616–9624.

65. Hoshino, M., Hagihara, Y., Hamada, D.,
et al. (1997) Trifluoroethanol-induced
conformational transition of hen egg-
white lysozyme studied by small-angle
X-ray scattering. FEBS Lett 416, 72–76.

66. Kundrotas, P.J., Karshikoff, A. (2003)
Effects of electrostatic interactions on
dimensions of unfolded polypeptide chains
with various charge distributions: Monte
Carlo study. J Chem Phys 119, 3574–3581.

67. Kundrotas, P.J., Karshikoff, A. (2002)
Modeling of denatured state for calcula-
tions of electrostatic contribution to pro-
tein stability. Protein Sci 11, 1681–1686.

68. Phelan, P., Gorfe, A.A., Jelesarov, I., et al.
(2002) Salt bridges destabilize a leucine
zipper designed for maximized ion pairing
between helices. Biochemistry 41,
2998–3008.

69. Ibarra-Molero, B., Loladze, V.V.,
Makhatadze, G.I. et al. (1999) Thermal
versus guanidine-induced unfolding of ubi-
quitin. An analysis in terms of the contribu-
tions from charge–charge interactions to
protein stability. Biochemistry 38,
8138–8149.

70. Bolen, D.W., Yang, M. (2000) Effects of
guanidine hydrochloride on the proton
inventory of proteins: Implications on
interpretations of protein stability. Biochem-
istry 39, 15208–15216.

71. Marklay, J.L. (1975) Observation of histi-
dine residues in proteins by means of
nuclear magnetic resonance spectroscopy.
Acc Chem Res 8, 70–80.

72. Shrager, R.I., Barker, P.B., Freeman, R.
(1972) Computer-optimized decoupling
scheme for wideband application and low-
level operation. J Magn Reson 11, 541–547.

73. Blomberg, F., Mauer, W., Rüterjans, H.
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Chapter 11

Protein Stabilization by the Rational Design of Surface
Charge–Charge Interactions

Katrina L. Schweiker and George I. Makhatadze

Abstract

The design of proteins with increased stability has many important applications in biotechnology. In
recent years, strategies involving directed evolution, sequence-based design, or computational design have
proven successful for generating stabilized proteins. A brief overview of the various methods that have
been used to increase protein stability is presented, followed by a detailed example of how the rational
design of surface charge–charge interactions has provided a robust method for protein stabilization.

Key words: Protein stability, computational design, surface charge–charge interactions.

1. Introduction

The ability to design stable proteins is of great importance to
biotechnology and other industries. In order to design or engi-
neer proteins with increased stability, it is necessary to have a
fundamental understanding of the intramolecular forces that con-
tribute to stabilizing the native conformation. The protein core is
stabilized by hydrophobic interactions between buried nonpolar
side chains (1–3). Burial of polar residues in the core is unfavor-
able due to the high energetic cost of desolvation (4, 5). This
energetic penalty can be offset by forming hydrogen bonds with
other polar groups or buried water molecules. The core residues
are further stabilized by van der Waals (packing) interactions
(4, 6–8). Hydrogen bonding and packing interactions in the
protein core have been demonstrated to be as important as hydro-
phobicity for stability (8–10). More recently it has been shown
that surface residues are also modulating the stability of a protein
(11–16).
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The term ‘‘protein stability’’ can have different meanings
depending on the focus of the research being performed. Protein
stability can refer to the change in Gibbs free energy upon unfold-
ing (�G), thermostability (Tm), rates of folding or unfolding, in
vivo degradation rates, or retention of activity after being exposed
to harsh chemical or thermal conditions. The transition tempera-
ture and Gibbs free energy are measures of thermodynamic stabi-
lity. They are interrelated in such a way that it is possible to alter
the stability (�G) of a protein without affecting the thermostabil-
ity (17) and vice-versa (15) (Fig. 11.1). This is a result of the
relationship between �G, Tm, and the other thermodynamic
parameters of enthalpy (�H), entropy (�S), and change in heat
capacity upon unfolding (�Cp). The thermodynamic stability
(�G) for a protein that unfolds via a two-state transition, N$U,
can be described by the equilibrium constant, Keq, which is the
ratio of the fraction of folded protein (FN) to the fraction of
unfolded protein (FU) in a sample.

�G ¼ �RT � ln K eq

� �
¼ �RT � ln F U

F N

� �
: (11:1)

The change in stability (�G) at any temperature, T, is related to
the thermostability (Tm) of the protein via the Gibbs–Helmholtz
equation.

DGðT Þ ¼ DH ðTmÞ þ DCP � ðT � TmÞ � T � DH ðTmÞ
Tm

þ DCP � ln
T

Tm

� �� �
;

(11:2)

where DH(Tm) is the enthalpy of unfolding at Tm and DCp is the
change in heat capacity upon unfolding that characterizes the
temperature dependence of both the enthalpy and entropy func-
tions. Equation 2 assumes temperature-independent �Cp. The
transition temperature, Tm, is the temperature where 50% of the
protein is unfolded. The enthalpy and entropy at any temperature,
T, are �H(T)¼�H(Tm)þ�Cp(T – Tm) and �S(T) ¼ �H(Tm)/
Tmþ�Cp � ln(T/Tm), respectively. Changes in the heat capacity,
enthalpy, and entropy of unfolding due to amino acid substitu-
tions in the protein define the thermodynamic mechanisms by
which Tm and/or �G are increased.

1.1. Thermodynamic

Mechanisms of

Stabilization

The stability function, �G(T), defined by the Gibbs–Helmholtz
equation (Eq. 11.2) is a bell-shaped curve (Fig. 11.1A), be-
cause the �Cp for protein unfolding is positive. The stability of a
protein is equal to zero when 50% of the molecules are fold-
ed and 50% are unfolded. This occurs at two temperatures: Tm is
the heat-denaturation transition temperature and Tc is the cold-
denaturation transition temperature. The stability function has
a maximum (�Gmax) at the temperature where the entropic
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Fig. 11.1. Three thermodynamic mechanisms of thermostabilization. To highlight the differences more clearly, extreme
examples of each mechanism of stabilization have been modeled. In each panel, different thermodynamic mechanisms are
represented by the following lines: solid – Reference State; dashed – Mechanism 1; dash-dot-dashed – Mechanism 2;
dash-dot-dot-dashed – Mechanism 3. A. The Gibbs free energy as a function of temperature. B. The temperature
dependence of the entropy. C. The temperature dependence of the enthalpy function. Reproduced from Ref (15) with
permission from Elsevier.
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contribution is equal to zero (Tmax). The changes �H, �S, and
�Cp, in response to substitutions within the protein, will have
an effect on the transition temperature and will define the ther-
modynamic mechanism by which the protein thermostability
is increased or decreased. Figure 11.1 illustrates three possi-
ble thermodynamic mechanisms of thermostabilization. Large
changes in the relevant thermodynamic parameters for each
mechanism have been modeled to make the differences among
them clearer. In practice, however, combinations of these models
are more appropriate for explaining experimental observations.
Stabilization by the first mechanism results in a large increase in
both the maximum stability (�Gmax) and the thermostability (Tm)
of the protein (Fig. 11.1A) caused by a small decrease in the
entropy of unfolding (Fig. 11.1B). However, the enthalpy func-
tion (Fig. 11.1C) and heat capacity are unchanged. In the second
model, a decrease in �Cp results in a �G function with decreased
temperature dependence, ultimately causing an increase in Tm,
without affecting Tmax or the absolute value of �Gmax. The third
mechanism causes the entire �G function to shift to higher tem-
peratures. This shift is a result of a large decrease in both the
enthalpy and entropy of unfolding, which increases both Tm and
Tmax without affecting the absolute value of �Gmax. In all three
models the overall stability of the protein at room temperature is
affected differently. In both the first and third mechanisms, the
stability at room temperature (�GRT) changes relative to the
reference state. �GRT increases in Model 1 and decreases in
Model 3 (Fig. 11.1A). The second mechanism illustrates how
the thermostability of a protein can be altered without affecting
the overall stability at room temperature. By understanding the
underlying mechanisms of stabilization, proteins can in principle
be designed to meet desired thermodynamic criteria.

1.2. Protein

Stabilization

Approaches

The approaches to stabilizing proteins can be grouped into three
major categories: directed evolution, sequence-based design, and
computational design. Each has its own advantages and disadvan-
tages that should be considered when deciding which to use for
the design of stable proteins. A few of the factors to be considered
include the amount of prior information required (i.e., sequence
vs. 3D structure) to carry out the design, how quickly the result
can be obtained, and the universal applicability of the method.
A brief comparison of the three design categories in terms of these
issues is provided below and summarized in Table 11.1.

1.2.1. Directed

Evolution

Directed evolution uses random mutagenesis, targeted mutagen-
esis, or homologous recombination to introduce mutations into a
gene of interest (18, 19). Random mutagenesis is the simplest
approach, in the sense that it requires virtually no prior information
about the protein. Combining error-prone PCR with screening
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and selection has been effective for altering the function (20), the
stability (21), or both (22) of various proteins. Targeted mutagen-
esis is most effective for instances where it would be difficult to find
the best mutations using random mutagenesis, such as significantly
changing the function of a protein (23). In this case, it is necessary
to have some structural or biochemical information about the
protein so that mutagenesis can be directed to the appropriate
active site residues. Homologous recombination between proteins
with a very high sequence identity can be used to introduce more
diversity into the sequence library than is possible through random
mutagenesis. It has been used to create proteins with improved
activity (21, 22, 24, 25), higher thermostability (21, 22, 24, 26, 27),
or entirely new functions (28). Recombination has been demon-
strated to be a successful approach not only when used alone (24,
27, 28), but also when applied in combination with targeted or
random mutagenesis (21, 22, 25, 26). Regardless of which directed
evolution approaches are used, the first, and arguably most impor-
tant, step is to create a diverse library of sequences. Then selection
pressure is applied to the library and it is screened for proteins that
retain desired properties under the selected conditions. Examples of
selection pressure include increasing temperature, antibiotic con-
centrations, or protease concentrations. Selection can also occur in
a thermophilic host, which forces the protein to evolve in a biolo-
gical context (29). The advantage of this type of selection is that the
protein will not lose its natural function during the evolutionary

Table 11. 1
Comparison of the different approaches used to design/engineer stable proteins

Directed evolution
Sequence-based
design Computational design

3D Structure No No Yes

Speed Slow Fast Fast

Labor intensive Yes No No

Guaranteed results Maybe No No

Universal No Maybe Yes

Mechanism of stabilization Unknown * Unknown * Thermodynamic *

* Computational design approaches model and optimize specific intramolecular interactions, increasing
protein stability via thermodynamic mechanisms. On the other hand, the selection pressures used in
directed evolution and sequence-based design lack specificity in terms of which interactions are optimized.
As a result, the primary mechanism of stabilization could be a slower unfolding rate (kinetic mechanism),
the optimization of specific intramolecular interactions (thermodynamic mechanism), or both.
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process. Multiple rounds of mutation, screening, and selection are
often necessary before the best protein variant can be identified.

Several different proteins have been stabilized using directed
evolution (29–32). Subtilisins and p-nitrobenzyl esterase (PNE)
were stabilized using random mutagenesis and then selecting for
both stability at high temperatures and function at lower tempera-
tures, with the result that thermostable variants maintained activ-
ity across a broader range of temperatures than naturally evolved
enzymes (22, 29). These experiments suggested that stability and
function are not mutually exclusive parameters. In the case of the
subtilisin family of proteins, most of the stabilizing substitutions
that occurred as a result of directed evolution were not found in
the thermophilic proteins, and therefore would not have been
selected using sequence-based approaches (29). One disadvan-
tage of the method used to stabilize the subtilisins and PNE is that
new functional assays had to be developed for each protein. A way
to circumvent this requirement is to link selection directly to the
ability of a protein to fold, rather than the ability to maintain
activity (30–38). The PROSIDE method (30), developed by
Schmid and coworkers does just that. It links the protease resis-
tance of a protein to phage infectivity, and relies on the assump-
tion that a stable protein will be more resistant to protease. Three
different proteins, RNase T1 (30), CspB (31, 35, 37), and Gb1
(32, 38) have been successfully stabilized using this method.
Recently, a similar phage display approach was used to increase
the thermostability of an antibody by 98C (36).

Directed evolution is advantageous over computational
design in the sense that no prior information about the protein
structure is required. It is only necessary to know the protein
sequence so it can be cloned appropriately and whether stability
can be easily assayed. Moreover, as long as appropriate constraints
are applied, stability and function can be enhanced simultaneously
(22). The major disadvantage is that obtaining the final product
can be slow because it takes time to construct libraries that are
sufficiently diverse and to develop appropriate selection criteria
and functional assays. In addition, important properties of the
protein can be lost if they are not selected for directly (39). The
screening process is also very labor-intensive, and often the most
time-consuming step (29). Another disadvantage is that there is
no way to know a priori the mechanisms of stabilization. Also, it is
not possible to know whether all substitutions are important since
multiple random substitutions are simultaneously introduced into
the sequence. As a result, it will be difficult to learn more about
why these particular substitutions were stabilizing for these pro-
teins. Furthermore, directed evolution is not a universal approach
and needs to be customized for each individual protein as a
different set of sequence libraries and selection criteria must be
developed for each protein.
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1.2.2. Sequence-Based

Design

Sequence-based design refers to approaches that use the informa-
tion contained in multiple sequence alignments to create more
stable protein variants. The premise for these methods is that since
the primary structure of a protein encodes all the information
needed for folding into the native tertiary structure, it also con-
tains information about stability. In natural evolution, proteins
tend to be selected for function. In addition, the proteins need to
be able to be easily degraded when they are no longer needed, so
there is little evolutionary pressure for proteins to have high
stabilities. As a result, the consensus sequence that can be obtained
from a multiple sequence alignment is not always the most stable.
More sophisticated statistical analyses, however, have made it pos-
sible to identify stabilizing properties from multiple sequence align-
ments (40, 41).

One of the sequence-based design approaches is based on the
hypothesis that since, arguably, life originated in an extremely hot
environment, the last common ancestor of all organisms is
hyperthermophilic. Therefore, substituting a residue that was
present in the last common ancestor into a modern protein should
increase its thermostability (42). Since the ancestral residues are
often also the consensus residue for a particular position, it raises
the question: can the observed changes in stability be explained by
the statistical free energy of the residue (the consensus approach),
or are they due to the presence of an ancestral residue? To address
this question, the enzyme 3-isopropylmalate dehydrogenase
(IPMDH) was redesigned using phylogenetic analysis (42). The
stabilities of 12 protein variants containing single site substitu-
tions of amino acids to their ancestral residue were characterized.
Eight of the ancestral residues were the same as the consensus and
four were not. However, both categories had the same success
rates – half of the substitutions yielded protein variants that were
more stable than the wild-type (42). These results suggest that
stabilization by ancestral substitutions is not simply due to the
statistical free energies of the residues.

Sequence-based approaches have also been used to design
stable variants by making multiple substitutions simultaneously.
In one example, two Bayesian statistical approaches were used to
analyze a multiple sequence alignment of the subtilisin protein
family. The first method, PROBE (43) identified a set of conserved
domains that is characteristic to the protein family. Then Classifier
(44) was used to find a smaller subset of important residues based
on specific sequence motifs. By coupling PROBE and Classifier,
it was possible to identify a sequence motif that was present in
some of the thermophilic subtilisins, but not the mesophilic
proteins. To test whether this 16-residue motif was responsible
for the increased stabilities of the thermophilic enzymes, the
sequence was inserted into a mesophilic subtilisin, and the stability
and activity of the variant were characterized. The variant had an
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increased thermostability of 138C relative to the wild-type enzyme,
and was able to retain some activity at 908C, a temperature where
the wild-type subtilisin is completely inactive (45).

Sequence-based design methods are advantageous over com-
putational design methods because no three-dimensional struc-
ture is required for design. They are less time-consuming than
directed evolution because diverse in vivo sequence libraries do
not need to be developed and multiple rounds of selection do not
need to be performed for each protein to be optimized. The
successful redesign of the two different enzymes described above
highlights the potential of sequence-based design to be a universal
approach to protein stabilization. One of the disadvantages of
sequence-based design is that the hypothesis that the ancestral
protein is hyperthermophilic might not be correct for all proteins
(46). In this case, the substitutions selected based on the ancestral
protein sequence may not necessarily lead to increases in thermo-
stability since the ancestral sequence is mesophilic. Another dis-
advantage of this approach is that the statistical analysis of multiple
sequence alignments requires a large number of sequences. If a
given protein family does not contain enough sequences to gen-
erate a statistically meaningful alignment, then it might not be
possible to appropriately identify the ancestral gene. As a result,
the selected substitutions might not actually be present in the
ancestral protein sequence and, therefore, would not lead to
increased thermostability.

1.2.3. Computational

Design

Computational design methods use known three-dimensional stru-
ctures of proteins to model the energetics of native-state interac-
tions. If an NMR or X-ray crystal structure is not available for a
given protein, but it has a high degree of homology to proteins
for which structures are available, then the protein can be rede-
signed using homology modeling. Computational approaches have
tended to focus on optimizing interactions in the protein core (6,
47–51). However, attempts to increase the stability of proteins by
redesigning the core have yielded mixed results (6, 7, 51, 52). Core
redesign is challenging for a couple of reasons. First, the protein
core is tightly packed, suggesting that interactions within it have
already been optimized. In order to further improve the interac-
tions within the core, precise modeling of the positions of the side
chains is required. Second, most core redesign methods use a fixed
backbone in the modeling process (6, 49, 53). While this assump-
tion is necessary to minimize the search space, it has been demon-
strated that the backbone does indeed shift to accommodate
substitutions (52). The flexibility of the backbone makes it difficult
to predict the effects of multiple core substitutions on protein
stability (52).

One way to overcome the challenges associated with redesign-
ing the core of the protein is to focus on optimizing interactions
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on the protein surface. Surface redesign is advantageous over core
redesign because residues on the surface have greater conforma-
tional flexibility than those in the core. As a result, the modeling of
surface side chains does not have to be as precise to yield a good
description of surface interactions. Recent work has provided
experimental evidence that surface residues provide an effective
means for modulating protein stability (11–16, 54–56). Further
support for surface redesign comes from a theoretical study on the
physical origin of stability. This study suggested that in response
to evolutionary pressure, mesophilic proteins obtain higher ther-
mostability by increasing the number of charged residues (46),
which are more likely to be found on the protein surface than in
the core.

A major advantage of computational design methods over
directed evolution or sequence-based design approaches is that
they have been demonstrated to be universal (16). Computational
design, like the sequence-based design approaches, is faster than
directed evolution because the energetic calculations can be per-
formed more quickly than multiple rounds of screening and selec-
tion. It is also possible to qualitatively predict the stabilities of
proteins using computational design (11, 15, 16). Furthermore,
these approaches have the potential to be developed into algo-
rithms that can quantitatively predict the stabilities of the
designed sequences. The main disadvantage of computational
design is that three-dimensional structures are required to model
the intramolecular interactions in the native state, so proteins that
are not homologous to any known structures cannot be rede-
signed using computational methods.

2. Rational Design
of Surface
Charge–Charge
Interactions

An approach to generate stable proteins through the rational
design of surface charge–charge interactions has recently been
developed (11, 15, 16). In this method, the energies of charge–
charge interactions on the protein surface are calculated using the
Tanford–Kirkwood model corrected for solvent accessibility
(TK-SA) (57–60). The TK-SA model treats proteins as hard
spheres from which solvent ions are excluded. The ionizable
groups in the protein are modeled as point charges that occupy
fixed positions, and it is assumed that the interaction between the
surface charges is the only type of interaction between the groups
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(57). The interaction energies between the surface charges of
residues i and j are calculated as

Eij ¼ e2 Aij � Bij

2b
�Cij

2a

� �
� 1� SAij

� �
; (11:4)

where e is the unit charge; b is the radius of the sphere represent-
ing the protein is derived from its specific volume; and a is the
radius of the sphere from which solvent ions are excluded. Aij, Bij,
and Cij are functions of the positions of the charges, the dielec-
tric constants of the protein and solvent, as defined previously by
Tanford and Kirkwood (57). Cij is also a function of the ionic
strength of the solvent. The term SAij is the average solvent acces-
sibility of groups i and j and is calculated as previously described
(61, 62).

The contribution of charge–charge interaction energies to the
Gibbs free energy of unfolding is determined from changes in pKa
values of the protein upon substitution relative to model com-
pounds. The energy of a given protonation state (�) in the native
sate of a protein is

DGN �ð Þ ¼ �RT ðln 10Þ
Xn

i¼1

qi þ xið ÞpKint;i þ
1

2

Xn

i;j¼1

Eij qi þ xið Þ qj þ xj

� �
;

(11:5)

where xi, and xj are equal to –1, 0, or þ1 depending on the
protonation state of groups i and j; qi is the charge of group i in
the unprotonated state; and the intrinsic pK, pKint,i, is the pK of
group i if all other groups had zero charge and is determined from
model compounds. Since it is assumed that there are no charge–
charge interactions in the unfolded state, the energy of the pro-
tonation state, �, in the unfolded state of a protein is defined by
the intrinsic pK values:

DGU �ð Þ ¼ �RT ðln 10Þ
Xn

i¼1

qi þ xið ÞpKint;i: (11:6)

These energies can be used to define the partition functions
ZN and ZU for the native and unfolded states, respectively:

ZN ¼
X
�

exp �DGN �ð Þ
RT

� � �ð Þ ln 10ð ÞpH

� �
; (11:7)

ZU ¼
X
�

exp �DGU �ð Þ
RT

� � �ð Þ ln 10ð ÞpH

� �
; (11:8)

where v(�) represents the number of protonated ionizable groups
in the protonation state, �. The neutral forms of the native and
unfolded states (�GN(�)¼0 and �GU(�)¼0) are the reference
states for both ZN and ZU, so the overall contribution of charge–
charge interactions to the Gibbs free energy of unfolding is
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DGqq ¼ �RT ln
ZU

ZN

� �
: (11:9)

To account for the flexibility of side chains on the protein
surface in the calculations of charge–charge interaction energies
(�Gqq), an ensemble of different structures is generated by homol-
ogy modeling using Modeller v. 7.7 (63). Figure 11.2A illustrates
the results of the TK-SA calculations for wild-type ubiquitin.
The value of �Gqq for any given residue represents the energy of
the interactions between that residue and every other charged
residue in the protein. Positive values of �Gqq indicate that these
residues participate in unfavorable interactions, while negative
values indicate the interactions are favorable. Ubiquitin has several
residues that participate in unfavorable interactions, leading to the
hypothesis that the stability can be increased by neutralizing or
reversing the charges of residues participating in unfavorable inter-
actions. Furthermore, it should be possible to gain larger increases
in stability through charge reversal than neutralization (11).

To test this hypothesis, nine single substitutions were made in
the ubiquitin model system. Three variants that neutralized the
charges at unfavorable positions (K6Q, H68Q, and R72Q) and
three that reversed the charges at unfavorable positions (K6E,
R42E, and H68E) were constructed. As a control, three variants
that neutralized the charges at positions predicted to contribute
favorably to stability (K27Q, K29Q, and K29N) were also con-
structed. Since thermal denaturation of ubiquitin at neutral pH is
irreversible (64), the stabilities of these variants were measured by
monitoring changes in secondary structure as a function of dena-
turant concentration using far-UV circular dichroism spectroscopy
(CD) (65). It was observed that neutralization of the unfavorable
charges was indeed stabilizing, as predicted. Moreover, charge
reversal yielded further increases in stability of approximately
1 kJ/mol. Importantly, when the charges predicted to contribute
favorably were neutralized, the stability of the ubiquitin variants
was significantly decreased relative to the wild-type.

The robustness of this model was tested using six proteins:
RNaseSA, peripheral subunit binding domain (Psbd41), rubre-
doxin, L30e, a-lactalbumin, and the bacterial cold shock protein
(CspB). In the initial test, the calculated values of �Gqq were
compared to the experimental stabilities reported in the literature
for three of the model systems: RNaseSa (12), Psbd41 (13), and
rubredoxin (66). The changes in both the thermostabilities (�Tm)
and stabilities (��Gexp) of the substituted variants relative to their
respective wild-type proteins were compared to the changes in
charge–charge interaction energy (��Gqq) expected from the sub-
stitutions (67). It was observed that the changes in thermostability
and stability for these proteins could be predicted from the calcu-
lated changes in �Gqq.

Protein Stabilization by the Rational Design of Surface Charge–Charge Interactions 271



The ribosomal protein L30e from Thermococcus celer provided
an opportunity to determine the extent to which surface charge–
charge interactions affect protein stability. In this experiment, the
effects of charge to alanine substitutions were predicted using the
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Fig. 11.2. Surface charge–charge interaction energies (�Gqq) for wild-type and designed variants of ubiquitin at pH 5.5.
The charge–charge interactions were calculated using four different models. (A) TK-SA, (B) FDPB-UHBD, (C) MMCE,
(D) MM_SCP. Each bar represents the total energy of charge–charge interactions of the corresponding residue with every
other residue in the protein, averaged over an ensemble of 11 structures. Positive values of �Gqq are indicative of
unfavorable interactions, while negative values correspond to favorable interactions. Black bars – wild-type ubiquitin;
dark grey bars – UBQ-GA#1; light grey bars – UBQ-GA#2; and white bars – UBQ-GA#3, represent designed sequences
that were identified by the genetic algorithm. UBQ-GA#1 and UBQ-GA#3 included uncharged polar residues in the
optimization, while UBQ-GA#2 did not. Reproduced from Ref. (16) with permission from the American Chemical Society.
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TK-SA model for 26 positions on the surface of L30e. Alanine
substitutions alter side chain packing interactions, hydrophobi-
city, and secondary structure propensity, in addition to eliminat-
ing charges. If these other interactions contribute significantly to
stabilization at these positions, then it would be expected that the
calculated values of �Gqq would not be able to predict the experi-
mentally observed changes in stability. However, the experimental
changes in stability were correctly predicted for almost all of
the positions. The six positions that were predicted incorrectly
were all located at the N or C termini of a-helices, and are there-
fore likely to be participating in specific interactions at the helix
ends. The identity of the residues in helix-capping positions has
been previously demonstrated to be important for thermody-
namic stability (68–74). It is likely that the nonelectrostatic inter-
actions important for capping motifs have a larger contribution to
stability than the charge–charge interactions at these positions.

a-Lactalbumin is a small calcium-binding protein found in
milk that has recently been observed to bind highly basic proteins
and histones through electrostatic interactions. The apo form was
predicted to have many unfavorable surface charge–charge inter-
actions (75). The conformational change induced by calcium
binding does not appear to significantly affect the unfavorable
interactions. However, the presence of the calcium ion does create
favorable interactions for the residues directly involved in binding,
although residues far from the binding loop maintained unfavor-
able interactions. It was possible to predict the effects of the single
site substitutions in a-lactalbumin through changes in the surface
charge–charge interaction energies, and it was found that the
changes in thermostability directly correlate to changes in
the calcium affinity of the protein. Importantly, not only was
this the first attempt at rational design for a-lactalbumin, but it
was also the first successful stabilization of this protein (75).

To learn more about the nature of protein stabilization
through the rational design of surface charges, the CspB bacterial
cold shock protein was used as a model system. The calculated
surface charge–charge interaction energies from the mesophilic
Bacillus subtilis (CspB-Bs), the thermophilic B. caldolyticus
(CspB-Bc), and the hyperthermophilic Themotoga maritima
(CspB-Tm) were compared (15, 67). Although the sequences are
highly homologous, the surface charge distributions of these three
proteins are very different. It was observed that CspB-Bs has more
unfavorable interactions than either CspB-Bc or CspB-Tm and that
CspB-Bc has fewer favorable interactions than CspB-Tm, which
correlates with the relative thermostabilities of these proteins. A
cold shock protein (CspB-TB) was designed that contained the
same core residues as CspB-Bs but the surface charge distribution
of CspB-Tm to determine whether an increased number of favor-
able surface charge–charge interactions does increase the stability of
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the protein. The thermal stabilities of CspB-Bs and CspB-TB were
measured using CD and it was observed that the thermostability of
the designed protein was increased by 208C (15).

CspB-Bs and CspB-TB are structurally similar, but have very
different surface charge distributions. Making the same substitu-
tions in these proteins provided a unique opportunity to learn more
about how the electrostatic contributions in the unfolded state
affect protein stability and whether the substitutions are affecting
interactions other than those between charges. Comparison of the
predicted (��Gqq) and experimentally measured changes in stabi-
lity (��Gexp) showed that it was possible to predict the effects of
most substitutions. Those that were predicted incorrectly were
located in a b-hairpin, suggesting that charge–charge interactions
in the unfolded state could be affecting the contributions of these
residues to protein stability. However, the correlation was not
improved when the Gaussian chain model (76) of the unfolded
state was used to account for possible charge–charge interactions in
the unfolded state or when the putative unfolded state structure
was disrupted. These residues were actually part of a complex net-
work of charge–charge interactions, and when this network was
disrupted, the experimental results agreed with the predictions
(77). Therefore, it appears that including electrostatic contribu-
tions in the unfolded state does not significantly improve the
agreement between the calculations and experiments.

In order to truly analyze the effects of changes in charge–
charge interactions on protein stability, it would be ideal to make
substitutions that affect the charge of a side chain without also
affecting the size, hydrophobicity, or packing interactions. Because
of the limitation imposed by a small number of naturally occurring
amino acids, however, it is often easier to use the natural amino
acids lysine and glutamic acid for reversal of existing charges and
glutamine and asparagine are used for charge neutralization. As a
result, the changes in stability due to charge reversal or neutraliza-
tion could actually be due to other factors such as hydrophobicity,
secondary structure propensity, packing, or changes in hydrogen
bonding patterns. It is also possible that they could be affecting
stability altering short-range (salt bridges) rather than long-range
charge–charge interactions. Since long-range and short-range elec-
trostatic interactions are affected differently by increasing concen-
trations of ionic strength, it should be possible to determine how
stability is being affected by making the same substitutions in
different charge environments. Long-range interactions tend to
become weaker with increasing salt concentrations, while short-
range interactions tend to persist. If the substitutions are affecting
long-range electrostatic interactions, then there should be an
inverse correlation between the changes in stability and changes
in the halophilicity of the protein. For most substitutions, this
behavior was observed (77). The substitutions that deviated from
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the correlation between stability and halophilicity occurred at the
same position in both CspB-Bs and CspB-TB, and suggested that
hydrophobic interactions have a larger contribution than charge–
charge interactions at this position. The studies on CspB made it
possible to understand the nature of how proteins are stabilized
through optimized surface charge–charge interactions.

In addition to providing a means to study the details about
how changes in surface charge–charge interactions affect the sta-
bility of a protein, the successful thermostabilization of CspB-Bs
by altering its surface charge distribution led to the idea that it
should be possible to develop a computational algorithm to iden-
tify the optimal surface charge distribution for any given protein.
Ideally, this would be accomplished by performing exhaustive
calculations that would sample every possible ionization state for
each residue in the protein. However, for a protein with n surface
positions and three possible ionization states (positive, neutral, and
negative), 3n calculations would need to be performed in order to
identify all possible charge distributions. A small protein like ubi-
quitin, which has only 23 surface residues (greater than 50% sol-
vent accessibility), would require 323 � 1011 calculations, making
exhaustive calculations computationally prohibitive for rational
design approaches. The genetic algorithm (16, 78, 79) is a faster
method to determine the optimal distribution of charges on the
surface of a protein because it is based on the idea that it is not
necessary to find all of the best sequences, but rather it is sufficient
to identify some of the sequences that are among the most favor-
able. For ubiquitin, the genetic algorithm required approximately
5�104 calculations, allowing for a significant reduction in compu-
tational resources compared to exhaustive calculations.

The genetic algorithm has been previously described in great
detail (16, 78–80), but will be briefly discussed here. The first step
of the genetic algorithm is to generate an initial population of
charge distributions, each of which is represented by a ‘‘chromo-
some.’’ A certain number of ‘‘chromosomes’’ have randomly gen-
erated charge distributions, and the rest have the wild-type charge
distribution. It is important to note that only charged residues
with a solvent accessibility greater than 50% are included in opti-
mization. Next, a probability score is assigned to each charge
distribution, based on the energies of charge–charge interactions
calculated by the TK-SA model, and the lowest-energy ‘‘chromo-
somes’’ are sent to the next generation. Then, probabilistic cross-
over events between the remaining ‘‘chromosomes’’ are used to
finish populating the next generation. Once the second genera-
tion is fully populated, random point ‘‘mutations’’ are allowed to
occur with a predetermined probability. An energy penalty helps
to minimize the number of ‘‘mutations.’’ This process is repeated
until the lowest energy sequences have remained unchanged for a
set number of cycles.
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Figure 11.3A highlights the ability of the genetic algorithm
to appropriately sample the sequence space covered by exhaustive
calculations. When optimizing only residues that were charged in
the wild-type sequence, the genetic algorithm was able to identify
several sequences that had increased favorable charge–charge
interaction energies relative to the wild-type. Further increases
in favorable interactions were identified when uncharged polar
residues on the protein surface were also included in the optimiza-
tion. The relationship between the charge–charge interaction
energies and the number of substitutions shows that the increase
in favorable energy is a nonlinear function (Fig. 11.3B). After
eight or ten substitutions, the gain in favorable energy per sub-
stitution becomes very small. This suggests that it is possible to
increase protein stability with only a few substitutions, making
computational design of surface charges a practical tool for gen-
erating stable proteins.

The robustness of the rational design of surface charge–
charge interactions has been tested using six model proteins (acyl-
phosphatase, procarboxypeptidase, tenascin, U1A, ubiquitin, and
the Fyn SH3 domain) which varied in size, shape, and secondary
structure composition (16, 81). For each protein, the energies of
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surface charge–charge interactions were calculated using the
TK-SA model, and then the optimal distributions were identified
using the genetic algorithm. As an example, Fig. 11.2A shows the
results of the TK-SA calculations for the wild-type and designed
variants of ubiquitin. Two of the designed variants included neu-
tral polar residues in the optimization procedure, while a third
optimized only the existing charges. The number of unfavorable
interactions, relative to wild-type ubiquitin, is decreased in each of
the designed variants. In addition to the designed variants, other
ubiquitin variants were constructed to remove unfavorable
charges at individual positions. One reversed the unfavorable
charge at position 6 (UBQ-6), one reversed the charge at position
72 (UBQ-72), and one contained two substitutions to reverse the
charges at both positions simultaneously (UBQ-6/72). The sta-
bilities of ubiquitin variants were characterized using urea-
induced unfolding, as previously described (65). It was observed
that UBQ-6 and UBQ-72 both had increased stabilities relative to
the wild-type, and UBQ-6/72 was more stable than the single
variants. Furthermore, all three designed sequences were more
stable (with ��G relative to the wild type of 13.2 kJ/mol,
18.4 kJ/mol, and 17.7 kJ/mol) than the double variant
(��G¼5.2 kJ/mol), providing experimental evidence that opti-
mization of surface charge–charge interactions is a viable approach
for increasing protein stability. The flexibility of the design pro-
cess, evidenced by achieving stabilization with three different
designed sequences, will make it possible to redesign proteins
without affecting functional properties. The stabilities of the
other model systems were also measured using either CD or
differential scanning calorimetry (DSC) (82–84). The designed
sequences of all six model systems had stabilities that were
increased relative to their wild-type protein. Recently, CDC42
was also redesigned through the optimization of surface charge–
charge interactions. At 190 amino acid residues, CDC42 is the
largest protein to be redesigned by this approach, and served to
test the robustness of the method for large proteins. The thermo-
stability of the designed CDC42 variant was increased by 108C
relative to the wild-type (85), which is quite remarkable for such a
large protein. Furthermore, the successful stabilization of several
proteins with different sizes, tertiary structures, and secondary
structure composition provides evidence that this approach is a
viable, universal method for generating thermostable proteins.

In order for any protein design approach to be truly success-
ful, the designed variants must be able to retain their function. To
determine whether the optimization of surface charge–charge
interactions alters protein function, activity assays were performed
on CspB, acylphosphatase, and CDC42. CspB is expressed by
B. subtilis when the bacterium is exposed to colder temperatures.
While the exact mechanism by which CspB protects cells from
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cold shock has been the subject of much debate, it is known to
bind single-stranded DNA (ssDNA) with a preference for poly-
pyrimidine sequences (86, 87). The binding of ssDNA templates
to CspB-Bs and the designed CspB-TB (which is 238C more
thermostable than CspB-Bs) were compared using fluorescence
spectroscopy. It was found that not only could CspB-TB bind
ssDNA better than CspB-Bs at higher temperatures (378C), but it
could also bind ssDNA with a higher affinity than CspB-Bs at
lower temperatures (258C) (15). Although the physiological
function of acylphosphatase is still unknown, it has been shown
to catalyze the hydrolysis of acylphosphates. The catalytic activity
of the wild-type and designed acylphosphatase variants was mea-
sured with a continuous UV absorption assay using benzoylpho-
sphate as a substrate. The designed variant was able to maintain
hydrolytic activity at higher temperatures than the wild-type
enzyme (85). CDC42 is a member of the Rho family of GTP-
binding proteins. The hydrolysis of GTP by CDC42 can be mon-
itored by a colorimetric assay that detects the amount of free
phosphate released during the reaction. The thermal inactivation
of CDC42 is irreversible, so the functional properties were mea-
sured as the residual activity after incubation at high temperatures
(�108C higher than the wild type) The designed variant had
similar activity to the wild-type after incubation at lower tempera-
tures and was able to maintain its activity after incubation at
temperatures where the wild-type enzyme was inactivated (85).
These results suggest that stabilizing proteins through redesign of
surface charges does not lead to loss of functional activity.

3. Practical
Considerations

The TK-SA model is a simple model of electrostatics that is
effective for calculating qualitative changes in the energies of
interactions between charges on the protein surface. However,
there are a few issues to consider regarding its implementation in
the rational design of stable proteins. First, a major assumption of
the model is that the protein is spherical. For globular proteins,
this appears to be valid, even when the shape deviates from a
sphere. For example, tenascin has more of a cylindrical shape, yet
this model was able to be used to predict stabilizing substitutions
(16). Second, the TK-SA model assumes that the interaction
between charges is the only type of electrostatic interaction in
the native state. This is clearly an oversimplification, since it is
known that hydrogen bonding and partial dipoles also play a role
in electrostatic interaction energies. For this reason, surface side
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chains that are involved in intramolecular hydrogen bonds should
not be included in optimization procedures that use TK-SA.
Finally, it has been noted that this model ignores important para-
meters such as self-energy and solvation (88–90). Nevertheless,
when the results of the TK-SA calculations for the surface char-
ge–charge interactions are compared to results from other con-
tinuum models, such as the finite difference solution of the
Poisson–Boltzmann equation (FDPB/UHBD) (91, 92) per-
formed on a single structure, the Multi-Conformer Continuum
Electrostatic model (MCCE) performed on multiple conformers,
or the microenvironment modulated screened Coulomb potential
(MM_SCP) model, all results are qualitatively similar (Fig. 11.2).
The only advantage of TK-SA over these other models is that it is
less computationally demanding.

Another concern regarding the rational optimization of the
surface charge–charge interactions is that it is not possible to
quantitatively predict the stabilities of the proteins. This is due
to the fact that only the native-state interactions between surface
charges are being considered. Important factors for protein stabi-
lity, such as side chain hydrophobicity, secondary structure pro-
pensity, hydrogen bonding, packing interactions, and unfolded
state effects (4, 5, 9, 56, 93–99) are not considered. Nevertheless,
this approach does provide very good qualitative predictions of
protein stability. In order to become quantitative, these other
factors will need to be accounted for in the computational algo-
rithm. Key questions that will need to be addressed in the future
development of this approach are: which factors are the most
important for modulating stability, and how quantitative does
the algorithm need to be in order to be practical? It is likely that
including just a few of the parameters mentioned here will allow
the algorithm to quantitatively predict the stability of the designed
sequences within the errors of experimental techniques.
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Chapter 12

NMR Analysis of Native-State Protein Conformational
Flexibility by Hydrogen Exchange

Griselda Hernández and David M. LeMaster

Abstract

The rate of hydrogen exchange for the most protected amides of a protein is widely used to provide an

estimate of global conformational stability by analyzing the exchange kinetics in the unfolded state in terms of

model peptide exchange rates. The exchange behavior of the other amides of the protein which do not

exchange via a global unfolding mechanism can provide insight into the smaller-scale conformational transi-
tions that facilitate access to solvent as required for the exchange reaction. However, since the residual tertiary

structure in the exchange-competent conformation can modulate the chemistry of the exchange reaction,

equilibrium values estimated from normalization with model peptide rates are open to question. To overcome
this limitation, the most robust approaches utilize differential analyses as a function of experimental variables

such as denaturant concentration, temperature, pH, and mutational variation. Practical aspects of these

various differential analysis techniques are considered with illustrations drawn from the literature.

Key words: Hydrogen exchange, protein dynamics, conformational flexibility, NMR.

1. Introduction

Ever since the 1950s when Linderstrom-Lang and coworkers (1)
used infrared spectroscopy to demonstrate that the amide protons
of a protein exchange with deuterium from the bulk solvent phase
with rates that span many orders of magnitude, hydrogen
exchange has been the most widely used technique to monitor
protein conformational flexibility. A large proportion of these
applications have made use of only a qualitative interpretation of
the exchange rates. Amide hydrogen exchange provided early
evidence of the dramatic changes in conformational flexibility of
enzymes that can arise upon substrate/inhibitor binding (2)
which, combined with advances in mass spectrometry, have

John W. Shriver (ed.), Protein Structure, Stability, and Interactions, vol. 490
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recently offered extensive insights into protein–ligand interactions
(3,4). This series (5) and others (6,7) have reviewed the critical role
in protein folding studies provided by NMR-monitored quenched-
flow techniques by following the temporal development of protec-
tion from hydrogen exchange at individual residue positions
throughout the backbone. Combining such pulse labeling techni-
ques with the increased sensitivity and molecular weight range
provided by mass spectrometry enables characterization of both
normal and misfolded intermediates in the protein folding process
(8–10) with the added benefit that by monitoring the mass of
individual protein molecules as a function of deuterium exchange
one can determine whether or not groups of amide protons are
exchanging in a concerted fashion (11). In each of these cases, the
relevant conclusions regarding conformational flexibility can often
be drawn without interpreting the exchange rates of the individual
amide protons by a quantitative kinetic model. The present review
focuses upon the techniques involved and the issues that arise when
a more precise interpretation of the exchange data is applied to
study protein conformational dynamics in the native state.

2. Hydrogen
Exchange as a
Monitor of Confor-
mational Equilibria

Quantitative interpretation of hydrogen exchange kinetics is stan-
dardly based on the protection analysis described by Hvidt and
Nielsen (12), as represented by the following equation:

closed

kop

Ð
kcl

open
kch! exchanged

In the first of the two limiting conditions, the rate of the closing
reaction is slow compared to the rate of the chemical exchange step
(i.e., kcl << kch). In this case, essentially every conformational
opening transition leads to a hydrogen exchange reaction so that
the observed rate kex ¼ kop, commonly referred to as the EX1
condition. As a result, the kinetics of exchange under EX1 condi-
tions provides a direct monitor of the rate for the underlying
conformational transition. However, observation of such EX1
kinetics generally requires the use of high pH in order to selectively
accelerate the chemical exchange step. Closer to physiological con-
ditions, the rate of the closing reaction is usually rapid compared to
that of the chemical exchange step which occurs from the open-
state conformation (i.e., kcl >> kch). As a result, a pre-equilibrium
of the open and closed conformational states is established and the
overall exchange rate constant equals (kop/kcl) kch, where kop/kcl is
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the equilibrium constant for the conformational opening transi-
tion. This condition is referred to as exhibiting EX2 kinetics.

Experimental access to the equilibrium constant for the con-
formational opening transition requires estimation of the rate con-
stant for the chemical exchange step kch. As Hvidt and Nielsen (12)
pointed out, the most straightforward interpretation depends upon
whether or not the residual conformational structure of the protein
in the exchange-competent state significantly modulates the kine-
tics of the chemical exchange. If the effects of the residual confor-
mational structure are negligible, then the kch rate constant can be
estimated from the exchange behavior of simple model peptides
under the same experimental conditions. The pros (13) and cons
(14) of this peptide normalization assumption have been actively
debated ever since under the rubric of the local unfolding (15) and
the solvent penetration (16) models. Although much of this dis-
cussion has focused on estimating the spatial extent of the confor-
mational transition needed to generate efficient hydrogen exchange
(17), it should be emphasized that the central kinetic question for
the quantitative interpretation of hydrogen exchange rates in the
EX2 limit remains whether the residual conformation significantly
modulates the chemical exchange step.

The validity of the peptide normalization assumption can be
directly tested for amides that only exchange their protons via a
global unfolding of the protein structure, since the �G value
deduced from the conformational pre-equilibrium formed during
the hydrogen exchange reaction can be directly compared to the
free energy of stability measured by calorimetric or spectroscopic
means. The practical aspects of using hydrogen exchange to esti-
mate protein conformational stability have been presented pre-
viously in this series (18). Allowing for the effects of incomplete
equilibration of cis–trans isomerization of prolines and solvent
isotope effects on conformational stability, most proteins studied
to date yield �G values estimated from hydrogen exchange
experiments that agree quite well with the independently deter-
mined values, although exceptions have been noted (19–21).

3. The Role of
Electrostatics in
Modulating Hydro-
gen Exchange
Kinetics

By definition, amides which exchange via a transition that does
not involve global unfolding retain residual conformational struc-
ture in their exchange-competent state. As these smaller-scale
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conformational fluctuations generally cannot be characterized by
independent experimental techniques, the analogous test of the
peptide normalization assumption cannot be made. As a result,
the potential role of this residual conformational structure in
modulating the chemical exchange rates must be considered.
Electrostatic interactions with charged and polar groups in the
residual conformational structure provide the most commonly
discussed mechanism by which the rate of the chemical exchange
step for a given amide may be altered, relative to the reference
model peptide values (22–26).

Above pH 4, most peptide groups exchange essentially exclu-
sively by hydroxide ion-catalyzed removal of the amide proton. As
with the more familiar ionization of the weak acids and bases on
the protein side chains, the acidity of the peptide nitrogen is
modulated by the local electrostatic potential that (de)stabilizes
the peptide anion state. The pK values for simple model peptides
are approximately two units above that of water. Since these
model peptides act as normal Eigen acids (27) such that their
kinetic acidity directly reflects their thermodynamic acidity,
hydroxide-catalyzed exchange occurs at �1% of the diffusion-
limited rate. When the local electrostatic potential is negative,
the acidity of the peptide unit will be decreased, resulting in a
proportionately slower exchange rate. Conversely, when the local
electrostatic potential is positive, the peptide anion state is stabi-
lized. In this case, the exchange rate increases up until the pK of
the peptide matches that of water at which point a diffusion-
limited rate is observed (28–30).

Although ionization of protein side chain groups can directly
alter hydrogen exchange rates by modulating the local electro-
static potential, it is often problematic to exclude the interpreta-
tion that such side chain ionizations alter the energetics of the
local conformational equilibria and thus affect the hydrogen
exchange rates indirectly. Solvent-exposed amides offer the most
straightforward test of electrostatic effects since they need not
require any conformational transition in order to exchange with
the bulk solvent. The groups of Wüthrich (31) and Woodward
(23) have reported that a number of the solvent-exposed amide
hydrogens of bovine pancreatic trypsin inhibitor have exchange
rates which are several hundred-fold slower than the correspond-
ing model peptide values. Although the physical basis of these
decreased exchange rates has not been fully rationalized, their
dependence on ionic strength indicates a substantial electrostatic
component (32). More recently, we (33) have found that within
the active site in the a domain of the human protein disulfide
isomerase the amide hydrogens at the N-terminus of the a2 helix
undergo hydroxide-catalyzed exchange at the diffusion-limited
rate. By increasing the acidity of these amides up to that of
water, the positive electrostatic potential at the end of the helix
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renders these amides susceptible to general base catalysis. Indeed
below pH 8, the exchange of the His 38 amide is predominantly
catalyzed by the neutral imidazole form of its own side chain with
a rate that is more than a million-fold above the neutral water-
catalyzed reaction.

Quantitative analysis of the electrostatic modulation of hydro-
gen exchange is not limited to the solvent-exposed residues. The
charge of the tetracysteine-coordinated active site metal in the
rubredoxin from Pyrococcus furiosus can be altered by substitution
of Zn(II), Ga(III), and Ge(IV) without a significant change in
conformational stability (34,35). Up to a million-fold acceleration
in hydrogen exchange rates was observed for the amide protons
that arise largely, if not exclusively, from the resultant modulation
of the electrostatic potential at the individual peptide sites. If
instead this variation in hydrogen exchange rates is interpreted
in terms of a change in conformational stability, the values for the
predicted differential free energies extend up to 8 kcal/mol.
Poisson–Boltzmann calculations (36,37) on the native-state struc-
ture of Pf rubredoxin faithfully predict the changes in acidity of
the amide nitrogens needed to fit the differential hydrogen
exchange rates using an effective internal protein dielectric con-
stant value of 6. The consistency of the electrostatic modeling of
the differential hydrogen exchange rates based on the X-ray struc-
ture of Pf rubredoxin indicates that the exchange-competent
conformations must closely resemble the native-state structure.

4. Differential
Analysis of Sub-
global Hydrogen
Exchange

Given the degree to which hydrogen exchange kinetics can be
modulated by electrostatic effects, estimation of conformational
equilibria by normalization against model peptide values for
hydrogen exchange reactions that do not occur via global
unfolding is open to question. To help circumvent this limita-
tion, the most robust approaches utilize differential analyses.
The rate of hydrogen exchange for individual amide protons
can be assessed as a function of experimental variables such as
denaturant concentration, temperature, and mutational varia-
tion. In this case, quantitative interpretations depend upon the
considerably weaker assumption that the residual conforma-
tional structure does not differentially affect the rate of the
chemical exchange step as a function of the experimental condi-
tion being varied.
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A central issue for any such differential analysis is how to assess
whether or not the conformational transitions that underlie the
hydrogen exchange process are changing as a function of the
experimental condition being varied. To determine the contribu-
tion of native-state conformational flexibility to the observed
hydrogen exchange data, one must first identify the degree to
which global unfolding might also contribute. This distinction
can often be established by making use of the fact that the fraction
of exchange which occurs via global unfolding is generally strongly
dependent on temperature and denaturant concentration.

Determining the degree to which a global unfolding transi-
tion contributes to the observed hydrogen exchange rates is par-
ticularly germane to the actively debated question of whether
increased conformational rigidity underlies the heightened ther-
mal stability observed for proteins obtained from thermophilic
organisms. Hydrogen exchange measurements have provided
much of the experimental basis used to justify a correlation
between conformational rigidity and global stability (38–40).
However, if the global unfolding transition contributes signifi-
cantly to the observed hydrogen exchange rates for either the
thermophile protein or its mesophile homolog being compared
under a given set of conditions, no clear conclusion can be drawn
for this question. To argue otherwise necessarily assumes that
‘‘flexibility’’ includes the global unfolding transition, in which
case the correlation between conformational rigidity and global
stability becomes true by definition.

5. Methods

5.1. Denaturant

Dependence of

Hydrogen Exchange

The hydroxide-catalyzed exchange rate constant of poly-D,L-
alanine linearly decreases with increasing urea concentrations
with a fourfold retardation at 8 M (41). The analogous measure-
ments as a function of guanidinium chloride (GdmCl) exhibits a
maximum near 4 M with an overall variation that is less than
twofold. The denaturant dependence of hydrogen exchange for
the various charged residues in model peptides has not been
reported. The large changes in ionic strength arising from varia-
tion in GdmCl concentration can be counterbalanced by addition
of sodium chloride (42), although more commonly the standard
peptide normalization values are applied independently of guani-
dinium concentration.

The global stability of a protein commonly varies linearly with
urea or GdmCl concentration (43). This proportionality constant,
the m-value, is in turn approximately proportional to the protein
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surface area that becomes exposed during the unfolding process.
Increasing concentrations of denaturant serves not only to
increase the population of the globally unfolded species, it also
serves to increase the population of partially unfolded states. The
dependence of protein hydrogen exchange rates as a function of
GdmCl provides a means of characterizing the spatial extent of the
exchange-competent conformational transition(s) (44).

For a number of proteins, all of the monitored amides appear
to exhibit only two general types of denaturant-dependent rates
(42,45). At lower levels of denaturant, many amides exhibit
exchange rates that are essentially independent of denaturant
concentration, consistent with a small fraction of buried surface
exposure in the exchange-competent state. At higher denaturant
concentrations, the m-value rapidly rises to a value consistent with
that of global unfolding. However, most notably in the example of
horse cytochrome c, Englander and coworkers (46) have observed
that clusters of amides exhibit phases in the GdmCl dependence
curves with m-values that are intermediate between the flat seg-
ment characterizing exchange via local fluctuations and the stee-
pest slope at high denaturant concentrations, consistent with
exchange via global unfolding. As illustrated in Fig. 12.1, at low
guanidinium concentrations, the hydrogen exchange rate of Phe

Fig.12.1. Guanidinium chloride-dependent hydrogen exchange of selected amides in
cytochrome c. The limiting slope for Phe 10 and Leu 98 reflect the transition to global
unfolding. Decreased slopes consistent with subglobal hydrogen exchange transitions are
seen for Tyr 67 and Leu 68 of the 60 s helix, Gly 37 and Trp 59 He1 of the 36–61 loop, and Ile
75 and Ile 85 of the omega loop lying over the plane of the heme. Reprinted with permission
from Fig. 1B of Yawen Bai et al., Science 269:192–197 (14 July 1995). Copyright AAAS.
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10 (representative of residues in the N-terminal a-helix) is nearly
concentration independent. However, as 1.0-M GdmCl is
approached, the exchange rate of Phe 10 increases and converges
with that exhibited by Leu 98 of the C-terminal a-helix which
appears to exchange via global unfolding throughout the GdmCl
concentration range. Although residues Tyr 67 and Leu 68 of the
6 s helix exhibit a qualitatively similar pattern, the limiting slope of
their common m-value at high GdmCl concentrations is less than
that for Phe 10 and Leu 98. A yet smaller limiting slope is
observed for the Ile 75 and Ile 85 residues that lie in the neck of
a small omega loop segment that is positioned over the plane of
the heme in the native structure.

The hydrogen exchange behavior for a set of residues that exhibit
a similar limiting denaturant dependence can be plausibly interpreted
in terms of a collective conformational transition if these residues
form a spatially contiguous region of the protein that is structurally
consistent with such a subglobal transition. The common m-value for
these residues provides an estimate of the amount of surface exposure
in the exchange-competent state, relative to the global unfolding
transition, which in turn can be compared to the spatial extent of
the structural region defined by these residues (46). Interpretation as
a subglobal transition requires that the corresponding m-value be
unambiguously less than that for the global unfolding transition.
Otherwise, complications in the peptide normalization analysis can
generate the appearance of multiphase stability behavior (47,48).

5.2. Temperature

Dependence of

Hydrogen Exchange

The activation energy of hydroxide-catalyzed exchange for poly-
D,L-alanine is +17 kcal/mol (49). The temperature dependence of
water ionization and the resulting variation in hydroxide ion con-
centration accounts for +14 kcal/mol, while the exchange reaction
itself is characterized by a kinetic barrier of +3 kcal/mol, similar to
that of hydroxide exchange within the bulk water phase (50). In
order to extract apparent thermodynamic values from the tempera-
ture dependence of hydrogen exchange, correction must also be
made for the temperature dependence of ionization for the buffer.
Although the ionization enthalpy for acetate (–0.1 kcal/mol) (51),
phosphate (–1.9 kcal/mol for K1, +0.8 kcal/mol for K2 and
+3.5 kcal/mol for K3) (51), and borate (+3.5 kcal/mol) (52)
buffers are relatively small, that of Tris is +11.3 kcal/mol (53).

The variation of hydrogen exchange rate with temperature
provided the first direct evidence that the efficient exchange-com-
petent conformation(s) for individual amides can undergo a transi-
tion from a smaller scale ‘‘local fluctuation’’ to exchange via global
unfolding as the thermal transition of the protein is approached. As
summarized in Fig. 12.2 (54), the groups of Wüthrich (55) and of
Woodward (56) reported temperature-dependence studies on indi-
vidual slowly exchanging amides of bovine pancreatic trypsin inhi-
bitor. Above 70�C, the three residues illustrated exhibit similar
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kinetics with an apparent activation energy near 80 kcal/mol, con-
sistent with hydrogen exchange via global unfolding. However, at
lower temperatures further from the global thermal transition, the
slopes of the Arrhenius plots for these three residues diverge to yield
apparent activation energy values ranging from 27 kcal/mol to
40 kcal/mol.

To complement their earlier pressure dependence studies (57),
Bryant and coworkers (58) determined the activation enthalpies for
hydrogen–deuterium exchange in bacteriophage T4 lysozyme for a
temperature range more than 30� below the reversible thermal
transition. As seen in Fig. 12.3, these activation enthalpy estimates
exhibit substantial variation along the protein backbone, varying
from 7 kcal/mol to 34 kcal/mol. The authors concluded that the
variations in activation energy values for residues that are structu-
rally close together in the folded protein suggest that there may be a
variety of energetically distinct pathways for the access of solvent to
these structurally related exchange sites.

Within the EX2 kinetic limit, the temperature dependence of the
hydrogen exchange arises both from the variation in the conforma-
tional equilibrium between the conformational ground state and the
exchange-competent state(s) and from the temperature dependence
of the chemical exchange step in the exchange-competent state.

Fig.12.2. Temperature dependence of amide hydrogen exchange rates for Gln 31, Phe
45, and Met 52 of bovine pancreatic trypsin inhibitor at pH 3.6. The ‘‘dotted line’’
indicates the extrapolated rate of global unfolding. The common slope observed at high
temperature corresponds to an activation energy near 80 kcal/mol, while at lower
temperatures the activation energies of the three residues decrease by varying
amounts. Reprinted with permission from Fig. 3 of K. S. Kim et al., Biochemistry 32,
9609–9613 (1993). Copyright American Chemical Society.
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Interpretation of the conformational equilibria can be obtained via a
differential analysis under the comparatively weak assumption of a
similar temperature dependence for the chemical exchange step
between the amides being compared. In this analysis, the observed
differential temperature dependence of the hydrogen exchange
yields the differential enthalpy of the conformational equilibrium
according to

Fig.12.3. Activation enthalpies for hydrogen–deuterium exchange of bacteriophage T4 lysozyme determined over the
temperature interval of 280–305 K. ‘‘Error bars’’ indicate a 67% confidence interval of the fit. Letters represent each of
the nine helices. Reprinted with permission from Fig. 1 of M. E. Dixon et al., Biochemistry 39, 248–254 (2000). Copyright
American Chemical Society.
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dðlnðkex1=kex2ÞÞ=dð1=T Þ ¼ dðln �KeqÞ=dð1=T Þ ¼ ���H=R:

In measuring the hydroxide-catalyzed exchange rate con-
stants for the rubredoxins from the hyperthermophilic Pyrococcus
furiosus (Pf) and the mesophilic Clostridium pasteurianum (Cp),
we observed that nine of the amides in the so-called multi-turn
segment (59) exchange at similar rates near room temperature for
both proteins (Fig. 12.4) (60). As discussed in more detail below,
magnetization transfer-based experiments enabled the measure-
ment of the hydrogen exchange kinetics of nearly all backbone
amide positions in the rubredoxins. When the ratio of the
exchange rates for the Cp and Pf rubredoxins at each amide of
this segment are plotted against the inverse temperature, all nine
of these slowly exchanging positions yield slopes consistent with a
differential conformational enthalpy of 6–8 kcal/mol (Fig. 12.5).
In contrast, all of the more rapidly exchanging amides in this
segment exhibit no significant differential temperature depen-
dence. The similarity in the magnitude and temperature depen-
dence for these slowly exchanging amides are consistent with a
collective conformational opening of the multi-turn segment that
is hydrogen exchange-competent at temperatures 100� below the
thermal transition for these proteins (48). Furthermore, below
room temperature the amides in this segment of the hyperther-
mophilic Pf rubredoxin become exposed to solvent for exchange

Fig.12.4. Hydroxide-catalyzed amide exchange rate constants for Clostridium pasteur-
ianum and Pyrococcus furiosus rubredoxins at 23�C. The log kOH

– value for poly-D,L-
alanine is 8.3 under these conditions (61,83). Nearly all of residues exhibit rate
constants for Pf rubredoxin (þ and �) that are equal to or less than those for Cp
rubredoxin (& and u) at this temperature. For both proteins the exchange rate
constants of the most slowly exchanging amides in the multi-turn segment are highly
similar. The inserted backbone structure of rubredoxin highlights this segment. Rep-
rinted with permission from Fig. 2 of G. Hernández et al., Biochemistry 40,
14384–14391 (2001). Copyright American Chemical Society.
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for a larger fraction of the time than does the corresponding
segment in the mesophilic homolog. These data provided the
first demonstration that a defined structural region in a thermo-
phile protein can be more flexible than the corresponding region
in a mesophile homolog under identical conditions.

5.3. pH Dependence

of Hydrogen Exchange

The sensitivity of hydrogen exchange rates to variations in pH is
central to many of the applications of this technique. Above pH 4,
model peptides generally exhibit hydrogen exchange rates that are
directly proportional to the hydroxide ion concentration. These
hydroxide-catalyzed exchange rate constants depend upon the iden-
tities of the side chains on either side of the peptide linkage (61). For
ionizable side chains, the neutral and charged forms differ in their
exchange rate constant contributions, consistent with the electro-
static interaction between the side chain and the peptide nitrogen
anion intermediate formed during the exchange reaction. An analo-
gous set of exchange rate constants characterize the hydronium

Fig.12.5. Arrhenius plot of the differential amide exchange kinetics for the multi-turn
residues of Cp and Pf rubredoxin. The ‘‘solid lines’’ indicate all of the residues for which
the Cp rubredoxin log kOH– value is less than 3.0 at 23�C, while the ‘‘dashed lines’’
indicate the data for the more rapidly exchanging residues. With the exception of Phe
30, with a log kOH

– value less than 3.0 in Pf rubredoxin, only the set of slowly exchanging
amides exhibit significant differential temperature-dependent exchange rates that are
consistent with ��H values between 6 kcal/mol and 8 kcal/mol. Reprinted with
permission from Fig. 6 of G. Hernández et al., Biochemistry 40, 14384–14391
(2001). Copyright American Chemical Society.
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ion-catalyzed exchange that is generally dominant below pH 3. A
modest contribution from neutral water-catalyzed exchange is
observed only near the exchange minimum (i.e., pH 3–4). It should
be noted that the standard peptide reference rates (61) were mea-
sured in 0.5 M KCl in order to suppress electrostatic effects.
Although exchange measurements on poly-d,l-alanine as a function
of ionic strength suggest a small effect for neutral residues, these
authors noted that the exchange rates for charged residues differ by
roughly 30% at more typical salt concentrations.

Probably the most common reason for studying the pH depen-
dence of hydrogen exchange is to discriminate between the EX1
and EX2 kinetic conditions. In the idealized case of a protein for
which the conformational dynamics (and any indirect charge
effects) are pH independent, EX1-type exchange will also be pH
independent, since under these conditions the exchange reaction is
completed each time the transition to the exchange-competent
state occurs. On the other hand, when the conformational equili-
brium is established rapidly as compared to the chemical exchange
step, exchange rates proportional to the hydroxide-ion should
occur. Needless to say, since protein conformational stability does
vary with pH and titration of ionizable side chains can affect hydro-
gen exchange kinetics, discrimination between EX1 and EX2
kinetics based on pH variation is sometimes ambiguous.

Of particular utility is the ability to observe a pH-dependent
transition between EX1 and EX2 conditions by exploiting the fact
that at higher pH values the chemical exchange step can sometimes
be sufficiently accelerated so as to compete with the conformatio-
nal closing transition. Robertson and coworkers have used this
approach to characterize the kinetics of global unfolding for the
ovomucoid third domain (62) and ubiquitin (63). Subglobal con-
formational transitions have also been characterized by this
approach as illustrated in the example of the Borrelia burgdorferi
outer surface protein OspA. The X-ray analysis of this protein (64)
revealed a highly extended anti-parallel b-sheet structure with 21
strands followed by the single a-helix at the C-terminus. Koide and
coworkers (65) reported hydrogen exchange measurements as a
function of pH on this protein. The experimental hydrogen ex-
change rates for amides within segments of the protein are plotted
in Fig. 12.6 against a range of reference peptide rates generated by
varying pH and denaturant concentration, adjusted for the differ-
ences among the individual dipeptide sequences. The central por-
tion of the protein (strands 9–13) destabilize before the transition
to the EX1 regime. However, both the N-terminal b1-8 and the
C-terminal b14-a exhibit a change in slope, indicative of passing
from the EX2 condition into that of EX1 kinetics. As a result, the rate
of unfolding for these protein segments can be directly estimated.

Carrying out a series of conventional hydrogen–deuterium
exchange reactions in parallel presents several technical
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complications. Given the acute sensitivity of the hydrogen
exchange rates to changes in pH and temperature, minimizing
undesired variations among the samples can be challenging. In
order to observe the more rapidly exchanging peaks, the time
between the introduction of the deuterated solvent and com-
mencement of NMR data collection is generally kept to a

Fig.12.6. The transition from EX2 to EX1 kinetics for the b-sheet segments of Borrelia burgdorferi OspA. Panel A indicates
the theoretical dependence of kex on the model peptide reference values kint across the transition between EX2 and EX1
kinetics. The other panels present the experimental hydrogen exchange data from portions of the extended b-sheet
structure. The ‘‘straight dashed lines’’ indicate simple EX2 dependence, while the ‘‘curved lines’’ of panel C and F
represent the dependence anticipated for a transition to EX1 kinetics. Reprinted from Fig. 4 of S. Yan et al., J. Mol. Biol.
323, 363–375 (2002) with permission from Elsevier.
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minimum. As a result, the sample pH is commonly not measured
until the end of the experiment which is often of the order of
months. In many types of experimental measurements, internal
calibration standards are used to compensate for such sample-to-
sample variation. In order for such an internal standard to be of
use for referencing a typical protein hydrogen exchange experi-
ment, it would require a hydroxide-catalyzed exchange rate that is
104–107-fold slower than that of simple model peptides with a
similar temperature dependence. In general, O-bound and
N-bound hydrogens act as ‘‘normal’’ acids in the Eigen formalism
of acid–base kinetics (27). In this case, the kinetic acidity is deter-
mined by the difference between the pKa value of the acid and that
of water, based on the assumption that proton transfer within the
hydrogen-bonded collision complex is sufficiently rapid so that
thermodynamic equilibrium is established before dissociation.
Hence, to achieve the desired decrease in hydroxide-catalyzed
rates, a 4–7-unit increase in the pKa value would be needed (i.e.,
pKa of �21–25). Since O-bound and N-bound protons also
undergo acid-catalyzed hydrogen exchange, it is problematic to
obtain such a weak acidity while maintaining predominantly base-
catalyzed exchange kinetics near neutral pH.

Carbon acids can exhibit such a high pK value (and much
higher) with no significant competition from an acid-catalyzed
exchange reaction. However, a large proportion of carbon acids
do not conform to normal acid behavior. Rather, they exhibit
kinetic acidities that are substantially weaker than would be pre-
dicted from their thermodynamic pKa values. As illustrated in
the familiar example of the thiazolium ring (66), which serves as
the reactive core of vitamin B1, normal carbon acid behavior can be
achieved through localization of the negative charge density to the
primary carbon and through minimization of the heavy atom reor-
ganization required by the transition to the carbanion state (67).

Drawing upon the recent demonstration that the C-2 position
of 1,3-dimethylimidazolium (Fig. 12.7A) has a pKa of 23.0 (68),
we (69) have demonstrated that the hydroxide-catalyzed exchange
of the H-2 proton occurs with an apparent log protection factor of
5.58 at 23�C in a buffered solution containing 100 mM sodium
chloride. Signal decay rate constants can be readily determined
with uncertainties of 1–2% from 2D 1H–13C correlation spectra

N N

H

CH3H3C CH3 CH2S NC

A B

Fig.12.7. 1,3-dimethylimidazolium and methylthioacetonitrile. The positions that ionize
with the kinetics of a normal Eigen acid are indicated in bold.
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of [2-13C] 1,3-dimethylimidazolium iodide at submillimolar con-
centrations in the analogous fashion used to monitor amide
exchange rates in 15N-labeled protein samples. This normal carbon
acid internal referencing approach was used to determine the pH
values in real time during the hydrogen exchange experiments on
the metal-substituted Pf rubredoxins discussed above (35) under
these same solution conditions. A related series of imidazolium
cations are reported to have activation energies for exchange of
21 kcal/mol, (70) modestly higher than that reported for model
peptide exchange, indicating a similar temperature dependence.
Although quaternization of the ring nitrogens eliminates the
metal-binding properties associated with neutral imidazole, the
net positive charge of the imidazolium cation results in an appreci-
able ionic strength dependence for the hydrogen exchange rates.
For situations in which variations in ionic strength are potentially
problematic, the neutral normal carbon acid [methylene-13C]thio-
methylacetonitrile (Fig. 12.7B) with an apparent log protection
factor of 6.76 at 23�C offers a useful alternative (69).

5.4. Time Dependence

of Hydrogen Exchange

In the standard protection analysis, the observed rate of hydrogen
exchange kex represents the lower limit for the rate of conforma-
tional opening transition. By shortening the time frame during
which exchange occurs, tighter constraints can be obtained for the
underlying conformational transitions. Quenched-flow techni-
ques similar to those used to analyze the folding reaction are
potentially applicable to studying conformational transitions
within the native state. As noted above, for several different pro-
teins, an increase in pH has resulted in the transition from EX2 to
EX1 exchange kinetics for the most protected amides. In these
conventional hydrogen–deuterium exchange experiments, intro-
duction of the deuterated solvent and initiation of NMR data
collection generally requires several minutes. Particularly at high
pH values, the large majority of the peptide amides are often fully
exchanged within this dead time. However as illustrated by
Arrington and Robertson in their analysis of the ovomucoid
third domain (71), rapid mixing at high pH followed by quench-
ing to lower pH to suppress further exchange during the subse-
quent data collection can provide near-millisecond temporal
resolution (Fig. 12.8). Each of the six panels shows the peak
amplitudes for a residue that begins to exhibit significant hydro-
gen exchange in 12 ms at pH values near 10. The dashed curves
represent the exchange behavior expected for simple EX2 kinetics,
leading the authors to conclude that a switch toward EX1 beha-
vior is occurring for these residues which are exchanging via a
subglobal conformational transition.

A similar time frame of hydrogen exchange kinetics can be
monitored under equilibrium conditions making use of magneti-
zation transfer techniques. Rather than following the interchange
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of hydrogen isotopomers from the solvent phase, the magnetic
spins of the 1H resonance of water are selectively excited and the
migration of those excited nuclei is monitored during their chemi-
cal exchange into the protein peptide units. As a result, the upper
limit of the time frame monitored by these experiments is deter-
mined by the nuclear relaxation of the solvent proton resonance.
The lower time limit of the detection is determined by the fre-
quency separation between the amide and the water resonances, or
more commonly in protein studies by the 1H–15N coupling con-
stant (90–95 Hz) when heteronuclear correlation experiments are
used to observe the amide resonances in a 15N-labeled sample.

One of the most robust magnetization transfer experiments
developed to accurately measure protein hydrogen exchange rates
is the CLEANEX-PM pulse sequence (72) which efficiently sup-
presses artifactual intensity arising from TOCSY contributions and
both intramolecular and exchange-relayed NOE/ROE contribu-
tions. This pulse sequence was initially applied to the analysis of
rapidly exchanging amides on the protein surface (73). However,

Fig.12.8. The pH dependence of TOCSY crosspeak amplitudes for NH groups in ovomucoid third domain after 12 ms of
hydrogen–deuterium exchange. Residues Leu 23, Gly 25, Lys 29, Tyr 31, Cys 38, and Ala 40 were previously shown to
exchange via global unfolding (62), and little if any decrease in peak intensity is observed under the present conditions. In
contrast, the amide resonances from the other six residues decrease markedly as the pH is increased. However, in each
case this decrease is less abrupt than that predicted for simple EX2 kinetic behavior (dashed lines). Reprinted from Fig. 2
of C. B. Arrington et al., J. Mol. Biol. 296, 1307–1317 (2000) with permission from Elsevier.
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increasing the pH and temperature causes the exchange rates of
more strongly protected amides to move into the time window for
which the CLEANEX-PM experiment is sensitive. As illustrated in
Fig. 12.9, we (74) have used this approach to demonstrate that the
amides throughout the backbone of Pf rubredoxin open up to
solvent in the millisecond time frame near room temperature,
indicating a substantial degree of conformational flexibility for
this protein which exhibits the highest reported reversible thermal
transition temperature for a monomeric species (48). The right-
hand side panels present the reference FHSQC (75) spectra in
which peaks arise from magnetization that originates and remains
on the amide resonances throughout the pulse sequence. On the
left is a series of CLEANEX-PM spectra indicating magnetization
which originated in the selectively excited water resonance and
then, during a variable length mixing period, chemically exchange
onto the amide positions where they are subsequently detected.
The similarity between the bottom pair of spectra indicate that
substantial exchange from water is occurring at each remaining
amide resonance during the mixing period.

One limitation of the original CLEANEX-PM experiment is
that the buildup of intensity as a function of the length of the mix
time rapidly deviates from linearity due to the T2 relaxation of the
protein amide resonances. Due to this effect, the original authors
based their exchange rate determinations on initial slope analysis
(73). To increase the range of useful mix times and hence the sen-
sitivityof the experiment,we (76) proposed a relaxation-compensated
version of the CLEANEX-PM experiment which makes use of a
reference experiment in which the water-selective e-PHOSGY (77)
component is replaced with a nonselective hard pulse. When com-
bined with perdeuteration, hydrogen exchange rates can be accurately
measured over a range of at least 0.2 –70 s–1 (78).

5.5. Mutational

Variation in the Study

of Hydrogen Exchange

Difference analysis-based hydrogen exchange studies can be effec-
tively applied to the protein itself by systematic mutation. Except
at the site of mutation, all of the peptide normalization factors
cancel out for the remainder of the sequence in such a difference
comparison. In general, mutation introduces perturbations that
result from removing a set of native-like interactions and introdu-
cing another set of non-native-type interactions. It is often not
straightforward to quantitatively deconvolute the contributions
from the non-native-type interactions so as to gain maximal
insight into the interactions that are native to the parental protein.

Comparative studies of structurally homologous proteins
offer a potentially robust approach to this problem. Complemen-
tary pairs of hybrid proteins can be derived from two parental
sequences by interchanging one or more nonconserved residues.
Given a pair of homologous proteins, as for the Pf and Cp rubre-
doxins that differ significantly in both their thermal stabilities and
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Fig.12.9. Magnetization transfer-based hydrogen exchange measurements on Pyrococcus furiosus rubredoxin as a
function of pH and temperature. The CLEANEX-PM (73) spectra (left) monitor magnetization that originates in the 1H
solvent resonance and then exchanges into the amide proton position during the mixing period. The reference FHSQC (75)
spectra (right) monitor magnetization that originates in the protein amide resonances and remains there throughout the
pulse sequence. Reprinted from Fig. 1 of G. Hernández et al., Proc. Natl. Acad. Sci. USA. 97, 3166–3170 (2000) with
permission from the National Academy of Sciences, U.S.A. Copyright (2000) National Academy of Sciences, U.S.A.

Native-State Flexibility by Hydrogen Exchange 303



their hydrogen exchange behavior, pairs of complementary hybrids
can yield valuable insights into how such differences are spatially
partitioned within the protein structure. As discussed above, the
multi-turn segment in both Cp and Pf rubredoxins exhibits a
collective mode of hydrogen exchange at temperatures that are
well below the thermal unfolding transition. By interchanging the
sequence for this segment between the two parental rubredoxins,
we (78) found that exchange rates at 23�C for each of the amides
within both the Cp and Pf multi-turn segments differed by less than
a factor of 2.5 between the parental protein and the hybrid protein
in which this segment is attached to the core of the other parental
rubredoxin. Furthermore, the differential temperature dependence
of hydrogen exchange for the slowly exchanging residues of the
hyperthermophile vs. mesophile multi-turn segment seen for the
parental rubredoxins was largely preserved when these segments
were attached to the protein core of the other parental rubredoxin.

Particularly revealing are the differential exchange rates for the
amides within a given protein core when the multi-turn segment
from either the Pf or Cp rubredoxin sequence is attached. Despite
the fact that the slowest exchanging amides surround the metal-
binding site which lies on the opposite face of the protein, when
the hyperthermophile multi-turn sequence is introduced into Cp
rubredoxin, the reversible thermal transition temperature is increased
12� (79). Yet, for no amide in the protein core did the hydrogen
exchange rate at 23�C decrease by as much as a factor of 3 upon
introducing the thermostabilizing Pf multi-turn sequence (78). On
the other hand, the slowly exchanging core residues Tyr 4 and Glu
50 accelerate their exchange by more than a factor of 3 in the more
thermostable hybrid, indicating that this hybrid has equivalent if not
increased room temperature conformational flexibility, relative to the
mesophile Cp rubredoxin parent, as monitored by these exchange
measurements. When the temperature dependence of the differential
hydrogen exchange is monitored for the core residues of the parental
Cp rubredoxin and the Pf multi-turn Cp hybrid, six residues were
found to have exchange rates within the range of the slowly exchan-
ging positions in the multi-turn segment as well as elevated differ-
ential enthalpy values for exchange similar to those seen within the
multi-turn segment (Fig. 12.10). In contrast, for seven other core
residues that exchange even more slowly, none have ��H values
above 1.5 kcal/mol, near the uncertainty limit of these data. These
results are consistent with these six core residues sharing exchange-
competent conformational transitions with the residues of the multi-
turn segment. As seen in Fig. 12.11, these six residues form a
compact region of the core that would appear to predominantly
interact with the slowly exchanging residues of the multi-turn seg-
ment via the aromatic ring stacking of Tyr 4 and Phe 30.

The degree to which the differential hydrogen exchange
behavior in such a pair of protein hybrids reflects conformational
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transitions characteristic of the parental proteins can be expected
to depend upon the degree to which the interactions along the
hybridization interface mimic those found in the parental protein
structures. Using such a design criterion (80), another pair of
complementary hybrids of Cp and Pf rubredoxins was formed by
interchanging the seven nonconserved residues in the active-site
metal-binding region. The sum of the thermodynamic stabilities
of these two metal-binding site-swapped rubredoxins was found
to be equal to the sum of the thermodynamic stabilities of the
parental Cp and Pf rubredoxins (81). These rubredoxin chimera
provide the first example of a complementary pair of hybrids
systematically designed from known parental protein structures
which exhibit full thermodynamic additivity upon exchanging a
cluster of mutually interacting nonconserved residues that define a
substantial hybridization interface (360 Å2) across the core of a
protein domain. Throughout the amino acid sequence, the differ-
ential exchange kinetics induced by the substitution of the seven
hyperthermophile residues into the metal-binding site region of
Cp rubredoxin are generally of equivalent intensity but opposite
sign to the differential kinetics resulting from the complementary

Fig.12.10. Differential enthalpy of amide hydrogen exchange arising from interchanging
the multi-turn sequence (‘‘light background’’) from Pf rubredoxin onto the protein core
(‘‘gray background’’) of Cp rubredoxin. The slowly exchanging amides of the multi-turn
segment are indicated in black as are the amides of the core that lie within the same range
of exchange rates. More rapidly exchanging amides are indicated with ‘‘open bars’’, while
the more slowly exchanging amides of the protein core are denoted in ‘‘gray’’. Six residues
of the core (Tyr 4, Thr 5, Gly 43, Val 44, Phe 49, and Glu 50) exhibit both similar hydrogen
exchange rates and similar differential enthalpies of exchange to those of the multi-turn
segment. None of the amides of the protein core that exchange more slowly than the
amides of the multi-turn segment exhibit ��H values above 1.5 kcal/mol. Note that
although Phe 30 of the multi-turn segment has an exchange rate that is approximately 10-
fold higher than those residues marked in ‘‘black’’, nevertheless it exhibits a moderately
elevated differential enthalpy of exchange. Reprinted with permission as adapted from
Fig. 4 of D. M. LeMaster et al., Proteins 61, 608–616 (2005). Copyright Wiley & Sons.
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residue exchange (82). These data indicate that the alterations in
the exchange-competent conformational transitions that result
from substitution of the hyperthermophile residues into Cp
rubredoxin are closely mirrored by those which arise from the
mesophile substitutions into the hyperthermophile sequence. The
amides which exhibit more than a threefold change in differential
exchange rate due to the residue substitutions around the metal
site are almost exclusively from structurally buried residues with
their side chains forming a connected set of interactions, penetrat-
ing well across the protein interior.

6. Conclusions

For over 50 years amide hydrogen exchange measurements have
continued to provide valuable insights into the conformational
dynamics of proteins. Although in some applications only a

Fig.12.11. Spatial distribution of differential enthalpy of the exchange-competent con-
formational opening in the protein core of Cp rubredoxin upon substitution of the multi-
turn sequence from Pf rubredoxin. The six residues of the protein core exhibiting
hydrogen exchange kinetics similar to that of the multi-turn segment are highlighted
in light gray in the upper left region of the figure. The slowly exchanging residues of the
multi-turn segment are indicated in dark gray in the lower right. These two clusters of
residues appear to primarily interact via the aromatic ring stacking of Tyr 4 and Phe 30.
Reprinted with permission as adapted from Fig. 5 of D. M. LeMaster et al., Proteins 61,
608–616 (2005). Copyright Wiley & Sons.
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qualitative interpretation of the exchange rates is sufficient for
drawing useful conclusions, in many situations a quantitative
analysis of these rates is critical to the physical understanding of
the data. In such analyses it has been commonly assumed that the
residual conformational structure of the protein in the exchange-
competent state has no effect on the rate of the chemical exchange
step. Although this assumption appears to be often well justified
for amide groups that exchange via a global unfolding transition,
contradictions to this assumption have been demonstrated for
hydrogen exchange that occurs by more localized conformational
fluctuations. Suitable design of difference analysis studies can
provide an effective approach to this issue whenever the differen-
tial effect of the residual conformational structure on the chemical
exchange step is either independent of the experimental condition
being varied or else depends upon this variable in a predictable
fashion. Electrostatic effects have often been treated as an unde-
sired complication to interpreting hydrogen exchange rates in
terms of conformational equilibria. However, the systematic
modulation of the acidity of the peptide nitrogen acidities by
variation of the electrostatic field potential can provide valuable
insight into the electrostatic interactions of the protein interior,
offering an additional pathway to broadening the utility of hydro-
gen exchange measurements.
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Chapter 13

Single-Molecule Fluorescence Studies of Protein Folding

G. Ulrich Nienhaus

Abstract

The structural and dynamic details of protein folding are still widely unexplored due to the enormous level
of heterogeneity intrinsic to this process. The unfolded polypeptide chain can assume a vast number of

possible conformations, and many complex pathways lead from the ensemble of unfolded conformations
to the ensemble of native conformations in an overall funnel-shaped energy landscape. Classical experi-
mental methods involve measurements on bulk samples and usually yield only average values characteristic
of the entire molecular ensemble under study. The observation of individual molecules avoids this

averaging and allows, in principle, microscopic distributions of conformations and folding trajectories
to be revealed. Fluorescence-based techniques are arguably the most versatile single-molecule methods at
present, and Förster resonance energy transfer (FRET) between two dye molecules specifically attached to
the protein of interest provides a means of studying the inter-dye distance and, thereby, the conformation

of folding polypeptide chains in real time. This chapter focuses on practical aspects and different experi-
mental realizations for protein folding investigations by using single-molecule fluorescence.

Key words: Protein folding, single-molecule fluorescence spectroscopy, single-molecule
fluorescence microscopy, Förster resonance energy transfer (FRET), protein immobilization,

biofunctionalized surfaces, protein diffusion, folding trajectories.

1. Introduction

Protein folding, the intriguing process by which the polypeptide
chain acquires its proper three-dimensional architecture, is a sim-
ple example of biological self-organization that has challenged
theorists and experimentalists for many years. The basic interac-
tions causing the polypeptide chain to fold are well understood;
yet, the prediction of the three-dimensional structure of a protein
from its specific amino acid sequence is still not generally feasible.
In early work, folding of the polypeptide chain was believed to
occur via a unique pathway, as represented by a simple kinetic
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scheme with a few discrete intermediate states (1, 2). Recent years
have witnessed enormous advances in our theoretical understand-
ing of protein folding, which led to an appreciation of the enor-
mous complexity of this process. The polypeptide samples many
different substates in a complex energy landscape and can pursue
many different, parallel trajectories on its way to the compact,
folded conformation (3–6).

To explore the heterogeneous dynamics of the polypeptide en
route to the native state, folding transitions can be synchronously
induced in large ensembles of proteins by sudden external pertur-
bations such as laser flashes, and the ensuing changes can be
followed by time-resolved spectroscopy over all timescales rele-
vant to the problem (7–9). However, due to the heterogeneous,
multistep nature of protein folding, the synchronization gets lost
so that bulk experiments can only provide ensemble-averaged
information on folding pathways. Single-molecule techniques,
by contrast, avoid ensemble averaging and allow one to assess
the properties of individual molecules or subpopulations. Already
in the 1970s, Neher and Sakmann demonstrated the power of
single-molecule detection for the elucidation of biomolecular
dynamics by patch-clamp recording of currents from individual
ion channels (10). In the last decade, novel experimental techni-
ques have been applied to the study of biomolecular dynamics at
the single-molecule level, including atomic force microscopy
(11), optical tweezers (12, 13), and single-molecule fluorescence
spectroscopy (14–18), which have yielded exciting new insights.
Here we will focus on applications of the latter technique in
protein folding studies, with an emphasis on using Förster reso-
nance energy transfer (FRET) as a structure-sensitive probe
(19–21). FRET is based on the nonradiative coupling of two dye
molecules referred to as donor and acceptor that are specifically
attached to the protein of interest. FRET depends on the inverse
sixth power of the donor–acceptor distance, which makes it an
exquisitely sensitive tool for examining structural and dynamic
properties of individual molecules with atomic-scale resolution.
A variety of single-pair FRET experiments have proven the applic-
ability of the method in protein folding studies to analyze struc-
tural properties of unfolded proteins in equilibrium in the
presence of denaturant (22–24), to observe time trajectories of
folding pathways in real time (25, 26), and to measure folding
kinetics under nonequilibrium conditions (27).

1.1. Single-Molecule

Fluorescence

Instrumentation

Instrumentation for single-molecule fluorescence spectroscopy
has recently become commercially available (28), so researchers
interested in its application no longer have to build their own
sophisticated apparatus. Here we restrict ourselves to the essen-
tials of the method; detailed descriptions of single-molecule
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fluorescence spectroscopy and microscopy apparatus can be found
in books and review articles (14, 15, 29).

A severe limitation inherent to the method is the finite
amount of photons that can be collected from a single fluoro-
phore due to photodestruction. Therefore, one often aims to
maximize the information retrievable with each photon, which is
its wavelength (spectral information), its polarization (orienta-
tional information), the location from where it was emitted (posi-
tion information), its real time of arrival (intensity information),
and the delay between excitation and fluorescence emission
(fluorescence lifetime information).

To achieve single-molecule sensitivity with high signal-to-
noise ratio, photons have to be collected with optimal efficiency.
Still, less than 1 in 20 photons are registered in typical state-of-
the-art setups. Furthermore, it is necessary to rigorously restrict
the volume from which fluorescence is collected so that the signals
from the molecule under study are not overwhelmed by back-
ground fluorescence from impurities. The two main approaches
are (1) confocal laser scanning microscopy (CLSM), with fluor-
escence excitation by pulsed or continuous-wave lasers (see Note 1)
and detection by low-background avalanche photodiodes
(APDs), and (2) wide-field microscopy with laser excitation and
two-dimensional detection using highly sensitive, intensifying
(ICCD) or electron-multiplying charge-coupled device (EMCCD)
cameras. In wide-field microscopy, optimal signal-to-noise ratio is
achieved using evanescent wave excitation. This variant is com-
monly referred to as total internal reflection fluorescence (TIRF)
microscopy.

Confocal imaging with APDs enables observation of single
molecules with high (submicrosecond) time resolution. Data are
collected one molecule at a time, and signals from many molecules
are recorded in sequence to build up a statistically significant
molecular ensemble. By contrast, up to a few hundred molecules
are registered in parallel when using wide-field imaging, and,
therefore, this technique is particularly useful for experiments
involving irreversible processes, for example, chemical reactions
initiated by fast mixing with reagents, which require a fresh sample
for each measurement. However, the time resolution of wide-field
imaging is limited to millisecond frame integration times of CCD
cameras.

In Fig. 13.1, the essential features of the two single-molecule
microscopy designs are depicted schematically. In the confocal
geometry in Fig. 13.1A, a laser beam is focused to a diffraction-
limited spot (�0.3–0.5 mm diameter) by using a high-numerical-
aperture objective lens that also serves to collect the emission from
the fluorescently labeled molecules. A suitably chosen dichroic
mirror passes the red-shifted fluorescence light and reflects back-
scattered excitation light. The confocal pinhole in the detection
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pathway provides axial sectioning as it transmits only light ema-
nating within �0.5–1 mm from the focal plane. For experiments
on freely diffusing fluorescent molecules, the laser light is simply
focused into the solution, and light bursts are recorded as labeled
molecules briefly visit the sensitive volume. As the observation
time is limited by the �1-ms diffusion time of a protein molecule
through the tiny detection volume of the microscope, measure-
ments over longer periods of time require surface immobilization
of the molecules. A piezoelectric stage scanner allows one to move
the sample with respect to the confocal spot so that images can be
acquired by raster scanning.

Figure13.1B is a schematic depiction of a TIRF microscope,
in which an evanescent field is created by total reflection of laser
light at the surface to the aqueous medium by means of a prism. In
an alternative design, the sample is excited through the objective
lens, which has the advantage that the sample can be accessed

Fig. 13.1. Schematic depictions of fluorescence microscopy techniques for single-molecule experiments. (A) Confocal
laser scanning fluorescence microscope (CLSM). A laser beam is reflected by a dichroic mirror and focused by a high-
numerical-aperture objective to produce a tight focal spot in the sample, from where fluorescence emission is detected
by the same objective. A confocal pinhole is inserted into the emission path to provide sectioning along the optical axis.
The fluorescence beam is separated into two colors or orthogonal polarizations by using a dichroic mirror or polarizing
cube. Two photon-counting APD detectors register incoming photons with high efficiency and submicrosecond time
resolution. A piezo stage allows the sample to be moved across the focus for collection of images. (B) Total internal
reflection fluorescence microscope (TIRFM). A laser beam is directed through a quartz prism and reflected at the
quartz–water interface so as to create an evanescent wave that extends �100 nm into the aqueous solution. The
fluorescence emission by protein molecules immobilized at this surface is collected by a high-numerical-aperture
objective. Part of the image is passed through a slit and separated by a dichroic mirror into two images associated with
the two color channels. Both images are combined on the CCD camera chip.
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freely from the upper side. However, separation of excitation and
emission light is more critical in this variant so that the signal-to-
noise ratio may be compromised.

In both confocal and wide-field designs, the emitted fluores-
cence is usually detected in two or more separate detection chan-
nels. For FRET experiments, the emission is split by a dichroic
mirror into two color channels appropriately designed for efficient
collection of donor and acceptor emission and optimal cross-talk
rejection. Moreover, efficient blocking filters for the exciting laser
line and possibly additional band-shaping filters are inserted into
the individual detection paths. Instead of the dichroic mirror, a
polarizing beam splitter is employed in measurements of molecu-
lar rotation using polarization anisotropy, which separates the
emission into perpendicular and parallel polarization compo-
nents. Both detection modes can be combined in a four-channel
system (30) (see Note 2).

1.2. Single-Molecule

Fluorescence Intensity

Fluctuation Analysis

Using a single-molecule fluorescence setup, trajectories of the
fluorescence emission from single molecules are recorded in real
time, from which detailed dynamics information can be obtained
by stochastic analysis (31). In the simplest case, a time correlation
analysis is performed on the intensity fluctuations arising from
fluorescently labeled protein molecules freely diffusing through
the confocal volume. This method, commonly referred to as
fluorescence correlation spectroscopy (FCS), may become very
popular for probing protein–ligand interactions and protein
aggregation (32, 33). The photon events are directly fed into a
hardware correlator for on-line computation of the autocorrela-
tion function (ACF), defined as

G tð Þ ¼ �F ðtÞ � �F ðt þ tÞh i
F ðtÞh i2

; (13:1)

where F denotes the fluorescence intensity, �F its fluctuations
around the average value, t and t represent real time and correlation
time, respectively, and the angular brackets denote the time aver-
age. The ACF quantifies the probability to detect a photon at some
time (t + t) if there was a photon at time t. Instead of using on-line
correlation, the photon arrival times can also be recorded in the
computer, and the ACF is calculated afterwards (see Note 3).
Analysis of the ACF allows one to determine the sample concen-
tration, the translational diffusion coefficient, and the timesca-
les of conformational fluctuations in the range �1 ms–1 ms (34,
35). The emission intensity of many fluorescent dyes depends
sensitively on their environment; for example, the excitation of
Alexa Fluor 488 can be quenched upon contact with certain
amino acid side chains. Therefore, FCS measurements can provide
information on submillisecond-range polypeptide fluctuations
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under denaturing conditions, that is, in the presence of chemical
denaturants (GdmCl, urea, protons). Moreover, binding of dena-
turant molecules is known to cause an expansion of the protein
molecule, which affects its translational diffusion coefficient.
However, these variations are comparatively small and cannot be
resolved by standard FCS. Further complications arise from the
fact that chemical denaturants (except for protons) change the
viscosity and the refractive index of the medium, and both effects
will need to be accounted for in the analysis. A recent modification
of the FCS technique, 2-focus FCS (2fFCS) (36), promises a
substantially improved precision of FCS and is, therefore, likely
to find broad application in the measurement of structural proper-
ties of proteins under denaturing conditions.

Measurements of intensity fluctuations on freely diffusing
fluorophores are limited by the duration of the molecular transit
through the detection volume. Therefore, dynamics on longer
timescales can only be observed with surface-immobilized biomo-
lecules, as will be discussed below.

1.3. Single-Pair FRET

Experiments

The basic idea of a protein folding experiment using FRET is
rather simple. Two different dyes are attached to specific residues
of a protein such that they are in close proximity in the folded state
(Fig. 13.2A). One of the dyes absorbs at a shorter wavelength and
is referred to as the ‘‘green dye’’, or ‘‘donor dye’’ in the following.
The other dye absorbs at longer wavelengths and is called the
‘‘red dye’’, or ‘‘acceptor dye’’. An individual protein molecule is

Fig. 13.2. Principle of a FRET measurement of distance fluctuations. (A) In the folded
state, the donor (D) and acceptor (A) dyes are in close proximity. Excitation of the donor
results in efficient energy transfer to the acceptor. (B) In the unfolded state, the inter-dye
distance increases, and concomitantly, the energy transfer decreases. (C) The Jablonski
diagram depicts the energy levels and transitions of a donor–acceptor pair, with
transition rate coefficients for excitation, kexc, radiative and nonradiative deexcitation,
kr, and knr, respectively, and Förster transfer, kFRET.
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illuminated by laser light with a wavelength suitable for donor
excitation. In the folded state, the excited donor efficiently trans-
fers its energy to the acceptor because their close proximity leads
to strong nonradiative coupling. Consequently, red fluorescence
from the acceptor is predominant, and the direct green fluores-
cence from the donor is very weak. Upon protein unfolding, the
distance between the donor and acceptor dyes increases on aver-
age (Fig. 13.2B). As a result, the probability of energy transfer is
decreased; more green photons from the donor are detected and
less red ones from the acceptor. The relative intensities from
donor and acceptor thus allow different conformational states of
a protein to be distinguished.

The Jablonski diagram (Fig. 13.2C) shows the ground-state
and first excited-state energy levels of donor and acceptor, and
transitions between them are indicated by arrows. Upon absorp-
tion of a photon by the donor with rate coefficient kexc, its elec-
tronic system is promoted to an excited state, with a lifetime
given by

t ¼ 1

kr þ knr þ kFRET
; (13:2)

where kr, knr, and kFRET are the rate coefficients for radiative,
nonradiative (excluding FRET), and FRET deexcitation, respec-
tively. The latter rate coefficient arises from the presence of the
acceptor dye in the vicinity of the donor. According to Förster’s
theory (19, 37), kFRET varies strongly with the inter-dye distance,
r, according to

kFRET ¼
1

t0

R0

r

� �6

: (13:3)

The Förster radius, R0, is in the range 20–80 Å for common
dye pairs such as Cy3/Cy5 and Alexa Fluor 546/Alexa Fluor 647
(38). Its value depends on the orientation factor, �2, the donor
quantum yield, �D, the donor–acceptor spectral overlap integral,
J (in M–1 cm–3), and the refractive index, n, of the medium
through which donor and acceptor interact:

R0 ¼ ð8:79� 1023�2�DJ n�4Þ1=6 ðin A8 Þ; (13:4)

with

�2 ¼ ðcos �T � 3 cos �D cos �AÞ2 (13:5)

and

J ¼
Z 1

0

fDðlÞeAðlÞl4dl: (13:6)

In Eq. 13.5, �T denotes the angle between the donor emis-
sion dipole and the acceptor absorption dipole, and �D and �A are,
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respectively, the angles between the donor and acceptor emission
dipoles and the line connecting donor and acceptor. In general, �2

is time-dependent due to rotational motions of the dyes. How-
ever, if donor emission and acceptor absorption dipoles reorient
so quickly that the orientational dependence of the coupling is
completely averaged within the donor fluorescence lifetime t, the
average value, h �2i = 2/3, can be introduced in Eq. 13.4. The
spectral overlap integral J depends on the normalized fluorescence
emission spectrum of the donor, fD(�), and the molar extinction
coefficient spectrum of the acceptor, eA(�).

With Eqs. 13.2 and 13.3, the probability of energy transfer
to the acceptor after donor excitation, the FRET efficiency, E, is
calculated as

E ¼ kFRET

kr þ knr þ kFRET
¼ R6

0

r6 þR6
0

: (13:7)

This simple relation between a spectroscopic observable, E,
and a structural parameter, r, shown as the solid line in Fig. 13.3,
makes the FRET method a ‘‘spectroscopic ruler’’ (39) that is
widely applicable to measurements of structural changes asso-
ciated with biomolecular interactions and conformational
dynamics.

The FRET efficiency E can be determined ratiometrically
from measurements of the donor and acceptor fluorescence inten-
sities, ID and IA,

Fig. 13.3. Dependence of the FRET efficiency E on the inter-dye distance (for the FRET dye
pair Alexa Fluor 546/Alexa Fluor 647). The ‘‘solid line’’ represents the dependence
according to Förster’s theory, assuming a fixed inter-dye distance and complete orienta-
tional averaging within the donor’s fluorescence lifetime. The ‘‘dashed line’’ depicts the
average FRET efficiency at a fixed distance, r, assuming isotropic transition dipoles with
reorientation slower than the donor’s fluorescence lifetime. The ‘‘dotted line’’ represents
the average FRET efficiency of a fluctuating Gaussian chain with slow dye orientation, as a
function of the root-mean-square average distance between the dyes.

318 Nienhaus



E ¼ IA

IA þ �IDð Þ : (13:8)

Here, the parameter � takes differences in the donor and
acceptor quantum yields, �, and the detection efficiencies of
both channels, �, into account,

� ¼ �A�A

�D�D
: (13:9)

The FRET efficiency E can also be calculated from measure-
ments of the donor fluorescence lifetime:

E ¼ 1� t
t0
: (13:10)

Here, t and t0 are the donor lifetimes in the presence and
absence of an acceptor dye, respectively. FRET analyses from
donor lifetimes have the clear advantage that they are not subject
to background and instrumental corrections of the donor and
acceptor intensities.

Single-molecule FRET is an excellent technique for measur-
ing changes in donor–acceptor distances, but deriving absolute
distances from FRET data requires utmost care (40–42). Deter-
mination of R0 is not straightforward because the interaction of
dyes with the protein may affect their (1) fluorescence properties
(spectra, fluorescence lifetime) and (2) rotational dynamics, and
(3) the proper refractive index of the medium through which the
dyes interact may be difficult to assign. For example, in aqueous
buffer with refractive index n¼1.33, R0¼71 Å for the dye pair
Alexa Fluor 546/Alexa Fluor 647 (assuming �2¼2/3). For a
FRET pair bound to a protein, the latter is also part of the
coupling medium. From experiment, n � 1.47 has been sug-
gested as suitable for a hydrated protein (43). With this value,
R0¼66 Å in buffer and R0¼63 Å in 6 M GdmCl (22). Another
problem especially pertinent in protein folding experiments is that
the FRET distance r is not constant but varies incessantly as the
polypeptide chain fluctuates among many different conforma-
tions. In this case, the measurement yields a FRET-weighted
average distance for the corresponding time interval.

If rotational averaging of the dye molecules is incomplete
during the donor lifetime, Eq. 13.7 cannot be used to calculate
the FRET distance. Instead, one has to calculate an average over
all possible dye orientations on the timescale of the FRET mea-
surement, which leads to the dashed curve in Fig. 13.3. If large-
scale chain fluctuations are present, one has to average also over all
possible chain configurations (25, 44). For a simple Gaussian-
chain polymer model, the dependence of the average FRET effi-
ciency on the average inter-dye distance is shown as a dotted line
in Fig. 13.3.
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1.4. Single-Molecule

Experiments Using

Pulsed Laser

Excitation

Laser excitation sources that deliver pulses shorter than the fluor-
escence lifetime enable us to measure, in addition to the real time
of photon arrival, the delay between fluorophore excitation and its
subsequent fluorescence emission. This method, time-correlated
single-photon counting (TCSPC), allows time traces of the fluor-
escence lifetimes from single molecules to be determined, which
provides an independent measurement of the FRET efficiency
according to Eq. 13.10. In the simplest case, the distribution of
delay times in a certain time interval exhibits an exponential decay,
and the statistical mean of the distribution is the single-molecule
fluorescence lifetime.

In FRET experiments, the occurrence of low FRET values
poses the problem that it either indicates weak FRET coupling or
the absence of a functional acceptor. By excitation with alternating
green and red laser pulses on the microsecond (alternating laser
excitation, ALEX) (45) or nanosecond (pulse interleaved excita-
tion, PIE) (46) timescale, these two cases can be unambiguously
distinguished. The 2fFCS method (see Section 1.2.) also involves
pulsed laser excitation. By applying picosecond laser pulses
switching every 25 ns between two orthogonal polarizations, the
two foci can be illuminated in an alternating fashion by using a
Nomarski prism (36).

2. Materials

2.1. Buffer Solutions Highest-purity reagents are required for single-molecule experi-
ments to minimize the background fluorescence. The usual buffer
salts can be obtained in excellent purity from most major suppliers
(e.g., Sigma Aldrich) at spectrophotometric grade. Fluorescent
impurities may also be removed from solutions by using activated
charcoal (e.g., Darco, granular, 12–20 mesh, Sigma Aldrich).
Water from ion-exchange water purification systems (MilliQ
18.2 M�) is in general suitable, but needs to be monitored con-
tinuously for fluorescent contaminations. As a general rule, all
solutes have to be tested for fluorescent impurities prior to use.

Buffer A: 20 mM TrisHCl, 100 mM KCl, 10 mM MgCl2,
pH 7.4.

2.2. Reagents for

Protein Labeling with

Fluorophores and

Biotin

Fluorophores should be chosen so as to have a large extinction
coefficient (�105 M–1cm–1) at the wavelength of the excitation
laser line, a high fluorescence quantum yield, a high photostabil-
ity, and weak intrinsic intensity fluctuations, which arise from
transitions between bright and dark states. For FRET experi-
ments, the Förster radius must be suitable for the experiment
(see Section 1.3.), and donor and acceptor emission must be
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spectrally well separated to minimize direct acceptor excitation
and cross-talk between the detection channels. Finally, the dyes
must be well soluble in water and available with functional groups
that allow for specific protein labeling. Currently, Alexa (47) and
Cy (48) dyes are among the most popular dyes for single-molecule
fluorescence studies.

2.2.1. Amine-Reactive

Labels

1. Fluorophores such as Cy3 and Cy5 succinimidyl ester (GE
Healthcare, Chalfont St. Giles, UK) or Alexa Fluor 546 succi-
nimidyl ester (Molecular Probes Europe BV, Leiden, the
Netherlands).

2. Biotin succinimidyl ester (Sigma-Aldrich, Munich, Germany).

2.2.2. Cysteine-

Reactive Labels

1. Fluorophores such as Cy3 and Cy5 maleimide (GE Health-
care, Chalfont St. Giles, UK) or Alexa Fluor 546 and Alexa
Fluor 647 maleimide (Molecular Probes).

2.3. Reagents for

Surface Preparation

1. Bovine serum albumin (BSA), biotinylated BSA (Sigma
Aldrich).

2. Methoxy-PEG-succinimidyl propionate (mPEG-SPA), MW
5000 and 2000 (Nektar Therapeutics, Huntsville, AL).

3. Methoxy-PEG-succinimidyl �-methylbutanoate (mPEG-
SMB-5000) (Nektar Therapeutics).

4. Biotin-PEG-succinimidyl ester (biotin-PEG-NHS), MW
3400, (Nektar Therapeutics).

5. Six-armed, isocyanate-terminated star polymers (backbone:
80% ethylene oxide, 20% propylene oxide; average MW
12000 g/mol; SusTech GmbH, Darmstadt, Germany).

6. Star PEGs (SunBio, Orinda, CA, USA).
7. Biocytin (biotinyl-L-lysine) (Toronto Research Chemicals,

North York, ON, Canada).

3. Methods

3.1. Overall Strategy

for Single-Molecule

Folding Studies

Shorter peptides can be produced by solid-phase chemical synth-
esis, in which non-natural amino acids and protection groups can
be introduced to provide specific labeling sites for fluorophores.
Although this approach offers great flexibility, it is more conve-
nient to produce proteins by heterologous recombinant exp-
ression. In this procedure, amino acids for selective dye
derivatization are introduced by site-directed mutagenesis. From
the three-dimensional structure, suitable dye attachment sites
should be identified that promise high labeling efficiencies. For
FRET experiments, two labeling sites should be selected for dye
derivatization such that the expected inter-dye distance change
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produces a large FRET efficiency change for the chosen dye pair. It is
usually not required that the two labeling sites differ in their chemical
functionalities. Random derivatization leads to labeled species con-
taining zero, one, and two labels. By choosing the proper reaction
conditions, it is ensured that we obtain essentially only doubly
labeled species, from which there are four distinguishable sub-
species: donor–donor, donor–acceptor, acceptor–donor, and
acceptor–acceptor. The singly and doubly acceptor-derivatized
species cannot be detected by donor excitation, and the singly
and doubly donor-derivatized species lack FRET. These species
are also identifiable by using ALEX or PIE excitation schemes
(see Section 1.4.). For the two mixed species (donor–acceptor,
acceptor–donor), one reasonably assumes that they do not differ
in their FRET efficiency. Moreover, incorrectly labeled species can
also be separated by high-performance or fast-performance liquid
chromatography, HPLC or FPLC, respectively.

Thiol and amino groups of cysteine and lysine side chains,
respectively, and the free �-amino group of the N-terminal amino
acid provide reactive sites for dye labeling. However, multiple
occurrences of cysteine and especially lysine residues in a typical
polypeptide chain prevent the specific attachment of exactly one
or two label(s) to the native protein. Currently, the most popular
approach is to derivatize cysteine because of its lower natural
abundance. Unwanted cysteine residues in the natural sequence
are replaced with other amino acids by using site-directed muta-
genesis, and new cysteines can be introduced at locations where
they appear suitable for FRET studies and are likely to bind
maleimide or haloacetamide derivatives of fluorescent dyes. Alter-
native methods are available (49–53), but they are currently not as
popular as simple cysteine ligation.

The labeled constructs should be examined in bulk folding
experiments to assess if the observed FRET changes are as antici-
pated and if the overall stability of the protein is not compromised
by dye derivatization. Afterwards, single-molecule experiments
can be performed, either on molecules freely diffusing or bound
to surfaces for long-time observation. For the latter experiment, it
is also advisable to perform additional solution studies to examine
the presence of surface interactions.

3.2. Derivatization of

Primary Amines

Multiple occurrences of lysine residues in a typical polypeptide
chain limit their use for site-specific attachment of labels via amine
derivatization. Still, this approach provides an easy method to
fluorescently label a protein and/or to attach a surface anchor
(e.g., biotin) to test for specific or unspecific adsorption of the
target protein onto the prepared surface.
1. The protein (typical concentration: 1–100 mM) and the succi-

nimidyl ester of the dye or biotin are mixed in a 1:1 molar ratio
in 50 mM carbonate buffer, pH 8.2.
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2. The mixture is left to react overnight at 48C.
3. The protein is purified from unbound labels by gel filtration

using Performa-DTR cartridges (Edge Biosystems, Gaithers-
burg, MD).

3.3. Derivatization of

Cysteine Residues

For random FRET pair labeling of two cysteine residues, condi-
tions are chosen such that equal amounts of donor and acceptor
dye bind to the protein to maximize the fraction of FRET pair-
labeled species.
1. The protein is dissolved at 50 mM in PBS, pH 7.5. A volume of

60 ml of the solution is reacted with a 10� molar excess of a
50 mM Tris(2-carboxyethyl)phosphin (TCEP) stock solution
for 15 min to reduce all cysteine side chains.

2. The reduced double cysteine mutant (e.g., RNase H K3C
E135C), Alexa Fluor 546 maleimide, and Alexa Fluor 647
maleimide (Molecular Probes) in a molar ratio 1:1:3 are
reacted overnight at 48C in 20 mM phosphate buffer, pH 7.0.

3. The protein solution is applied to a cation exchange column
(RESOURCE S, Äkta-System, Amersham Pharmacia, Little
Chalfont, UK) and eluted with a linear gradient of 0–1 M
NaCl in 20 mM sodium phosphate buffer (pH 7.0) to separate
protein molecules labeled with both a donor and an acceptor
dye molecule from the other labeled variants. The fraction of
interest is eluted at �0.13 M NaCl.

4. The purified, doubly labeled protein is biotinylated by reaction
with biotin succinimidyl ester in a molar ratio 1:0.5 to mini-
mize multiple biotinylation (see Section 3.2.).

3.4. Protein

Immobilization

Observing freely diffusing protein molecules has the clear advan-
tage that perturbations of protein folding and/or function from
surface interactions can be excluded. However, since diffusion
through the confocal volume limits the observation time to
�1 ms, it is often desirable to extend the time window by immo-
bilizing the protein of interest. Control experiments should be
carried out to ensure that immobilization does not interfere with
the intrinsic polypeptide dynamics (26, 54–56).

Several methods have been introduced for biomolecule immo-
bilization on solid supports (57). Some methods are based on the
specific single-point attachment of the protein to silylated (58) or
polymer-coated glass surfaces (55, 57, 59). Figure 13.4A schema-
tically shows protein attachment to a glass surface coated with a
layer of protein molecules (BSA, streptavidin) physisorbed to
the glass, which can be crosslinked additionally by using EDC.
Figures 13.4B and 13.4C depict protein functionalization of
surfaces coated with linear and star-shaped PEG molecules. Sur-
face attachment is particularly challenging for protein folding
experiments as compared to functional studies on native pro-
teins. A folded globular protein is hydrophilic on the outside
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and hydrophobic in its core. Upon unfolding, its hydrophobic
moieties become exposed. However, the surface needs to be
inert toward both folded and unfolded states of the protein.
Indeed, in our hands, only the derivatization with isocyanate
end-functionalized, crosslinked star-PEGs yielded surfaces that
allowed reversible unfolding and refolding of proteins (55,60).
Other techniques rely on the confinement of the protein inside
porous (gel) matrices such as polyacrylamide (61) or agarose
(62), as sketched in Fig. 13.4D, or inside phospholipid vesicles
(Fig. 13.4E). In the latter procedure, solvent conditions are
fixed at the time of immobilization and cannot be altered in a
simple fashion (54, 63).

3.5. Sample Cell A simple, disposable sample holder for single-molecule micro-
scopy is a sandwich cell made from glass coverslips. Two pieces
of double-sided adhesive tape are fixed on a glass coverslip (24 �
32 mm2) to form a channel with a width of�2 mm. A second glass
coverslip (20 � 20 mm2) is attached to form a sandwich. The
measurements are performed in the channel. The typical sample
volume is 4 ml; the sample thickness (�100 mm) can be adjusted by
the thickness of the tape.

3.5.1. Cleaning and

Aminosilanization

of Glass Coverslips

1. Glass coverslips (24 � 32 mm2 and 20 � 20 mm2 (Menzel,
Braunschweig, Germany) are exposed to an O2/ozone plasma
for 10 min.

2. The slides are immersed for 5 min in acetone (Selectipure
grade, Merck).

Fig. 13.4. Schematic illustration of surface preparations suitable for specific immobilization
of biomolecules. (A) Protein-coated surface prepared by physisorption and crosslinking. (B)
Polymer-coated surface prepared from linear PEG chains. (C) Polymer-coated surface
prepared from six-armed, crosslinked PEG star polymers. (D) Polymer matrices for entrap-
ment of biomolecules (e.g., PVA, agarose, or silica). (E) Surface-tethered lipid vesicles.
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3. The slides are reacted with a commercial aminosilane (Vecta-
bond, Vector Laboratories, Burlingame, CA) by immersion for
5 min in a Vectabond/acetone solution (2.8 ml Vectabond in
140 ml acetone).

4. The slides are immersed in 18-M� Millipore water and dried
under a nitrogen flow.

3.5.2. Protein-Coated

Surfaces

Physisorption and chemisorption of protein layers is performed
directly in the channels of the sandwich-cells.
1. For physisorption, a 1 mg/ml solution of biotinylated BSA or

streptavidin (both from Sigma) in 100 mM sodium phosphate
buffer (pH 7.4) is filled into the channel of a sandwich made
from cleaned, nonfunctionalized glass.

2. The solution is incubated for 10 min to allow the protein to
adsorb on the glass.

3. The channel is rinsed with sodium phosphate buffer.
4. For chemisorption, the sandwiches are made from freshly pre-

pared aminosilanized glass slides (see Section 3.5.1.). A 10-
fold molar excess of 1-ethyl-3-[3-dimethylamino-propyl]car-
bodiimide hydrochloride (EDC) (Fluka Chemicals, Buchs SG,
Switzerland) is added to a 1 mg/ml BSA or streptavidin solu-
tion in 100 mM sodium phosphate buffer (pH 7.4). The
reaction mixture is filled into the channel and left to react
for 2 h.

5. Unbound protein is flushed out with 100 mM Tris (2-amino-
2-(hydroxymethyl)propane-1,3-diol) buffer, pH 7.4. Any
remaining activated carboxylic groups are passivated by incu-
bation with Tris buffer for an additional 15 min.

3.5.3. Surfaces Coated

with Linear PEGs

1. To provide anchors for specific protein immobilization via
biotin/streptavidin linkage, a 100 mg/ml solution of
mPEG-SPA 5000, mPEG-SPA 2000, or mPEG-SMB-5000
in 50 mM sodium carbonate buffer (pH 8.2) is mixed with a
100 mg/ml biotin-PEG-succinimidyl ester solution at a 99%/
1% w/w ratio.

2. The solution is incubated in an aminosilanized sandwich chan-
nel for 2 h.

3. The channel is thoroughly flushed with 18-M� MilliQ water.

3.5.4. Star PEG

Surfaces

We have developed an immobilization method in which the pro-
tein molecules are attached via a streptavidin–biotin linkage to
glass surfaces covered with a self-assembled monolayer of star-
shaped PEG polymers on an aminoalkylsilylated glass surface
(Fig. 13.4C) (55, 60). Isocyanate groups on the ends of the six-
armed star polymers (1) bind to the underlying self-assembled
aminosilane monolayer, (2) crosslink with neighboring stars, and
(3) provide amino groups (by hydrolysis) for further functionali-
zation of the polymer coating with biotin or other specific linkers.
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1. 1 mg star-shaped polymer (6-armed; isocyanate-terminated;
backbone: 80% ethylene oxide, 20% propylene oxide; average
MW 12000 g/mol; SusTech GmbH, Darmstadt, Germany) is
dissolved in 1 ml of anhydrous THF.

2. Add 9 ml of deionized H2O. For biotinylation of the star
polymer surfaces, 1 mg biocytin is dissolved before adding
the H2O to the star polymers.

3. The mixture is left to react for 5 min.
4. The solution is filtered (20-nm pore filter, Whatman, Maid-

stone, UK) and immediately spin-coated on aminosilanized
glass surfaces (2500 rpm, 40 s).

5. The films are left overnight at ambient atmosphere before
sandwich cells are prepared from the surfaces.

6. If the star polymers are extremely reactive and polymeri-
ze immediately after adding H2O (step 3), they are dissolved
in 10 ml of anhydrous THF instead. The solution is filtered
(20-nm pore filter) and spin-coated on aminosilanized glass
surfaces (2500 rpm, 40 s). The films are left overnight at ambi-
ent atmosphere before biocytin is spin-coated onto the star
polymer film (1 mg biocytin in 200 ml THF/10 ml H2O,
2500 rpm, 40 s).

7. A sample cell is prepared.
8. For storage at –208C, the channel is filled with water or 100 mM

sodium phosphate buffer, pH 7.

3.5.5. Protein Binding

on PEG-Coated Surfaces

1. A solution of 200 mg/ml streptavidin in 100 mM sodium
phosphate buffer is filled into the channel coated with biotiny-
lated protein or PEG surfaces.

2. After incubation for 10 min, the channel is flushed with
100 mM sodium phosphate buffer.

3. The fluorescently labeled and biotinylated protein (300 pM) is
introduced into the channel and incubated for 10 min. Typical
buffer solution: 100 mM sodium phosphate buffer. RNase H
buffer: 20 mM Tris, pH 8; 50 mM KCl; 50 mM MgCl2.

4. The channel is flushed with buffer to remove any unbound
protein.

3.5.6. Oxygen

Scavenging

Photobleaching of the fluorescent dyes sets strong limitations to
the overall time during which a single molecule can be observed.
Typically, it arises from a reaction of the dye in the excited states
with reactants in solution. For a variety of dyes (e.g., Cy5), the
removal of dioxygen from the solution greatly reduces photo-
bleaching. An oxygen removal system based on the enzymes
glucose oxidase (GOD) and catalase in the presence of D-glucose
is widely used for single-molecule assays under native conditions
(64). When using this system, the sample holders are normally
sealed with epoxy glue to minimize oxygen diffusion from the
ambient air as the enzyme system causes acidification of the
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solution. In the presence of chemical denaturants, however, one
has to resort to other methods for oxygen depletion (65).

4. Applications

4.1. Single-Molecule

Fluorescence Studies

on Protein Solutions

The conceptually simplest single-molecule experiment is to focus
the excitation beam into a dilute sample solution in a confocal
microscope (Fig. 13.1A). The typical size of the volume from
which the fluorescence emission is collected is �1 fl, and, conse-
quently, by diluting the sample to a concentration of <100 pM,
one ensures that the probability of having more than one molecule
in the confocal volume at the same time is negligible (provided that
they do not interact strongly). For autocorrelation analysis, the
signals from the APDs are registered with <1 ms time resolution
and preferentially submitted to on-line correlation analysis to avoid
storing huge amounts of data. For FRET experiments, a time
resolution of 0.1–1 ms is appropriate for observing isolated sin-
gle-molecule bursts, for which the FRET efficiency can be evalu-
ated. As an example, Fig. 13.5 shows time traces of photon counts
from an RNase H solution (�500 pM in buffer A). The protein
molecules were fluorescently labeled with a green donor dye (Alexa
Fluor 546) and a red acceptor dye (Alexa Fluor 647) by coupling
their maleimide derivatives to cysteine residues introduced at posi-
tion 3 and 135 of the polypeptide sequence (see Section 3.3.).
Fluorescence was excited with an Ar-ion laser (514 nm, 100 mW).
In Fig. 13.5, the number of photons collected within 1-ms bins are

Fig. 13.5. Part of an intensity time trace of FRET-pair labeled RNase H freely diffusing in
buffer solution. The plot shows the number of photons detected within 1-ms intervals
over a period of 300 ms.
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plotted for the time interval between 6.0 s and 6.3 s. Within a few
tens of minutes, data from thousands of molecules transiting the
focus can be collected. In the data analysis, only large bursts are
selected so that background fluorescence and weak bursts asso-
ciated with peripheral trajectories are rejected. The total number
of detected photons within a burst is a few ten up to�200 counts.
To obtain the FRET efficiency from the photon counts using Eq.
13.8, the background must be subtracted; differences in the quan-
tum yields of donor and acceptor, cross-talk between the channels,
and direct acceptor excitation also need to be accounted for. A
proper procedure for these corrections has been presented by
Schuler (66). With TCSPC (see Section 1.4.), fluorescence life-
times can also be determined for individual bursts, from which the
FRET efficiency is obtained with Eq. 13.10 (see Note 4). The
FRET efficiency data are usually presented in histograms, in
which the number of molecules within a certain interval of FRET
efficiency (typically, �E � 0.02–0.05) is plotted versus the FRET
efficiency (see examples in Section 4.2.). From the small photon
number in a single burst, it is obvious that the FRET efficiencies
obtained from freely diffusing molecules have considerable statis-
tical errors and contribute markedly to the width of the FRET
efficiency distributions.

Frequently, it is helpful to simultaneously analyze the emitted
fluorescence intensity with respect to wavelength (color), polar-
ization, and fluorescence lifetime (67). This multi-parameter
fluorescence detection (MFD) approach in combination with
multidimensional analysis of the data allows subpopulations with
different photophysical properties to be resolved much more
easily (30).

4.2. Imaging of

Surface-Immobilized,

FRET-Pair Labeled

Proteins

Since tracking of individual molecules over extended periods of
time is technically not feasible at the present time, surface immo-
bilization is required for long-time observations. This approach is
challenging in single-molecule studies of protein function because
nonspecific interactions with the surface can easily disturb protein
structure and dynamics. For protein folding, the problem is even
more severe because the surface needs to be inert toward both
folded and unfolded proteins. In addition to nonspecific interac-
tions, the presence of a covalent linker between a surface and the
protein molecule may also affect the folding process (68).

A simple approach to studying protein folding is to collect
raster scan or wide-field images of immobilized preparations under
varying denaturant conditions so as to probe equilibrium properties.
The emitted fluorescence can be measured over longer periods of
time, so photon statistics is not as much of a problem as in solution
experiments. Figure 13.6A displays individual RNase H molecules
in a confocal scan image of 128� 128 pixels covering an area of 18�
18 mm2. The image was acquired with a dwell time of 5 ms per pixel,
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using 514-nm excitation with an Ar-ion laser. The RNase H mole-
cules were specifically FRET-labeled (see Section 3.3.) and immo-
bilized on a star-polymer surface (see Section 3.5.4.). Sparse surface
coverage ensures that only a single protein molecule is contained in
the diffraction-limited confocal spot (see Note 5). There are a variety
of ways to test if interactions with the surface are present. Obviously,
a quantitative comparison of results obtained with immobilized
samples and those on freely diffusing molecules should yield consis-
tent results. Moreover, single-molecule polarization measurements
can be performed to study if the proteins are free to rotate when
immobilized on the surface (25, 63). There should also be complete
folding–unfolding reversibility (55), and the effect of denaturant
concentration on the equilibrium between unfolded and folded
states should not be affected by surface immobilization (see below).

To study the dependence on denaturant, a number of images
are collected for each GdmCl concentration, so that a few hundred
spots can be analyzed. The donor and acceptor intensity signals
(photon numbers) are corrected for (local) background, and
FRET efficiency values are calculated (see Note 6). The molecules
are grouped in FRET efficiency intervals; histograms with the
interval �E¼0.05 are shown in Fig. 13.6B for [GdmCl]¼0 M,

Fig. 13.6. Single-molecule FRET data on RNase H molecules, labeled with a FRET pair of
dyes and immobilized on a star-PEG coated glass surface. (A) Scan image (18 � 18
mm2); each spot represents a single RNase H molecule. (B) Histograms of FRET
efficiency values E at four different GdmCl concentrations, averaged over single-
molecule spots. Three populations can be distinguished, folded molecules (F), unfolded
molecules (U), and molecules without a functional acceptor (Donor only). The ‘‘solid
lines’’ represent fits with two log-normal and one Gaussian (unfolded population)
distributions. (C) Logarithm of population ratios and resulting free energy differences
between folded and unfolded conformations, �GFU, plotted as a function of GdmCl
concentration, of RNase H in buffer solution (spheres), RNase H immobilized on star-
polymer (‘‘stars’’) and physisorbed BSA (‘‘triangles’’) surfaces.
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1.7 M, 1.9 M, and 6.0 M. From these histograms, three FRET
distributions, centered on different average FRET values, hEi, can
be distinguished – folded molecules (denoted by F, hEi � 0.9),
unfolded molecules (denoted by U, 0.3 < hEi < 0.5), and mole-
cules lacking the acceptor dye (donor only, hEi � 0.0). The dis-
tribution associated with the folded molecules changes its relative
area with GdmCl concentration, but not its peak position and
width, reflecting the fact that the folded state is structurally well
defined. By contrast, the FRET distribution of unfolded substa-
tes is much broader, and a pronounced shift to lower FRET values
with increasing GdmCl concentration signals a significant expan-
sion of the molecules as more and more GdmCl molecules bind
to the polypeptide chain. A thermodynamic model was develo-
ped that describes the observed expansion of the protein molecules
with denaturant concentration (22). In addition to the folded state,
it involves a continuum of unfolded substates, UN ...U1$ F. Based
on this model, thermodynamic and structural properties of these
substates were extracted from many histograms measured in the
GdmCl concentration range 0–6 M.

Also shown are fits of the histograms with two log-normal and
one Gaussian (unfolded species) distributions to determine the
relative population (area), average FRET efficiency, and distribu-
tion width for each species (see Note 7). This procedure is obviously
necessary to enable the decomposition of overlapping subpopula-
tions. From the relative populations, we obtain the equilibrium
coefficient, KUF, which is connected to the free energy difference
between the two species, �GUF, by the Boltzmann relation

KUF ¼
½U �
½F � ¼ exp ��GUFðDÞ

RT

� �
: (13:11)

The free energy difference depends in a linear fashion on the
denaturant concentration, or more precisely, the activity, D (see
Note 8). In Fig. 13.6C, the logarithm of the population ratio and
the free energy change are plotted as a function of the GdmCl
concentration for different samples. The data for RNase H on
BSA-coated surfaces (triangles) exhibit a markedly different slope
in the linear dependence as compared to a solution sample
(spheres), indicating a modified response of the surface-immobi-
lized proteins to denaturant. By contrast, RNase H prepared on
star-PEG surfaces (see Section 3.5.4.) behaves essentially identical
to RNase H in solution. This observation suggests that interac-
tions between the immobilized protein molecules and the star-
PEG hydrogel surface are indeed minimal.

4.3. Observing Single-

Molecule Time

Trajectories

While imaging is convenient, collection of single-molecule time
trajectories with high time resolution offers the highest data con-
tent. Molecules are identified on a raster scan image, and after-
wards, the confocal spot is moved to the molecule, and the
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emission is recorded with submicrosecond time resolution until
both FRET labels are photobleached. The single-molecule FRET
time trajectories directly reveal conformational dynamics within
the folded and unfolded states as well as folding–unfolding
transitions. By choosing the experimental conditions (tempera-
ture, pH, chemical denaturants) such that the free energies of the
folded and unfolded states are similar, reversible transitions bet-
ween unfolded and folded states occur frequently enough that
they can be conveniently studied. In Fig. 13.7, two examples of
time trajectories of the donor and acceptor fluorescence emission
intensities are shown together with the calculated FRET efficien-
cies for labeled RNase H, immobilized on star-PEG surfaces in the

Fig. 13.7. Fluorescence intensity time traces of FRET-pair labeled RNase H immobilized
on a crosslinked star-PEG surface, with [GdmCl]¼ 1.7 M. Grey and black lines represent
donor and acceptor fluorescence intensities, respectively, corrected for background,
cross-talk and different quantum yields and detection efficiencies of the dyes; the
resulting FRET efficiency is shown in the lower panel. Open, solid black and grey dots
indicate transitions in FRET efficiency and photobleaching of the red and green dye,
respectively. (A) Continuous excitation with 1-ms binning time (plotted here with 20 ms
averaging for presentation). (B) Time lapse excitation (20 ms every 2 s) to extend the
observation time by a factor of 100.
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presence of 1.7 M GdmCl. Symbols on top of the diagram mark
the times at which significant changes in FRET (open circles) and
photobleaching of donor (grey circles) and acceptor (black circles)
are observed. Identifying FRET changes in noisy data is a subtle
issue that requires a careful statistical analysis of the data (25). The
data in Fig. 13.7A were recorded during continuous excitation of
the molecule, which limits the total observation time to a few
seconds due to photobleaching of the dyes. Figure 13.7B shows
data taken with time-lapse excitation (20 ms every 2 s). Thereby,
longer timescales are accessible, albeit at lower time resolution.

Time-lapse experiments were carried out on a few hundred
RNase H molecules for comparison with previous bulk measure-
ments of the denaturation transition by circular dichroism (69)
and tryptophan fluorescence (70). They revealed an apparent rate
coefficient kapp � 1.9 � 10–2 s–1 (at 1.7 M GdmCl and 258C),
corresponding to an apparent lifetime of �50 s, which is in excel-
lent agreement with bulk data (25). This result also suggests that
the protein is negligibly perturbed by the immobilization.

These observed changes in FRET efficiency can be classified
into four categories, U!U, F! F, U! F, and F!U, as judged
by the FRET efficiency E before and after each step, where, based
on the analysis of the FRET histograms, E > 0.72 was taken to
indicate the folded state. The detailed analysis of more than 500
steps between an initial and a final FRET value revealed that the
jumps extend over the entire accessible range (25). There is a slight
preference for small FRET jumps, suggesting that transitions
between similar peptide folds are somewhat more likely to occur,
but otherwise, there is a high diversity of accessible folded and
unfolded substates among which transitions can happen, as was
also suggested from single-molecule unfolding studies of adenylate
kinase (54). In contrast to that study, however, we did not find any
indication of slow transitions, but only sudden steps on the milli-
second timescale. In our work, the presence of FRET efficiency
transitions on the second timescale within the unfolded state of
RNase H was quite surprising. Normally, the unfolded polypeptide
chain is assumed to fluctuate among many different states rather
than to reside in particular conformations for fairly long times.

5. Notes

1. Instead of exciting the fluorescence with the appropriate
energy/wavelength for resonant absorption of a single
photon, one may also perform simultaneous absorption of
two photons with half the energy. However, for efficient
two-photon excitation, one needs high temporal and spatial
photon density, which requires the use of picosecond (or
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femtosecond) pulsed infrared lasers and tight focusing. Since
the photon density is only high enough close to the focus, two-
photon excitation features an intrinsic depth sectioning so that
confocal optics is not necessary.

2. Even for single-channel FCS experiments (see Section 1.2.),
one frequently employs a 50% beam splitter and photon detec-
tion with two APDs. Instead of autocorrelating the signals
from a single APD, one cross-correlates the signals of the two
APDs, which also yields the ACF of the emitted photons.
However, spurious signals (afterpulsing) produced by the
detectors are rejected in this detection scheme.

3. Recording intensity fluctuations with high time resolution over
extended periods of time produces large amounts of data, whereas
on-line calculation of the ACF is a convenient means of data
reduction. It comes at the expense of information loss, however.

4. The experimental effort for TCSPC data collection is signifi-
cantly higher than for measuring fluorescence emission inten-
sities. Still, the possibility of extracting FRET efficiencies in
two independent ways increases the reliability of the data.

5. Two or more molecules may still occur within the same spot
with a low probability. They can be identified by an atypically
high emission. In the measurement of time trajectories (see
Section 4.3.), these cases are easily identified by multistep
bleaching.

6. Imaging individual spots is a convenient way of collecting data
from a large number of molecules. However, the time resolu-
tion is set by the dwell time of a single pixel in raster scanning
(or longer if one decides to combine pixels in the analysis) or
the frame rate of the CCD camera. Therefore, dynamics occur-
ring on a faster timescale is averaged out. By contrast, measure-
ment of time trajectories with microsecond time resolution
reveals fast conformational fluctuations. There is another
important advantage: often the acceptor photobleaches first;
the subsequent increase of the donor emission and its leakage
into the detector channel provides a direct measurement of the
g factor and cross-talk. Finally, after bleaching of both donor
and acceptor, the background noise remains.

7. In addition to the photon counting statistics, flickering of
the dye labels and heterogeneity within the unfolded state
contribute to the width of the observed FRET distribution.
Only if all subconformations within the unfolded state inter-
convert fast on the experimental timescale (i.e., the time
over which photons are collected (�1 ms in burst analysis)),
an average FRET efficiency value will result. If subconfor-
mations interconvert slowly, however, they will be measured
with their different FRET efficiency values and thus contri-
bute to an additional broadening of the overall FRET
distribution.
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8. The dependence of folding–unfolding equilibria on the con-
centration of chemical denaturants is usually modeled by a
linear free energy relationship:

�GUFðDÞ ¼ �GUFð0Þ þmUFD: (13:12)

Here, D represents the activity, which is used in lieu of the
concentration to remove the intrinsic nonlinearity observed
for GdmCl. It is calculated from the molar concentration
according to the empirical expression (71, 72)

D ¼
C0:5½GdmC1�

C0:5 þ ½GdmCl� ; (13:13)

with the experimentally determined denaturation coefficient
C0.5¼ 7.5 M. Note that the upper and lower horizontal axes in
Fig. 13.7C are labeled with GdmCl concentration and activity
D, respectively.
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Chapter 14

Experimental Characterization of the Denatured State
Ensemble of Proteins

Jae-Hyun Cho and Daniel P. Raleigh

Abstract

The traditional view of the denatured state ensemble of proteins is that it behaves as a classic random coil.
This model has important implications for the analysis of protein stability, protein folding, and coopera-
tivity; namely that the effects of mutations on the free energy of the denatured state ensemble can be
ignored. This assumption, which is still routinely made, at least at the implicit level, greatly simplifies the
analysis of such experiments. However it has long been recognized that the denatured state ensemble
(DSE) of real proteins is often quite different from a random coil and can exhibit significant structural
preferences. In some cases parts of the chain can even adopt relatively well-defined conformations,
particularly under native conditions. Well-studied examples of DSE interactions include elements of
hydrogen-bonded secondary structure, particularly helices or turns, as well hydrophobic clusters, hydro-
phobic aromatic clusters, and more recently interactions involving charged residues. Deviations from
random-coil behavior are of practical importance if they influence protein folding, stability, or function, or
if they compromise our analysis and interpretation of experiments. The existence of residual structure in
the DSE naturally leads to the question of its role in protein folding and stability, and raises the possibility
that some mutations could exert a significant part of their effect by altering the DSE. Much of our
understanding of the interactions governing protein stability and the folding process have been generated
by mutational studies; thus, a detailed understanding of the denatured state ensemble is critical.

Key words: Denatured state ensemble, unfolded state, protein stability, protein folding, protein
engineering, NMR, protein design, thermodynamics, peptides, random coil.

1. Introduction

Early studies led to the view that the denatured state ensemble
(DSE) of proteins could be treated as a classic random coil. The
concept of a random coil has served as the standard model of the
DSE of proteins for several decades and can be described as an
ensemble of structures with nonbiased backbone conformations

John W. Shriver (ed.), Protein Structure, Stability, and Interactions, vol. 490
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in terms of their structure and energetics. Within this framework
DSE interactions are considered to be limited to residues which
are close in sequence. The random-coil model has important
implications for the analysis of protein stability, protein folding,
and cooperativity; namely that the effects of mutations on the free
energy of the DSE can be ignored. This assumption, which is still
routinely made, at least at the implicit level, greatly simplifies the
analysis of such experiments. However it has long been recog-
nized that the DSE of real proteins is often very different from a
random coil, particularly under conditions which favor the native
state, and the DSE can exhibit significance structural preferences.
The existence of nonrandom structural propensities in the DSE
leads to obvious questions about their role in folding and stability,
and gives rise to the possibility that some mutations might exert
part of their effect by altering the DSE. Our understanding of the
interactions governing protein stability, cooperativity, and the
protein-folding process have relied heavily upon mutational stu-
dies; thus, a deeper understanding of the role of the DSE and of
the effects of mutations upon the energetics of the DSE is critical.
Indeed, the characterization of the DSE has emerged as a major
research area (1–8). The vast majority of the work on protein
stability and folding has focused on native-state effects and has
ignored any potential complications caused by DSE effects. Dis-
concertingly, this assumption is sometimes even made for proteins
that are known to have a compact DSE with significant residual
structure.

A wide variety of methods have been applied to the study of
the DSE and it is impossible to provide detailed protocols in single
chapter, and in any case, such an exercise would probably not be
particularly useful since experimental methods often have to be
adapted to the particular protein and conditions of interest.
Instead we seek to provide an overview of modern studies of the
DSE and to provide selected references which the interested
reader can consult for more details about experimental proce-
dures. A key challenge in the field is to move beyond just char-
acterizing the structural propensities of the DSE and to instead
develop an understanding of how modulating the free energy of
the DSE can influence protein stability and protein folding (6–8).
This requires an in depth understanding of the energetics of the
DSE. This is generally extremely difficult to do and limited data is
available on a few proteins.

It is worthwhile to take a moment to comment upon termi-
nology and notation. The terms unfolded state, denatured state,
and DSE are all found in the protein literature. Unfortunately
there is no agreed upon convention for their use and one cannot
assume that one set of terminology is universally used to refer to a
state under a particular set of conditions, for example, high tem-
perature, high concentrations of denaturant, or extremes of pH
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etc. We use the terminology DSE as a generic term to avoid any
implication that we are referring to fully unfolded proteins, such as
might be populated at high temperature in the presence of high
concentrations of denaturant. We prefer the terminology DSE to
denatured state since the state is an interconverting ensemble of a
large number of different conformations. The folded state and the
native state are synonymous and we used the term folded state
here.

2. Why Study
the DSE?

A number of proteins fail to significantly populate a compact
folded state in the absence of their interaction partners. The list
of these so-called ‘‘intrinsically disordered’’ or ‘‘natively disor-
dered’’ proteins is growing and there is increasing interest in
defining the conformational preferences in the ‘‘intrinsically dis-
ordered’’ ensemble since it may be functionally significant (9).
The DSE of ‘‘normal’’ proteins is also of considerable interest
since it plays an important role in folding and stability. The
stability of a protein, defined as �G8u of unfolding, is given by
the difference between the Gibbs free energy of the DSE and the
Gibbs free energy of the folded state; �G8u = GDSE – GF. The
existence of DSE interactions leads to the possibility that some
mutations might exert part of their energetic effect by altering the
free energy of the DSE. Formally it is impossible to tell from
thermodynamic measurements if a mutation has altered the free
energy of the DSE or the free energy of the folded state or both;
only changes in �G8 can be measured (Fig. 14.1). The stability of
a protein represents a very small difference between two large
numbers. Thus mutations or changes in solvent conditions
which alter the energetics of the DSE even by just a Kcalmol–1

can have a significant effect upon protein stability.
Structure or the propensity to form structure in the DSE can

also affect protein folding. The existence of non-native structure
can slow the rate of folding since non-native interactions by
definition have to be broken as the protein progresses towards
the native state. However, it is important to bear in mind that
non-native interactions do not have to exert a large effect upon
the folding rate if they persist in the transition state and are broken
on the downhill side of the free energy barrier (10). Perhaps the
most common physiologically relevant non-native interaction in
the DSE is the population of non-native isomers of X-Pro pepti-
de bonds. Cis-trans isomerism of the peptide bond is slow and
the rate-limiting step in the folding of a protein that contains cis
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X-Pro peptide bonds in its folded state is often the requirement to
isomerize to the correct isomer in the DSE before folding can
begin. Native-like interactions in the DSE can speed up folding,
but it is important to note that the mere presence of native-like
interactions in the DSE does not necessarily mean that they lead to
more rapid folding. The interaction in question may not take part
in defining the rate-limiting step in folding. Only experiments
which consider the kinetic consequences of disrupting DSE inter-
actions can indicate if they speed up folding, slow it down, or have
no effect. Examples of all of these types of behavior can be found
in the literature.

There is another, more subtle, way in which DSE interactions
can manifest themselves in studies of protein folding. Information
on the role of each amino acid in the transition state for protein
folding is most readily obtained by observing changes in the
properties of the transition state upon site-specific mutation
(11–14). Undoubtedly, the most popular method for the analysis
of side-chain interactions in the transition state for folding is the
protein engineering approach known as �-value analysis. The
effect of a conservative mutation upon the free energy of folding
and the activation free energy are combined to yield the dimen-
sionless ratio known as the �-value. In the absence of DSE effects,
�-values have a simple structural interpretation. A �-value of zero
means that the interaction being probed is no more developed in
the transition state than it is in the DSE while a �-value of 1.0 is
interpreted to indicate that the interaction is fully developed in the

Fig. 14.1. Free energy diagrams showing that the same change in protein stability can arise from folded state effects or
DSE effects. The solid line represents the wild-type and the dashed line the mutant. The superscript WT refers to the wild-
type while the superscript MT refers to the mutant. In case-A the change in stability is due entirely to a decrease in the
free energy of the folded state, while in case-B the change in stability is caused by an increase in the free energy of the
DSE. In both cases the same change in stability, ��G8 is observed. The example is for the case of a mutation which
stabilizes a protein. The same principle holds for destabilizing mutations. In this case the mutation could increase the free
energy of the folded state, decreases the free energy of the unfolded state or produce some combination of both DSE and
folded state effects.
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transition state. However, this simple structural interpretation
breaks down if the mutation alters the free energy of the DSE
(Fig. 14.2). For example, a �-value of 0.7 could mean that a
native-like interaction was well developed in the transition state
for folding; 70% developed if one assumes that �-values represent
a linear scale; which they do not have to (14). Conversely the same
�-value could arise from the partial disruption of a non-native
DSE interaction in the transition state for folding. Thus the
analysis of protein folding transition states also requires an under-
standing of the effects of mutations on the DSE and interpretation
of transition state parameters inevitably depends on knowledge of
both folded state and DSE effects (6, 15).

3. Which
Denatured State
to Study?

An important distinction should be made between the DSE popu-
lated under denaturing conditions such as elevated temperature or
high concentrations of denaturants and the DSE populated under
more native conditions. While both states are interesting, the

Fig. 14.2. �-values are dimensionless parameters defined as the ratio of the change in the activation free energy for
folding, (or more exactly –RT �lnKf), to the change in stability, ��G 8, caused by a conservative mutation. The solid line
represents the wild-type and the dashed line the mutant. In the absence of denatured state effects, (A), the �-value is
equal to the change in the free energy level of the transition state divided by the change in the free energy level of the
folded state. In this case a simple structural interpretation can be made as described in the text. (B) The �-value value
can still be defined if the mutation alters the free energy of the DSE but in this case it is no longer equal to the ratio of the
change in the free energy level of the transition state to the change in the free energy of the folded state and the structural
interpretation is less clear.

Experimental Studies of Unfolded Proteins 343



characterization of the DSE under native condition (i.e., under
conditions in which the folded state is the most stable form of the
protein) is the most relevant goal since it is the reference state for
protein stability studies and is the starting state for protein fold-
ing. Unfortunately the DSE formed under native conditions is
very difficult to study due both to its low population and because
of the cooperativity of protein folding. In contrast, the DSE
induced by high concentrations of chemical denaturants or at
high temperature can be highly populated under equilibrium
conditions and hence is much easier to study. However, the
DSE populated under strongly denaturing conditions generally
does not coincide with the DSE populated under more native
conditions and can differ considerably (5, 16–19).

4. Methods for
Studying the DSE

It is impossible to provide a comprehensive review in one short
chapter, thus we choose to consider selected illustrative examples
rather than attempting to provide a detailed overview of the
literature. Computational and theoretical studies have played an
important role in our developing understanding of the DSE but
here we restrict ourselves to experimental studies.

4.1. Global

Parameters Cannot

Always Distinguish

Between a Random-

Coil-Like DSE and a

More Structured DSE

Many studies of the DSE have relied on analysis of global para-
meters such as m-values, the radius of gyration (Rg), or the radius
of hydration (Rh) and this has lead to some confusion (2, 3, 20,
21). Suggestions of significant residual structure in the DSE often
appear to be at variance with the observation of random-coil
behavior based on analysis of such global parameters (3, 22). For
example, the power law dependence of experimental Rg values
with residue length is consistent with the classic random coil (23).
Recent simulations, however, have shown that random-coil sta-
tistics can be reproduced from a rigid-segment model in which
92% of native conformation is present (4, 24). Experimental stu-
dies have confirmed that different DSEs of the same protein can
have identical radii of hydration but differ significantly in their
secondary structure content (19). Consequently, more specific
features need to be examined to distinguish between random-
coil and structured DSE models. Of course the observation of an
Rg or Rh value for a DSE which is significantly smaller than
expected for a random coil provides direct evidence that the
DSE is compact. Thus the methods are useful. Rg measurements
are rather specialized since small angle scattering equipment is
not widely available; however, Rh measurements are relatively
straightforward using NMR-based diffusion measurements.
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4.2. In Favorable

Cases NMR Can Be

Used to Obtained

Residue-Specific

Information About

the DSE

In a few cases conditions have been found where the DSE is well
populated and in equilibrium with the folded state under near-
native conditions. If this is the case it may be possible to use NMR
methods to obtain residue-specific information. This is most
straightforward if the DSE and the folded state are in slow
exchange on the NMR timescale since separate resonances from
the two states can be detected and assignments made using stan-
dard triple resonance methods. One potential difficultly to bear in
mind is that unfolded and partially unfolded proteins are often
very prone to aggregate; thus, proper control experiments always
need to be performed to ensure that self-association is not com-
plicating the analysis of the DSE. There are numerous reviews on
methods for the assignment of NMR spectra and is now relatively
straightforward to assign the spectra of the DSE of small to
moderately sized proteins, in part because the dispersion of the
13C carbonyl and 15N amide chemical shifts is largely preserved in
unfolded states (25, 26). The work of Forman-Kay and colleagues
on the drkN SH3 domain is probably the most detailed. Both the
folded state and DSE of the domain are populated in the absence
of denaturant at pH 6 and the two states are in slow exchange on
the NMR timescale (5, 17, 27).

Normal NMR parameters, including nOe’s and J-couplings
can be used to characterize the DSE. The measured deviation of
the chemical shifts from those expected for a fully random-coil
ensemble of conformations, the so-called secondary chemical
shifts, are widely used as indicators of secondary structure prefer-
ences in the DSE. Particular care needs to be taken with chemical
shift referencing since the deviations from random-coil values are
smaller than observed for folded states and small errors in referen-
cing can lead to systematic errors. Often sequence-corrected ran-
dom-coil chemical shifts are used for the analysis of 13C carbonyl
shifts because they are sensitive to sequence effects, but sequence
corrections are less important for the other secondary shifts (25).
A variety of protocols have been proposed for analyzing chemical
shift deviations and the SSP method of Forman-Kay appears to be
particularly promising (28). It is important to remember that
secondary shifts are reporting on the local propensity to populate
certain regions of the f, c map, whereas CD requires that several
consecutive residues adopt a helical conformation to generate a
helical signal. Thus the results from NMR studies may not be
directly comparable to more global spectroscopic probes. NMR
relaxation studies have also proven useful as have paramagnetic
relaxation enhancement experiments. In the latter method spin
labels are attached to specific sites in a protein. The proximity of
the spin-labeled site to other locations within the protein can be
probed through the degree of broadening (relaxation enhance-
ment) that is observed in the NMR signals of the rest of the
protein (29). The long-range effect of paramagnetic centers
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allows transient long-range interactions to be probed. The analy-
sis of residual dipolar coupling is widely used in NMR structure
determination and the method has begun to be applied to
unfolded systems too.

Relaxation dispersion measurements should extend the NMR
approach to a much wider range of systems since they are applic-
able when the DSE has a low population. These experiments not
only provide information about the rates of interconversion but
they can also be used to estimate DSE chemical shifts (9, 30, 31).

4.3. Indirect

Approaches Normally

Have to Be Used to

Probe the DSE Under

Native Conditions

Not all proteins can be tricked into significantly populating the
DSE and native state simultaneously. Thus indirect methods nor-
mally need to be used to study the DSE under native conditions.
A wide range of approaches have been used including, but not
limited to, the study of peptide fragments, the analysis of desta-
bilizing point mutants or truncation mutants, amide 1H/2H
exchange experiments of the native state, changes in m-values
upon mutation, and the analysis of the pH dependence of protein
stability.

4.3.1. Peptide

‘‘Models’’ of Locally

Stabilized Structure:

A Useful but Necessarily

Limited Approach

Studies of peptide fragments derived from the sequence of the
protein of interest can provide useful information about the pro-
pensity to adopt locally stabilized structure, such as a-helices,
turns, b-hairpins, or local clusters of aromatic and hydrophobic
amino acids. The interference is that any observed structure, since
it is populated in the absence of longer-range tertiary interactions,
can be formed in the DSE. There are numerous examples of these
types of studies. They have proven very useful for defining local
propensities but one needs to bear in mind that observations made
on small peptides may or may not translate into the DSE popu-
lated by the full chain. NMR is the method of choice for such
studies since it is currently the only technique which can provide
information about every residue, although isotope edited IR is
beginning to make a contribution. One of the challenges is how to
interpret structural parameters which are measured for an ensem-
ble of rapidly interconverting conformation. The analysis of nOe
intensities requires care since the 1/r6 averaging means a small
population of a conformer which brings two protons into close
proximity can give rise to an easily detectable nOe.

4.3.2. Truncation

Mutants or Destabilizing

Point Mutants Can be

Useful Models of the

DSE Populated Under

Native Conditions

A potentially very powerful approach that can be used when one is
not fortunate enough to have both the DSE and folded state
populated under native conditions is to study mutations that
destabilize the native state. Studies of truncation mutants have
been employed, most notably the �131 mutant of S. nuclease, and
single-point mutants have been studied too (32, 33). Chemical
modification of proteins can also be used to reduce the stability of
the native state and drive the system into the DSE basin. The
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advantage of these approaches is that equilibrium NMR methods
can be used to characterize the protein; the potential disadvantage
is that the mutation used to prevent folding might alter the
properties of the DSE. For example mutation of a large hydro-
phobic core residue, a commonly used strategy, might impact the
DSE by reducing the tendency to form hydrophobic clusters in
the DSE. Nonetheless, the approach is very useful since it can be
applied to a wide range of proteins.

4.3.3. The pH

Dependence of Protein

Stability Offers Another

Indirect Probe of the

DSE

Studies of the pH dependence of protein stability and folding
kinetics can provide insight into the role of electrostatic interac-
tions in protein stability and folding (34). They also offer a rela-
tively simple, albeit indirect, method for probing electrostatic
interactions in the DSE (1, 6, 35). The idea is to exploit the
linkage relationship between pH-dependent changes in �G8and
the difference in the number of protons bound to the native state
and to the DSE (35):

@�G�=@pH ¼ 2:303RT �Q : (14:1)

�Q is the difference in the number of protons bound to the native
state (QN) and to the DSE (QDSE) and is a function of pH. �G8 is
the apparent free energy of unfolding. QN and QDSE can be
determined using the pKa’s of the various titratable groups in
the folded state and in the DSE, provided that the titration
behavior can be modeled as set of independently titrating sites.
QN can often be directly measured by determining a set of native-
state pKa’s or from a potentiometric titration but QD under native
conditions is normally not accessible. Thus �Q under native
conditions cannot be determined, but information about the
DSE can still be obtained. A model for the titration behavior of
the DSE can be assumed and used to calculate the expected values
of �Q. Comparison with the experimentally determined pH vs.
stability curve rigorously tests if the model accounts for the data.
A discrepancy proves that there must be interactions in the DSE
that perturb QDSE from the values predicted by the model. Thus
DSE electrostatic interactions can be probed and models tested.
For example, the dependence of �G8 on pH can be calculated
using model compound values for DSE pKas. The calculated
result, �G8cal vs. pH, has no simple direct physical meaning but
a comparison of the ��G8cal vs pH curve with the experimental
curve tests if the model DSE pKas can reproduce the experimental
result. If they cannot, then there must be interactions in the DSE
that perturb the DSE pKas away from the model values (6). In
contrast, agreement between the experimental and calculated
plots does not prove that the chosen model pKas provide an
accurate description of the titration behavior of the DSE, because
a positive deviation at one site can be masked by a negative devia-
tion at another. The important point is that a discrepancy between

Experimental Studies of Unfolded Proteins 347



the calculated and experimental curves must be due to DSE effects
if the titration behavior of the native state is known. The linkage
relationship can be used even when individual native-state pKa

values cannot be measured. An alternative approach which can be
employed in this case is to use a potentiometric titration to directly
determine the number of protons bound to the folded state. The
titration is then repeated in the presence of high concentrations
of denaturant, which measures the number of protons bound to a
fully unfolded state. Combination of the data yields a ��G8 vs.
pH curve expected for an unstructured DSE. The plot can be
compared to the one generated from experimentally determined
�G8 values. Any deviation between the two plots demonstrates
the presence of electrostatic interactions in the DSE above and
beyond those expected for a fully unfolded state (1). In most of
the cases examined there are clear deviations between the
observed pH dependence of �G8 and the behavior predicted
based upon a fully unfolded DSE. For example, significant DSE
electrostatic interactions have been detected in the N-terminal
domain of L9, in RNase H, and in ribonuclease Sa as well as in a
range of other proteins (36). RNase H is very interesting because
it provides an example of the functional consequences of DSE
structure. The heat capacity change for the unfolding of thermo-
philic RNase H, �Cp8, is smaller than the value for the mesophilic
RNase H, which leads to a shallower �G8 vs. pH curve for the
thermophilic protein and a significantly higher midpoint tempera-
ture for unfolding. The smaller �Cp8 for thermophilic RNase H is
due to a pH-dependent hydrophobic cluster in the DSE (36). The
N-terminal domain of L9 and ribonuclease Sa provide well-docu-
mented examples of mutations which increase protein stability by
modulating DSE interactions (6, 21).

4.3.4. Amide Protection

Factors Can be Used as

a Probe of the DSE

Amide protection factors provide local probes of protein stability
and can provide site-specific information about hydrogen-bonded
structure in the DSE (37–39). Apparent �G8ex values for the
exchange step can be calculated from the observed exchange
rates and compared to the value of �G8 for complete unfolding,
provided exchange occurs in the EX2 limit. In the EX2 case, the
observed rate of exchange is given by

kobs ¼ ðkop=kclÞkin: (14:2)

kop is the rate of the opening reaction which leads to the exchange-
competent state. kcl is the rate of the reverse reaction from the
exchange-competent state to the folded state. kin is the rate
expected for a residue in an unstructured polypeptide with the
same sequence. The ratio kop /kcl equals the equilibrium constant
for unfolding, Ku, for those sites which exchange by complete
unfolding. Protection beyond that expected for global unfold-
ing, ‘‘super-protection’’, offers evidence for hydrogen-bonded

348 Cho and Raleigh



structure in the DSE. Exchange of amide hydrogens is normally
followed by recording a series of HSQC spectra after the protein is
dissolved in D2O. Of course, the studies are limited by the preci-
sion of the measurements and any uncertainty in kin and, thus, are
normally not able to detect sites whose protection factors are
moderately increased over those expected for an unstructured
peptide. It is important to stress that the failure to observe
‘‘super-protection’’ does not imply the complete absence of
hydrogen bonding in the DSE and should not be interpreted to
mean that the DSE state lacks any residual structure. For example,
Shortle and coworkers pointed out that partially formed helical
structure can lead to very low protection factors. Consider the case
where a helix is fully formed 30% of the time and unstructured 70%
of the time, the overall protection factor for exchange will still be
very low (1.43), even if the H-bonded residues in the helical state
have infinite protection factors (39).

4.4. DSE Interactions

as a Target for Protein

Design

Attempts to rationally manipulate protein stability by targeting
the DSE have a long, but not always successful, history. Early
efforts attempted to increased stability by increasing the entropy
of the DSE by the insertion of disulfides or the use of Gly-to-Ala
and X-to-Pro substitution (40–42). Difficulty arises if the muta-
tions inadvertently stabilize a compact denatured state or if strain
is introduced into the native state. Glycines have been the target
of mutations designed to increase protein stability by reducing
the entropy of the unfolded state. However glycine often adopts
a conformation with positive f-angles and substitution by an
L-amino acid introduces strain into the folded state. An alternative
strategy is to use D-amino acids and this has proven successful
(42). Targeting DSE electrostatic interactions provides another
venue for manipulating protein stability (6, 43).
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