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Recent Developments in the
Definition and Official Names of
Virus Species*

1
M.H.V. Van Regenmortel
Université de Strasbourg-CNRS, Illkirch Cedex, France

1. Introduction

Classification deals with abstract classes and taxonomy deals with classes called taxa.
Viral taxonomy refers both to the scientific discipline of virus classification and to the
outcome of a classification activity involving viruses.

Virus classification deals with abstract classes of viruses that are conceptual con-
structions of the mind. The most important characteristic of such classes is that they
have members that are the concrete viral objects studied by virologists. Every mem-
bership condition determines a class and if a virus has a monopartite negative strand
RNA genome, it automatically becomes a member of the Mononegavirales, which is
a class known as an order.1 Such a class is not physically real and must not be
confused with the viruses themselves. Similarly, the abstract concept of a virus spe-
cies as a class of viruses should not be confused with the viruses that are the concrete
members of the species. Confusions between different logical categories have been a
fertile source of misunderstandings in viral taxonomy. It has been claimed, for
instance, that the name tobacco mosaic virus is an abstraction because only its par-
ticles can be handled.2,3 Such a claim arose because the term “virus” was not recog-
nized to be what logicians call a general term, that is, a word that denotes any number
of concrete entities.4(pp. 90�105)

The species taxon was introduced in virus classification as late as 1991 when it was
endorsed by the International Committee on Taxonomy of Viruses (ICTV), which is
the body empowered by the International Union of Microbiologial Societies (IUMS)
to make decisions on matters of virus classification and nomenclature.5 The official
definition of virus species was as follows: “A virus species is a polythetic class of vi-
ruses that constitute a replicating lineage and occupy a particular ecological niche.” Its
key feature was that it incorporated the notion of polythetic class also known as a clus-
ter class. While monothetic classes are defined by one or a few properties that are both
necessary and sufficient for membership in the class, polythetic classes are defined by a
variable set of statistically covariant properties, none of which is a defining property

* A very similar version of this chapter with the title: “Classes, taxa and categories in hierarchical virus
classification: a review of current debates on definitions and names of virus species” appeared in Bio-
nomina 2016, Dumerilia, 10: 1e20. copyright M. Van Regenmortel.

Genetics and Evolution of Infectious Diseases. http://dx.doi.org/10.1016/B978-0-12-799942-5.00001-9
Copyright © 2017 Elsevier Inc. All rights reserved.



necessarily present in every member of the class. Since a virus species class is a con-
ceptual construction, it cannot be described by its physical or material properties and
can only be defined by listing certain properties of the viruses that are its members.
Properties used for defining virus species are properties of viruses that can be altered
by a few mutations, such as their natural host range, pathogenicity, mode of transmis-
sion, and small differences in the viral genome. This means that these species-defining
properties vary considerably in different members of the same virus species. Since
higher taxa, such as genera and families, have more viruses as members than species
taxa, they require fewer defining properties than species taxa that need more properties
to meet the qualifications for membership.

Section 2 clarifies the logical relations that exist among individual viruses, among
the classes of the viruses called taxa and among the classes of the classes called cate-
gories. Since virus classification follows the structure of the Linnaean hierarchy, the
logical structure of this hierarchy described by Buck and Hull6 will be outlined.

The popular bionominalist school of thought, which claims that species are concrete
individuals with a definite spatiotemporal localization instead of timeless, abstract
classes, is examined in Section 3. The ontology advocated by Mahner and
Bunge7(pp. 253�70) is described, leading to the conclusion that bionominalism does
not provide an adequate framework for classifying viruses.

Section 4 reviews how the concept of virus species as a polythetic class finally
became accepted in viral taxonomy, while Sections 5 and 6 clarify that because the
properties used for demarcating individual virus species are easily modified by a
few mutations, it is not possible to define virus species by relying only on one or a
few necessary and sufficient conditions for establishing species membership. Although
it is currently fashionable to employ small nucleotide motifs present in a viral genome
as a DNA-barcoding system for identifying members of previously established viral
taxa,8 it must be emphasized that the presence of such motifs cannot be used by tax-
onomists as the sole defining criterion for creating or establishing new virus species.9

Section 7 describes the current debate surrounding the following controversial new
definition of virus species ratified by the ICTV in 2013, which removed the term poly-
thetic from the definition: “A virus species is a monophyletic group of viruses whose
properties can be distinguished from those of other species by multiple criteria.” Since
every virus species, genus, or family could be considered to be a monophyletic group,
this was actually a definition of “virus taxon” instead of virus species. A major concern
was that “polythetic class” in the earlier definition had been replaced by “group” of
viruses, because a group is a collection of viruses that are linked by a partewhole rela-
tion, whereas the term class implies the logical relations of class membership and class
inclusion used in all hierarchical classifications.

Section 8 discusses the introduction of non-Latinized binomial names (NLBNs) for
virus species. In 1998 the ICTV had introduced species names that differed from virus
names only by typography, with the result that measles virus became officially a mem-
ber of the species Measles virus (italicized, with a capital initial). This led to consider-
able confusion and the ICTV subsequently agreed that its Study Groups in charge of
the taxonomy and nomenclature of individual virus families could propose NLBNs for
species in certain virus genera. Such NLBNs, which had been used unofficially for

2 Genetics and Evolution of Infectious Diseases



50 years, are obtained by replacing the terminal word “virus” that occurs in all com-
mon English virus names with the name of the genus to which the virus belongs, which
also ends in -virus. Measles virus thus became a member of the species Measles
morbillivirus.

2. The Logic of Hierarchical Virus Classification

The root of the word classification is class, a term that refers to all the classes of viruses
or organisms that have concrete objects as their members. Every membership condi-
tion determines a class, and since whatever is said about a thing ascribes a property
to it, properties and classes are related entities.10(pp. 22�4) Bionominalists, however,
deny that species are classes (see Section 3), although they consider genera and fam-
ilies to be classes since a taxonomy otherwise becomes impossible.11

Class membership is the logical relation that makes it possible to establish a bridge
between two logical categories, namely an abstract class or taxon that is a mental
construct and its concrete members that are objects located in space and time. This
membership relation is different from the partewhole relationship that exists between
two concrete objects, one being a part of the other in the way that a limb is part of a
body. It is not possible for a viral object to be a part of a conceptual species construct,
nor is it possible for a thought or concept to be part of a material object.4(pp. 118�24)

A virus is always a member of a certain virus species, which is the lowest taxon
category in a hierarchical classification. Since a species taxon is also a class, it is a
member of the species category which is the class of all species taxa. The relation
that individual viruses have to taxa is the same membership relation that taxa have
to their respective categories, the members of the category species being all the species
taxa.6

Virus taxonomy makes use of a hierarchy of taxa, the lowest taxon being a virus
species followed by the higher taxa of genera, families, and orders. The viruses that
are members of a species taxon are also members of a genus taxon immediately above
it as well as members of a higher family or order category. Similar species are collected
in a genus, similar genera into a family, and similar families into an order.

The relation between a lower taxon and a higher taxon immediately above it is
called “class inclusion,” which is a crucial relation in the logic of a hierarchical clas-
sification. To say that the species Measles virus is included in the genus Morbillivirus
is to say that the properties required for classifying a virus as a member of the species
Measles virus include, besides others, all the properties required to classify it as a
member of the genus Morbillivirus. The lower taxon, having fewer viruses as mem-
bers, requires more properties to meet the qualifications for membership. This situation
illustrates the logical principle according to which reducing the number of required
qualifications increases membership whereas increasing the number of qualifications
decreases membership.6 The genus Morbillivirus can thus be regarded as a class
generated by relaxing the membership requirement for being a member of the species
Measles virus. Class inclusion in the Linnaean hierarchy obviates the need for
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repeating the properties used for defining higher taxa in the definitions of the lower
taxa included in them, although all these properties are still necessary for membership
in the lower taxon. It should be noted that this principle invalidates the claim that a
single property may be sufficient for defining a virus species (see Sections 5 and 6).
Higher taxa such as virus families and orders can usually be defined by a small number
of stable, invariant properties that are both necessary and sufficient for membership in
the class, which is the reason why these classes tend to be viewed as universal classes.
Membership in such classes is thus easier to establish than membership in a virus spe-
cies. It should be evident that the relation of class inclusion does not mean that the
defining properties of a species are also automatically defining properties of a genus.
The taxonomic categories of species, genera, families, and orders, which are classes of
classes, are not included in each other since these categories are mutually exclusive
classes. It is thus impossible, for instance, for the categories species and genus to
have any taxa members in common.6

3. Bionominalism: Are Species Classes or Individuals?

The school of thought known as bionominalism considers that since species change
during evolution, giving rise to new species, they must be evolving historical en-
tities with a temporal dimension rather than immutable and timeless classes. This
gave rise to the view that species are concrete individuals rather than abstract clas-
ses,12,13 and changed the ontological status of species that no longer were consid-
ered to have viral objects as their members since viruses were now actually part of
a material species. Mahner and Bunge7(pp. 232�70) analyzed in great detail the
numerous consequences of this altered ontology of species-as-individuals (SAI).
First, it is no longer possible to define species since only abstract concepts can
be defined intensionally (see Section 5), with the result that only the proper names
of taxa can be defined and not the taxa themselves.6 Second, viruses are then linked
to species taxa by partewhole relations instead of membership relations, which un-
dermines the traditional view that classes, taxa, and any resulting classification are
conceptual constructs rather than real objects. The SAI thesis also holds that species
are lineages of ancestral-descendant populations with a spatiotemporal location and
that all taxa are so-called historical entities forming cohesive wholes.14,15 The
notion of historical entity takes the history and lineage of a thing to be a concrete
individual, which is an instance of reification. However, the history of a population
is not a concrete system and the relation of antecedence is not a bonding but only a
temporal relation. Mahner and Bunge7(p. 238) argued that the relational concepts of
ancestry, progeny, and lineage are actually not real objects and that the so-called
“genealogical nexus” is not a bonding or causal relation since the ancestry and
progeny of a population cannot act upon each other unless they exist at the same
time. Descent is not a causal relation since causality relates only events and not
things, the caterpillar not being the cause of the butterfly. Species also cannot
descend from each other in a literal sense since only concrete organisms or viruses
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can do so. When the only necessary and sufficient property for belonging to any
taxon is descent from a common ancestor, it has been suggested16 that descent
may have become the new essence of the antiessentialists.

Since a classification is only a conceptual construct, taxa will be considered to be
real individuals only when concepts are conflated with their referents. The major short-
coming of bionominalism is that it fails to distinguish between species as concrete en-
tities and species as abstract entities, that is, it does not distinguish a thing from its
conceptual representation. It is also possible to conceive and establish classes of ob-
jects that exist on Earth for only limited amounts of time, and species are clearly
such classes. The class of paintings belonging to the French impressionist school is
an example of a class with a historical dimension. As argued by Mahner and Bunge,7

there is indeed good evidence that the mistaken ontology underlying bionominalism is
responsible for its inability to provide an adequate philosophical framework for any
biological classification.

4. The Virus Species Problem

The term species is used to denote the lowest category in a virus classification.
Although viruses are not alive,17 they are considered to belong to biology, and as
such they are classified using the categories species, genus, family, and order
employed in biology. In the case of genera and families, virologists readily accept
that these categories are conceptual constructions of the mind, which should not be
confused with real objects, since a virus family, for instance, cannot be purified, centri-
fuged, sequenced, or visualized in an electron microscope. Concepts such as virus spe-
cies, on the other hand, are often viewed as more “real” than genera and families
because they tend to be perceived as individual kinds of viruses infecting particular
hosts. Some philosophers claim that concepts and objects can both “exist” because
of the ambiguity of the term “exist.”4(p. 131) The resulting confusion between species
as an abstract class or category and species as concrete objects is common in the whole
of biology (see Section 3), and attempts to resolve this confusion by devising a satis-
factory definition of species is a problem that exists not only in virology. Darwin
regarded the species category to be no more real than the categories genus and family,
and his unwillingness to argue over the definition of species has been called a modern
solution to the species problem.18 However, the question whether species are real bio-
logical entities independent of any human conceptualization remains a hotly debated
issue as illustrated, for instance, in the published exchange between Claridge19 and
Mishler.20

Biological species have been traditionally considered to be populations whose
members can only breed among themselves and are reproductively isolated from those
of other populations.21 Since such a definition applies only to organisms that reproduce
sexually, it was later modified to make it applicable to asexual organisms as follows:
“A species is a reproductive community of populations, reproductively isolated from
others, that occupies a specific niche in nature.”22
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In the 1980s the view that there could be virus species was rejected by plant virol-
ogists because they assumed that the biological species concept of Mayr21 defined by
sexual reproduction, gene pools, and reproductive isolation was the only legitimate
species concept, which obviously was not applicable to viruses that are replicated as
clones.23 Another reason why plant virologists were opposed to introducing species
in virus classification was their belief that using the species category would bring about
the use of Latin species names which they strongly opposed.24 Although the first ICTV
reports25,26 advocated a Latinized viral nomenclature, Latinized virus species names
were not introduced, and in the Fifth ICTV report27 the rules regarding the use of Latin
in virus taxonomy were removed, opening the way for the acceptance of virus species
by plant virologists.

Another reason for the reluctance of many virologists to use the concept of spe-
cies in virus classification was the absence of a virus species definition adopted by
the ICTV. Many definitions had been proposed but none gained general acceptance.
A popular textbook of plant virology28 proposed that “virus species are strains
whose properties are so similar that there seems little value in giving them separate
names.” This suggested that attributing names to virus species was the same activity
as developing a taxonomy. Another definition proposed that “A virus species is a
population of viruses sharing a pool of genes that is normally maintained
distinct from gene pools of other viruses,”29 which was also deemed unsatisfactory
because many viruses are replicated entirely by clonal means and do not possess
gene pools.

In 1989 the following definition was proposed: “A virus species is a polythetic class
of viruses that constitute a replicating lineage and occupy a particular ecological
niche.”30 This definition indicated that the members of a virus species are not simply
phenetically similar objects devoid of a common origin but are collections of objects
related by common descent. It also incorporated the notion of a shared
ecological niche31 used by Mayr in his species definition, which is a relational, func-
tional property of an organism or a virus rather than a vacant space waiting to be occu-
pied.7(pp. 181�85) However, the main novelty of the 1989 species definition was that it
included the notion of polythetic class, which by then had become generally adopted
by taxonomists.32,13(pp. 178�80) While monothetic classes are universal classes defined
by one or a few properties that are both necessary and sufficient for membership in the
class, polythetic classes are defined by a variable combination of properties, none of
which is a defining property necessarily present in every member of the class. This
means that (1) each member of a polythetic species shares a certain number of prop-
erties, (2) each property is present in a large but unspecified number of members, and
(3) no property is necessarily present in all the members of the class and absent in the
members of other classes (Fig. 1.1). It should be stressed that the term polythetic only
describes a particular distribution of properties present in a class and that the members
of a class do not themselves possess polythetic or monothetic properties (see Section
7). Likewise, being a genetic parasite or having a vector is a property of viruses and not
of classes. A concept such as a species class cannot have physical or material proper-
ties since only its members do. This means that species cannot be described but can
only be defined by listing certain properties of their members. The viral objects that
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the concept refers to are thus the concrete instances that satisfy the membership con-
ditions of the class.

In 1991 the definition of species as a polythetic class was endorsed by the ICTV,
and species became the lowest level in virus classification.5 Unfortunately, many vi-
rologists thought that this definition would provide them with guidelines for establish-
ing and demarcating new virus species and for deciding whether a virus was a member
of a particular species. This misunderstanding led to a never ending debate about the
presumed usefulness of a species definition for creating new species taxa and identi-
fying their members (see Sections 5 and 7).

The concept of polythetic class, also known as a cluster class, is well established in
taxonomy13,32,33 and was used successfully by ICTV Study Groups for establishing
many new virus species.34 It has also been repeatedly emphasized that the members
of a polythetic virus species possess a consensus set of statistically covariant properties
but not a single, common property that is necessary and sufficient for membership in
the class.3,35e39 Nevertheless, a few virologists objected to species being called poly-
thetic classes because they claimed that the term polythetic, commonly used in taxon-
omy, was obscure and not widely understood. It was also claimed that virus species
could be defined monothetically by features of their gene sequences, and this led to
the proposal that the term polythetic should be removed from the species definition.40

Although there was considerable opposition to such a change,41 the ICTV in 2013
introduced a new definition of virus species that no longer included the notion of poly-
thetic class (see Section 7).

Figure 1.1 Distinction between polythetic and monothetic classes in the case of eight
individuals (1e8) and eight properties (AeH). The possession of a property is indicated by a
plus sign. Individuals 1e4 constitute a polythetic class, each member possessing three of four
properties with no common property being present in all the members. Individuals 5e6 and 7e8
form two monothetic classes with three properties present in all the members
From Van Rijsbergen K. Information retrieval. 2nd ed. London: Butterworths; 1979; see also
http://www.iva.dk/bh/lifeboat_ko/CONCEPTS/monothetic.htm.
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5. Properties Used for Defining Virus Species and
Identifying Individual Viruses

Properties are possessed by things and objects and cannot be detached from them.
Intrinsic properties (or characters), such as chemical composition, are possessed
regardless of other things whereas relational properties, such as being a genetic para-
site or being vector-borne, are possessed by virtue of the relation of a virus to other
things, such as a host or a vector.

Some philosophers distinguish a property from a predicate or attribute that they
view as the conceptual representation of a thing’s property. This distinction is
important because not all predicates represent properties of real things. A thing
either possesses property P or does not possess it, but it cannot possess the property
“not P” since there are no negative properties. However, for every predicate,
there is another predicate that is the negation of the first. Negation for
instance may affect the proposition “tapeworms think” but not the property of
thinking.7(p. 10)

The terms character, feature, and trait are often used in the sense of both property
and part although a part of a thing is a thing and not a property.42 The notion of char-
acter has been called the central mystery of taxonomy,43 and although the possession
of a certain part can be viewed as a property, it is not clear if a complete genome
sequence, a particular nucleotide motif, or the presence of a certain nucleotide in a viral
genome should count as a single character.8,37,44

Classes and concepts can only be defined whereas their individual members or any
other concrete objects can only be described. Taxa are defined intensionally by sets of
properties that provide the qualifications for membership in the class. The intension of
a concept such as class is its meaning that, however, does not give it any reality outside
the realm of intellectual constructions. The extension of the class is the set of members
of the class, for instance the real viruses it refers to, which are the concrete referents of
the class. Since the intension of a class determines its extension, the extension of a
class can only be determined if one can distinguish members from nonmembers, which
means that intension must precede extension.7(p. 227) A species taxon must first be
established and defined by taxonomists before it becomes possible to ascertain if a suf-
ficient number of the species-defining properties are present in an individual virus to
make it a member of the species. The proposal that a monothetic (instead of a poly-
thetic) species class can be established by relying on a single defining property such
as a particular nucleotide motif found in viral genomes40 overlooks the fact that it
would be necessary to know beforehand that this motif is present in all the members
of the species and absent in other species, which means that the extension would need
to precede the intension.9,44

Properties useful for distinguishing individual species within a genus obviously
cannot be the stable and invariant properties used for defining genera (such as the
method of virus replication or the morphology of virus particles) that are the same
in all the members of the genus. Properties used for defining virus species are proper-
ties of viruses that can be altered by a few mutations, such as natural host range, cell
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and tissue tropism, pathogenicity, mode of transmission, small genome differences,
and so on. Many species-defining properties, therefore, tend to vary considerably in
different members of the same species, which is the very reason why species are
defined polythetically by a variable combination of properties. Since they are defined
by an indefinite number of statistically covariant properties, species are considered the
best examples of cluster classes.13,45 A cluster class is defined by a cluster of proper-
ties, the majority of which may be present in all members of the class although some
properties can be absent in individual members. Since all the species-defining proper-
ties are not necessarily present in every member of a species, viral taxonomists may
have to create species by drawing boundaries across a continuum of phenotypic and
genomic variability which often involves a strong subjective element.37,38

The continuous nature of biological variation often leads to an absence of clear-cut
discontinuities between closely related species, which could then be considered as
fuzzy classes with blurred boundaries. However, this would not justify abandoning
the species concept since the continuous nature of electromagnetic radiation or of
geological formations does not prevent us from recognizing different colors or individ-
ual mountains.4(p. 125),37

The demarcation of a species taxon by a virologist using the polythetic criterion
should not be confused with the task of identifying a virus isolate as a member of a
species. Once a species taxon has been established, it becomes possible to compare
the properties of putative members of the species in order to discover one or more
so-called diagnostic properties12,36,46 that may suffice to identify the virus. Such diag-
nostic markers could be a specific reaction with a monoclonal antibody47 or a partic-
ular nucleotide motif,8 although these are not properties that are used to define a
species taxon beforehand. The technique known as DNA barcoding48 is sometimes
presented as providing a useful additional character for producing new species
although it is only a tool for identifying members of existing species. Nucleotide mo-
tifs cannot be used for distinguishing and establishing new species amid the thousands
or millions of species that have not yet been sequenced or recognized on the basis of
phenotypic or other criteria.9,49

6. A Virus Species Cannot Be Defined Solely by the
Properties of Viral Genomes

It is now commonly accepted that virus classification should reflect the phylogenetic
relationships among viruses, which can be established from the sequence divergence
observed in viral genomes.50,51 As more sequences of viral genomes became available,
attempts were made to establish species only on the basis of genome data obtained
from putative members of a viral species. As explained in Section 3, this cannot suc-
ceed since it is not possible to derive the intensional definition of a species from its
extension. The DNA or RNA sequence present in a virion is part of the phenotype
of the virus since it is a part of the virion chemical structure. Phenotypic properties
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include the morphology and molecular composition of the virion as well as the
biochemical activities of the virus and all its relational interactions with hosts and vec-
tors. A virus classification based on nucleotide sequences present in a virion is thus a
phenotypic classification based solely on molecular sequences rather than on biolog-
ical and functional properties.7(p. 287) There is no reason to assume that when virus spe-
cies are demarcated only on the basis of genome sequences and a derived hypothetical
phylogeny, this will necessarily produce a classification that is more correct, relevant,
or useful than a classification based on all the phenotypic properties of a virus.52

Genome characteristics do not by themselves justify taxonomic allocations, and the
wish to record phylogeny should not overshadow the importance of other phenotypic
and biological properties, which are the main reasons why virologists classify viruses
and engage in species demarcation.

It is impossible to infer the total phenotype of a virus from its genotype because a
phenotype is not simply the manifestation or expression of a genotype, but depends
also on numerous contributions of extraneous epigenetic factors present in the environ-
ment and in viral hosts and vectors. This makes the phenotype the result of an onto-
genic development involving both genetic and nongenetic factors.53e55 It is
sometimes claimed that most, if not all, biological properties of a virus could, at least
in theory, be deduced from the sequences of its viral genome and encoded proteins.
This is actually not the case since it is impossible, for instance, to predict from the
sequence of encoded viral proteins which receptors of a virus determine its host and
tissue specificity, as this would require prior knowledge of which host and tissues
the virus is able to infect. The receptor-binding site of a virus is a relational structure
existing by virtue of a relation with cellular receptors in the infected host. It is equally
impossible to deduce the immunological properties of a virus or to predict how the im-
mune system of a host is likely to react to a viral infection simply by predicting the
presence of certain conformational epitopes in an encoded viral protein using ineffec-
tual bioinformatic algorithms.56

In his analysis of the relationship between a unit of genotype that is genetically
expressed and a unit of phenotype, Moss57,58 argued that the metaphor of a gene as
a code and information carrier arose from a conflation of two distinct meanings of
the term gene that he called Gene-P and Gene-D. The Gene-P is defined by its relation-
ship to a particular phenotypic character but does not entail the presence of a specific
nucleic acid sequence able to initiate a series of developmental steps leading eventually
to the phenotype. The classic example of this is the elusive Gene-P for blue eyes where
the blue color results from the absence of a DNA sequence necessary for making a
brown eye pigment. There may be many structural reasons for the absence of such a
sequence and any one of them could count as a genetic factor for blue eyes. Speaking
of a gene in the sense of Gene-P is sometimes useful because it allows predictive talk
about the likelihood of some phenotypic property.58(p. 44)

A Gene-D, on the other hand, is defined by its molecular sequence and is a devel-
opmental resource (hence the “D”) which, however, cannot on its own determine the
phenotype. A Gene-D does not specify the numerous transcriptional complexes that
may result from differential RNA splicing nor all the intermediate products needed
to achieve the ultimate phenotypic outcome. Phenotypes are achieved through the
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complex interaction of many factors, and Gene-D sequences are not adequate substi-
tutes for other phenotypic properties.

When the concepts of Gene-P and Gene-D are conflated, it may give the impression
that the entire chain of reactions that lead from transcriptional units to a phenotype has
been elucidated although this is not the case. In fact, Gene-P is only a theoretical pre-
dictor device for some phenotype while Gene-D sequences do not specify all the devel-
opmental steps involved in producing the phenotype.

Taxa produced only on the basis of genome sequences do not necessarily agree with
taxa established using additional biological and structural properties of viruses. It has
been shown, for instance, that a classification based on both genome sequences and
structural phenotypes may reveal additional evolutionary connections that are not
detectable when only sequence-based approaches are used.59,60

The fact that the presence of a characteristic, short nucleotide motif in a virus
isolate may suffice for identifying the isolate as a member of a particular virus spe-
cies is sometimes regarded as evidence that the biological properties of a virus can
be deduced from its genome sequence. However, being a member of a species does
not imply that all the biological properties of the virus are firmly established since a
virus species is a polythetic class of viruses defined by a variable combination of
properties, none of which is necessarily present in all the members of the species.
The diagnostic nucleotide motif possesses no causal efficacy in determining any
particular biological property and if mutations are introduced in the motif, they
are unlikely to reveal that the motif is responsible for a particular phenotype, since
the function of a gene is not to produce whatever the system fails to do when the
gene is absent or has been modified.61 Predicting the host or vector specificity of a
virus from its genome sequence always remains a hazardous enterprise because of
our profound ignorance of how viral attachment proteins determine vector speci-
ficity or viral host range by controlling cell and tissue tropism during viral
infection.62

In conclusion, it should be evident that if only sequences of viral genomes are taken
into account, this will produce a classification of viral genomes rather than a classifi-
cation of viruses. Viruses should not be reduced to sequences, and there is no justifi-
cation for the claim that a genome-based classification that privileges phylogenetic
considerations makes it superfluous to utilize all the known discriminating phenotypic
properties of viruses for establishing species and other virus taxa that are useful to lab-
oratory virologists.

7. The New ICTV Definition of Virus Species

In 2004 it was reported that all the RNA genome sequences of viruses belonging to
the species Tobacco mosaic virus possessed a unique nucleotide combination motif
(NC-motif) of 47 nucleotides, present in the viral polymerase gene. This NC-motif
could be used for identifying all the members of that species and for distinguishing
them from members of other species in the Tobamovirus genus.8 Other NC-motifs
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were also found to be diagnostic markers for identifying viruses assigned to other
species in the Tobamovirus genus, and one NC-motif was found that could identify
any member of that genus. These findings led Gibbs and Gibbs40 to propose that a
virus species could be defined monothetically by the presence in all the members of
the species of a common NC-motif, which they considered to be a species-defining
property that was both necessary and sufficient to establish membership in the spe-
cies. They removed therefore the term polythetic from the ICTV definition in use
since 1991 and proposed the following so-called “broader” definition: “A virus spe-
cies is a class of viruses that constitutes a replicating lineage and occupies a partic-
ular ecological niche.” This was presented as the intentional meaning or definition
of the concept of species class, based on the assumption that a part of a viral
genome is a monothetic property, necessarily present in every member of the
class. This implied that the extension of the class had to be known beforehand
(see Section 5). The authors removed the term polythetic from the initial definition
because they thought it meant a type of variable property rather than a certain dis-
tribution of properties (Section 4). When the proposal was posted on the ICTV
website, it elicited unfavorable comments and it was subsequently not approved
by the ICTV.

In July 2012, another proposal by four members of the ICTV Executive Commit-
tee, A. King, M. Adams, E. Lefkowitz, and E. Carstens, was posted on the ICTV
website,63 which included the following new definition of virus species: “A species
is a monophyletic group of viruses whose properties can be distinguished from
those of other species by multiple criteria.” The authors acknowledged that these
criteria could be genome properties and any other phenotypic properties of viruses,
but they no longer included the requirement that the viruses had to form a poly-
thetic group characterized by the absence of a single defining property necessarily
present in all the members of the species. As a result, it became possible to establish
species as monothetic groups of viruses that shared only one or a few common
defining properties. For instance, if two anelloviruses possessed only 65% nucleo-
tide identity in their genomes, this sole criterion was used to allocate them to two
different species even in the absence of known differences in other biological or
phenotypic properties. Furthermore, since every species, genus, and family can
be considered to be a monophyletic group, King et al.63 had in fact coined a defi-
nition of virus taxon instead of virus species. Another reason why monophyly is not
a valid criterion for species demarcation is the common occurrence in many viruses
of recombination and reassortment among parts of viral genomes, which produces
chimeric viruses with polyphyletic genomes.52 This makes it impossible to accu-
rately represent such multidimensional phylogeny in a monophyletic scheme.34

Many comments were posted on the ICTV website64 opposing the proposed new
definition of virus species. Subsequently, the proposers of the new species defini-
tion responded on the ICTV website with a 4-page, polemical document in which
they claimed that the ICTV definition of virus species used since 1991 was based
on specious reasoning and on meaningless terms, such as polythetic class, repli-
cating lineage, and ecological niche. All the arguments and counterarguments are
available on the ICTV website,64 and the shortcomings of the proposed new
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definition were described in detail by a group of six ICTV Life Members and eight
other senior virologists.41 These shortcomings are summarized as follows:

1. In the ICTV forum,64 the proposers of the new species definition repeated the same mistake
as Gibbs and Gibbs40 when they claimed that since a species corresponds to a replicating line-
age, it cannot be a polythetic class because all its members must have inherited one or more
properties from a common ancestor which makes the class a monothetic one. However, a var-
iable distribution of properties in the members of the class together with the absence of a sin-
gle common defining property in all of them is what defines a polythetic class. This
combination of properties does not itself constitute a single common property shared by
all the members of the class since it is a characteristic of the class rather than a property
of its members. Every membership condition determines a class but since a class is not a con-
crete object, it cannot itself figure as a candidate for membership of the class. Virus classes
only admit viruses as members but cannot admit themselves as members. Membership of
classes can thus be determined by one or many membership conditions (e.g., virus proper-
ties), except one which is nonself membership.65(p. 44),10(p. 94) The adjective “long,” for
instance, denotes the class of long things but since it is not a long adjective, it is a
nonself-denoting property of the class. If one fails to appreciate that the nonself-
membership condition does not determine the class, one lands with the well-known Russell
paradox of the barber,41 which can be stated as follows. If one assumes that a village barber
shaves all and only those men in the village who do not shave themselves, one lands with a
contradiction since the barber will need to shave himself only if he does not do so.66 The
paradox is resolved only when it is realized that there is no such barber.10(p. 146) As clearly
stated by Quine10(p. 227): “When we say of some class that it is not a member of itself we do
not thereby assign it to a class of all nonself members; for that class, if it existed, would have
to be a member of itself if and only if it was not. Similarly when we say of some property that
it is not a property of itself we do not thereby ascribe a property to it.” The nonself-
membership condition also excludes the possibility that the class of all polythetic classes
could form a monothetic class that would have viruses (instead of classes) as its members.

2. The preposterous claim was also made by the proposers of the new definition64 that the term
“class” should only be used to denote a category in the classification hierarchy, that is, the
one situated above the category order and below the category phylum, although such a cate-
gory is not used in virus classification. They seem to be unaware that the conceptual construct
of class is universally used in taxonomy because it makes it possible to establish a link be-
tween the abstract class and the concrete organisms or viruses that are members of a class.
They object to a virus species being called a polythetic class and propose instead to define
a species as a “group” of viruses. However, a group of viruses is only a collection of viral
objects that are linked to the group by the partewhole relation, and such a terminology con-
tradicts the logic of classes used in taxonomy that uses only the relations of class membership
and class inclusion for building up a classification (see Section 3).

3. The proposers of the new definition64 also dismissed the glaring case of the 178 begomovirus
species that were created by ignoring the polythetic principle and accepting that species could
be established on the basis of a single arbitrary criterion, namely less than 89% pairwise
sequence identity in the viral DNA-A genome.67 Virus classification by Pairwise Sequence
Comparison (PASC) of viral genome sequences has increasingly been used.68 It produces
plots of the frequency distribution of pairwise identity percentages from all available genome
sequences of viruses in a family that show multimodal distributions of peaks that may be
tentatively attributed to clusters of sequences corresponding to groups of serotypes, strains,
species, and genera.37 Percentage demarcation thresholds used to allocate various peaks to
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different taxon categories could then be used, for instance, to decide how many species were
present in a genus. In the case of the begomoviruses in the Geminiviridae family, a cut-off
point of less than 89% sequence identity in the DNA-A genome was chosen as the sole cri-
terion for separating strains from species, and this led to the creation of 178 different species
in the absence of any biological evidence that such taxa corresponded to distinguishable, sta-
ble entities that would justify the label “species.” It was argued64 that the sole use of the 89%
cut-off point was not an arbitrary decision because it was based on quantitative genome data.
They refused to admit that choosing a lower percentage cut-off point in the PASC peaks
could have produced a smaller, more reasonable number of begomovirus species. Many of
the so-called 178 different “species” consist of viruses that infect the same host (cotton or
tomato) and produce very similar disease symptoms, and had to be given different names
by including the geographical location of the first isolation of the virus. This produced a
long list of species names, such as Tomato leaf curlComoros virus, Tomato leaf curl Guangxi
virus, Tomato leaf curl, Hsinchu virus, Tomato leaf curl New Delhi, and so on, which could
have been considered strains of the same species if a lower threshold demarcation percentage
for creating species had been chosen.9 The allocation of different begomoviruses to the cate-
gory strain or variant is equally arbitrary69 while attributing a peak to the so-called “virus iso-
lates” is in fact meaningless since isolates can refer to any virus that is being studied
experimentally, which could be a member of a strain, species, or genus.37 In the genus Mas-
trevirus in the same Geminiviridae family, a more appropriate cut-off point of 75% sequence
identity in DNA-A sequences was used that led to the creation of only 12 separate species.70

Establishing valid demarcation criteria in the family Geminiviridae is particularly difficult
because of the frequent occurrence of recombination events between different
geminiviruses.34,71

All previously mentioned objections to the new species definition were ignored by
the ICTV EC, and the proposal was ratified using a fast-track approval process, which
considerably reduced the time available for posting further objections and comments
on the ICTV website. The ballot return rate of votes was 41% of those entitled to vote,
with 45 in favor, 21 against, and 2 abstentions.72 According to Van Regenmortel
et al.41 the new species definition is in no way superior, and in many ways inferior,
to the earlier ICTV definition; by removing the polythetic principle, it certainly
will not make it easier for virologists to establish or recognize new species in the
future.

8. Non-Latinized Binomial Names for Virus Species

The assignment of names to virus taxa is the responsibility of the ICTV of IUMS. The
names of virus genera, subfamilies, families, and orders have for many years been writ-
ten in italics with a capital letter which is a different typography from that advocated
for such taxa by the Biological Code of Nomenclature.73 The unique position of vi-
ruses in biology is one of the reasons why the traditions of the International Code
of Zoological Nomenclature,74 the International Code of Nomenclature of Bacteria,75

and the International Code of Botanical Nomenclature76 are not followed by virolo-
gists. The ICTV as the voice of the international community of virologists has always
followed its own rules and Code and tends not to follow traditions present in the rest of
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biology, such as the use of Latin names24 or the formation of binomial species names
using the order genus-name-first/species identifier-second, instead of the reversed or-
der (species-first/genus-second) introduced in virology 50 years ago.26 ICTV activities
are governed by Statutes and by the International Code of Virus Classification and
Nomenclature. The most recent version of the Code was published in the 9th ICTV
Report in 2012.77 Between successive Reports, ratified changes to the Code and to vi-
rus classification and nomenclature are brought to the attention of virologists in the
“Virology Division News” (VDN) columns of Archives of Virology, the official jour-
nal of the Virology Division of IUMS.78,79

The respective names of virus taxa have the following endings: virus for genera,
-virinae for subfamilies, -viridae for families, and -virales for orders.1 It has been sug-
gested that unofficial vernacular names for the members of these four taxa could be
introduced using taxon-specific suffixes.80 The suffixes are “-virad” for members of
an order, “-virid” for members of a family, “-virin” for members of a subfamily,
and “-genus” for members of a genus. This is useful, for instance, when a genus
name such as Parvovirus served as a basis for coining the family (Parvoviridae)
and subfamily (Parvovirinae) names. When referring to a parvovirus, it is not clear
if one is thinking of a member of the family, subfamily, or genus, whereas referring
to a parvovirid, parvovirin, or parvovirus removes any ambiguity.

Regarding species names, I had proposed to the ICTV Executive Committee (EC)
in 1998 that two alternative changes could be introduced in species names. One pro-
posal was to adopt the common English names of viruses as species names, but to ital-
icize them with the initial letter capitalized in order to provide a visible sign that
species correspond to taxonomic classes, just like italicized genera and families.
The other proposal was to adopt NLBNs, which had been used unofficially for
many years in plant virology papers and books81e84 and in the indices of earlier
ICTV Reports.26,85,86 In the 5th ICTV Report,27 NLBNs were retained only for index-
ing plant viruses and in the 6th Report,87 they were dropped altogether because some
animal virologists were opposed to their use. One argument against the introduction of
binomial species names was that long-established virus names would have to be aban-
doned. However, this is not the case since original names of viruses would be retained,
and the new names concerned only virus species for which names did not yet exist.

It was proposed in 1998 that NLBNs for species would be italicized with a capital
initial and would be obtained by replacing the terminal word “virus” occurring in all
common English virus names with the genus name to which the virus belongs, which
also ends in -virus. Such a system would not require the creation of completely new
names for thousands of virus species, which would be the case if Latin binomial names
were introduced.2,36,37,88,89

In 1998 the majority of the members of the ICTV EC, who were not plant virolo-
gists, adopted the first proposal in spite of the fact that NLBNs could have been imme-
diately endorsed for more than 90% of the 1550 virus species recognized at the time.90

As a result of this decision, measles virus became officially a member of the species
Measles virus.91 Within a few years after the adoption of species names that differed
from virus names only by typography, it became clear that many virologists found it
difficult to use these names correctly because they constantly had to decide whether
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they wanted to refer to the virus or to the taxonomic species class, a distinction that
many of them found difficult to make.37,92e94 Virologists would, for instance,
frequently write thatMeasles virus or Cucumber mosaic virus had been isolated, trans-
mitted to a host, or sequenced although species, being taxonomic constructs of the
mind, cannot have hosts, vectors, or sequences. Such logically incorrect statements
are common in biology because the majority of animals, plants, and microorganisms
have no vernacular names in English or other languages. Scientists will therefore write
that Escherichia coli (i.e., the species) has been infected by a virus, as if a taxonomic
concept could be infected.95 In virology, such statements are easily avoided since all
viruses have vernacular names and the name of the virus, instead of the species, can
always be used to refer to the infectious agent. It has been suggested that introducing
binomial species names should be postponed until laboratory virologists had fully
grasped the nonidentity of conceptual species and concrete viruses.94 This may well
be counterproductive since it is actually by using species NLBNs that clearly differ
from virus names that virologists would demonstrate in their writing that they under-
stood the distinction. How else would one know that they had grasped it?

Virologists have come to realize that the use of species NLBNs has the advantage
that because binomial names in biology are always associated with taxonomic entities,
this makes it easier for them to recognize that binomial names are the names of virus
species rather than of viruses.96 It is also evident that NLBNs provide useful additional
information on the properties of the viruses, deduced from membership in a genus,
which was the reason Fenner started to use binomial names already in 1976.26

In 2002 efforts were made to canvass the opinion of virologists who attended an
international Virology conference in Paris regarding their acceptance of species
NLBNs. The results of two ballots showed that a significant majority (80e85%) of
the 250 virologists who expressed an opinion were in favor of binomial names for spe-
cies.90,97 In 2004 half the members of the ICTV EC no longer objected to such names
although the EC found it difficult to canvass the opinion of the more than 80 ICTV
Study Groups because only a few of them made their views known.98

As it became obvious that NLBNs were superior to the official species names, a
proposal was made to generalize the use of such binomial names for all virus spe-
cies.99 However, the ICTV EC decided that the use of such species names should
not be mandatory, but that it should be left to Study Groups to initiate formal pro-
posals if they wished to introduce binomial names for certain virus families. Jens
Kuhn who is a member of several Study Groups as well as the editor responsible
for the VDN section of Archives of Virology has been very active in introducing bino-
mial species names in several families, such as the Arenaviridae, Bornaviridae, Filo-
viridae, Nyamiviridae, Rhabdoviridae, Bunyaviridae, and Paramyxoviridae.79,100

Paradoxically, some plant virologists who had strongly criticized the ICTV in the
past for not ratifying NLBNs for all virus species101 became adepts of Latinized,
binomial species names because they believed that viruses are organisms.102 This
belief goes against the well-established consensus that living organisms possess an
autonomy and many metabolic and functional capacities that are never found in vi-
ruses or in any nonliving matter.7(pp. 141e6),17,33
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9. Discussion

Sections 4e8 of this review followed a chronological presentation of developments in
viral taxonomy, which demonstrate that the field has been plagued by a continuous se-
ries of conflicting views, heated disagreements, and acrimonious controversies that
may seem to some to be out of place in a scientific debate. The reason, of course, is
that the subject of virus taxonomy and nomenclature lies at the interface between viro-
logical science and areas of philosophy, such as logic, ontology, and epistemology,
which unfortunately are rarely taught in university curricula followed by science stu-
dents.103 Richard Feynman quipped that “philosophy of science is about as useful to
scientists as ornithology is to birds” while Imre Lakatos lamented that: “most scientists
tend to understand little more about science than fish about hydrodynamics.”104(p. 2) It
is indeed regrettable that a highly informative book such as the Foundations of Bio-
philosophy7 does not feature more often as compulsory reading in postgraduate
courses offered to biology students.

Philosophy abounds with contradictory views and interpretations regarding the na-
ture of biological phenomena and the ongoing debate about species being classes or
individuals (Section 3) is clearly a philosophical issue. What is more unexpected is
that plant virologists were much more reluctant than animal virologists to accept virus
species as useful classes in viral taxonomy and that they claimed that establishing such
taxa “logically” entailed that they would be given Latin names, which they strongly
opposed.24

The appeal to logic in such debates2 is indeed astonishing since Latinization is only
a matter of linguistic convention and tradition in biology, and most virologists do not
view viruses as living organisms17 that should be classified according to the rules of
the proposed Biocode.105 When virus species names eventually became italicized En-
glish binomial names instead of italicized Latin binomial names, Gibbs,101,102 who
claims that “plant virologists have a greater call on nomenclature than most working
animal virologists,” tried to downplay the contemporary primacy of English in virolog-
ical communications by stating that Latin, anyway, had never been the language of
communication between scientists, a claim that is patently untrue.3 However, it cannot
be denied that English has now replaced Latin as the predominant communication lan-
guage used by scientists. The major journals and reference books in Virology are writ-
ten in English and virologists, irrespective of their mother tongue, are familiar with
English virus names. Inventing thousands of new Latin binomial names for virus spe-
cies is unlikely to be a welcome alternative.

Claims that the ICTV is leading virus nomenclature into chaos have often been
refuted,106 and the derogatory tone that is sometimes used in such attacks has been
deplored. There is indeed no ground for claiming that ICTV is breaking its own rules
since it only amends them following due process, or for asserting that ICTV has
become isolated from its broader electorate of virologists and no longer represents their
interests.102 ICTV activities are increasingly displayed in the VDN columns78,79,107

and the advice extended by Gibbs that all virologists should ignore the ICTV is itself
a neat recipe for chaos and is best dismissed as provocation.106 The ICTV has also
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been criticized for not providing extensive descriptions of individual viruses in their
ICT Reports. This task was supposed to be fulfilled by the Universal Virus Data-
base,108 and it is unfortunate that this project has now been abandoned.34,109

ICTV is a democratic organization and it has refused to implement a mandatory sys-
tem of NLBNs for all virus species, partly because of the past opposition of many an-
imal virologists. These virologists, incidentally, dismissed the fact that the eminent
animal virologist Frank Fenner26 had been the first person to use the system. As dis-
cussed in Section 8, it is not always clear what sort of democratic process would satisfy
the ICTV, or for that matter its critics, and it can only be hoped that virologists will be
more inclined in the future to engage in taxonomic debates than they did in the past.24

Few virologists express an opinion on taxonomic issues with the result that minority
views expressed by a few vocal individuals are often heard disproportionally.

The latest official ICTV definition of virus taxon, which masquerades as a definition
of virus species and does not accept that classes are indisputable constituents of any
classification scheme, testifies to the need for virologists not to follow the desperate
call that they should leave taxonomy alone.93 Frederick Murphy, a Life Member
and past President of ICTV, in his contribution to the ICTV forum on the pros and
cons of the new ICTV species definition,64 suggested that a one-day international
meeting should be convened to hammer out controversial taxonomic issues that cannot
be resolved in the few minutes usually available during a Virology Congress. The pre-
sent review provides ample material that could be discussed at such a meeting.
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1. Introduction

Are bacterial species real? They are real enough to the systematists who classify them,
and to the practitioners of microbiology who depend on bacterial classification. Bac-
terial systematists have routinely identified species as closely related groups that differ
in their disease-causing properties, in their ecological roles in biological communities,
and in their physiological capacities.1 To provide this service, systematists have taken
a simple and pragmatic approachdto define species as groups (or clusters) of close
relatives separated by large gaps in phenotypic and molecular characters.1,2 This prac-
tical approach has the cachet of approval from no less an evolutionary biologist than
Charles Darwin.3,4 Darwin proposed that animal and plant species should be defined as
closely related groups that can coexist as phenotypically distinct clusters,3e5 and this is
largely the approach taken by bacterial systematists. This cluster-based approach has
proved to be remarkably robust, even as the criteria for defining bacterial species have
changed over the decades, from being based on phenotype (usually metabolism) to
whole-genome similarity (as measured through genome hybridization) to sequence
identity.1 Bacterial systematists have argued about whether the species they recognize
are too narrowly or too broadly defined, and whether they are using the best criteria for
demarcating species, but they have agreed that species should hold the essential prop-
erty of being clusters of close relatives with gaps between them.6

However, many microbiologists and most systematists outside of microbiology
have understood species to be more than closely related groups separated by
gaps.7,8 They have viewed the species level of taxonomy as having a reality beyond
human attempts at classification. Largely under the influence of Ernst Mayr, the prop-
erty of cohesion has become understood as a quintessential aspect of species.7e10 In
this view, species are real because they are the largest groups whose diversity is con-
strained by a force of cohesion. In the case of the highly sexual animals and plants, the
force constraining diversity within species is understood to be genetic exchange. In
Mayr’s biological species concept, speciation requires certain unusual circumstances
that allow newly divergent populations to break free of cohesion by recurrent, high-
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frequency genetic exchange; speciation is therefore understood to be rare.9 Zoologists
have questioned whether animal species are really cohesive across their geographical
ranges, and whether cohesion by genetic exchange actually prevents speciation.11 This
controversy has raised our doubts as to whether bacterial species are cohesive,12 an
issue to which we shall return.

Many concepts of species have been developed since Mayr’s biological species
concept, and most have in common certain quintessential features, most related to
cohesion7,12: the diversity within a species is limited by a force of cohesion, different
species are ecologically distinct and irreversibly separate, and species are invented
only once. In what we might consider Mayrian concepts of species, these essential
properties have been extended to other groups where genetic exchange is rare or ab-
sent, such as the bacteria.10,13

With our colleagues, we have developed the “ecotype” theory of bacterial species,
where ecotypes are the most newly divergent populations that are ecologically distinct
from one another and are each ecologically homogeneous.14 Different ecotypes can
coexist indefinitely as a result of their ecological distinctness. The ecotype theory rec-
ognizes that every population will have some ecological diversity: ecotypes are defined
such that the ecological divergence among lineages within an ecotype is not sufficient
to allow them to coexist indefinitely; we refer to ecologically distinct lineages within
an ecotype as “ephemeral ecotypes” (Fig. 2.1). We consider the splitting of one
ecotype into two to be the fundamental diversity-creating process of speciation in
bacteria.12e17 We have developed various models of speciation within the ecotype
concept, some of which demand cohesion while others do not (Fig. 2.2).

Models of species cohesion depend on homogeneity among members of a species.
In the case of animals and plants, cohesion across populations by genetic exchange is
widely thought to require homogeneity of reproductive features, such that genes can be

Figure 2.1 Ecological divergence between ecotypes and ecological homogeneity within
ecotypes. The ecological divergence between ecotypes is sufficient for them to coexist into the
indefinite future. Ecotypes are defined so that any ecological differences among lineages within
ecotypes are not sufficient to allow them to coexist indefinitely. We thus refer to ecologically
distinct lineages within ecotypes as “ephemeral ecotypes.” The different styles of dashed lines
within Ecotype 1 refer to different ephemeral ecotypes; note that only one of these lineages
persists to the present. The different weights of solid lines represent different ephemeral ecotypes
within Ecotype 2.
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Figure 2.2 Models of bacterial speciation. Ecotypes are represented by different shades of
gray; periodic selection events are indicated by asterisks, and extinct lineages are represented
by dashed lines. The letters at the top represent the resources that each group of organisms can
utilize. In cases where ecotypes utilize the same set of resources but in different proportions,
the predominant resource of each ecotype is noted by a capital letter. (A) The Stable Ecotype
model. In the Stable Ecotype model, each ecotype endures many periodic selection events
during its long lifetime. The Stable Ecotype model generally yields a one-to-one correspon-
dence between ecotypes and sequence clusters because ecotypes are formed at a low rate. The
ecotypes are able to coexist indefinitely because each has a resource not shared with the others.
(B) The Speedy Speciation model. This model is much like the Stable Ecotype model, except
that speciation occurs so rapidly that most newly divergent ecotypes cannot be detected as
sequence clusters in multilocus analyses. (C) The Nano-Niche model of bacterial speciation. In
the figure, there are three Nano-Niche ecotypes that use the same set of resources but in
different proportions (noted by Abc, aBc, and abC). Each Nano-Niche ecotype can coexist
with the other two because they have partitioned their resources, at least quantitatively.
However, because the ecotypes share all their resources, each is vulnerable to a possible
speciation-quashing mutation that may arise in the other ecotypes. (D) The Species-Less
model. Here the diversity within an ecotype is not limited by periodic selection but instead by
the short time from the ecotype’s invention as a single mutant until its extinction. The origi-
nation and extinction of each ecotype i is indicated by si and ei, respectively. In the absence of
periodic selection, each extant ecotype that has given rise to another ecotype is a paraphyletic
group, and each recent ecotype that has not yet given rise to another ecotype is monophyletic.14

Used with permission from the American Society for Microbiology.
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successfully exchanged.9,10 Likewise, the ecotype model is premised on the existence
of ecotypes whose members are ecologically homogeneous and interchangeable. In
some versions of the ecotype model (e.g., the Stable Ecotype model), the ecological
homogeneity within an ecotype leads to cohesion. Here, natural selection favoring
one competitively superior adaptive mutation within an ecotype causes the mutation
to reach 100% frequency within the ecotype. Because recombination is so rare in bac-
teria,18 the entire genome of the adaptive mutant can reach nearly 100% fre-
quency.13,19 Thus, the ecological homogeneity within an ecotype can result in
recurrent, genome-wide purges of diversity called periodic selection (Fig. 2.3). Peri-
odic selection is the principal force of cohesion within asexual or rarely sexual lineages
of bacteria,10,13 although as we shall see, cohesion might not be a universal property of
bacterial ecotypes.

There is an important pragmatic reason for bacterial species to be demarcated as
ecologically homogeneous units. The animal ecologist G. Evelyn Hutchinson saw spe-
cies as groups that should be homogeneous in their physiological, biochemical,
morphological, and ecological characteristics.20 He noted that species so defined

Figure 2.3 The dynamics of ecotype formation and periodic selection within an ecotype.
Circles represent different genotypes, and asterisks represent adaptive mutations. (A) Ecotype
formation event. A mutation or a recombination event allows the cell to occupy a new
ecological niche, founding a new ecotype. A new ecotype can be formed only if the founding
organism has undergone a fitness trade-off, whereby it cannot compete successfully with the
parental ecotype in the old niche. (B) Periodic selection event. A periodic selection mutation
improves the fitness of an individual such that the mutant and its descendants outcompete all
other cells within the ecotype; these mutations do not affect the diversity within other ecotypes
because ecological differences between ecotypes prevent direct competition. Periodic selection
leads to the distinctness of ecotypes by purging the divergence within, but not between
ecotypes.90

Used with permission from Landes Publishers.
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have the useful property that the characteristics of any individual classified to a species
could be easily predicted. While we believe Hutchinson was overly optimistic about
the homogeneity of animal and plant species, microbiologists could probably agree
that a taxonomy based on homogeneity, if possible, would be extremely beneficial.16

For example, under this approach, the total membership of a pathogenic species would
have the same disease-causing properties, the same tissue tropisms, the same transmis-
sion properties, and the same host range, while organisms with significantly different
properties would be recognized as different species.

It is widely understood that the species recognized by bacterial systematics are far
from satisfying the Hutchinsonian property of homogeneity. The named species have
long been known to be metabolically and ecologically diverse.17,21e29 There are rea-
sons to suspect that homogeneous, Hutchinsonian species of bacteria may be limited in
their phylogenetic breadth; in the extreme, they may even be as phylogenetically nar-
row as a single cell and its immediate descendants.30 Genome comparisons suggest the
possibility that, at least in some taxa, extremely close relatives are already distinct in
their genome content.14,31e39 That is, bacteria may acquire genes by horizontal genetic
transfer at such a high rate that the set of ecologically homogeneous organisms may be
too small to be worth the trouble to recognize as a species entity.

The goal of this chapter is to lay out a protocol for determining the phylogenetic
extent of ecological homogeneity. Approaches to discovering homogeneous, cohesive
species of bacteria are handicapped by various features of bacterial ecology and evo-
lution, which make it difficult to recognize the ecological dimensions by which species
diverge or the physiological adaptations that underlie the ecological divergence of new
species.16 This is because we cannot just look at bacteria and infer how they are
different ecologically, as we can with closely related birds of different beak size or
shape. Also, horizontal genetic transfer is thought to be responsible for the formation
of new ecotypes,40e43 and we cannot predict the genes transferred or their donor
source. We therefore cannot always anticipate the dimensions of ecological and phys-
iological divergence among new bacterial species, even in groups that are well
characterized.16

The discovery of newly divergent bacterial species requires a universal method that
is not based on a priori knowledge or intuition about the ecological dimensions of
speciation. One approach we outline for discovering the homogeneous species of
the bacterial world is ecology blind, where we aim to hypothesize ecotype demarca-
tions from sequence data, confirm the ecological distinctness of ecotypes, and then
test for their homogeneity and cohesion, all without a priori knowledge of the ecolog-
ical dimensions of ecotype distinctness.40 Another ecology-blind approach is to
discover ecotypes as clusters of organisms based on similarity of genome con-
tent.19,36,44 We lay out a process to identify groups of organisms that fit into species
that are real, in the sense that they are homogeneous and cohesive; we also allow
for the possibility that some (perhaps many) groups of bacteria fit only into reified units
of close relatives that are neither homogeneous or cohesive.

Various approaches have been taken to demarcate ecologically distinct groups,
and it is becoming apparent that the ecology of a taxon can predict both its rate of
speciation and its tendency to be cohesive. Here we review recent findings relating
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to free-living bacteria as well as pathogens. Finally, we present a new pragmatism for
bacterial systematics, which will recognize the real, ecologically homogeneous units of
bacterial diversity, where practical, and will recognize reified, heterogeneous units of
close relatives where necessary.

2. Ecological Breadth of Recognized Species

The classification scheme of bacterial systematics focuses on finding species that are
significantly different from one another in DNA sequence identity, genome content,
and physiology,1 but places almost no emphasis on ensuring that each individual spe-
cies is homogeneous in any characteristic.45e47 Under this system, two individuals
may be in the same species if they show a critical (previously 97%, now 99%)
sequence identity in their 16S rRNA genes.48 This degree of genetic diversity allows
for enormous ecological (and disease-causing) differences within a species, as illus-
trated by Escherichia coli. Members of E. coli may be specialized as pathogens or
commensals, and may be specialized to colonize the large intestine or other parts of
the body.27,34 These are vastly different environments where the bacteria encounter
different extracellular secretions, pH, and notable differences in the extracellular ma-
trix, which they must attach to. Moreover, different E. coli populations may be special-
ized to different hosts49 and different outside environments.26 The profound ecological
and physiological differences among E. coli populations are reflected by huge genomic
differences, with some divergent populations sharing fewer than half of their genes.31

Other named species have also been found to contain a high diversity of ecologically,
physiologically, and genomically distinct members.37,38,50e54

How did systematists come to agree to house such a huge amalgam of diversity
within the species they recognize? In the case of the animals and plants, humans
have developed an “umwelt,” a foundation for demarcating natural groups of conse-
quence for survival, through natural selection and cultural evolution in humans.55

However, the bacteria escaped the attention of human interest in biodiversity, and
so systematists of bacteria had to develop a way of seeing and classifying the diversity
of bacteria from scratch.12 Moreover, as we have mentioned, bacterial systematists
have not had the advantage of being able to anticipate either the ecological differences
between close relatives of bacteria or the physiological differences underlying their
ecological divergence.

Bacteriologists were successful from the middle of the 20th century in developing
an objectively based umwelt for species demarcation. While limited at the time to
metabolic and other phenotypic characteristics, “numerical taxonomy” allowed bacte-
rial systematists to develop standard levels of phenotypic diversity within and between
species55,56 (Fig. 2.4). In principle, species could have been defined narrowly, even on
metabolic grounds.46 However, systematists made a pragmatic, but fateful decision
early on to include strains within a species that were heterogeneous in the presence
versus absence of many metabolic capabilities.1,12 Bacterial species were from the start
defined to be extremely diverse in their physiological and hence ecological
characteristics.
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Figure 2.4 Species demarcations under different criteria. Each oval represents a set of
closely related cells with identical characteristics of metabolism and ecology, sequences of
shared genes, and genome content. Different shapes within the ovals (triangle vs. square)
represent extremely divergent metabolic capabilities (correlated with ecological function), and
variations in shading within a particular shape represent more subtle divergence in metabolism
and ecology. The species demarcations under each criterion are indicated by a black vertical
bar and a species label (e.g., A1). (A) Species were originally defined as groups that differ to a
large extent in metabolic capability (indicated by triangle vs. square), frequently with much
metabolic diversity within each species (indicated here by shading differences within the
triangles). (B) Defining a species as a group of organisms sharing at least 99% 16S rRNA
identity can split the metabolically defined species in the previous panel, as seen here by the
splitting of species A1 into B1 and B2. (C) Defining species as clusters based on several
protein-coding gene sequences can split a 16S-defined species into groups that are each more
ecologically homogeneous. This is seen here by the splitting of species B2 into C2 and C3.
(D) Defining species as clusters based on sequence identity for all shared genes can divide
species even further, with for example, species C3 being split into D3, D4, and D5. This may
be the most highly resolving method for identifying species based on sequences of shared
genes. Within species D4, we can see the possibility that even with this level of resolution for
species demarcation, there may still be ecological heterogeneity (indicated by the difference in
shading between cells in species D4). Species D5 shows an alternative model where this high
level of resolution finds clusters that are ecologically homogeneous, as noted by the same
shading patterns among members of D5. (E) Defining species by identity of genome content
could spuriously split close relatives that are ecologically identical into different species. Note
that the two organisms within D5, with the same ecology, are split on the basis of genome
content into different species. In this case, E6 and E7 would most likely be different for phage
or insertion sequence genes that do not specify ecological niche.
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Subsequent incorporation of molecular technology has improved species identifica-
tion in some important ways.1,12 Molecular approaches have provided universal and
readily available methods and criteria for species demarcation to all systematists. Us-
ing sequence-based criteria, systematists have been able to avoid recognition of poly-
phyletic groups. Also, because systematics has been based to some extent on whole
genome assays, such as DNAeDNA hybridization, classification has not been deeply
affected by recombination across species. Finally, universally applying molecular
criteria have led to a pragmatic demarcation scheme that most systematists can agree
on1 (Fig. 2.4).

Nevertheless, molecular technology has not brought about a refinement in the
breadth of diversity subsumed within a recognized taxon. Rather, as each new technol-
ogy has been embraced, including DNAeDNA hybridization,57 16S rRNA
sequence,48 multilocus sequence analysis,6 and genome-wide average nucleotide iden-
tity,58,59 systematists have attempted to calibrate every newest method to yield the
existing species taxa.16,46

Thus, while the approaches of systematics have brought pragmatic solutions for the
practice of systematists, we might ask whether these approaches have been pragmatic
for microbiologists outside of systematics. The problem is that when systematists reify
an amalgam of ecological and functional heterogeneity into a species taxon, other mi-
crobiologists tend to assume that each such species constitutes a natural and funda-
mental unit of biodiversity. This has led to numerous unfortunate consequences for
microbiologists outside of systematics. One such consequence is the classification
of genes within a recognized species as essential, “core” genes, shared by all “species”
members, versus the nonessential, “dispensable”39 or “flexible”54 genes that are shared
only by a subset of species members. This dichotomy is false because it is based on the
reification of the named species. A more finely demarcated species taxon would yield
more core genes and fewer dispensable genes within recognized species. Also, this
gives the impression that those genes held only by one subclade are somehow not
essential to the ecology or physiology of that group.

This reification of the core genome may have a real, negative impact on vaccine
development. Vaccine development can be based on choosing a target protein that
is a member of the core genome.39 However, if the pathogenic strains of concern
constitute only a single ecotype within the species diversity, the choice of vaccine
target is unnecessarily restricted to the small core genome of the entire named species,
rather than the larger set of genes shared among members of the pathogen ecotype.

The broad definition of recognized species has led to innumerable errors in estima-
tion of the critical population genetic parameters of evolution. For example, attributing
the name E. coli to the huge diversity of ecological specialists within the species gives
population geneticists the impression that they are dealing with a group of ecologically
interchangeable organisms, such as the members of the fruit fly species Drosophila
pseudoobscura within a particular habitat. This has led to incorrect application of
various algorithms for estimating effective population size and recombination rates,49

which assume that the organisms sampled are interchangeable.60 In the case of esti-
mating effective population size from sequence diversity, ecological heterogeneity
artificially increases the sequence diversity, and thereby the estimate of population
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size, by conflating the divergence between populations (which is not affected by pop-
ulation size) with divergence within them. Sequence-based estimations of migration
rates have also erred by pooling within a taxon a number of ecologically distinct
groups.61

In addition to the errors caused by species reification, the broad brush of systematics
has also incurred an opportunity cost for different subfields of microbiology, starting
with systematics itself. When a systematist discovers a new species and sees that its
diversity can be placed within one new species taxon, there is no further motivation
from systematics to further explore the ecologically distinct clades within the species.
Hence, the research in systematics is impoverished by a standard of detail that leaves
much of a clade’s diversity uncharacterized.

The broad brush also incurs an opportunity cost on epidemiology. In preparation for
the next epidemic, epidemiologists might find it useful to identify all the ecologically
distinct populations that already exist within a named pathogenic species. We could
then prepare for a future epidemic by characterizing, in advance, the disease-
causing properties of each population.16 The value of this approach is illustrated by
our lack of preparedness for the Zika virus epidemic. Based on the dangers presented
by the close relatives of Zika, including the yellow fever and dengue viruses, virolo-
gists might have been inspired to fully characterize the Zika virus before it brought a
worldwide health crisis. This would have led to development of animal models and
antibody tests specific to Zika to bear on any future emergence of the virus. In the
same vein, we suggest that characterizing the ecotypes closely related to any known
pathogen, whether viral or bacterial, can give us a head start on fighting a newly emer-
gent pathogen.

Biotechnologists could also take advantage of a more fine-grained systematics of
species. After discovering a strain with a valuable enzyme, one could then search
for homologs of the enzyme across closely related, ecologically distinct populations,
if they were highlighted by taxonomic recognition.16,62

The molecular revolution has taken us far beyond the early days of systematics,
when species demarcation was based entirely on metabolism and other phenotypic
traits. Sequencing has now revealed ecologically distinct populations within the recog-
nized species, yet we do not take advantage of this information to refine the demarca-
tions of species. This would be an auspicious time to incorporate the high resolution of
molecular technology into our taxonomy, so that the physiological and ecological di-
versity we know to exist within the named species can be officially recognized. An
important challenge is to develop universal algorithms to analyze sequence and
genome content data to identify populations that are each ecologically homogeneous
and ecologically distinct from one another.

3. The Stable Ecotype Model of Bacterial Speciation

In order to integrate ecology into taxonomic classification, we need to take into ac-
count the various ways that bacterial species are formed and that diversity within spe-
cies is constrained. In the Stable Ecotype model, ecotypes are long lived, different
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ecotypes coexist indefinitely, and speciation is slow (i.e., new ecotypes are formed
infrequently). The long-term coexistence of different ecotypes may be fostered by a
qualitative ecological divergence, where each ecotype utilizes some unique resource
not shared with others14 (Fig. 2.2). The longevity of each ecotype provides ample op-
portunity for the ecotype to acquire a unique set of neutral mutations in each gene in
the genome; the longevity also provides opportunities for many periodic selection
events to occur during the long lifetime of an ecotype. Thus, in the Stable Ecotype
model, each ecotype is cohesive by virtue of periodic selection events that recurrently
purge the ecotype of sequence diversity.16

Ecotypes are founded when a single individual acquires a mutation (or a recombi-
nation event) that changes its ecology, through utilizing a new set of resources,
thriving under a new set of environmental conditions, or adopting some other change
in lifestyle. Since new ecotypes are each founded by a single individual, they start out
with zero diversity. A new ecotype is not in direct competition with the members of the
parental ecotype because it lives in a different microhabitat or uses at least somewhat
different resources. For example, a member of a primarily impetigo-causing (skin-
infecting) ecotype of Streptococcus pyogenes might mutate or acquire a gene that al-
lows it to primarily infect the throat,63 thus founding a new ecotype. Although the new
ecotype may share the same host species as the parental ecotype, it is utilizing different
host resources, and so the two ecotypes may not experience the same periodic selection
events.

In the Stable Ecotype model, ecotypes have all the fundamental characteristics
broadly attributed to species.14 Like species, ecotypes are ecologically distinct.
They are cohesive because an ecotype’s diversity is recurrently purged genome-
wide by periodic selection events. Ecotypes are irreversibly separate because their
ecological distinctness prevents periodic selection within one from extinguishing the
other and because recombination in bacteria is insufficient to reverse ecological
diversification.19

One consequence of many recurrent periodic selection events in each of several
longstanding ecotypes is that closely related ecotypes are expected to correspond to
sequence clusters, for any gene in the genome.64 This is because, while diversity in
each gene in the genome is recurrently purged within an ecotype, different longstand-
ing ecotypes are accumulating unique mutations in every gene and new ecotypes are
rare. For example, close relatives of Mycobacterium tuberculosis form sequence clus-
ters that are each adapted primarily to a different host species.23 Because each
sequence cluster appears to be ecologically homogeneous, the clusters likely represent
different ecotypes.

One may straightforwardly test whether a given taxon is subject to the slow speci-
ation and long-lived ecotypes required by the Stable Ecotype model. If ecological
diversification is slow, then DNA sequence clusters should reveal ecologically distinct
groups that are each ecologically homogeneous. Moreover, there should be appre-
ciable sequence diversity (for example, as much as 0.5e2.0% divergence) accumu-
lated within each ecologically homogeneous sequence cluster. The first step to
testing the Stable Ecotype model is to hypothesize and demarcate putative ecotypes
as clusters based on sequence data, using one of several algorithms. The next steps
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are to test whether the putative ecotypes are ecologically distinct from one another and
whether members of the same putative ecotype are ecologically homogeneous.14

4. Demarcating Putative Ecotypes From Sequence Data

There are multiple algorithms available for hypothesizing ecotype demarcations from
sequence data, including AdaptML,28 Ecotype Simulation,17 BAPS,65 and GYMC.66

In contrast to the approaches of bacterial systematics, none of these algorithms as-
sumes a universal criterion for demarcation. Rather, each algorithm uses sequence
data from the taxon of focus to identify the appropriate sequence divergence criterion
for distinguishing ecotypes. For example, Ecotype Simulation identifies sequence
clusters that are most consistent with ecotypes, assuming that ecotype formation and
periodic selection occur at rates inferred from the sequence data.67

AdaptML differs from the other algorithms in requiring the habitat of isolation as
input data, while the others are blind to ecology (i.e., no information about the ecology
or habitat of the strains is taken into account in the analysis).28 Both approaches have
their advantages.40 AdaptML is useful when associations with certain habitats are sus-
pected, as this algorithm can simultaneously discover ecotypes and confirm their pref-
erences to habitats specified by the investigator. In contrast, the ecology-blind
algorithms do not require the researcher to know anything about the potential environ-
mental differences being analyzed. As a result, multiple ecotypes can be found even in
environments that were a priori thought to be homogeneous.

The ecotypes hypothesized by these algorithms have consistently been confirmed to
be ecologically distinct, based on differences in their habitat associations.17,28,45,68 It is
important to note that ecotypes need not be absolutely specialized to different habi-
tats28: closely related ecotypes frequently are only somewhat ecologically specialized,
and coexist by quantitative differences in habitat distinctness.28 We have confirmed the
ecological distinctness of putative ecotypes in soil Bacillus by differences in their
habitat associations, including differences in solar exposure, soil texture, rhizospheres,
and elevation17,29 (Kopac et al., unpublished data). Putative ecotypes of Synechococ-
cus from hot spring mats have differed in their temperature and depth associations,45,68

putative ecotypes of Legionella have differed in their host ranges,24 and putative eco-
types in the marine taxon Vibrio splendidus have differed in the sizes of particles they
were attached to and in their seasons of abundance.28 In addition, many ecologists
have noted that very closely related sequence clusters (demarcated by eye, rather
than by a computer algorithm) were different in their habitat associations.22,23,26,27,69

To sum up, putative ecotypes across a great diversity of phyla (Firmicutes, Proteobac-
teria, Spirochetes, Actinobacteria, and Cyanobacteria) that were identified as sequence
clusters have all appeared ecologically distinct.

In addition, putative ecotypes may be further confirmed to be ecologically distinct
through finding physiological and genomic differences that underlie their habitat asso-
ciations. For example, putative ecotypes of Bacillus subtilis associated with more
direct solar exposure were found to have membrane differences yielding greater ther-
mal tolerances.29 Putative ecotypes of Synechococcus farther from the source of the
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hot spring were found to be less tolerant of extreme temperatures70 and had genes
enabling utilization of ions that are most abundant in the downstream part of the
spring.36,71

5. Ecological Diversity Within Putative Ecotypes

Sequence-based algorithms are frequently not always successful in identifying puta-
tive ecotypes that are ecologically homogeneous. Many organisms sampled from a sin-
gle putative ecotype have turned out to be ecologically divergent from one another. For
example, we surveyed genomic diversity within one putative ecotype of
B. subtilis,14,29 and found that each of the five isolates sampled had a unique history
of positive selection, indicating that no two members of the putative ecotype were
ecologically identical.14,72 Evidence from positive selection, as well as growth exper-
iments, suggested that ecotypes form at an extremely rapid rate in Bacillus and that the
Stable Ecotype model does not apply to this taxon.73

We found a very different pattern of diversification in the hot spring cyanobacterial
genus Synechococcus. Here, each putative ecotype identified as a cluster with about
0.5% diversity genome-wide appeared to be ecologically homogeneous. The evidence
was that each putative ecotype consisted of various sequence types that maintained the
same relative frequencies across a great diversity of natural and experimentally per-
turbed habitats.68 Thus, in the time that these putative ecotypes accumulated 0.5%
sequence diversity across their genomes, they had not diversified ecologically, and
so diversification in Synechococcus appears to abide by the Stable Ecotype model.

The contrast between Bacillus and Synechococcus in their rates of speciation sug-
gested a hypothesis to predict which organisms follow the slow speciation of the Stable
Ecotype model. Among free-living bacteria, we have predicted that generalist hetero-
trophs, such as Bacillus, with many options for metabolic diversification, will speciate
rapidly.73 On the other hand, photoautotrophs, such as Synechococcus, minimally uti-
lize organic compounds, and so they may be much more limited in their ecological op-
portunities for speciation.

This hypothesis was supported more generally by a 2016 metagenomic study of di-
versity at various depths within a lake in Wisconsin, United States.73,74 In a longitu-
dinal survey, Bendall et al. assembled metagenomic sequences into clusters of
genetically similar organisms, usually with up to 2% sequence divergence, and one
such cluster was shown to lose its diversity in a genome-wide sweep over a span of
8 years. This constituted the first direct evidence for a periodic selection event in na-
ture. The authors also found evidence of some genome-wide sweeps occurring before
the study began. Each cluster of organisms that they found swept of diversity, genome-
wide, was interpreted as evidence that the entire cluster was ecologically homoge-
neous, such that one adaptive mutant could outcompete the entire diversity of the clus-
ter. Because these clusters failed to diversify in the time that they accumulated as much
as 2% sequence divergence, we may conclude that diversification within these clusters
occurred at a slow rate consistent with the Stable Ecotype model. Interestingly, these
clusters could be predicted to have little opportunity to diversify, as each was very
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limited in the carbon resources it could utilizedthese clusters were photoautotrophs of
the phylum Chlorobi or heterotrophs of single-carbon molecules of various phyla.73

The metagenomic study also found various taxa undergoing less profound sweeps,
where only a single chromosome region was swept within a cluster.74 These clusters
were interpreted to contain not a single, ecologically homogeneous population, but
rather an amalgam of many newly divergent, ecologically distinct ecotypes,73

following the Adapt Globally Act Locally model.19,73,75e77 That is, an adaptive muta-
tion that was generally useful across the diversity of ecotypes within a cluster could
cause a genome-wide sweep within one ecotype, then transfer as a small recombinant
segment to another ecotype, causing a genome-wide sweep there, and so on. The result
is that the entire cluster would be swept of diversity only in the gene region around the
adaptive mutation and would be heterogeneous everywhere else on the genome.
Hence, the clusters undergoing sweeps over just a small chromosomal region were
interpreted as undergoing rapid speciation,73 where a great diversity of ecotypes could
be found within 2% sequence divergence. These taxa were for the most part generalist
heterotrophs, such as Bacillus, supporting the hypothesis that a highly plastic meta-
bolism is the key to rapid speciation.73,74

To sum up the data from free-living organisms, the Stable Ecotype model of slow
speciation appears to apply to organisms with little opportunity to diversify through
utilization of different organic resources, while more rapid speciation occurs in taxa
that utilize a vast diversity of organic resources.73

Where do bacterial pathogens fit in between the extremes of metabolic plasticity
from Bacillus to Synechococcus? Some pathogens may follow the slow diversification
of the Stable Ecotype model, especially if they diversify primarily by adapting to new
host species and new host tissues. That is, if susceptible host species and tissues are not
numerous, speciation might be infrequent. For example, the M. tuberculosis complex
(which includes several recognized, taxonomic species) includes sequence clusters that
are each ecologically homogeneous and associated with different clades of hosts
(humans, artiodactyls, pinnipeds).78 Also, within Anaplasma phagocytophilum, a
tick-borne pathogen, sequence clusters have diversified into associations with different
host species and are each ecologically homogeneous.53

Another pathogen likely following the Stable Ecotype model is Borrelia burgdor-
feri sensu stricto, the spirochete responsible for Lyme disease in North America. This
is a tick-borne disease that is maintained in forests through multiple mammalian hosts
and their ticks. A multilocus sequence analysis shows multiple clusters, several of
which appear specialized to different rodent species,79 although it is not yet clear
whether the adaptations to specific hosts represent genome-wide adaptations or are
due only to a single outer-surface protein.80

The Stable Ecotype model may reasonably apply to two closely related pathogens
within Yersinia that infect different tissues. Yersinia pseudotuberculosis is transmitted
by the fecaleoral route; however, it has the capacity to be lethal if it should invade the
lungs or the blood.81 Yersinia pestis, the plague pathogen, emerged from
Y. pseudotuberculosis and has developed a lifestyle of systemic infection and transmis-
sion by fleas.82 As each taxon appears to be homogeneous in its ecology, these two
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taxa may be considered ecotypes that are distinguished by host tissue and mode of
transmission, while both are generalists with respect to host species.

For pathogens where speciation events are infrequent (for a lack of either suscep-
tible, novel host species, or possible tissues to infect), we hypothesize that the Stable
Ecotype model is likely to apply, with many periodic selection events occurring within
the long lifetime of any given ecotype. We next consider alternative models of speci-
ation, where ecological diversification is more rapid than can be accommodated by the
Stable Ecotype model.16

6. Models of Frequent Speciation

6.1 Speedy Speciation Model

In the Speedy Speciation model, cohesion occurs through periodic selection, just as in
the Stable Ecotype model.16 The difference is that speciation is greatly accelerated as
occurs in an adaptive radiation. The practical consequence of the rapid speciation is
that there are many newly divergent species that cannot be distinguished by neutral
divergence in a small set of randomly sampled genes (i.e., genes not involved in the
adaptive divergence between species). Depending on the rate of speciation, species
could perhaps be distinguished by neutral sequence variation if instead the whole
genome were sequenced. Moreover, sequencing of the whole genome may reveal
the genes responsible for ecological divergence.

A likely example of Speedy Speciation comes from a study of diversity of Pseudo-
monas aeruginosa within the lungs of cystic fibrosis (CF) patients.83 Jorth et al. found
that in different regions of a CF lung, multiple populations had diversified in situ and
were divergent in numerous features that apparently adapted them to their local envi-
ronments, including differences in nutrient requirements, antibiotic resistance, and
virulence. These ecotypes have certainly evolved quickly (within one short-lived hu-
man), and the accumulated adaptive differences over time probably represent periodic
selection events within each; so the Speedy Speciation model appears to apply. Alter-
natively, the situation would be different if P. aeruginosa ecotypes adapted to CF
lungs were to spread frequently from one CF patient to another.84 In this case the
Speedy Speciation model probably would not apply, as a given lung niche could be
colonized by an already-adapted ecotype rather than requiring evolution in situ.

A similar case of Speedy Speciation appears to occur in M. tuberculosis. It appears
that, owing to bottlenecks in transmission of the tuberculosis pathogen between
humans, individual hosts are often infected by a single lineage, which can diversify
rapidly within a new host. Thus, a given tuberculosis patient is likely to host a diversity
of ecologically divergent ecotypes that have evolved in situ.85 In both P. aeruginosa
and M. tuberculosis, many ecotypes originating within one human’s lungs may not be
transmitted and so are short lived.

Some pathogens may diversify very quickly in much the same way as free-living
generalist heterotrophs. This is because many pathogens actually have a free-living,
generalist heterotroph stage between host infections. We may speculate that a
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pathogen lineage that is adapted to a particular group of hosts may diversify into
distinct ecotypes that specialize on different environmental carbon sources. Pathogens
with a free-living stage include many members of the Enterobacteriaceae, such as
E. coli,86 and some Firmicutes, such as members of Listeria.87 If a pathogen with a
free-living phase evolves adaptations to open-environment resources as quickly as Ba-
cillus evolves adaptations to soil resources, the newest ecotypes may not be distin-
guishable as sequence clusters.

6.2 Species-Less Model

The Species-Less model is profoundly different from the Stable Ecotype model and all
models that assume cohesion within species.16 The Species-Less model assumes both
rapid speciation and rapid extinction, leading to a high turnover of species. In this case,
a species may not persist long enough, from its time of origin to its extinction, to un-
dergo even a single periodic selection event. In the Species-Less model, each ephem-
eral ecotype, while ecologically homogeneous, could not be considered a cohesive
unit. Like the case of the Speedy Speciation model, where species are cohesive, the
Species-Less model will lead to a diversity of ecotypes (in this case, ephemeral eco-
types) that cannot be easily distinguished as sequence clusters.

In the Species-Less model, ecotypes evolve not by becoming more efficient in uti-
lizing their current ecological niche, but instead by evolving to invade a new ecological
niche. The Species-Less model may apply to the case of pathogens, where immune-
escape mutations may each constitute a new ephemeral ecotype.12,88 Also, the
Species-Less model may apply in cases where an environment undergoes a succession
process, where organisms at a site must adapt to rapidly changing conditions, for
example, the successions that occur on mine tailings, with pH and oxidation levels
changing predictably and quickly.89

6.3 Nano-Niche Model

Like the Species-Less model, the Nano-Niche model also assumes a high rate of speci-
ation, but here cohesion occurs over a set of different ephemeral ecotypes.16 In the
Nano-Niche model, closely related, ephemeral ecotypes are subtly and only quantita-
tively different in their ecology. These “Nano-Niche ecotypes” use the same set of
resources and conditions, but they coexist much like closely related animal species
by using their shared resources and conditions in different proportions. Not having
any unique resources that might constitute a haven from competition from other eco-
types, each ecotype is ephemeral and vulnerable to extinction from competition with
other ecotypes. For a time, the various Nano-Niche, ephemeral ecotypes may coexist
while each has its own private periodic selection events. At some point, however, an
extremely competitive adaptive mutant (which we call a speciation-quashing muta-
tion) from one ephemeral ecotype may extinguish not only the other members of its
own population, but also other closely related, ephemeral ecotypes.90 In the Nano-
Niche model, divergence among very closely related ephemeral ecotypes is limited
by these speciation-quashing mutations, and many ephemeral ecotypes might not
last long enough to appear as separate sequence clusters.
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We found evidence for the Nano-Niche model in B. subtilis in desert soils from
genome sequencing of five members of one putative ecotype.14 All these isolates
were ecologically distinct (as described earlier), but especially interesting was that
the strains showed no differences in genome content that would indicate unshared re-
sources. Thus, the strains appeared to be ecologically distinct only in the extent to
which they utilize shared resources. For example, all strains sampled had the capacity
to utilize maltose, but one strain had additional genes for maltose utilization and was
able to grow faster on maltose than the others. These strains may have a limited future
of coexistence and likely constitute ephemeral ecotypes, since a speciation-quashing
event originating in one ecotype could extinguish the others.

The Nano-Niche model may also apply to bacterial ecotypes that adapt over a long
course of infection within a host individual (e.g., a commensal or chronic pathogen in
one person). The course of evolutionary adaptation to one human body may bring
about multiple periodic selection events within that population, and different individ-
ual humans could support different ecotypes. However, the individual hosts might not
be different enough to support indefinite coexistence of individual-specific ecotypes.
Any speciation-quashing mutation, which makes an individual bacterium not just su-
perior in its own host but also in other hosts, would put an end to the speciation among
the various Nano-Niche ecotypes adapting to different host individuals. In our quest to
identify ecologically homogeneous groups, we should perhaps be satisfied with
finding sets of Nano-Niche ecotypes whose diversity will be purged with a
speciation-quashing mutation, rather than identifying every ephemeral ecotype.

7. Other Models Where Ecotypes Are Not Discernible as
Sequence Clusters

7.1 Recurrent Niche Invasion Model

In the recurrent niche invasion model, mobile genetic elements, such as plasmids or
phage, may determine bacterial niches.16 For example, in the case of Rhizobium, a bac-
terial lineage may acquire a symbiosis-encoding plasmid that adapts it as an endosym-
biotic mutualist for a particular set of legume hosts; the lineage may then lose that
plasmid and gain another, which adapts it to another set of legume hosts. Ecotypes
in this model are not irreversibly separate, as a lineage can recurrently leave one
plasmid-determined ecotype and then join another.

In the case of Rhizobium leguminosarum, there are five sequence clusters that can
each be infected with various symbiosis plasmids that adapt the bacteria to vetch or
clover.91 While the five bacterial clusters have no known diagnostic features that
would explain their ecological coexistence, one possibility is that these populations
are distinguished quantitatively in their propensities to be infected by different symbi-
osis plasmids, a result suggested by a contingency test of association between the clus-
ters and plasmid types (vetch-adapting vs. clover-adapting, a 5 � 2 Fisher’s exact test,
P ¼ .011, based on data in91). So, perhaps one dimension of ecological distinctness
among the five clusters is a quantitative difference in their tendencies to infect vetch
versus clover.
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A similar situation arises within a set of longstanding sequence clusters that include
the pathogens Bacillus cereus (a gut pathogen of mammals), Bacillus anthracis
(causing anthrax and systemic infection in mammals), and Bacillus thuringiensis
(an insect pathogen). These taxa are problematic in that they are classified by these
phenotypes, which are provided by niche-determining plasmids. Because the plasmids
can move between sequence clusters, the species taxa B. cereus and B. thuringiensis
are both polyphyletic.92 As in the case of R. leguminosarum, a contingency test of
four plasmid categories versus five clusters yielded a high degree of association
(Pz 0, based on data in92). Thus, part of what is contributing to the coexistence of
the various longstanding sequence clusters appears to be their propensities toward
infection by the different niche-determining plasmids.

7.2 Cohesive Recombination Model

The cohesive recombination model provides another mechanism by which ecologi-
cally distinct populations will fail to be recognizable as sequence clusters.16 As
analyzed quantitatively by Hanage et al.93 bacteria with the highest rates of recombi-
nation may exchange genes so frequently that ecotypes do not accumulate sequence
divergence in niche-neutral genes,94 and so we will not be able to discern the ecotypes
as distinct sequence clusters. We note, however, that the rates of genetic exchange in
bacteria are never sufficient to hinder or reverse adaptive divergence in niche-
specifying genes, as we have previously discussed.19,40,95 Thus, while genetic
exchange in rapidly recombining bacteria will not prevent ecotype formation, it may
prevent our ability to discover ecotypes using niche-neutral sequence diversity.

7.3 Geotype Plus Boeing Model

In some cases, a single ecotype from a given community may fall into several distinct
sequence clusters, as seen in the Geotype plus Boeing model.16 Provided that a given
taxon has not dispersed frequently, geographically isolated members of a single
ecotype may diverge into different clusters (geotypes), even while remaining ecolog-
ically interchangeable.96 This would yield a different sequence cluster in each
geographical region, a common phenomenon in the systematics of all organisms
that do not readily disperse.97 In the case of bacteria, geotypes may be a source of
confusion for systematists if geotypes have historically been isolated, but now with
modern human transport, their dispersal has been accelerated. In this case (the Geotype
plus Boeing model), members of one ecotype isolated from a single site may contain
multiple clusters representing the ecotype’s various, formerly isolated geotypes from
all over the world.

8. Are Bacterial Ecotypes Cohesive?

We began with the issue of the reality of bacterial species, whether there is something
biologically unique about the level of species. The concept of cohesion has been
argued to provide a key dynamic property of species through the biological worldd
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that diversity within a species is limited by certain forces but that divergence above the
species level is not.7,10 The ecotype concept (and particularly the Stable Ecotype
model) assumes cohesion within ecotypes, in that diversity within an ecotype is limited
by periodic selection, but that divergence between them is not. This cohesion requires
ecological homogeneity within an ecotype.16

However, ecological homogeneity is not sufficient to ensure cohesion by forces,
such as periodic selection and drift, which act recurrently over the lifetime of an
ecotype. As we have seen in the Species-Less model, it is possible that new, ecolog-
ically homogeneous populations may not persist long enough to encounter a periodic
selection event before it goes extinct. In taxa incurring a high turnover of bacterial
species, with rapid invention and extinction of ecotypes, the only force limiting
the diversity within an ecotype may be its short lifetime before extinction. We
have previously proposed that some, perhaps most, of the bacterial ecotypes within
a taxon may not represent species-like cohesive groups, while others may be long-
lasting and cohesive, and may even extend over broad geographical areas. We
have proposed a phylogenetic test to determine whether newly formed ecotypes
are cohesive groups12 (Fig. 2.5). For the purpose of building a systematics that might
aim to identify and classify all the ecological diversity within a taxon, it is probably
sufficient to focus on finding the ecologically homogeneous clades, without concern
for their cohesiveness.

Figure 2.5 The Species-Less model of bacterial diversification. In the Species-Less model,
the diversity within an ecotype is not limited by periodic selection but instead by the short time
from the ecotype’s invention until its extinction. Each ephemeral ecotype in the figure is indi-
cated by a unique line style; the origination and extinction of each ephemeral ecotype i is
represented by si and ei, respectively. (A) In the absence of periodic selection, each ephemeral
ecotype that has given rise to another ephemeral ecotype is a paraphyletic group (e.g., ecotype
D), and each recent ecotype that has not yet given rise to another ecotype is a monophyletic
group (e.g., ecotype E). (B) If instead a periodic selection event has occurred in the parental
ecotype since it has given rise to a daughter ecotype, the motheredaughter pair will be seen as a
pair of sister monophyletic clades. Observing that pairs of most closely related ecotypes are
usually observed as paraphyleticemonophyletic pairs would indicate that the origin of new
ecotypes is more common than periodic selection in existing ecotypes, giving support to the
Species-Less model.12

Used with permission from the American Society for Microbiology.
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9. Incorporating Ecology Into Bacterial Systematics

We suggest that systematics should recognize ecologically homogeneous ecotypes
rather than the broadly defined, ecologically heterogeneous amalgams currently recog-
nized. To this end, we lay out a protocol for selecting ecotypes that systematists might
have the confidence and motivation to recognize. First, we suggest using sequence data
to demarcate ecotypes that appear to represent phylogenetic groups with a history of
coexistence as ecologically distinct lineages. Ecotypes could be hypothesized by
any of the various universal, sequence-based methods, including AdaptML, Ecotype
Simulation, GMYC, and BAPS. If such analyses were to be based on many genes,
in the extreme the entire set of shared genes in the genome, more newly divergent eco-
types could be resolved.

Second, the most closely related ecotypes should be confirmed to be ecologically
distinct from one another, by differences in habitat association, differences in history
of positive selection, or differences in physiology. Physiological differences could be
inferred from genomic differences in gene content but ideally would be confirmed
experimentally.

Third, in keeping with an important tradition of bacterial systematics, ecotypes
should be confirmed to be phenotypically distinct,1 and we add that ideally the pheno-
typic differences should confer the ecological niche specificity of the ecotypes.

Fourth, if possible, an ecotype should be confirmed to be ecologically homoge-
neous, although as we have pointed out, this may be difficult short of sequencing
the full genomes of many members of the ecotype.

Fifth, we suggest that we should not be compelled to recognize every ecotyped
only those of interest or consequence. This is because some focus taxa may contain
multiple, extremely young, ecologically distinct populations that are unlikely to persist
into the future (as in the case of the Nano-Niche model). Here we see that there is a
conflict between ensuring homogeneity of ecotypes and recognizing only those of po-
tential interest. Thus, the reform we suggest aims to identify the real, ecologically ho-
mogeneous groups where possible, but when impractical, we suggest classifying an
ecologically heterogeneous clade as an ecotype, provided that it has been identified
by sequence-based algorithms as a putative ecotype and has shown to be ecologically
distinct from other closely related ecotypes.

Consider first those cases where a recognized, legacy species is found to contain
multiple ecotypes, such as is the case for Bacillus simplex,17 V. splendidus,28 and prob-
ably many cases where sequence clusters within a pathogenic species are known to
differ in host range and/or tissue tropism.23,26,27,98 In these cases, we suggest keeping
the existing species binomial in order to maintain stability of the taxonomy, but sug-
gest adding a trinomial “ecovar” epithet to describe the ecotype taxon. For example, an
oak foresteassociated and a grassland-associated ecotype within B. simplex, from a
canyon near Haifa, Israel,17 might be named B. simplex ecovar Alon and B. simplex
ecovar Esev (based on the Hebrew words for oak and grass). For ecotypes that are
found to be outside the phylogenetic range of existing, recognized species, we suggest
naming each ecotype as a species.
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We believe that the approach we have laid out is pragmatic both for systematists
and for those whose work would benefit from a full accounting of the ecological di-
versity among close relatives. The proposed system is pragmatic because it identifies
the likely ecotypes through universally available and applicable techniques of geno-
mics and DNA sequencing, as well as computer algorithms to recognize the ecotypes
from sequence diversity patterns. And it does not reify heterogeneous groups by
attempting to apply a universal molecular criterion to all bacterial species. Microbiol-
ogists outside of systematists would benefit from a systematics that would recognize
the most recent products of bacterial speciation. Perhaps most importantly, we will
more effectively come to know the unique ecological roles played by each member
of a vast and diverse microbial community.
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1. Introduction

There is no universally accepted definition for a bacterial population. This deficiency
might be viewed as a consequence of the longstanding, and sometimes contentious,
discussion on the nature of species in the bacterial world.1e6 At present, existing
bacterial species labels are more often a reflection of practical necessity and arbitrary
thresholds, many of which are rooted in historical methods of phenotypic characteriza-
tion and without reference to any ecological or evolutionary theory. This is particularly
noticeable for many bacterial pathogens that were named after the disease they cause
(e.g., Burkholderia pseudomallei and Burkholderia mallei, Neisseria meningitidis, and
Neisseria gonorrhoeae).7 Resolution of the species “dilemma” is therefore essential as
it has practical application to human and veterinary health, agriculture, and biosafety,
but the species concept also embraces more fundamental biological questions that
remain unanswered today: What are the characteristics shared between all members
of a species? What is the unit of selection in bacterial evolution? How does the stan-
dard taxonomic demarcation of species reflect ecology and niche boundaries?

A frequently used method to classify bacterial isolates is multilocus sequence
typing (MLST), which involves the sequencing of single-copy housekeeping gene
fragments (usually seven) and using the allelic mismatches between isolates to define
strains or clones.8 This method has proven to be a popular and effective tool in micro-
biology, particularly in identifying clinically important lineages of pathogenic bacte-
ria.9 Its utility in pathogen research is largely due to its use of multiple loci, which
provides greater taxonomic resolution while allowing detection of the distorting effects
of recombination between strains. It is important to note that MLST genes are also not
immune to recombination, which can lead to taxonomic ambiguities within and even
between species. The concept of “fuzzy species” has therefore been used to describe
strains containing sequences typical of more than one species and thus do not form
clear and distinct sequence clusters.10,11

There have been great expectations that genomic sequence similarity (e.g., Average
Nucleotide Identity12), core protein-coding genes or ribosomal MLST,13,14 or genome
BLAST distance phylogeny15 will lead to clearly defined bacterial species and popu-
lation boundaries. Genomics-based approaches to investigate population structure
allow unprecedented sensitivity to detect rare genotypes and a greater resolution of
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biological relationships. Genomics also has potential to further improve our under-
standing of the ecology of bacteria and the evolutionary processes that gave rise to
the range of variable traits possessed by isolates of a species. This is particularly rele-
vant in pathogenic bacteria as we continue to explore the underlying causes of different
clinical presentations, varying severity of disease, differences between asymptomati-
cally carried and invasive strains, and the emergence of antimicrobial-resistant and
vaccine-escape strains in the population.

To attempt to infer the processes that gave rise to the immense diversity observed
among bacteria may seem a daunting task. Yet, we know that the population structure
of pathogenic bacteria is a balance between many different processes, including those
that produce genetic variation (i.e., polymorphisms) and those that modulate the fre-
quency of polymorphisms in a population. In this chapter, we illustrate the different
processes that shape the population structure of bacterial pathogens, with emphasis
on findings from large-scale genomic studies. Our discussion attempts to demonstrate
how an understanding of the population structure of bacterial pathogens can be trans-
lated into practical applications.

2. Recombination in Bacterial Populations

2.1 Emergence and Persistence of Sequence Clusters

A fundamental question in bacterial speciation is how sequence clusters of closely
related strains emerge and persist. These clusters arise despite significant variation
in colonization, virulence, transmissibility, and other clinically important pheno-
types. For relatively clonal species (i.e., low recombination), sequence clusters are
characterized by sharp and unambiguous boundaries. Some of the most epidemiolog-
ically important pathogens such as Mycobacterium tuberculosis and Yersinia pestis
evolve clonally, which means there is little or no recombination occurring between
strains.16

In highly recombining species, the mechanisms of how sequence clusters pull away
from the force imposed by gene flow between clusters and subsequently remain stable
is not so straightforward. If the recombination rate, measured as the rate at which poly-
morphisms accumulate through recombination relative to mutation (r/m), varies over
time or under spatially and temporally fluctuating selective pressures, this might allow
some lineages to form genetically cohesive clusters.17 Hybrid or mosaic genotypes,
that is, those that are intermediate forms as a result of recombination between two spe-
cies, are likely to create clusters that are not neatly partitioned into consistent identities.
This has been widely observed in Neisseria spp. whereby some isolates cannot be
unambiguously classified into either Neisseria meningitidis or Neisseria lactamica
because they contain DNA from both species, reflecting a history of recombina-
tion.10,11 On the other hand, new lineages within species can originate by recombina-
tion, as was first reported in methicillin-resistant Staphylococcus aureus (MRSA)
where the pandemic ST239 lineage formed from a large chromosomal recombination
between distinct ST8-like and ST30-like parent lineages.18 Hence, for species and
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lineages to remain distinct, there must be barriers to genetic exchange that exist be-
tween them.

For many bacteria, the spatial isolation of lineages or allopatry can give rise to local
variants. In ST239-MRSA, global patterns of diversification and dispersal reveal a
strong geographical clustering at continental, national, and city scales. At the global
scale, genomic comparisons indicate that three monophyletic clades, which mostly
represent European, Asian, and South American populations, reflect multiple indepen-
dent exports from Europe over only a few decades.19,20 On the other hand, country-
wide (e.g., within Turkey) geographical patterns are consistent with patterns of
human movement between cities.21 Sequence clusters may also form at a finer spatial
scale. In the nosocomial multidrug-resistant Enterococcus faecium, populations from
different hospitals have emerged and diversified independent of each other, and adap-
tation to a specific hospital niche has resulted in genetic isolation and limited gene flow
between them.22 However, a similar degree of genetic isolation in hospital-adapted
populations has not been observed within Staphylococcus epidermidis.23 Patient
sharing between hospitals is likely to erode the separation of populations, as was
observed for MRSA whereby the genetic similarity of isolates from different hospitals
correlated with patient sharing between hospitals.24,25

Many infectious diseases, including those caused by bacterial pathogens, are con-
strained in their geographical distributions by ecological barriers to the spread or estab-
lishment of populations, even in the face of the homogenizing forces of human
migration.26 In some pathogens, such ecological barriers may be due to differences
in host association and vector dispersal. The phylogeographical structure of bacterial
pathogens is expected to mirror the structure observed in their reservoir hosts, but the
association may not always be as straightforward as expected. An excellent example is
the spirochete Borrelia burgdorferi sensu lato (B. burgdorferi s.l.) species complex,
the causal agent of Lyme disease, which consists of >20 species. In multiple Borrelia
species, the distribution and migration of both host and vector appear to greatly deter-
mine the geographical distribution of the bacterium. In a 2011 study, limited geograph-
ical structuring between countries in populations of Borrelia spp. associated with birds
(Borrelia garinii and Borrelia valaisiana) was observed, likely as a result of higher
rates of migration of the host, but there exists a strong signal in geographical structure
in the bacterium associated with small mammals (Borrelis afzelii).27 In another study,
B. burgdorferi populations from Europe and the United States isolated from human
patients exhibit an overlap of sequence types (STs), which is in contrast to populations
found in tick vectors.28

In some cases, strains coexisting within the same host species remain isolated
despite having ample opportunity for genetic exchange. This has been observed in
Campylobacter jejuni, a gut colonizer of many animal species and a causal agent of
gastroenteritis in humans.29 Despite having a high degree of niche overlap and the abil-
ity to readily recombine with each other in vitro, two generalist lineages possess sepa-
rate gene pools. A cryptic ecological barrier within the host appears to exist between
the two lineages, which likely explains the lack of gene flow between them. The exact
nature of this barrier, however, remains unclear. In other cases, genetic barriers can
arise that prevent recombination between strain lineages; this has been reported for
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B. pseudomallei where lineage-specific restriction-modification systems, carried on
mobile genetic elements, allow recombination within but not between clades.30

Bacterial pathogens form and maintain distinct species and sequence clusters when
barriers to gene flow exist. In many instances, these barriers are leaky or the mecha-
nisms underlying cluster formation may not be apparent. Sequence clusters can be
observed at different scales, from global geographical distributions, to within host
and vector species. These sequence clusters may fuse through recombination, or
remain distinct from each other because of ecological or genetic barriers to recombi-
nation. The question as to whether these clusters are biologically meaningful must
be addressed on a case-by-case basis.

2.2 Heterogeneity in Recombination

Population genomic studies of hundreds and even thousands of bacterial pathogens
reveal a remarkable level of variation in recombination rates and patterns across
very closely related lineages. Hence, this variation adds another layer of complexity
that may conflict with blanket definitions of bacterial species and populations. More-
over, this variation may be associated with certain clinically relevant phenotypes, such
as antibiotic resistance. In the pneumococcus, for example, hyper-recombinant popu-
lations have been reported to exhibit higher levels of resistance to multiple antibi-
otics.31 In Acinetobacter baumannii, transformation experiments indicate that
multidrug resistance (MDR) evolved faster in recombining, functionally diverse pop-
ulations within only a few generations compared to nonrecombining populations.32

The authors also show that the average fitness of MDR genotypes and their spread
depended on whether they arose by mutation or recombination.

Recombination rates can vary significantly within a species. The genetically pro-
miscuous pneumococcus exhibits a dramatic range in recombination rates. Early
studies using MLST detected differences in r/m between capsular serotypes of the
same serogroup.33 Surveys using genome sequences from numerous serotypes of
pneumococci have estimated a range of r/m values, from 0.06 to 34.06.34 Other bac-
terial pathogens also exhibit such variation. The causative agent of listeriosis, a serious
infection caused by eating food contaminated with Listeria monocytogenes, consists of
at least four evolutionary lineages. Higher recombination rates are found in lineage II
strains, which are widespread in natural and farm environments, and are also
commonly isolated from animal listeriosis cases. The higher recombination rates in
lineage II may contribute to its adaptation to diverse environments and hosts. In
contrast, lineage I, the predominant cause of human listeriosis outbreaks, is largely
clonal.35,36

Different strains also vary in terms of how often they donate or receive recombined
DNA, and this may greatly influence the population structure and dynamics of patho-
gens. These biases, wherein some lineages act as frequent donors while others prefer to
receive DNA more often, can create highways of gene exchange. In the pneumo-
coccus, certain sporadically occurring, nonencapsulated lineages (i.e., ST1106) appear
to recombine more often than others, potentially forming a hub for gene flow that is an
important source of genetic diversity for the wider population.37 This characteristic is
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not simply due to the absence of a polysaccharide capsule, which may act as a physical
barrier to the entry of exogenous DNA, because other nonencapsulated lineages (i.e.,
ST344 and ST448) show no significant difference in r/m compared to encapsulated lin-
eages.34,38 In the emerging opportunistic pathogen Mycobacterium abscessus, which
causes lung diseases in immune-compromised individuals, asymmetrical gene flow
also occurs among three subspecies; subspecies Mycobacterium bolletii appears to
donate more often to Mycobacterium massiliense than the other way around.39 In
the human skin commensal and opportunistic pathogen S. epidermidis, one population
(i.e., genetic cluster 3) appears to receive DNA from all other clusters but does not
donate DNA to these other clusters.23

Recombination also does not occur at constant rates across the genome, as “recom-
bination hot spots” are consistently found. In the pneumococcus, the common hot
spots contain genes encoding cell surface antigens, such as pneumococcal surface pro-
tein A (pspA) and pneumococcal surface protein C (pspC), as well as antibiotic resis-
tance, such as penicillin-binding proteins (pbp2x, pbp1a, pbp2b) and dihydrofolate
reductase (folA).37 These hot spots are likely driven by selective pressure due to
host immunity and clinical intervention.37 In C. jejuni genomes, three recombination
hot spots have been identified.40 More than half of the genes in these hot spots are
related to membrane proteins that are crucial for host interaction, colonization, and
adhesion to intestinal epithelial cells, and are likely under diversifying selection as a
response to the host immune system.

In S. aureus, recombination hot spots appearing over a megabase scale have been
linked to large chromosomal replacements that have occurred around the origin of
replication (e.g., Refs. 18,41), and hot spots appearing over a kilobase scale occur
at insertion sites of mobile genetic elements.42 The size of DNA fragments being
recombined also varies dramatically in the pneumococcus, with two main types iden-
tified: (1) micro-recombination, which involves the frequent replacement of single,
short DNA fragments with mean size of 27e580 bp and (2) macro-recombination,
though rarer, involves the acquisition of multiple, long fragments with mean size
8800e14,000 bp and is associated with major phenotypic changes.43 While the mech-
anism underlying these different import size distributions is unknown, it has been hy-
pothesized to be driven by the saturation of the mismatch repair system.43

2.3 The Structure of the Pan-Genome of Species
and Populations

Whole-genome sequencing (WGS) provides the means to characterize the full range of
diversity within a species. These studies reinforce the concept that a single strain
cannot fully represent the rest of the species. A more profound understanding of the
species’ total genetic makeup is essential and the concept of the pan-genome paves
the way to achieve this. The full complement of genes in a given species or population
under consideration is referred to as the pan-genome. It includes both the genes present
in all strains (core genome) and the genes present only in some strains of a species
(accessory, flexible, or dispensable genome). In the following paragraphs, we provide
some examples of how the pan-genome may relate to bacterial population structure.
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In a classic study of three Escherichia coli genomes, each one having a different
pathogenic characteristic (nonpathogenic strain K12, uropathogenic strain CFT073,
enterohemorrhagic strain EDL933), only 39.2% of the combined set of genes is com-
mon to all three strains.44 While this backbone of common genes has largely evolved
by vertical inheritance, the remaining genes unique to each strain have been acquired
by frequent gene gain and loss. More recent genomic studies of E. coli indicate a more
remarkable level of intraspecific diversity. Comparison of the gene content of 61
E. coli strains shows a total of 15,741 gene families comprising the pan-genome,
but only 933 (6%) are present in every genome in the sample.45 As a typical E. coli
genome contains 5000 genes, the accessory genome therefore makes up � 90% of
the pan-genome and approximately 80% of an individual genome.45 Similar findings
were reported in a study of 186 E. coli genomes with only 1072 gene families present
in all strains and pan-genome size of 16,373 gene families.46 Despite the relatively
small size of the core genome, the same study also reported that the core genome
tree shows a clear demarcation between the seven E. coli phylogroups, which is mostly
recapitulated in the accessory gene presenceeabsence tree. Pan-genome analysis has
also clarified the relationship of E. coli and its close relative Shigella. The genetic
repertoire of the two species is very similar, indicating a common gene pool with
no evidence for Shigella-specific genes.47 Hence, Shigella, which cannot be justified
as being its own genus based on its unique gene content or its paraphyletic location
within E. coli, is another example of a historical anomaly in bacterial taxonomy.

Many species of pathogenic bacteria can be isolated from environmental sources.
Pan-genome analysis is an excellent approach to uncover the genetic differences be-
tween clinical and environmental populations and to understand the evolution of path-
ogenicity in a species. One example is P. aeruginosa, an opportunistic pathogen able
to thrive in diverse ecological niches. It is also one of the leading causes of nosocomial
infections and an infectious agent for cystic fibrosis patients. P. aeruginosa has a large
core genome, which in one study was estimated at 5233 gene families, or about 88% of
the average genome.48 Remarkably, the gene content is extremely well conserved be-
tween environmental (plant, animal, water) and clinical populations.49 Hence, environ-
mental isolates are likely to contain the necessary traits to become pathogenic to
humans. This is in contrast with the population structure of Vibrio vulnificus, a halo-
philic bacterium typically found in marine environments and is also an important path-
ogen that causes fatal bloodstream and skin infections. Phylogenies based on the pan-,
core, and accessory genomes show similar clustering patterns with two major clusters
that mostly represent the clinical and environmental populations.50 While we may
consider the accessory genomes of V. vulnificus as a reflection of adaptation to diverse
environments, the case of P. aeruginosa may suggest a different mechanism underly-
ing its population structure.

Pan-genome analysis of bacterial pathogens brings a deeper recognition of the enor-
mous genetic diversity in bacterial pathogens. At the same time, it has also demon-
strated that species and population boundaries may not be resolved as quickly and
as unambiguously as we might expect. While the terms pan-, core, and accessory
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genomes may be useful in population genomic studies, we have to keep in mind that
their gene contents are partially a result of the sampling criteria used and may not
necessarily reflect the ecology of the population under study. An important concept
that has been put forward is the existence of a horizontal gene pool comprising
niche-adaptive genes from the flexible genome.51 The dynamics of this gene pool drive
population structuring through an initial ecological separation, which reduces the rate
of gene flow between nascent populations. Later on, population-specific mutations will
accumulate between them, further reducing gene flow, and will lead to the formation of
distinct, ecologically differentiated sequence clusters.51

2.4 Gene Flow Across Species Boundaries

The ability of some bacterial pathogens to obtain genetic material beyond the bounds
of named species suggests that their accessory gene pool is extremely large. This is
particularly worrisome because the constant barrage of clinical interventions imposed
on bacterial populations is an opportunity for them to alter their genomes and rapidly
adapt to the interventions. The pneumococcus, again, is an excellent example of this
adaptability. The pneumococcus exchanges genes with closely related streptococcal
species, such as S. mitis, S. infantis, and S. oralis.52 Genomic comparisons between
these species indicate that about 30% of biallelic polymorphisms in the pneumococcus
are also polymorphic in S. mitis. These polymorphisms include those in pathogenicity
genes, and their existence supports the notion that S. mitis is a genetic reservoir for the
pneumococcus.53 Alternatively, some fraction of these shared polymorphisms could
represent polymorphisms from an ancestral population; this possibility has important
implications for population genetic modeling but is seldom considered with bacteria.
On the other hand, some bacteria appear to be more discriminating in exchanging
genes with other species. Homologous recombination between S. aureus and
S. epidermidis is generally limited, but transfer of mobile genetic elements between
species is known to occur.54,55

Recombination probably influences the diversification of all bacterial pathogens,
even those, such as E. coli, that provided early examples of the clonal nature of bac-
teria.56 However, recombination’s contribution to diversity, r/m, is highly variable not
only across species but also within species. Adding to this variation is that recombina-
tion may vary over time or across the phylogeny. In E. coli, for example, different
recombination rates emerge at different clustering levels, such as phylogenetic group,
lineage, and clonal complex.57 Recombination rates can also differ across a bacterial
chromosome and the size of the recombination events may reflect different mecha-
nisms. Recombination has a complex relationship to population structure and ecology.
Frequent transfers between sequence clusters (be they species or populations) can be a
homogenizing force, whereas rare transfers between clusters can be a diversifying
force. The balance between these two forces, in addition to the generation of polymor-
phisms due to mutation, will greatly influence the population structure of bacterial
pathogens.
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3. Evolutionary Processes Shape Intra- and Interhost
Bacterial Population Structure

3.1 Intrahost Evolution: A Snapshot of Larger-Scale Population
Dynamics

As with epidemiological study samples, bacterial populations may be defined by the
scale of observation. Prior to the availability of low-cost WGS, the scale of observation
was most often interhost and used molecular typing methods with substantially poorer
resolution. However, the fine-grained typing resolution provided by WGS has allowed
investigators to narrow the scale of observation to the level of an individual host. As a
result, we have gained a better understanding of population dynamics of bacterial path-
ogens within and between hosts.

For some time, it has been known that the assumption of a genetically and pheno-
typically homogenous bacterial population within an individual host was an oversim-
plification. Throat carriage of multiple pulsed-field gel electrophoresis types of
Haemophilus influenzae (43%) and S. pneumoniae (5%) has been observed,58 consis-
tent with older studies that showed the possibility of carriage of multiple serotypes of
these species. Nasal carriage of multiple spa types has also been observed in S. aureus
(11%).59 These examples indicate the presence of intrahost diversity. The limitations
of low resolution typing methods and the practice of isolating a single strain from a
specimen can potentially be overcome by WGS, thus allowing the full breadth of intra-
host diversity to be revealed. It has since been shown that intrahost diversity can vary
tremendously as a result of multiple factors including the bottleneck size of the bacte-
rial population acquired during a transmission event, mutation rate, colonization and/
or infection duration, and selective pressures, such as host-immunity or treatment with
antibiotics.60 Furthermore, simulation studies have demonstrated that ignoring intra-
host diversity during epidemic investigations hinders accurate reconstruction of inter-
host transmission networks.61 Studies during 2013e16 have leveraged the increased
affordability of WGS to assess these dynamics by sequencing multiple bacterial iso-
lates during colonization and/or infection both using cross-sectional and longitudinal
sampling.62,63,64 This has revealed that intrahost bacterial populations are indeed
measurably evolving, a distinction that had previously been reserved for fast-
evolving viruses, such as hepatitis or HIV.65

Cross-sectional snapshots of intrahost bacterial populations have shown a range of
nucleotide diversity. Studies of S. aureus colonization, for example, have found cohe-
sive populations of bacteria separated by up to about 40 single nucleotide polymor-
phisms (SNPs) with no apparent subpopulation structure among body sites
sampled.62,63,66 In longitudinal studies of S. aureus carriage, significant intrahost fluc-
tuations in effective population size (Ne) have been inferred62 as well as an accumula-
tion of mutations preceding the transition from colonization to disease.66 It was also
shown that periods of high mutation are punctuated by periods when no mutations
were observed, suggesting intrahost evolutionary rate heterogeneity.66
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Estimates of intrahost mutation rates are also variable among species and have
ranged from as high as about 30 SNPs/year for H. pylori67 to as low as 0.5 SNPs/
year for M. tuberculosis,68 with other species including Klebsiella pneumoniae (10
SNPs/year)69 and S. aureus (8 SNPs/year)66 falling in between this range. These mu-
tations may have various fitness effects. On the comparatively shorter timescale of
intrahost evolution, the effects of random genetic drift and incomplete purifying selec-
tion often result in an excess of nonsynonymous mutations. Over time, purifying se-
lection would likely remove weakly deleterious mutations.

Estimates of intrahost diversity must be made in light of several considerations. Pri-
marily, the duration of colonization and transmission bottleneck size is often unknown
in these studies. The size of the bacterial population acquired during a transmission
event (i.e., bottleneck size) would greatly impact the diversity of the founding intrahost
population, and assuming a constant evolutionary rate, diversity would increase over
time. Secondly, bioinformatics pipelines for identifying SNPs in bacterial populations
are not standardized and can vary significantly between studies. Lastly, multiple trans-
mission events of a closely related strain are likely within highly connected transmis-
sion chains or high transmission settings (e.g., within a household), potentially
resulting in inflated intrahost diversity estimates. Taken together in consideration of
strain dynamics (e.g., hypermutators and highly recombinant strains), a single snap-
shot of the intrahost population may not accurately reflect the demographic history
of the pathogen, and it is for this reason why a single cut-off value of SNP difference
should not be used to infer interhost transmission events. Sampling multiple bacterial
isolates over time better captures the intrahost population dynamics.

Bacterial populations are often thought of on a larger scale than an individual host.
However, as we have illustrated, technological advances in WGS combined with
epidemiological studies sampling multiple bacterial isolates from individuals over
time have redefined our concept of a bacterial population. Within a single patient
that is harmlessly colonized by bacteria or that is being treated for a bacterial infection,
we can observe extensive polymorphisms among the bacterial isolates and can infer
these to be the result of the gamut of evolutionary processes. In essence, intrahost
studies serve as a model for gaining a better understanding of population structure
on a larger scale.

3.2 Interhost Evolution and Population Structure

Intrahost populations are acquired through person-to-person, zoonotic, or environ-
mental transmission events, which can collectively be termed “interhost.” The ac-
quired bacterial population arises from a subpopulation within a species, which may
possess temporal, geographical, environmental, or host-specific structure. The evolu-
tionary forces shaping the population structure are indeed the same as those acting on
intrahost populations, and the way in which they do so has long been investigated by
researchers in microbiology, population genetics, and epidemiology. Now, with the
widespread application of WGS and an assortment of phylogenetic and population
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genetic analysis tools, the demographic history and transmission dynamics of bacteria
can be studied at an unprecedented level of resolution. For example, studies reported
during 2010e14 have used these methods to investigate clonal emergence and inter-
continental spread,19,70 transmission within the community or in high-risk contact net-
works,71,72 and to track geographical origin.73

Studies of Vibrio cholerae provide an excellent example of what can be learned
about interhost evolution and population structure. V. cholerae serogroup O1, con-
sisting of “classical” and “El Tor” biotypes, causes epidemic cholera and is the
most epidemiologically important lineage. Genomic studies have shown that
serogroup O1 is clonal and that both the O1 antigen as well as the genomic region
coding cholera toxin were acquired through horizontal gene transfer. Non-O1 strains,
commonly found in the environment, are considerably more diverse and do not
demonstrate a cohesive population structure, although this may be a result of incom-
plete sampling.74

Molecular clock analysis (discussed further in the following section) using time-
dated genomes found that the current seventh pandemic of O1 cholera originated in
1950s in the Bay of Bengal and caused at least three overlapping epidemic waves.75

Phylogeographical analysis further illustrated that the first of these waves spread glob-
ally, while the second and third waves were geographically isolated. Further assess-
ment showed that recombination played a significant role in the diversification of
each wave, which were preceded by considerable population bottlenecks. Specifically,
the acquisition of SXT/R391 integrative and conjugative elements through recombina-
tion conferred tetracycline and furazolidone resistance and may have been adaptive, as
the clinical use of these antibiotics for cholera preceded the development of resistance
by roughly 15 years.75 This analysis also demonstrated the importance of longitudinal
sampling, which for cholera is more complete than some other pathogens. Prior to
2014, the oldest cholera isolates dated to the 1930s; however, as reported in 2014, a
study of a second pandemic strain obtained from the preserved intestine of a patient
who died in the Philadelphia cholera epidemic of 1849 extended the study of the de-
mographic history of cholera an additional century.76 The authors of this study re-
ported that the 1849 strain differed by only 203 SNPs from the classical O395
strain isolated in 1965, but was missing three genomic islands, leading to a recalibra-
tion of the evolutionary rate for V. cholerae.76

In October 2010, a cholera epidemic struck the already earthquake-torn country of
Haiti, which had been cholera-free for over 100 years.77 While this epidemic caused
significant morbidity and mortality, it also provided a unique opportunity to study
the emergence of V. cholerae in a new setting. Phylogenetic analysis was used to trace
the introduction of cholera to a Nepalese garrison on a United Nations peacekeeping
duty in Haiti.73,78 Isolates from ongoing outbreaks in Bangladesh and Nepal formed a
monophyletic clade with those from Haiti, with several Nepalese strains differing from
the Haitian epidemic clone by only 1e2 SNPs. Combined with epidemiological evi-
dence, the Nepalese origin of the Haitian epidemic appears the most parsimonious.
At the time of introduction, the phylogeny of the Nepalese cholera epidemic was
divided into four distinct clades.78 The introduction to Haiti resulted in a substantial
population bottleneck followed by rapid population expansion and has been
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documented in other studies.79,80 Even within a relatively short time span, a progres-
sive accumulation of mutation was observed with evidence of diversifying selection.80

The epidemic quickly spread to all regions of the county as well as to neighboring
Dominican Republic, and environmental surveillance subsequently isolated the
epidemic clone from the several Haitian rivers and estuaries.81 Additionally, a strain
was identified that had acquired a multidrug-resistant IncA/C plasmid putatively
from a member of the family Enterobacteriaceae.82 In all, these examples demonstrate
how WGS and phylogenetic analysis can facilitate the understanding of historical pat-
terns of spread, the role of advantageous recombinations and mutations, and the
temporalespatial origin and spread of a pathogen.

4. Genomic Analysis Tools for Studying Bacterial
Population Structure

One approach for inferring bacterial population structure within frequently recombin-
ing bacterial species is to assign strains to sequence clusters based on allele fre-
quencies. Two widely used methods for this “population assignment” approach with
bacteria include BAPS83 and STRUCTURE.84 Both methods infer the number of pop-
ulations present in a sample. In addition, both methods allow a proportion of an indi-
vidual’s genome to derive from different ancestral populations, and both methods can
account for linkages between SNPs. However, BAPS and STRUCTURE implement
different Bayesian models with different computational efficiency. Nonmodel-based
approaches, which tend to be less computationally intensive than the model-based ap-
proaches, are also used to infer population structure. These include standard multivar-
iate analysis methods, such as Principal Component Analysis (PCA) and the
combination of discriminant analysis with PCA.85 fineSTRUCTURE, which uses in-
formation on haplotypes, is a newer method that attempts to unify the model- and
nonmodel-based approaches for inferring population structure.86 In 2013, Yahara
et al.87 applied this method with genome sequences to identify population structure
within H. pylori. They distinguished more populations than by using either phyloge-
netic methods or STRUCTURE based on MLST. In addition, this method was applied
with genome sequences to delineate populations of K. pneumoniae.88 Three major lin-
eages, corresponding to previously described phylogroups within K. pneumoniae, as
well as numerous minor lineages within the principal human pathogenic lineage,
were reported. In addition, the study provided genomic support for the notion that
these three major lineages represent separate species.88

An abundance of methods are available for inferring phylogenies, which provide
understanding of the tree-like relationships between strains. Phylogenetic reconstruc-
tions can also be used as part of the inference of rates and paths of transmission89,90,91

and to infer most recent common ancestors.79 Maximum likelihood (ML) methods,
which assume independence between all sites in the alignment, are commonly used
to infer phylogenies from samples of bacterial genomes. ML methods first select a to-
pology and then calculate the likelihood of the data given the fit to the proposed
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topology and nucleotide substitution model; the process is then iterated and the topol-
ogy with the highest likelihood is selected. PhyML92 and RAxML93 are commonly
used ML methods. ExaML is an implementation of RAxML reported in 2015 with
improved efficiency for use with computing clusters.94 FastTree is another ML method
that was developed to increase the scalability of analysis to allow ever-larger samples
of genomes.95 The tradeoff in computational speed is in the accuracy of the phylogeny;
however, with datasets of thousands of bacterial genomes, one may be more interested
in the relationships between larger clades, not fine-scaled resolution.

Other phylogenetic approaches have been developed that can simultaneously model
nucleotide substitution, population demography, and genealogy. BEAST (Bayesian
Evolutionary Analysis Sampling Trees)96 is a popular software for this purpose. It
can generate time-calibrated phylogenies and can assess the demographic history of
pathogens, including changes in effective population size over time.97 As one example
of the use of this approach, McAdam et al.98 established a time frame for the emer-
gence and spread of MRSA clones from the CC30 lineage. Their study implicated pa-
tient referrals from hospitals in metropolitan areas to more regional settings in the
United Kingdom as potentially important transmission pathways.

The importance of recombination in shaping bacterial population structure has been
extensively discussed throughout this chapter. The presence of recombinant DNA frag-
ments can hinder phylogenetic and demographic inference by not only producing phylo-
genetic inconsistency, in which different sites support different tree topologies, but also
by distorting branch lengths.99,100 Therefore, it is imperative to identify recombinations
in bacterial genome sequences, preferably in a computationally efficient manner. This
challenge has been partially addressed by several methods. BratNextGen101 utilizes a
Bayesian model to identify distinct clusters of taxa at varying distances along an align-
ment. A permutation resampling of the SNPs in the alignment is used to estimate the
statistical significance of the identified recombinant segments.101 ClonalframeML uti-
lizes an inferred ML phylogeny (e.g., generated by PhyML), and estimates ancestral se-
quences at internal nodes on the phylogeny as well as branch lengths corrected for
recombination events and recombination parameters.102 This approach has a computa-
tional advantage over an earlier Bayesian implementation that makes it efficient for
analyzing hundreds of genomes. Gubbins is a method that identifies recombinant frag-
ments as loci with high densities of SNPs, simultaneously with the generation of an ML
phylogeny from the remaining loci.103 Finally, STARRInIGHTS combines information
on both SNP distribution and tree topology, which allows for the detection of the break-
points between recombination blocks.104 Since these different methods may not always
agree about which SNPs are recombinant, sensitivity analyses and comparisons of
different methods may be a necessary component of study.

Population genetic summary statistics have been widely used to characterize pat-
terns of genetic variation in bacteria. To calculate summary statistics from large sam-
ples of genomes, standalone software, such as VariScan,105 and R packages, such as
PopGenome,106 are available. Comparisons of sequence polymorphism within popu-
lations and divergence between populations can lead to the discovery of genetic loci
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that may have been affected by natural selection. For example, in a study of
M. tuberculosis reported in 2015107 nucleotide diversity was quantified within and be-
tween hosts in order to identify atypical loci, relative to the diversity of all loci in the
genome, which may contribute to host adaptation. They found low values for Tajima’s
D in genes associated with cell envelope lipids, leading to the hypothesis that such
genes may impact intrahost adaptation.

Such “outlier detection” methods work from the premise that natural selection will
nudge genetic variation at loci affected by the selection to the extremes of the empirical
distribution of genetic variation in the sample. However, it is crucial to note that strain
sampling procedures can also nudge the empirical distribution one way or another, as
can purely neutral demographic processes. To address these issues in a study focused
on identifying candidate targets of balancing selection in S. aureus, Thomas et al.108

used approximate Bayesian computation (ABC) methods. The simplest form of
ABC involves simulation and rejection sampling to fit a model to data.109 Thomas
et al.108 used ABC to develop several null models, which fit their data better than
did the standard neutral model, in order to judge the unusualness of genetic variation
at different loci. Summary statistics were selected to be those most sensitive to
balancing selection (e.g., Tajima’s D and the ratio of intraspecific polymorphism to
interspecific divergence). They discovered that the master virulence gene regulator,
agr, has hallmark characteristics of balancing selection, including unusually elevated
polymorphism that reflects distinct allelic groups with potentially distinct functions. In
addition, strong signals for balancing selection were detected in genes that may do
double-duty in providing resistance to glyco- and lipopeptide antibiotics and cationic
antimicrobial peptides from the host immune system.

5. Conclusions

Since 2010, considerable progress has been made in inferring the relative contribu-
tions of the different evolutionary processes that shape the population structure of
pathogenic bacteria. Analyses of genome sequences from samples of hundreds and
even thousands of bacterial isolates have allowed the precise identification of
sequence clusters that sometimes correspond to lineages within species and some-
times may deserve their own species labels. Moreover, these analyses have provided
precise estimates of how much recombination and mutation occur within and be-
tween these clusters, and they have provided understanding of the adaptations that
drive the associations of bacterial pathogens to their hosts and ecological niches.
Future work would be needed to precisely map genotypeephenotype associations,
which has long been used in human genetics, but is still at a nascent stage in micro-
biology. These association studies can be used to determine the genetic factors un-
derlying the heterogeneity in antimicrobial resistance, invasive disease potential,
and host specificity of bacterial pathogens. This information may increasingly direct
how we manage pathogenic bacteria.
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1. Introduction

The advent of molecular markers offers great tools for studying key processes of
parasite biology, such as dispersal, mating systems, host adaptation, and patterns
of speciation. Population genetics studies have also valuable practical applications,
for instance, for studying the evolution of drug resistance or new virulence.
Another reason to study epidemiology and evolution in parasites is that they
display a huge diversity of life cycles and lifestyles, thus providing great opportu-
nity for comparative studies to test pathogen-specific questions or general issues
about evolution.

About 100,000 species of fungi have been described so far (1.5 million of fungal
species are estimated to exist1), of which a high percentage obtain nutrients by living
in close association with other organisms, mainly plants. Many fungi are” pathogenic
and can have important impact on human health or lead to severe economic losses due
to infected crops or to animal diseases. Fungal species parasitizing animals and plants
are found interspersed with saprophytes and mutualists in fungal phylogenies,2,3 sug-
gesting that transitions between these life-history strategies have occurred repeatedly
within the fungal kingdom.

The two major groups that have been traditionally recognized among the true
fungi are the Ascomycota, including the yeasts and filamentous fungi, with several
important model species (e.g., Saccharomyces cerevisiae and Neurospora crassa)
and the Basidiomycota, including the conspicuous mushrooms, the rusts, and the
smuts. Ascomycota and Basidiomycota have been resolved as sister taxa,2 and
they have been called the Dicaryomycota. Basal to the Dikarya branch several other
fungal groups. The Chytridiomycota, for instance, are defined as fungi with flagel-
lated cells and were long thought to be the sister group of all the other true fungi,
nonflagellated. Phylogenies since mid-2000s, however, have suggested that the
chytrids may in fact be polyphyletic, representing early diverging lineages having
retained the ancestral flagellum.2 Chytrids also encompass plant and animal

Genetics and Evolution of Infectious Diseases. http://dx.doi.org/10.1016/B978-0-12-799942-5.00004-4
Copyright © 2017 Elsevier Inc. All rights reserved.



pathogens. Oomycetes have long been considered as fungi but were recognized dur-
ing mid-2000s to belong to the distant Stramenopiles.4 These filamentous organ-
isms, however, share many morphological and physiological characteristics with
fungi and continue to be studied by mycologists. We, therefore, also consider
oomycetes in this chapter.

Most fungi have been dependent on other organisms for their resources
through much of their evolutionary history, in particular fungal pathogens. During
the 20th century however, many new fungal diseases have emerged. This is prob-
ably due to human activities that have completely modified the ecosystems on
earth at a global scale (e.g., climate warming, widespread deforestation, habitat
fragmentation and urbanization, changes in agricultural practices, and global
trade).5 Of these, the intensification and globalization of agriculture as well as
the increase in international trade and travel have broken down many natural bar-
riers to dispersal causing an unprecedented redistribution of many organisms.6

Concomitantly, there is growing evidence that these global changes play a key
role in the emergence of infectious diseases in humans,7 wildlife,8 domestic ani-
mals,9 and plants.10

To understand how new diseases emerge, and more generally to understand the
spread and maintenance of diseases, it is essential to study dispersal, mating systems,
host adaptation, and mechanisms of speciation. The advent of molecular markers of-
fers great tools for studying these key processes of parasite biology.11,12 The develop-
ment of full-genome sequencing since mid-2000s, especially among fungi because
they have small genomes,13 has allowed comparative genomics to begin drawing infer-
ence on the mechanisms of pathogenicity.14e20

In this chapter, we thus describe the main pathogenic fungi, parasitizing humans,
animals, and plants, and having important consequences on human health or human
activities. We focus on some examples of emerging fungal diseases, on humans,
animals, and plants. We then review (1) the modern molecular tools used for epide-
miology and population genetics of fungal pathogens, the types of markers most
useful, and the different types of analyses that can be performed to unravel their
mating systems and dispersal and (2) the advances since 2000s in fungal genomics,
in particular the insights that have been gained so far regarding the pathogenic
lifestyles.

1.1 Major Human and Animal Pathogenic Fungi

Each of the four major fungal phyla has representatives that cause serious dis-
ease in both humans and a vast range of other animals. Although less prevalent
than plant pathogens, the animal pathogens pose serious threats to entire animal
populations and continue to cause serious morbidity and mortality among immu-
nocompromised patients and otherwise healthy individuals worldwide. In many
cases, the incidence of disease is increasing due to a rise in susceptible hosts,
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while at the same time the treatment options have remained limited in compar-
ison to other classes of pathogens. In the following sections, we summarize the
morbidity and mortality associated with several of the major classes of human
and animal pathogenic fungi.

1.1.1 Ascomycetes: The Candida Species Complex, Aspergillus
fumigatus, Pneumocystis, the Dimorphic Fungi, and Others

Within the fungal kingdom, the ascomycetes harbor the majority of fungal pathogens
that afflict humans. Among these, Candida species are the most common causes of
invasive fungal infections in humans. Infections can range from readily treatable
mucocutaneous disorders, although these may be acute in AIDS-infected patients, to
severe invasive disease that can result in significant morbidity and mortality, most
often occurring in patients with immune system suppression.21

Another major cause of human fungal infections is the filamentous pathogen,
Aspergillus fumigatus and other closely related Aspergillus species. Aspergillosis, pri-
marily invasive aspergillosis, is an emerging disease in the immunocompromised pop-
ulation.22 The spores are widely prevalent in all environments, and are readily inhaled,
causing both respiratory and disseminated disease in immunocompromised patients.
There is a particularly high incidence of aspergillosis among stem cell and solid organ
transplant recipients.23

The dimorphic group of pathogenic fungi that cause serious disease in humans in
both healthy and immunocompromised individuals includes the pathogens Histo-
plasma capsulatum, Coccidioides immitis, Coccidioides posadasii, Paracoccidioides
brasiliensis, and Penicillium marneffei.24e26

1.1.2 Basidiomycetes: The Pathogenic Cryptococcus Species
Complex

The pathogenic Cryptococcus species complex is comprised of seven species previ-
ously grouped into Cryptococcus neoformans and Cryptococcus gattii.27 They are
related basidiomycete yeast species that are common fungal pathogens of both humans
and animals. Of the seven species distinguished, C. neoformans species are prevalent,
ubiquitous worldwide, largely associated with pigeon guano, and a common cause of
meningitis in immunocompromised hosts.28 The C. gattii species are generally
geographically restricted to tropical and subtropical regions, associated with trees,
and commonly infects immunocompetent hosts, although cases in immunocompro-
mised patients also occur.29 It is estimated that the two clades diverged about
37.5 million years ago, which may explain the observed differences in ecology and
host range.30 Additionally, the “tropical” status of the C. gattii species has been chal-
lenged by the occurrence of an outbreak of Cryptococcus deuterogattii that began in
1999, initially on Vancouver Island, Canada at latitude 49.28�. This emerging
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infection has since expanded into mainland British Columbia and the Pacific North-
west region of the United States.31,32

C. neoformans has been further subdivided into two distinct species, C. neoformans
and Cryptococcus deneoformans (formerly serotypes A and D, respectively) based on
unique antigenic profiles and sequence divergence.27 This distinction is clinically rele-
vant, as serotype A strains cause the vast majority of infections globally, with high in-
cidences in the AIDS and transplant populations.33 While less prevalent globally,
C. gattii has also been a significant cause of morbidity and mortality, with high inci-
dences in humans and animals.34,35 Thus, the Cryptococcus species complex remains a
global health concern for both humans and a wide range of domestic, agrarian, and
wild mammals.

1.1.3 Globally Emerging Fungal Infections in Wildlife Species

While fungi are recognized as serious pathogens to their human hosts, it is also
becoming clear that fungal pathogens have the capacity to cause severe disease in wild-
life species. For instance, globally spreading chytridiomycosis in amphibians stems
from a basal fungal lineage that was never before found to infect vertebrates.36,37 A
new fungal infection of bats called white-nose syndrome has swept through the north-
eastern United States since 2008, causing the deaths of more than 1 million bats and
extirpating some well-known cave roosts.38 The aetiological agent has been described
as an Ascomycete fungus Geomyces destructans, related to the human skin-infecting
fungus Geomyces pannorum.39

2. New and Emerging Mycoses

2.1 Evolution and Emergence of Pathogenic Cryptococcus gattii
Genotypes in the Pacific Northwest

As of 1999, C. gattii has emerged as a primary pathogen in northwestern North
America, including both Canada and the United States.31,32,40 This outbreak now
spans a large geographical range, with levels of infection as high or higher than any-
where else globally, with an annual incidence on Vancouver Island of about 25 cases/
million.41 The only two reports with higher overall levels are one examination of
native Aboriginals in the Northern Territory of Australia, and a study conducted in
the central province of Papua New Guinea.41

The first efforts to elucidate the molecular types of the isolates collected in the Van-
couver Island area revealed that two genotypes, now known as VGIIa/major and
VGIIb/minor, are responsible for the vast majority of cases.32 The VGIIa/major geno-
type was found to be highly virulent in a murine model of infection.32 In 2007 and
2008, the first reports of C. gattii in the Pacific Northwest of the United States were
published. The report of Upton and colleagues illustrated the first confirmed case of
the Vancouver Island outbreak VGIIa/major in the United States (2006) from a patient
in Puget Sound, Washington.42 Additionally, in 2005, MacDougall and colleagues
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discovered an increased number of outbreak-related cases on the mainland of British
Columbia and related C. gattiiVGII genotypes in the United States, including one later
recognized as a VGIIc/novel isolate. Shortly thereafter, studies by Byrnes et al. docu-
mented a large cohort of clinical and veterinary cases from the VGIIa/major outbreak
genotype in both Washington and Oregon.31 These studies also reported VGIIb/minor
in the United States, and importantly, defined a novel VGIIc genotype that was unique
to Oregon and observed in both human and animal cases.31

Phenotypic examinations during mid-2000s have also begun to address several key
aspects of the outbreak genotypes. Studies in the mouse model revealed that C. gattii
isolates from the outbreak induced less protective inflammation than C. neoformans,
indicating that C. gattiimay thrive in immunocompetent hosts by evading or suppress-
ing the protective immune responses that normally limit C. neoformans disease pro-
gression.43 During mid-2010s it had also been shown that the VGIIc/novel
genotype shares similar intracellular proliferation rates, mitochondrial morphology,
and murine virulence characteristics with the VGIIa/major genotype, further support-
ing the hypothesis that the genotypes seen in the region are uncharacteristically
enhanced for virulence.44

Further phylogenetic analysis within the C. deuterogattii species has identified
South America as a likely ancestral origin of the species.27 In addition, three whole-
genome resequencing studies were performed that provide evidence that the three
clonal groups in the Pacific Northwest outbreak were introduced from distinct prox-
imal locations, with VGIIa likely coming from South America and VGIIb from
Australia, while VGIIc still has no known proximal origin and may therefore either
have arisen locally or be from an undersampled environmental niche in another
locale.45e47

Since 2000s, we witnessed the emergence and expansion of a tropical/subtropical
pathogen into a temperate climate, leading to the formation of a multidisciplinary
C. gattii working group that was established to address the epidemiology, clinical fea-
tures, and basic science questions surrounding this outbreak.48 Substantial progress
has been achieved in addressing the molecular epidemiology and expansion of the
outbreak, and also the phenotypic characteristics that make these genotypes unique.

2.1.1 The Global Emergence of the Amphibian Pathogen
Batrachochytrium dendrobatidis

The ability of fungi to cause severe disease in nonhuman vertebrate species has been
dramatically illustrated by global declines in amphibian biodiversity caused by the fun-
gus Batrachochytrium dendrobatidis (Bd). Only discovered in 199749 and named in
1999,50 Bd is a basal fungal lineage in the Chytridiomycota.2 Many species of chytrid
have been described in aquatic environments and soils, as free-living or commensal
organisms, and as parasites of algae, invertebrates, and fungi.51 Of these, Bd is unique
in that it is the only chytrid known to parasitize vertebrates.52 Bd is now known to be
widespread in all continents except Antarctica (where amphibian hosts do not occur).
A global-mapping project for this pathogen has shown that Bd infects over 350 species
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of amphibian, and has been implicated in driving the declines and extinctions of over
200 of these (http://www.spatialepidemiology.net/bd-maps/).37,53

Following the discovery that Bd was a driver of declines in amphibian species in
Australia, the Americas, and Europe, much attention has been focused on finding
out how Bd was being spread, and from where. In eastern Australia, prospective
and retrospective sampling of amphibians has shown that populations were initially
Bd-negative prior to 1978 followed by an expansion north and south from a center
in southern Queensland; western Australia was Bd-negative until mid-1985 where-
upon the spread of disease was detected and documented. Mesoamerica has witnessed
a rapid wave-like front of expansion from an apparent origin in Monteverde, Costa
Rica, southward at estimated rates of between 17 and 43 km/year, and during late
2000s jumped the Panama Canal.54 The epidemic front of chytridiomycosis along
the NortheSouth transect of Central America has been predictable to the extent that
researchers have been able to anticipate the arrival of Bd in uninfected regions, and
to document the collapse of the amphibian community upon arrival of the pathogen
and the onset of chytridiomycosis.55

Given these patterns of declines, where is the original source of Bd? Answers to this
question have been sought by attempting to identify geographical regions where Bd
has had a long and stable association with host species, indicative of coevolution, as
well as substantially increased levels of genetic diversity when compared against
the various regional epizootics. One such study56 has identified Africa as a potential
source of the panzootic. Histology on historical museum specimens showed that Bd
has infected amphibians in Southern Africa since at least 1938, and the “Bd Out of
Africa” hypothesis was coined to suggest that Bd was spread around the world via
the extensive trade in the African clawed frog Xenopus laevis since 1930s onward.
Recent discovery that genotypes of Bd occur in the Japanese archipelago that appear
basal to the panzootic lineage suggests that there may yet be other potential sources of
Bd diversity.57 Therefore, the overarching question on the origin of Bd remains unan-
swered to date. What is clear, however, is that the global trade in amphibians is a potent
force in spreading Bd into naive populations and species.

Importantly, all population genetic studies so far have shown that Bd exhibits levels
of heterozygosity that are consistent with a predominately asexual mode of reproduc-
tion. Levels of heterozygosity were not uniformly distributed across the genome, but
were significantly reduced on the largest inferred chromosome where loss of heterozy-
gosity (LOH) had occurred. This pattern of LOH is not consistent with sexual repro-
duction and segregation, but rather with a model of chromosome-specific variation in
mitotic (somatic) recombination, a process that is well documented in other fungi
including the diploid pathogenic fungus Candida albicans that exhibits vegetative
diploidy.58

Despite the apparent rapid spread of Bd and the high degree of relatedness between
isolates, data are accumulating showing that genotypes differ significantly in their viru-
lence. A 2010 study59 showed that the sporangia of five isolates of Bd from the
Balearic Islands of Mallorca, all with identical genotypes, were similar in size, but
differed significantly from those isolates recovered from amphibians in mainland
Spain and the UK. When the virulence of a Mallorcan isolate of Bd (TF5a1) and a
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UK isolate of Bd (UKTvB) was assayed in Bufo bufo,59 the Mallorcan strain of Bd was
avirulent in comparison against the UK strain of the pathogen.

2.2 Origin of Human Pathogens: Cryptococcus and Candida
From Saprobes Associated With Insects

The origin and evolution of pathogens remain central questions in studies of both plant
and animal diseases. One method to examine the likely origins of pathogens is to
phylogenetically place the species into the context of closely related saprobic relatives.
As mentioned earlier Cryptococcus and Candida represent major classes of mamma-
lian fungal pathogens, and in both cases their closest related species are associated with
insects. Although these sibling species are often less studied than their medically rele-
vant counterparts, they offer important insights into the evolution of the animal path-
ogens and how these pathogenic species might have arisen from insect-associated
saprophytes.

Phylogenetic analyses indicate that the Cryptococcus species complex likely arose
from the Tremella lineage and that it clusters closely with the Tremellales, Trichospor-
onales, Filobasidiales, and the Cystofilobasidiales.60e62 Several of the species within
these lineages are saprophytes that are commonly associated with insect debris, lead-
ing to the hypothesis that the pathogens emerged from an association within this envi-
ronmental niche.63 In support of this hypothesis, C. gattii has been isolated from both
insect frass and wasp nests and C. neoformans has been isolated from honeybee hives,
indicating that these animal pathogens may still in some cases act as an insect-
associated saprophyte in the environment.61

3. Plant Pathogenic Fungi

Although several important fungal pathogens attack animals, land plants have prob-
ably been the main nutrient source of fungi through much of their evolutionary history,
given the predominance of plant saprophytes, pathogens and mycorrhizal species in
fungi.2,3 Collectively, fungi cause more plant diseases than any other group of plant
pest (such as viruses or bacteria) with over 8000 species shown to cause disease. Plant
diseases caused by fungi exhibit a huge diversity of symptoms. Pathogenic fungi can
indeed be responsible for example for lesions on leaves or on flowers, for stem cankers,
for root and fruit rot, or can sterilize plants.

Fungal pathogens are therefore a serious concern for agriculture, as they reduce
crop yield and lower product quality by attacking cultivated plants and their products
(seeds, fruits, and grains). Nearly all crops have their pathogenic fungi, and often
several of them, from cereals to corn, rice, potatoes, beans, peas, soybean, fruit trees
(including coffee and cacao), and ornamental plants and trees. Some of the world’s
great famines and human suffering can be blamed on plant pathogenic fungi. In the
United States alone, hundreds of millions of bushels of wheat have been lost in
epidemic years to stem rust (Puccinia graminis tritici). Rice blast, caused by the

Epidemiology and Evolution of Fungal Pathogens 77



fungus Magnaporthe oryzae, is an important disease on rice, among many other dis-
eases. It is found wherever rice is grown, it is always important, and it is always a
threat. The Botrytis gray mold is a common disease of greenhouse floral crops and
all ornamental plants can be infected by powdery mildews. These are only few exam-
ples of the many pathogenic fungi devastating crops.

Pathogenic fungi are also widespread in natural ecosystems, with great impacts on
the compositions of natural communities. Forest trees for instance are attacked by
many pathogenic fungi. Armillaria root disease, causing branch dieback and crown
thinning, is often one of the most important diseases of trees in temperate regions of
the world, especially in native forests. The most infamous tree diseases include Dutch
elm disease, caused by Ophiostoma species, chesnut blight, caused by Cryphonectria
parasitica, and Sudden oak death, ramorum leaf blight, ramorum shoot blight, all
caused by the oomycete Phytophthora ramorum. These diseases have dramatic conse-
quences on forest composition and their associated biota, with some tree species even
disappearing from continents. For instance, the chestnut blight fungus caused the death
of 80% of the native American chestnut trees throughout eastern forests from Maine to
Georgia during the first half of the 20th century.

4. New and Emerging Plant Diseases

Fungi are also responsible for about 30% of emerging diseases in plants (sensu lato,
i.e., including Oomycetes), which is three times more than for emerging diseases in
humans or wildlife.10 These patterns of fungal disease emergence in plants have eli-
cited great concern for several reasons. First, epidemics caused by invasive pathogens
have been repeatedly reported to alter natural ecosystems.10,36,64 Well-documented ex-
amples of emergent diseases in natural plant communities include some of the ones
mentioned earlier, such as the spread of C. parasitica that eliminated the dominant
chestnut forests throughout eastern North America at the end of the 19th century. Phy-
tophthora cinnamomi that threatens native forests throughout Australia is also an
emerging disease.10,64 Such dramatic diseases not only affect the host plants, but
also the whole associated fauna, including insects, birds, and mammals.

Second, our primary food production is at risk due to emerging crop diseases; the
most dramatic historical example being the Irish Potato Famine caused by P. infestans
on cultivated potato in the beginning of the 20th century.65 Other examples of invasive
fungi parasitizing crops include Plasmopara viticola, an oomycete causing the grape-
vine downy mildew that has been introduced from North America to Europe during
19th and 20th centuries. Crop plants are in fact particularly susceptible to the emer-
gence of new diseases because of the large-scale planting of genetically uniform
varieties.

There has been an increasing focus on identifying the factors that drive the emer-
gence of new fungal diseases.10,64,66,67 As mentioned earlier, introduction of patho-
gens in a new area is one of the most obvious causes. It has been estimated that
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between 65% and 85% of plant pathogens worldwide are alien in the location where
they were recorded.68

5. Modern Molecular Epidemiological Tools for
Investigating Fungal Diseases

To understand the dynamics of fungal diseases and the dynamics of emergence of new
diseases, epidemiology is a necessary step. Epidemiology is indeed a discipline con-
cerned with understanding the factors affecting the dynamics of disease in space
and in time, with an emphasis on being quantitative and predictive. During the
2000s, the integration of molecular biology into traditional epidemiological research
has revolutionized the discipline.69,70 This led to the development of a new field, mo-
lecular epidemiology, which addresses epidemiological problems using “the various
molecular methods that aim to identify the relevant units of analysis of pathogens
involved in transmissible disease.”71 Two methods in particular are now predominant
in molecular epidemiological studies of fungal pathogens: MLST, for Multi-Locus
Strain Typing72 and MLMT, for Multi-Locus Microsatellite Typing.73 Currently,
new advancement in next-generation high-throughput sequencing techniques mean
that MLST and MLMT typing schemes are on the brink of being absorbed into
whole-genome single-nucleotide polymorphismetyping platforms. For instance, a
2009 MLST study of the chytrid fungus B. dendrobatidis,74 suggested as a principal
cause for the worldwide decline of amphibians, found the global epidemic owes to
the global dispersal of a single genotype. These data were used to argue that the
observed low allelic diversity and high heterozygosity provide strong support that
the fungus is a novel pathogen introduced into naive host populations, over the alter-
native hypothesis that the species is an endemic pathogen whose emergence is due to
changes in the environment. By contrast, an MLST study of C. immitis, the etiological
agent of coccidiomycosis revealed that the epidemic observed in California during the
early 1990s was not due to the emergence of a virulent genotype but rather governed
by the synchrony of environmental factors.75

MLMT-based techniques are more useful in discriminating genotypes within spe-
cies and inbred populations, than among species, which make their use complementary
to MLST. A 2004 study76 sequenced three housekeeping genes in outbreak isolates of
P. ramorum, the aetiological agent of the devastating “Sudden Oak Death” disease.
This study showed that all sequences were identical among all isolates, and therefore
completely uninformative on the nature of epidemic. MLMT tools proved very useful
in tracking the pathogen as it spread in the United States.77 Analyses of MLMT data
provided evidence of a historical link between nursery and wild populations of the
pathogen, and identified three common genotypes as the likely founders of the Califor-
nian epidemics.78 MLMT also provides a useful tool to infer the source and type of
primary pathogen inoculum, which are often impossible to identify by direct observa-
tion or using the traditional epidemiological approach of studying the distribution of
disease foci.79
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6. Population Genetics of Pathogenic Fungi

Population genetics is also needed to understand fungal diseases. By providing an un-
derstanding of the processes that shaped the structure of a pathogen species in the past,
population genetics offers the opportunity to forecast the emergence of genotypes,
populations, or species with detrimental characteristics for human affairs,80,81 and
also to inform practical attempts to bring fungal pathogens into durably effective hu-
man control.82

6.1 Reproductive System

Fungi present a striking diversity of life cycles, and studying their reproductive
biology is a challenging task. Yet, this information is critical to assess the risk posed
by pathogens and for the design of disease management strategies.80 For instance, out-
crossing promotes genetic exchange and can hence accelerate the spread of new mu-
tations in combination with other beneficial alleles, which is critical in the context of an
arms race between hosts (or the humans that breed or grow them) and pathogens. By
contrast, selfing or asexual reproduction provides insurance of reproduction for species
having a low probability of finding a mate, and these species can therefore invade
distant territories more easily and/or more rapidly.83 Asexual reproduction is also an
expeditious way of multiplying rapidly favorable combinations of genes built by
past selection,84 and a more efficient strategy of transmitting genes to the next
generation.

6.1.1 Analysis of the Reproductive System

The identification of populations and species is an essential prerequisite to the study of
the reproductive mode and mating system. Hidden population subdivision or cryptic
species within the units defined to perform analyses can indeed lead to erroneous con-
clusions on the reproductive biology of a fungus. This causes deviations from random
mating or random association among alleles. A well-known example is the Wahlund
effect, where the failure to detect population subdivision influences measures of
inbreeding and association among alleles at different loci and leads to the same signal
as inbreeding.

The most immediate consequence of asexual reproduction is the occurrence of
repeated identical genotypes. The ratio of the number of multilocus genotypes found
over the sample size can give an idea as to the rate of asexual reproduction, ranging
from zero for a completely clonal population to one for a sexually reproducing popu-
lation. Many populations of plant pathogens actually fall between the two extremes,
having annual sexual cycles and asexual epidemic phases that amplify clones.85

Under random mating, the frequency of multilocus genotypes is expected to be
equal to the product of the allelic frequencies. Deviation from this expectation (or link-
age disequilibrium) can hence serve as a test for random mating. A first approach is to
analyze linkage disequilibrium between pairs of loci. The lack of association among
pairs of loci in two isolated groups of the agent responsible for gray mold (Botrytis
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cinerea), for example, supported regular events recombination despite the absence of a
sexual structure in field observations.86 Another, more powerful, approach is to
analyze linkage disequilibrium over multiple loci. This forms the basis of the test based
on the index of association IA.

87 The IA statistic relies on the variance of the number of
differences among individual allelic profiles. This variance is higher than expected if
mating is nonrandom due to an excess of very close and very large distances among
individuals. This procedure has been applied to investigate the reproductive mode
of P. marneffei, the causal agent of biverticilliate mycosis in mammals. Analyses
revealed very high and significant values of the index of association statistic,88

providing one of the very rare cases of a fungus showing no evidence of recombination
by population genetic criteria.83 There are also several examples where the index of
association suggested the existence of cryptic sexual reproduction in fungal pathogens
in species where sex has not been observed in nature, such as the human pathogens
C. immitis.89

In diploids or dikaryotic fungi, insights into the reproductive mode can be provided
by the use of Wright’s F-statistics FIS, a measure of the deviation from random mating.
For instance, the finding of FIS values nonsignificantly different from zero allowed90 to
conclude to the existence of sexuality in Chinese populations of Puccinia striiformis f.
sp. tritici, a fungus showing a highly clonal population structure in other regions of the
world. Another application of this approach74 revealed a significant excess of hetero-
zygous genotypes for half of the loci surveyed (i.e., FIS < 0) in worldwide samples of
the amphibian-killing fungus B. dendrobatidis, suggesting a predominantly asexual
mode of reproduction.

A number of methods have also been developed to estimate the population recom-
bination rate (r) from haplotype data representing multiple positions in the genome
(i.e., typically, moderate to large genomic dataset).91

6.2 Dispersal, Migration, and Gene Flow

Dispersal is the movement of gametes or individuals. Parameters of dispersal can be
estimated by (1) direct methods, relying on direct observation of dispersing individuals
at particular life-history stages, which provides a measure of actual dispersal or (2) by
indirect methods that use the changes in some characteristics of populations caused by
movement of individuals, and provide a measure of effective dispersal.92,93 Because
the movement of individuals obviously leads to movement of genes, the study of
dispersal is tightly related to the study of gene flow (direct methods) and the moni-
toring of particular genotypes (indirect methods). The two types of methods are treated
together here.

For fungal pathogens, in practical terms, some of the most unfortunate conse-
quences of gene flow for human affairs include immigration of genotypes capable
of defeating a resistance gene, exchanges of alleles allowing resistance to antifungal
molecules (and more generally the spread of variants with increased pathogenicity),
increase in population size which in turn increases the probability of accumulating mu-
tations and increase the efficacy of selection (and the possibility of selective sweeps).
The degree of gene flow is also of central importance in the formation and maintenance
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of pathogen species. Humans have moved many pathogens far beyond their natural
dispersal limits, and it is a safe bet that many pathogens are still transported among
continents today.80,94 These introductions likely have set the stage for the formation
of reproductively isolated populations adapting to local hosts or environments81 or
for secondary contacts followed by introgression or hybridization among species.66

Gene flow is thus a critical target for disease management tactics.

6.2.1 Rate and Direction of Gene Flow

Pathogenic fungal species are often organized into discrete populations. Population ge-
netics usually assumes a simple model of n populations, each of which is equally likely
to receive and give migrants to and from each of the other populations. Under this
model, providing additional simplifying assumptions, a relationship between Neme

(Ne being the effective size of each population; me being the effective migration rate
between populations) and FST (an F-statistic that measures of genetic differentiation
among populations by quantifying the differences in allele frequencies between pop-
ulations) can be derived: FSTz1/(1 þ 4 Neme). This approach has been severely crit-
icized by some authors95,96 who raised concerns about the unrealistic assumptions
under the n-island model (constant population sizes, symmetrical migration at constant
rates, no selection, and persistence for periods of time long enough to achieve
migrationedrift equilibrium). Even though they do not provide reliable estimates of
rates of gene flow, measures of population differentiation can nonetheless be used
to gain information on the history of dispersal. Several studies reported very low dif-
ferentiation among samples of fungal pathogens of agricultural crops or forestry trees
from different localities across a continent (e.g., Venturia inaequalis,97,98 Melampsora
larici-populina99).

The coalescent theory100 relates patterns of common ancestry within a set of genes
to the structure of the populations from which they were sampled. In coalescent
models, patterns of relationships among genes are represented by a genealogy, and
the structure of the population is represented by parameters such as population size,
rates of population growth, ordwhat is relevant to the present discussiondrates
and directions of gene flow. Both the genealogy and the parameters are generally un-
known, and the one usually wants to estimate the parameters of the model. It is gener-
ally impossible to jointly consider all possible ancestral relationships and parameter
values and to search for the combinations that maximize the probability of the model.
Instead, approaches have been developed that simultaneously explore many relatively
probable genealogies (loosely speaking, irrelevant genealogies are disregarded) and
parameter values (see Refs. 101,102 for reviews). These approaches are collectively
referred to as “coalescent genealogy samplers.” Several methods relying on coalescent
genealogy samplers were designed to estimate, among other parameters, rates of gene
flow between species or populations.103,104 These methods offer the advantage of
allowing less restrictive models than the more traditional methods presented earlier.
These methods have been successfully applied to infer the ancestral routes of coloni-
zation for several fungal globally distributed plant pathogens such as the barley scald
pathogen Rhynchosporium secalis,105 and the apple scab pathogen V. inaequalis.97
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Methods based on coalescent genealogy samplers remain computationally
demanding. For many datasets and models of population structure, they even remain
computationally intractable. As a result, there is an increasing interest in developing
alternative approaches that are faster and easier to implement. One of the most prom-
ising approaches is approximate Bayesian computation106; it has been shown to be
particularly powerful to determine the origin and routes of introduction of invading
pest species,107e109 and it is very likely that it will also provide important insights
into the history of fungal pathogens.

6.2.2 Dispersal Distance

There is a considerable interest in estimating the distance fungal pathogens disperse at
agriculturally relevant scales, such as fields or production areas. This information can
be inferred from patterns of genetic variation by fitting a model of isolation by dis-
tance. The slope of the regression of differentiation statistics (e.g., FST) onto the
log-transformed geographical distance among individuals or populations allows esti-
mation of the product of D, the population density, and s2, the second moment of
dispersal distance.110 For fungal pathogens that alternate asexual and sexual reproduc-
tion during their life cycle, these methods are not suitable due to the occurrence of
repeated genotypes.111 Variograms (i.e., plots of the semivariance in number of differ-
ences between genotypes against distance) are efficient tools to estimate the degree and
extent of spatial genetic structure accounting for autocorrelation (which is the tendency
that nearby observations to be more similar than distant ones). Variograms were used
to study dispersal in the chestnut blight fungus (C. parasitica), showing that asexual
spores probably disperse over several hundred meters, which is a far larger spatial scale
than previously thought.111

6.2.3 Distribution of Gene Flow in Time and Along the Genome

The coalescent-based implementation of the isolation-with-migration model in the IM
and IMa program103,112 offers the opportunity to gain valuable insights into the history
of gene flow between species. An interesting feature of the program is that counts and
dates of migration events in sampled genealogies can be recorded during the course of
the MCMC at stationarity for each locus, to obtain the migration time distribution. IM
was used to demonstrate that the wheat pathogen Mycosphaerella graminicola
emerged in the fertile crescent at the time of wheat domestication following a series
of introgressions from populations infecting three different uncultivated grasses.113 Es-
timates of the time of gene flow events indicated that populations from wheat and un-
cultivated grasses diverged in the face of gene flow but are now genetically isolated.

6.3 Population Subdivision

Fungal pathogens, like all organisms, are not homogeneously distributed across the
environment, which can lead to genetic structure. There are two main sources of pop-
ulation subdivision in fungal pathogens: geography and hosts. While some species
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have very broad host ranges (e.g., the amphibian pathogen B. dendrobatidis, >350
host species53; or the gray mold B. cinerea,>235 host species114), others display clear
subdivisions that correspond to the host of origin of populations (e.g.,
V. inaequalis115). Such host-specific divergence may evolve as a consequence of
limited dispersal or of trade-offs in adaptation. Among pathogen species found on a
single host, some species display clear geographically distinct populations (e.g., the
mammalian pathogen H. capsulatum116 or the white campion smut Microbotryum
lychnidis-dioicae117), while others appear to have global distributions such as the hu-
man pathogen A. fumigatus.118 These patterns of geographical subdivision result from
a complex interplay between contemporary and historical gene flow processes.

Understanding the origin of population subdivision is fundamental to our knowl-
edge of the mechanisms responsible both for disease emergence and for the biodiver-
sity of fungi. Four main approaches are available to analyze population subdivision:
measures of differentiation, evolutionary trees, multivariate methods, and model-
based clustering algorithms.

6.3.1 Measures of Differentiation

Population subdivision can be assessed by calculating differentiation indices (e.g.,
FST) between pairs of populations. The AMOVA framework summarizes population
differentiation into F-statistics by partitioning molecular variance among the different
hierarchically nested levels of sampling represented in a dataset (which can be local-
ities, host species, regions, continents, and so on). The main drawback of this proced-
ure is that the sampling units must be assigned into given hierarchical subdivisions by
investigators, which may be a relevant issue.

6.3.2 Evolutionary Trees

The most traditional approach to track population subdivision from genetic data is to
build an evolutionary tree. Two main classes of evolutionary trees construction
methods are available: (1) clustering methods use an iterative method (e.g., neighbor
joining) to combine samples in a hierarchical fashion; (2) searching methods consider
a range of possible trees and choose the ones that best fit the data according to an opti-
mality criterion (such as maximum parsimony, maximum likelihood, or maximum
Bayesian probability).119

Evolutionary trees are appealing because they provide a graphical representation of
the relationships among samples.120 When constructed from multilocus data, evolu-
tionary trees can be very useful for exploratory data analysis or for visualizing the
main subdivisions within a dataset. When interpreting an evolutionary tree, there are
two main reasons to be cautious: (1) the stochastic variance in evolutionary trees
(the problem being greater for evolutionary trees based on a single locus) and (2)
the inadequacy of a bifurcating model when applied at the intraspecific level. The sto-
chastic variance in evolutionary trees is due to the fact that different loci that have
passed through the same demographic history, leading to evolutionary trees that
vary widely in topology and branch lengths.120 The other potential issue is that
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bifurcating models may not be appropriate to represent relationships at the intraspecific
level. An alternative to tree-based approaches for representing relationships among
samples is to use a network. Several methods of network reconstruction have been
developed. Networks offer the advantage over evolutionary trees of being able to
incorporate persistent of ancestral nodes, multifurcations, and reticulations.121

6.3.3 Model-Based Bayesian Clustering Algorithms

The aim of model-based Bayesian clustering algorithms (or assignment methods) is to
infer groups of individuals (called clusters or populations) that “fit some genetic
criteria that define them as distinct groups.”122 The use of a clustering method is an
almost unavoidable step in every population genetic study. This field has been flour-
ishing for a decade, and we do not give an extensive description of all the methods
currently available. The most popular program is STRUCTURE.123 The method assumes
a model in which there are K clusters, each of which being characterized by a set of
allele frequencies. Assuming HardyeWeinberg and linkage equilibrium within clus-
ters, the program simultaneously estimates allele frequencies in each cluster and
then assigns every individual probabilistically to clusters.

6.3.4 Multivariate Methods

The principle of multivariate analyses, when applied to genetic variation among indi-
viduals or populations, is to extract and summarize multivariate genetic information
into a few synthetic variables.124 Methods, such as principal component analysis,
have been very early applied to population genetics questions.125 Multivariate methods
offer three main advantages. A first advantage is that they perform much faster than
methods that are based on evolutionary trees or Bayesian clustering algorithms. A sec-
ond advantage is that these methods make no assumption of population structure, such
as HardyeWeinberg or linkage equilibrium. This can be particularly useful for fungal
pathogens with asexual or partially asexual modes of reproduction, for which Bayesian
clustering algorithms present a high risk of producing spurious assignments.123 A prin-
cipal component analysis was applied to investigate the origin of French populations of
the chestnut blight fungus, a species in which high rates of asexual reproduction and
maybe also of intra-haploid sexual reproduction (allowed by homothallism) result in
high frequencies of repeated multilocus genotypes.126 Analyses revealed three distinct
genetic lineages with separate geographical distributions, suggesting independent
introduction events with limited gene flow among lineages descending from the three
original groups of founding strains.

6.4 Conclusion

Empirical population genetics studies have revolutionized our understanding of fungal
pathogen evolutionary biology. The distribution range of pathogens (in space, and on
hosts), their reproductive system and transmission pathways are crucial features of
pathogen biology that would have remained inaccessible based solely on phenotypic
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data and without the powerful inferential framework of population genetics. How
could have we showed that “everything is not everywhere” and that many broadly
distributed fungal pathogens are actually subdivided into populations constrained to
small geographical areas? How could have we known that only very few fungal path-
ogens are ancient strictly asexual species and that the deuteromycota do not constitute
a formal phylum of fungi? The upcoming flood of genomic data should galvanize in-
vestigations on central topics such as the evolution of reproductive systems,127,128 the
acquisition of virulence to new hosts, resistance to disease control strategies, and the
evolution of reproductive isolation.83,129,130

7. Genomics of Fungi: What Makes a Fungus Pathogenic?

7.1 Comparative Genomics of Plant Pathogens

In this section we are interested in exploring the genomic characteristics that allow
some fungi to infect plants and animals.14,131e133 The pathogenic fungi are most often
opportunistic.134,135 Their capacity to derive nutrients from a large range of plant hosts
appears to rely on a battery of genomic resources that are the result of different evolu-
tionary processes. Perhaps the most important source of new genes and gene functions
that are specific of fungal pathogens are derived via expansions of gene families that
facilitate the infection of the host.136e138 Typically, these gene families include cell
surface receptors such as the G-protein-coupled receptors, which bind exogenous li-
gands and participate in signaling cascades139; secreted proteins, which constitute a
diverse group of small peptides such as toxins, proteinaceous effectors, and hydrolytic
and degrading enzymes140; protein effectors that suppress plant defenses and alter
cellular metabolism141; and secondary metabolites such as nonspecific and host-
specific toxins.142 Gene families typically expand by gene duplication, which in fungal
genomes range from whole-genome duplications143e145 to several instances of tandem
duplications, such as events involving pathogenicity-related gene families including
adhesins,146,147 the ABC transporters, and major facilitator superfamily (MFS) drug
efflux systems that help fungi detoxify products from the plants defenses,148 the
multidrug-resistance transporter families,149 and major surface glycoproteins. Gene
duplications related to adaptations to the pathogenic lifestyle have also been docu-
mented, as in the case of the oxidative phosphorylation pathway, whose components
have evolved by functional divergence with several instances of gene loss and dupli-
cation.141,150,151 Following duplication, rapid rates of evolution and positive selection
can give rise to novel gene functions that allow the fungus to coevolve with its host or
to infect new hosts. In fungal genomes, positive selection has been found to act in the
evolution of functionally important gene families, in particular those that confer an
adaptation to a pathogenic lifestyle.152 These include genes coding for defense systems
or for evading host-resistance mechanisms, toxic protein genes, and other virulence-
related genes.153 Positive selection in the plant defense R-genes is frequently followed
by coevolution in the avirulence genes of the fungal parasite.154 This gene-for-gene
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interaction with corresponding responses in both the host and the parasite genomes is
referred to as an “arms-race” process.

In terms of the structure of fungal genomes, it has been shown that genes encoding
biochemical products aiding in infection are often clustered together.155 Clustering of
important gene families appears to offer several advantages for pathogenicity.118,156

Indeed, evidence shows that fungal genes interacting in the same metabolic pathway
tend to be clustered together.157 Transposable elements are another class of genomic
elements that have also been shown to play a significant role in enhancing the patho-
genic capacities of fungi. In several pathogenic fungi, including Leptosphaeria mac-
ulans and Magnaporthe grisea, sequences coding for avirulence genes are found in
genomic regions dense with transposable elements,158e161 potentially contributing
to the extreme variability of avirulence genes that are associated with hostepathogen
coevolution. Telomeres are rapidly evolving genomic regions particularly prone to the
accumulation of transposable elements, and they sometimes contain avirulence genes,
thereby playing a role in host adaptation.162,163 Sometimes, the genes that confer path-
ogenicity to fungi come from other species, either via horizontal gene transfer (HGT)
or hybridization. Although HGT is not as pervasive in fungal genomes as it is in bac-
teria, it appears to have occurred multiple independent times and providing
adaptation.132,164e170 Occasionally, complete clusters are speculated to have been hor-
izontally transferred.171 Finally, hybridization is another way to mix genes and pro-
duce new crosses with increased pathogenic capacities.172

Fungal genomes are extremely plastic. This is highlighted by the different genomic
processes that have generated a versatile repertoire of biochemical functions that allow
fungi to colonize a diverse range of environments and also to establish relationships
with other species, either by infection or by symbiosis, with an extensive array of part-
ners. New genomic data will continue to fascinate us with examples of amazing poten-
tials for adaptation.

7.2 Comparing Animal and Plant Pathogens

Pathogenic fungi are mostly intracellular pathogens, indicating that at some point dur-
ing the interaction between the host and the invading species the pathogen lives inside
the host cell. Despite the variety of intracellular fungal pathogens infecting both plant
and animal cells in seemingly unique ways, there are only few general solutions to the
challenge of penetrating and surviving inside host cells.173 Indeed, the problem repre-
sented by intracellular infection has been tackled by convergent solutions that have
evolved in parallel in the different fungal lineages174 of both plant and animal patho-
gens. It is interesting to note that among fungi there appears to be many more species
that parasitize plants than animals.175 The reasons for this imbalance are not very clear
and deserve further attention.

Interesting reviews highlighting similarities and contrasts between animal and plant
fungal pathogens are available.176e178 The genomes of fungal animal pathogens have
not been as extensively studied as phytopathogens. More research needs to be conduct-
ed and more animal pathogens need to be sequenced before we have a comprehensive
view of the genetic basis, if any, of the differences between the fungal genomes of
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plant and animal pathogens. Most mechanisms and gene functions may be shared, as
has been shown by a study of the NLP toxin whose fold is conserved and shows sim-
ilarities with that of bacteria,179 hence we can speculate about lineage- and host-
specific genes and gene functions in each case.

8. Conclusion

Comparative genomic studies in plant pathogenic and symbiotic fungi, although still in
the early stages and limited to a few pathogens, have already brought many insights
into the evolution of the pathogenic lifestyle, in particular into the mechanisms of viru-
lence and host adaptations. There is a marked bias in the sequencing efforts toward
pathogenic fungi, but current projects are covering the fungal genomes of species
with very diverse lifestyles, that will hopefully allow us to gain further insights into
the genomics of pathogenicity.

Regarding epidemiology, molecular methods have much to offer to the study of
fungal pathogens, allowing elucidation of ecological and microevolutionary processes.
Population genetic approaches have provided important insights for some fungal path-
ogens on their mating systems, dispersal, and population structure. However, much
wider employment of these methods is warranted to study fungal pathogens, where
it is still too restricted, although much progress has been made since 1990s. Microsat-
ellite markers in particular are very powerful tools180 and should be more widely used
for population studies in fungi, despite the technical challenges of their isolation in this
Kingdom.181 Further, new methods to analyze data are being developed at a rapid
pace, using for instance the Bayesian or the coalescence frameworks, or coupling ge-
ography and genetics to unravel migration and speciation histories, which should
allow even more powerful inferences on the evolutionary processes. However, further
theoretical development is badly needed to apply the extant molecular methods to the
variety and specificities of the fungal life cycles, such as pervasive clonality and alter-
nation between haplo- and diploid phases.182,183
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1. Introduction

Asexual reproduction is probably the most widespread means of biological propaga-
tion1,2 and is probably the oldest one though recombination might be almost as
old.3 But this of course depends on what is meant and what is understood (not always
the same thing) by clonality and recombination.

Asexual reproduction has been the subject of numerous studies and reviews from
diverse biological disciplines.1,2,4e9 The issue appears to be perceived differently
for specialists working on Bacteria, Archaea, Eukaryota, unicellular or pluricellular an-
imals, or plants. In this chapter, we therefore first deal with specific definitions as this
subject area is littered with vocabulary that sometimes has ambiguous meanings. We
then try to go back in time to the origin of asexual reproduction and recombination and
attempt to describe the diversity of ways in which prokaryotes and eukaryotes repro-
duce asexually and recombine. Following this we describe the various ways that
asexual reproduction is incorporated in eukaryotic life cycles. After a brief attempt
to quantify the importance of asexuality in living organisms, the genetic consequences
of asexuality are reviewed, followed by a section on the evolution and the paradox of
sex. What evolutionary advantages are brought by clonality? What disadvantages
result from clonality? What is the so-called twofold cost of sex? The last section deals
with clonal microevolution. It consists of two parts: the first one treats neutral gene
variability in clonal populations (population genetics structure) and the second ad-
dresses selective issues, such as the evolution of resistance or virulence in clonal pop-
ulations. Finally, we conclude with economic and medical issues linked to asexual
organisms.

2. Definitions

Asexual reproduction is a process of genetic propagation of genomes, following
which the genomes that descend from this process are strictly identical to the parental
genome, in terms of quantity and quality, at the exception of uncorrected errors dur-
ing the duplication process (i.e., mutations).1 Besides cell division (e.g., mitosis in
unicellular eukaryotes), many other processes correspond to clonal propagation as
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agametic (animals) or vegetative (plants) reproduction, ameiotic thelytokous parthe-
nogenesis, endomitotic automictic parthenogenesis with pair formation of sister chro-
matids occurring before meiosis, automictic parthenogenesis with fusion of two polar
bodies, deuterokous parthenogenesis, gynogenesis, apomixy, or agamospermy
(reviewed in Ref. 1).

Sexual reproduction is not initially a propagation mode even if it is now 100%
correlated with the multiplication of many organisms (e.g., mammals). It is a recom-
binational repair tool,3,10,11 hence the use of sexual recombination (SR) in the rest of
this chapter as a synonym for meiotic sex. Recombination in the wide sense is present
in the three domains of life (Archaea, Bacteria, and Eukaryota), although through
very different means,3 while SR is a eukaryotic hallmark.3,10,12 Recombination
can take three forms in Bacteria and Archaea: conjugation, transformation, and trans-
duction.3,13,14 Conjugation concerns plasmid exchange through a specialized struc-
ture called pilus. It is unidirectional in Bacteria (donor and recipient) and is
apparently bidirectional in certain Euryarchaeota.14 Transformation is the absorption
of soluble naked DNA present in the microenvironment by a recipient cell, and its
further inclusion (recombination), if compatible, in the chromosome. When diver-
gence between the two sequences is less than 25%, a homologous recombination
can occur (without chromosome size increase). Illegitimate integration of more
divergent DNA can increase the size of the recipient chromosome. Homology-
based recombination also increases recipient chromosome size. Natural transforma-
tion can be found in any eubacteria lineage, but has only been reported in 1% of
recognized eubacteria species (see Ref. 15 for review) and was never observed in
Archaea except in laboratory conditions, by chemical or physical induction.14 Trans-
duction is a horizontal gene transfer mediated by viruses. It is widespread in Eubac-
teria,16 while in Archaea, it has been reported in methanogens (Euryarchaeota)
only.14 Calling transduction, transformation, and conjugation sex is unsound and
true sex, with meiosis and syngamy, is only found in eukaryotes and never in
prokaryotes.3

Panmixia defines a population where zygotes (eggs) are produced by the random
syngamy (union) of available sexual cells. It can thus only occur in eukaryotes if
any. Then, talking about panmictic bacteria is inappropriate as well. The genetic conse-
quence of panmixia is the establishment of the famous HardyeWeinberg (HW) geno-
typic proportions of the form p2, 2pq, and q2 (for two alleles of frequencies p and q).
These proportions are only expected to be approximately met in populations of highly
mobile monoecious individuals with panmictic sex. Consequently, talking of panmixia
for a microbe is also fairly unsound.

Linkage disequilibrium (LD) reflects the statistical association between different al-
leles at different loci in the genome. LD can be generated by virtually all evolutionary
forces. Besides the obvious physical linkage, selection, population structure (small
subpopulation sizes and migration), mutation, and reproductive system (except
panmixia) all have a positive impact on LD. Estimation and testing of positive LD
is a hard task, and only very strong signals are expected to be detected, the variance
of which is expected to be substantial.17,18 Furthermore, very strong interactions be-
tween sampling design, reproductive system, and population structure can
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considerably bias LD perception.19 Consequently, assessing reproductive systems
through LD measures is at best risky, and measuring it through the proportion of sig-
nificant LD tests found is definitely flawed. Small panmictic populations are expected
to display high levels of HD.

3. The Origin of Life, the Origin of Propagation,
and Recombination

Whether an RNA phase came before the DNA world is not discussed here, though
now much evidence advocate for a life on earth that arose from an RNA World.20

There is also a large consensus on the fact that all extant life is the descent of a
single ancestor.21 The last universal common ancestor (LUCA), also known as
the cenancestor,3 originated some 3e3.5 billion years ago.22 The emergence of
LUCA has probably followed a phase of extensive horizontal gene transfer
(HGT) between the different arising entities.10,21 The order of branching of Bacte-
ria, Eukaryota, and Archaea domains is controversial, one interesting hypothesis
being that eukaryotes emerged as the result of a symbiotic fusion of some bacterial
and archaeal lineages.23 Confusion finds its origin in the potentially important, dis-
turbing HGT believed to, occasionally or often, occur between prokaryotic organ-
isms.24 Evolution of meiosis is viewed by certain as a defense mechanism that
evolved against HGT to promote the best coordination between coevolved func-
tions. When chromosomes pair during meiosis, a number of mechanisms such as
repair, conversion, and recombination are triggered, allowing the elimination of
deleterious differences, which is viewed as a protection against HGT.10 Neverthe-
less, meiosis probably arose from mitosis, which is also specific to eukaryotes.3 Ac-
cording to this author, SR appeared about 850 million years ago as a cell cycle
repair mechanism to correct accidental polyploidy. Many of enzymes involved in
meiosis have related enzymes in prokaryotic tool kits for controlling replication fi-
delity (rescue of broken or stalled replication forks, recombination, or mismatch
corrections).3,12

Consequently, clonality evolved first (whether prokaryotes appeared first or not),
but recombination probably arose soon after or at the same time to control for inten-
sive HGT and/or polyploidy, and this was followed then by SR in eukaryotes. It is
noteworthy that SR emergence is not presented as a response to a changing environ-
ment (red queen hypothesis) or to prevent Muller’s ratchet of deleterious allele accu-
mulation (e.g., see Refs. 1,8 for review) but as a mechanism for restoring genomic
harmony after replication mistakes or any DNA damage. The fact SR did not evolve
in prokaryotes probably comes from the constraints resulting from their particular
peptidoglycan envelope said to act as a “chastity belt.”3 It is nevertheless a proof
that SR is by no means a necessity to adapt to variable environments or fight against
Muller’s ratchet.

Microbes represent the major part of genetic diversity on earth, most of which
is still represented by uncultivated organisms.24 Clonality is thus as old as
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life and widespread on earth. It does not evolve in competition with
recombination in the wide sense (it being sexual or not) but coevolves with it
in most situations.

4. Clonal Modes

As seen, prokaryotes have various ways to recombine and only one way to divide.3 On
the contrary, eukaryotes, and in particular pluricellular ones, have barely a single way
for recombination (if we exclude possible gene transfer through viruses or with endo-
symbionts) and many different ways to propagate clonally. Reviewing all these modes
would be tedious and unnecessary as most was already presented in a 2007 review.1 It
is interesting though to focus briefly on a particular family of clonal modes that
diverted SR to, so to speak, reintegrate back clonal reproduction. The different forms
of parthenogenesis that produce daughters identical to their mother (see earlier section)
correspond to that. These different parthenogenesis modes are obviously those that
attracted most attention of evolutionary biologists working on the evolution of sex,
in particular the famous asexual scandal of bdelloid rotifers.25,26 In fact, fixed clonality
has rarely been demonstrated, but the coexistence of both systems is much more the
rule as in aphids, other rotifers (except purely sexual acanthocephalans), cycliophor-
ans, and many others.1 The fact that it must have been a real challenge to divert meiosis
apparatus and that this nevertheless evolved many times in complex eukaryotes ap-
pears as a spectacular illustration of how costly SR must be, hence the impressive
amount of works dedicated to this issue (see following sections).

De Meeu

ˇ

s et al.1,2 found it convenient to classify organisms according to the kind of
cycle these are involved in with regard to clonal propagation. We stick to this classi-
fication in the following. This classification separates four kinds of cycles: (1) the
purely sexual cycle (Sex) corresponds to organisms that can only reproduce through
SR; (2) complex life cycles with an instantaneous clonal phase with only one
(I) clonal generation per cycle; (3) complex life cycles with several generations of
asexuality (S) where the clonal phase involves more than one clonal generation, and
finally (4) life cycles where sexual reproduction is more or less frequent (or even ab-
sent) with an acyclic pattern (A). In cases 2 and 3 (i.e., I and S), and for all surviving
individuals, SR must intervene at one point in the cycle to form zygotes. In case 4 (A),
the life cycle is not defined by a regular pattern of sexual or asexual reproduction. Case
1 (Sex) is typical of vertebrates, especially mammals and birds but also cestodes, most
arthropods, or nematodes. Cycle 2 (I) applies to all species with polyembryony and
many budding species. For example, this cycle is typical of trematodes (flukes).
Case 3 (S) is typical of aphids, monogonont rotifers, cladocerans, many fungi, and
most Sporozoa (parasitic unicellular organisms, including the malaria agents Plasmo-
dium spp.), and probably Leishmania (see Ref. 27). Finally, case 4 (A) is common in
plants and unicellular organisms. In particular, it is found in strictly clonal organisms,
or at least those organisms in which sex is unknown, such as bdelloid rotifers, imper-
fect fungi (e.g., Candida albicans), Parabasalia (Trichomonas vaginalis),
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Metamonadina (Giardia lamblia), parasitic amoebas, and Trypanozoma brucei gam-
biense, the agent of sleeping sickness.

5. Quantifying the Importance of Asexuality
in the Biosphere

There are two ways to comprehend this issue. In terms of described (known) species,
purely sexual species are the most represented.2 Nevertheless, there is an obvious bias
in accounting biological diversity through described species.28,29 As quoted earlier,
microbes (cycles S or A) represent the major part of genetic diversity on earth, most
of which is still represented by uncultivated organisms.24 It can thus be safely postu-
lated that organisms with a clonal phase represent the major part of biodiversity. If this
was accounted for in terms of energy devoted to clonality and SR on earth per second,
SR would probably look like an epiphenomenon. This should be trivial as the real way
to propagate life is through cell (hence asexual) division, while SR is in fact meant for
DNA repair and/or to control DNA replication fidelity.

The numeric importance of clonal parasitic eukaryotes was already reviewed.2

Whole described species again give a biased advantage to purely sexual species.
Nevertheless, a glance at the most documented human parasitic fauna completely re-
verses the tendency thus suggesting: (1) that parasite represent the most important part
of eukaryotic biodiversity and (2) that clonal species (i.e., using this mode at one stage
of their life cycle) are in majority among them. If Archaea and Bacteria are included,
known species number is useless. There are indeed more known bird species than the
sum of known Archaea and Bacteria, which is nonsense. Prokaryotes are so numerous
everywhere that estimating how much of its diversity specialized in parasitism looks
like an unreachable chimera. We can however suspect this number to be tremendous
regarding all bacterial diseases that can affect mankind (around 43 after a quick and
dirty look in the web). For eukaryotic parasites alone, it was estimated that more
than a billion people are affected by such kind of diseases,2 some of which figure as
the most severe ones (e.g., malaria). Clonality in infectious disease cannot thus be
treated lightly.

6. Genetic Consequences of Asexuality

This issue was reviewed many times (e.g., in Refs. 1,2,7,9,25,30e43), so we will be
brief and stick to the essential. In haploid organisms, clonality tends to increase statis-
tical associations between the different loci of the genome irrespective of their loca-
tion. In pure asexuals, this should end up with the presence of numerous repetitions
of certain clones, hence of the same multilocus genotypes (MLGs). Depending on pop-
ulation structure, MLG diversity will vary from low (e.g., a single MLG) to high vari-
ability (several MLGs). As linkage is total, MLGs can be considered as the different
alleles of a single locus. If no SR is involved, it is expected that the different MLGs
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that can be maintained can potentially be highly divergent. This may represent a prob-
lem because at a given level of divergence, it is probable that adaptive differences will
arise. Moreover, especially in small subpopulations that are not expected to maintain
much equivalent different MLGs, the stable maintenance of highly diverged MLGs of
the same “species”might reflect more an ecological divergence, for example, the coex-
istence of different ecotype or species, than a simple genetic polymorphism. When
some SR is involved, the combination between drift, reproduction, and sampling ren-
ders difficult the interpretation of the patterns of genetic variability in haploids. This is
also true for diploids even if heterozygosity can be helpful to that respect. When the
amount of SR is large enough, populations display patterns of genetic variability close
to that observed for purely sexual (but not necessarily panmictic) populations.

In diploids, haplotypic consequences are similar but here, in the absence of SR, the
two alleles of a lineage will continuously diverge since the last SR event. Conse-
quently, as illustrated in Fig. 5.1, divergence between the two alleles of the same

Figure 5.1 Illustration of the Meselson effect. In (A), the evolutionary relationships among
three asexual diploid lineages are represented (L1eL3). The genetic divergence is also
represented with varying colors providing the two alleles present in each taxon (alleles a and b).
If we develop the tree corresponding to all DNA sequences (all alleles) as in (B), it is easily seen
that the maximum divergence is obtained between the two alleles of each individual representing
each lineage. This is what is expected in ancient clones and can be used as a criterion for
detecting a long absence of sex in a group of taxa (the Meselson method).
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individual will be higher than mean divergence between lineages. This is the Meselson
effect.25,26 Another way to see it is that in lineages that have stayed clonal for a suf-
ficient amount of time, all loci will be heterozygous for all individuals. Genomic fixed
heterozygosity can thus represent an unambiguous signature of full clonality. The
Meselson effect has been evidenced in T. brucei gambiense.44 The discovery that bdel-
loid rotifers are degenerate tetraploids that probably came from an ancient hybridiza-
tion and might not illustrate a Meselson effect after all makes T. brucei gambiense the
only proven example of such a phenomenon.

Another consequence of clonality, when total, is that mutation rates are lowered
(e.g., Ref. 45 and references therein), because meiosis generates more errors than
mitosis. This might have long-term consequences but have not been much explored
so far to our knowledge.

7. Evolution and the Paradox of Sex

The paradox of sex essentially concerns parthenogenetic multicellular organisms and,
as explained earlier, microbes are not concerned. This has been the subject of an
impressive amount of literature and, except plant parasitic arthropods (insects, mites)
and nematodes, very few animal parasites are parthenogenetic (some nematodes, gyro-
dactylid monogens, rare cestodes, and trematodes).1 It would be useless to do some-
thing more than a short reminder here. Parthenogenetic females produce twice as
many offspring as sexually reproducing females that need to produce half “useless”
males, which themselves cannot produce eggs. This has been named the twofold
cost of sex.46 Consequently, parthenogenetic females should quickly invade the whole
planet. There are several reasons why this is not so, most of which are not exclusive
and probably account together for the maintenance of sex in such situations.

First of all, as mentioned earlier, the hijacking of SR for producing clonal descents
is probably extremely difficult and the diversity of tricks that evolved to achieve it,
sometimes through extremely (at least in appearance) odd means, can be the sign of
how difficult it is to reach that point. For instance, automictic parthenogenesis with
fusion of two polar bodies illustrates this last point (see Fig. 3b in Ref. 1). The rarity
of emergence of parthenogenesis, apparently restricted in few lineages (but this can be
misleading because of biases in the intensity of work devoted to certain groups), can
thus largely be explained by such constraints. For instance it seems impossible to
evolve in mammals or in birds.

Secondly, the problem only arises for populations that exclusively reproduce either
sexually or parthenogenetically and for which these two morphs compete for the same
resources. This might be rare. Some aphids might correspond to this, as for instance
Rhopalosipum padi,47 though it is not well established how similar the ecological
niche of these two morphs is.

According to the red queen hypothesis,48 pure parthenogenetic females cannot effi-
ciently fight against the continuously evolving aggressors (parasites and predators) or
victims (preys or hosts) as compared to sexual females that produce many different
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combinations of offspring at each generation.25 This hypothesis alone has two impor-
tant drawbacks. First, in pure sexuals, the best combination is lost at the next genera-
tion. Second, most populations are not that polymorphic, are often small, and thus
inbred. The possible combinations created by SR might not be that diverse or new.

Muller’s ratchet49 imposes to parthenogenetic lineages an accumulation of delete-
rious mutations that could lead to an eventual collapse of such lineages as compared to
sexual lineages where deleterious mutations are more efficiently removed. This model
alone also has two drawbacks. First, it requires several generations to work efficiently,
and might even be almost silent in diploids. Second, as mentioned earlier, small sexu-
ally reproducing populations might also be affected by Muller’s ratchet.

Finally, as mentioned earlier and elsewhere,50 SR may also be viewed as a resetting
process that evolved to restore the best combinations, a purpose for which it indeed
evolved for in the first eukaryotes. Such a view has also the advantage to explain
why SR often concerns genetically related partners, hence the evolution of reproduc-
tive isolation often observed in pluricellular eukaryotes.29

8. Clonal Microevolution

This aspect can be tackled differently depending on what kind of genetic information
we are dealing with: neutral variation, and its use as a signature of demographic events,
and variation under selection.

8.1 Neutral Loci Variability in Clonal Populations (Population
Genetics Structure)

Neutral variation and its distribution in time and space can be used to make useful in-
ferences on the population biology of the targeted organisms. Under certain hypothe-
ses, several inferences can be made with regard to population size, dispersal, and
reproductive mode. Most tools were developed for sexual species but several works
have made available equivalent tools for clonal populations.2,30,31,43,45,51,52 In that
case, special care must be given to how to deal with MLGs. For A cycles, complete
data sets must be kept. For I cycles, it was shown that besides analyzing complete
data sets, population subdivision is better assessed if only a single representative of
each MLG is kept.53,54 For S cycles, all depends on where in the cycle individuals
are sampled. A strategy similar to the one used for I cycles is to be used if individuals
are sampled early after the last SR event. If individuals are sampled after a substantial
amount of clonal generations, then a strategy similar to the one used for A cycles is to
be preferred. Nevertheless, applying both strategies and comparing the results cost lit-
tle and might represent the best option.

For A cycles, if clonal reproduction is so prevalent that no perceptible signature of
any SR can be noticed, then tools specific to that situation should be used for ecolog-
ical inferences. This of course must take into account some basic knowledge of the
population. When the population can be assumed to be strongly subdivided in
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numerous demes, it was shown that the number of migrants can be estimated through
the formula55,56:

Nðmþ uÞ ¼ � 1þ FIS

4FIS
(5.1)

where N is the clonal subpopulation size, m is the proportion of migrants that each
subpopulation contain, u is the mutation rate, and FIS is Wright’s fixation index31,57

measuring inbreeding within individuals relative to inbreeding between individuals. In
that case, estimating N and m independently, even if we assume u negligible as
compared tom, is not easy and will require further studies. When the population can be
assumed to comprise only two subpopulations, then more precise estimates can be
made58:

N ¼ � 1þ FIS

8uFIS
(5.2)

and

m ¼ 1
2

"
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FST

FST � 4uFIS

r #
(5.3)

where FST is Wright’s fixation index measuring the between individuals inbreeding
within subpopulations relative to inbreeding between subsamples. It also requires
knowledge of u. Finally, when subpopulations are assumed completely isolated, their
clonal size can be estimated as59:

N ¼ �1þ FIS

4uFIS
(5.4)

Now if some SR influences the distribution of genetic diversity, then it is usually
wiser to use classical population genetics tools31 except for cases of extremely rare
SR events where the behavior of most parameters is odd and thus where inferences
can only be very general.30 Similar advice can be given for I and S cycles if individuals
studied are sampled just after SR. Finally, mutation rate can be extrapolated from the
literature regarding the kind of markers used. Nevertheless, it is now known that
mitotic mutations are rarer than meiotic ones. For instance, microsatellite mutation
rate is more likely around 10�5 in clonal populations than an average uw10�4 that ap-
plies to sexual populations.45

8.2 Selection and Adaptation in Clonal Populations

The vast majority of mutations are neutral or deleterious.60 Extensive study of such
mutations has explained the genetic diversity in many populations and has been useful
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for inferring population parameters and histories from data as explained earlier. Yet
beneficial mutations, despite their rarity, are what cause long-term adaptation and
can also dramatically alter the genetic diversity at linked sites (e.g., Ref. 61 for a re-
view). Unfortunately, our understanding of their dynamics remains poor, especially
in asexual populations.

Adaptation by natural selection occurs through the spread and substitution of mu-
tations that improve the performance of an organism and its reproductive success in a
particular environment. This happens, for example, when, in a pathogen, an allele in-
creases in frequency in the population because it confers a certain degree of resistance
against a particular drug. Most early works on the dynamics of adaptation in asexual
populations considered that beneficial mutations only occurred very rarely.62,63 Under
such circumstances, the rates of adaptation of asexual populations is the same (all else
being equal) as that of sexual populations and depends only on the time separating the
appearance of two beneficial mutations. This conventional model, known as the “pe-
riodic selection” model remained a very influential theory until the 1990s, and so
despite the previous classical works of Muller64 that clearly showed that the dynamic
of adaptation in sexual and asexual populations could be very different when beneficial
mutations were common.

One particularity of the dynamic of adaptation of asexual populations when bene-
ficial mutations are common is that beneficial mutations that have arisen independently
in different individuals cannot recombine and therefore have to compete for fixation.
This effect is called “clonal interference.”65e67 To date, two main models of clonal
interference have been proposed: (1) the one-by-one mutation model65 and (2) the mul-
tiple mutations model.66,67 These two models differ in how and where new beneficial
mutations appear. We do not enter into the details of these models here and we advise
readers to refer to cited references for more details. We simply want to stress that, un-
der the two models, beneficial mutations enter into competition and some beneficial
mutations are therefore “wasted” during the process of adaptation.65,68e70 This leads
to a slowdown in the rate of adaptation in purely asexual populations as compared
to sexual populations. Note that a similar effect was described for sexual populations
in the case of physically linked genes and was called the HilleRobertson effect.71

Clearly, a complete picture of adaptation in asexual populations should also include
the impact of deleterious mutations. They indeed play an important role in adaptation
because their presence influences the fate of beneficial mutations, and consequently
affects the strength of clonal interference.72e74 It is indeed well established that dele-
terious mutations can cause a severe reduction in the adaptation rate, as a consequence
of reducing the effective population size. The simplest situation corresponds to the
case in which only beneficial mutations that occur in individuals that are mutation-
free contribute to the adaptive process.

We have here mainly focused on complete clonal organisms (life cycle A with
100% clonality). As shown all along this chapter, clonal reproduction occurs under
several forms and in several life cycles. Models analyzing the dynamic of adaptation
under such life cycles have not been done yet but we think that, as soon as a bit of
recombination occurs, the dynamic of adaptation will be similar to the one described
by models dealing with the problem of interference (or HilleRobertson effect) in
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sexual organisms. However, since pure sexuals tend to lose the most beneficial com-
binations built in previous generations, clonal populations with rare sex probably
display much more efficient adaptive dynamics. A rare sexual event can build an
“optimal” combination that will be easily and faithfully propagated by clonal repro-
duction. This might help understanding the formidable adaptive speed of microbes
and in particular pathogenic microbes.

9. Conclusions

Clonal reproduction is as old as life itself and is widespread in the living world. Sexual
recombination appeared in Eukaryota, after this group evolved mitosis (a prerequisite
for meiosis), not as a propagation tool alternative to clonal reproduction, but as a
repairing tool to preserve the most harmonious combinations of the numerous genes
necessary to build a eukaryotic cell. Sex is totally linked to propagation only in two
pluricellular lineages (Metazoa and Metabionta). Only in those complex lineages,
SR can be in competition with clonal reproduction, under certain precise circum-
stances. Clonality is the most important propagation mode used by pathogenic agents
and its genetic consequences must be understood precisely, though SR or recombina-
tion is also very important to take into account for those diseases that practice it. When
SR is so rare that no signature can be found in the genetic architecture of populations,
some specific patterns arise as presence of multilocus repeated genotypes and, for dip-
loids, fixed heterozygosity. These patterns can be exploited for demographic infer-
ences using specific tools. If SR has even a small influence, then classical tools of
population genetics can be used to infer subpopulation sizes and dispersal. It is thus
possible to infer population sizes and dispersal for clonal parasites with the study of
variable molecular markers, which is good news as the populations of such organisms
are difficult to study directly. Such information can be vital to understand the epidemi-
ology of diseases.

Although purely sexual populations are at a theoretical advantage as compared to
purely asexual lineages as regards the dynamics of adaptation, things become less clear
if the most general case is taken into account. Clones with more or less rare sex (or
recombination) may indeed represent an extremely efficient (and hence widespread)
way to adapt to the environment. This helps explaining the speed at which pathogenic
agents respond to defense mechanisms, including pharmacologically mediated ones,
of their victims.

Abbreviation List

HGT Horizontal gene transfer
HW HardyeWeinberg
LD Linkage disequilibrium
LUCA Last universal common ancestor
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MLG Multilocus genotype
SR Sexual recombination
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1. Coevolution of Host and Pathogen

1.1 Introduction to Coevolution of Host and Pathogen

No species is an island: every individual organism is in constant interaction with other
species around it, whether it is with prey, predators, herbivores, competitors,
mutualists, pollinators, or pathogens. These biotic interactions often have large effects
on individual fitness and can significantly alter the evolutionary trajectory of a popu-
lation. Importantly, selection imposed by species interactions can drive genetic diver-
gence between populations and maintain diversity both locally1e3 and globally.4e7

This is because a given genotype might have a very different fitness in the context
of one environment/community than another, as the species and genotypes with which
it will interact in each environment/community are likely to differ. When biotic inter-
actions drive reciprocal change in both populations, as one species imposes selection
on the other and vice versa, the species are said to be coevolving.8

Coevolutionary dynamics between hosts and pathogens have been perhaps the most
well-studied interspecific interaction. This is due to the tight coupling of the two
players and the implications of these dynamics for understanding the structure of com-
munities,9 population dynamics,10 the maintenance of sexual recombination,11 and the
trajectory of species invasions.12 Recent research on hosteparasite interactions has
indicated that coevolution occurs in relatively short time periods13e17 and that the tra-
jectories of coevolution are strongly influenced by the spatial structure of
populations.5,18e20 For those hostepathogen interactions in which there is an under-
lying genetic basis to infection, both the size and genetic make-up of the pathogen pop-
ulation at any point in time will be a function of the frequency, and in many cases
density, of susceptible host genotypes in previous generations. Similarly, the probabil-
ity that a given host will become infected is a function of the frequency of pathogen
genotypes in the population that can infect it, which is again determined by past geno-
type frequencies in both populations. Accordingly, each population acts as a moving
target for the other, and it is these dynamic changes of one population in response to
another that can maintain polymorphism over time, as different alleles will be favored
in one generation relative to the next.1,21,22

In this chapter, we first discuss the process of hostepathogen coevolution. We then
outline common methods for examining pathogen adaptation to hosts, and host
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response to pathogens and highlight a few key examples to illustrate that this process is
both common in nature and critically important in explaining the amount of genetic
variation found on the planet. Finally, we discuss the implications of coevolution
and summarize the importance of studying coevolution.

1.2 Antagonistic Coevolution

Pathogens, by definition, have deleterious fitness effects on their hosts and thus have
the capacity to act as major selective forces on host populations. At the same time,
pathogens are often reliant on their hosts for some stage of their life cycle, and so any
change in the host population will have strong effects on the pathogen population.
This interaction between host and pathogen will have different outcomes depending
on factors ranging from the degree of pathogen specialization to the abiotic environ-
ment in which the interaction occurs. The interaction is not always a coevolutionary
one; in some cases, selection only acts on one partner. For example, a generalist path-
ogen may sweep through a small population of a rare host species and significantly
alter the host dynamics without being changed itself. Evidence from associations be-
tween Arabidopsis host populations and the generalist pathogen, Pseudomonas syrin-
gae suggests that the pathogen is maladapted to this host, a result that may be
explained by decreased selection on the parasite population to infect this relatively
ephemeral host.23 However, due to the tight genetic interaction between many hosts
and pathogens, an evolutionary change in one partner is likely to cause evolutionary
change in the other, leading to ongoing coevolution. Therefore, a general definition
of hostepathogen coevolution is the reciprocal evolution of interacting hosts and
pathogens.

Hostepathogen coevolution is usually antagonistic, since an increase in fitness of
one player typically leads to a decrease in fitness of the other. For example, hosts
may evolve resistance (incurring higher fitness in the face of harmful pathogens)
and pathogens may evolve counter infectivity. Such antagonistic coevolution may
be either directional or cyclical (see Box 6.1). If it is directional, hosts and parasites
evolve ever mounting resistance and infectivity in the form of an “arms-race”: where
future types are more resistant and infective than their ancestors.13,24,25 This type of
coevolution is typical of the interaction between bacteria and bacteriophage, and plants
and their pathogens. In its simplest form, this type of directional, arms-race coevolu-
tion will lead to the extinction of one player or the other, as genetic variation is ulti-
mately exhausted. However, in cases where there are significant costs to resistance
and infectivity, these dynamics can be continuous and cyclical, as costs build up,
and the “arms-race” crashes.26 An example of such a crash is the modification of a
host-cell receptor to stop a pathogen binding. The modification of the receptor may
have some negative effect on the function of the receptor, and therefore affect the
fitness of the host organism. The pathogen would have increasing costs associated
with a reduction in its ability to bind to the receptor and so fewer successful infections.
The modification of the host receptor may continue up to a point where the negative
fitness effects would be so great that sensitive hosts with fully functioning receptors
would be fitter than the resistant host. The cycle would then restart.26 Although it
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Box 6.1 Infection Genetics

One critical determinate of hostepathogen coevolutionary dynamics is the un-
derlying genetic interaction between them. Theoretical work has shown that tight
genetic specificity for infection can lead to oscillations in genotype frequencies:
that is, Red Queen dynamics, and the long-term maintenance of genetic diver-
sity.39,40 These oscillatory dynamics are key to many central theories regarding
hosteparasite coevolution, including both local adaptation (LA) and the mainte-
nance of sexual reproduction.34,36,41,42 Two models describing infection speci-
ficity in hosteparasite interactions have been highly supported, although
numerous others exist.
The first model is the matching alleles model (MAM); based upon a system of

self/nonself-recognition molecules, where hosts can successfully defend against
any parasite genotype that does not match their own.34,43,44 A parasite must spe-
cifically match host alleles at infection loci in order for it to evade detection by
the immune system and successfully infect the host. This model is typical of
many invertebrate immune systems. The MAM assumes that one parasite geno-
type will have a different subset of susceptible hosts than another parasite geno-
type such that infection success is determined by both host and parasite genotype.
The tight specificity leads to cyclical “Red Queen” dynamics. Evidence for this
model has come from work on Daphnia magna and its parasitic bacterium Pas-
teuria ramose, where parasite attachment rates were used to identify a high level
of parasite specificity across host genotypes.45

The second model, referred to as the “gene-for-gene model” (GFGM), predicts
that the interaction between parasite virulence loci and host resistance loci deter-
mines successful infection.46 The GFGM is based on resistance and virulence
genes found in plants and their pathogens, respectively, and is characterized
by directional “arms-race” dynamics.24e26 At an interacting locus, pathogens
can have either an avirulence or virulence gene, and the host will have either a
susceptible or resistance gene. A pathogen with an avirulence gene at an interact-
ing locus can infect a host with a susceptible gene, but not a host with a resistance
gene. A pathogen with a virulence gene can infect a host with either a susceptible
or resistance gene. There may be several loci involved the interaction, so initially
at the start of a coevolutionary interaction a parasite may have several avirulence
genes and the host has entirely susceptible genes. The host would evolve resis-
tance at one locus and the parasite would subsequently gain a virulence gene.
This process would continue at other loci until, in the absence of costs associated
with infectivity and resistance, parasites become supergeneralists, infecting a
wider and wider range of host genotypes, and hosts become generally resistant
to wider and wider range of parasite genotypes.13,24e26

The MAM and the GFGM are probably two ends of a spectrum, and the inter-
action between most hosts and pathogens is likely to lie somewhere between the
two extremes with some degree of specialization and some generalization. This
may be due to costs in the GFGM. Under the GFGM gaining, several virulence

Continued
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Box 6.1 Infection Geneticsdcont'd

and resistance genes may be costly to the parasite or host, which may prevent
supergeneralists fixing in the population with virulence or resistance genes at
every locus.26 The cost would give a fitness advantage to a host with susceptibil-
ity genes in the presence of a pathogen with the corresponding virulence loci.
Once hosts with susceptible genes increase in frequency, selection will favor
pathogens with avirulence genes, as these can also infect the common susceptible
hosts, but do not carry any costs associated with virulence. This will lead to
cyclical dynamics like those seen in the MAM.26 Models since 2000 have sug-
gested that a combination of the two models might capture more biological real-
ism and relax the assumptions required for the maintenance of genetic diversity
by parasites.47e49 For example, in one model, the pathogens have full infectivity
on matching genotypes, as assumed under the MAM, but there is a continuum
where other genotypes can be infected as under the GFGM except the parasites
have lower fitness and the host suffers less than they would if the genotypes fully
matched.47 In this model, any departure from a pure GFGM led to cyclical dy-
namics, as under the MAM.
Understanding how successful infection is determined at the genotypic level is

critical in understanding how disease spreads through a population. Specifically,
if infection success is based solely on host resistance or parasite virulence, as is
true under the strict GFGM, virulent parasites should quickly sweep through any
susceptible host populations and infect most of the host population.26 Alterna-
tively, if infection success is determined by an interaction between host and para-
site genotype, as is true under the MAmodel, only a subset of host genotypes will
be infected, and only a subset of parasite genotypes will be infective at any given
time. Testing the underlying assumption of tight genetic specificity for infection
has thus far produced mixed results. Although it is clear that there exists a great
deal of natural variation in host resistance and parasite infectivity,50e54 it is less
clear whether specific hostegenotype by parasiteegenotype interactions typi-
cally govern the outcome of infection.55

Evidence from natural populations of hosts and parasites has shown that inver-
tebrate host resistance is often highly specific to parasite genotype.56e59 How-
ever, results from experiments in which parasite specificity is selected upon
via experimental passaging on single host genotypes have produced mixed
results. For example, when the trypanosome parasite, Crithidia bombi, was
passaged through individuals from a colony of worker bees, the parasite did
not gain infectivity on its own colony but did lose infectivity to other, allopatric
colonies.60 Similar results were found when an RNA bacteriophage was
passaged through novel genotypes of bacterial hosts.61 It is therefore becoming
clear that increased specificity is not always indicative of genotype-by-genotype
interactions. When a bacterial parasite, Holospora undulate, was passaged on
host lines of the protozoan host Paramecium caudatum, for example, no host
line by parasiteeline interactions were found despite evidence for increased
infection success on sympatric hosteparasite combinations.62
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remains unclear how ubiquitous these costs to resistance and infectivity might be, there
is strong evidence that host resistance is costly from at least a few studies27e30 and that
parasite virulence is costly from a few others.31e33

Cyclical coevolution, on the other hand, occurs when successful infection of a host
requires specific genotypic matching of pathogens. For example, host A is susceptible
to pathogen A but not pathogen B, and host B is susceptible to pathogen B but not
pathogen A (Box 6.1). Under this scenario, resistance and infectivity do not increase
through time, as no parasite is universally virulent and no host is inherently more resis-
tant than another. Instead, all fitnesses are determined by the frequency of “matching”
genotypes in the population. Under this scenario, pathogens will evolve to infect the
most common host genotype, giving rare hosts an advantage.22,34,35 These rare geno-
types might increase in frequency until they become common and eventually the target
of local pathogens. These cyclical dynamics are often referred to as “Red Queen” dy-
namics36 after the character in Lewis Carroll’s Through the Looking Glass who ex-
plains to Alice that, in Wonderland, “it takes all the running you can do, to keep in
the same place.”37 Similarly, populations of hosts and pathogens are engaged in a con-
stant coevolutionary battle but are, on average, maintaining the same fitness with
respect to one other. The Red Queen metaphor is also used more generally to describe
antagonistic coevolution whether dynamics are cyclical or directional.38

1.3 The Evolution of Pathogen Virulence

Although it is intuitively clear that pathogens might harm their hosts as a by-product of
passing themselves on from one generation to the next (e.g., by redirecting host re-
sources away from host reproduction and into pathogen reproduction), it is less clear
why there are more virulent pathogens that kill or sterilize their hosts. The dilemma
arises because an increase in pathogen fitness, via greater within-host reproduction,
might lead to a decrease in fitness via lower rates of transmission, if the host becomes
too sick to interact with other hosts or spread infectious propagules into the environ-
ment. This “trade-off hypothesis” is the most popular evolutionary explanation for
why pathogens often do not reach their maximum reproductive potential.63e65 In-
creases in virulence can accompany shifts to new host populations or species,66 drastic
changes in host population size or structure,67 or competition with other patho-
gens.68,69 However, ongoing coevolution between host and parasite populations is ex-
pected to lead to decreased virulence, as fitness of both populations is optimized.

Evidence for decreased virulence over time has been demonstrated in experi-
mental populations of Red Flour Beetles, Tribolium castaneum, and the microspori-
dian parasite, Nosema whitei. After only 11 generations of experimental coevolution,
parasite lines became less virulent, as measured by host mortality, without losing
their ability to infect hosts.70 Further evidence comes from experimental systems
of bacteria and plasmids (circular strands of DNA often carried by bacteria that
can carry beneficial genes, such as those conferring antibiotic resistance). Plasmids
can be considered parasitic in that hosts harboring these elements suffer a reduction
in growth rate, possibly due to the additional expression of plasmid products, which
competes for the host ribosomes with the expression of host genes.71 In an
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experimental study,72 the costs of carrying a plasmid were reduced during experi-
mental evolution, albeit via changes in the host only. A different study demonstrated
that genetic changes in both the host cell and the plasmid lead to increases in repro-
ductive fitness of the host cell.73

Aside from the trade-off model, there have been several other theories to explain
the evolution of virulence. Some have suggested that mixed infections of different
pathogen genotypes within a single host may have important effects upon virulence,
in some cases decreasing virulence while in others increasing it.64,74 Models where
virulence increases have a similar assumption to the trade-off model: selection will
favor the parasite with the fastest within-host growth rate, rather than a more prudent
host exploiter. The parasite with the faster growth rate is predicted to outcompete the
slower growing parasite and to have a higher probability of transmission, leading to
the evolution of higher virulence than that expected for single infections. Alterna-
tively, if parasites produce a “public good” that are utilized by all the parasites within
a host, mixed infections may select for cheating behavior because of low relatedness
(i.e., they are different genotypes) between parasites.75 Examples include sidero-
phores,76 which are iron-scavenging molecules in bacteria, and coat proteins in vi-
ruses.75 Such molecules may be costly for a parasite to produce. If a parasite
“cheats” and does not produce them, but uses the molecules produced by a
competing parasite, it does not pay the costs but gains the benefits, giving it a higher
growth rate or competitive advantage. Such cheating behavior will therefore have a
selective advantage, and the cheats will increase in frequency.76 However, if there are
too many cheats, there will not be enough parasites producing the “public goods” to
support all the cheats, decreasing the growth rate of the parasite population, and ul-
timately its virulence.77

At an even greater extreme, initially parasitic organisms may evolve to benefit the
host by increasing the host’s fitness, changing the interaction to a mutualistic one.78

There is evidence for this type of transition between a grain weevil, Sitophilis zeamais,
and a bacterial mutualist, S. zeamais primary endosymbiont (SZPE). The genome of
SZPE encodes a type III secretion system, and expression of these genes coincides
with the timing of bacteriome infection within a developing weevil.79 It is likely
that the ancestor of SZPE was originally pathogenic, as type-III secretion systems
are found in a diverse range of bacteria pathogenic to plants or animals, including Sal-
monella spp. and Pseudomonas spp.80 and are used by these pathogens to invade the
host cell.81 It is likely that through the course of evolution, SZPE has evolved to
become a mutualist, but still uses the same method to enter its host as its ancestral path-
ogenic bacterium did.79

It is important to note that virulence is not necessarily a fixed characteristic of a
pathogen. Rather, virulence is often context dependent and can be influenced by
host condition,82,83 host density,84,85 or interactions with species at other trophic
levels.86 Understanding the evolution of virulence is critical to understanding the pro-
cess of hostepathogen coevolution because the magnitude of parasite-mediated selec-
tion on host populations is a direct function of both pathogen prevalence, which
determines the likelihood of becoming infected; and pathogen virulence, which deter-
mines the fitness cost of being infected.
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2. The Process of Antagonistic Coevolution

2.1 Introduction to the Process of Antagonistic Coevolution

There are several factors that are thought to affect the dynamics of antagonistic coevo-
lution, including both biotic and abiotic factors. The biotic factors include the genetic
basis of hostepathogen interactions,26,34 mutation and recombination rates,87 genera-
tion time,87 and interactions both with other parasites and with the host
microbiome.88e90 Abiotic factors include environmental productivity and barriers to
gene flow. Other factors, such as migration rate, may be a combination of biotic and
abiotic effects. Together, these factors may affect the mode and tempo of coevolu-
tion,91 or may give either the host or pathogen an evolutionary advantage over the
other. When either the host or parasite population has an evolutionary advantage
over the other, it can rapidly adapt to changes in its local coevolving partner. Theory
predicts that the parasite will, more often than not, have the evolutionary advantage
over the host due to its typically higher migration and mutation rates, which increase
the genetic variation on which selection can act, and faster generation times, which in-
crease the speed of selection.87,92,93

2.2 Migration, Mutation, and Recombination

The supply of new genetic diversity plays a crucial role in shaping coevolution. For
hosts and pathogens to coevolve, there needs to be a constant input of new alleles
upon which selection can act as one population responds to changes in the other. Ge-
netic diversity may be increased by mutation, recombination, or migration rates, all of
which can be affected by population size. Mutation and recombination have the poten-
tial to generate novel genetic diversity within a population. Migration can also intro-
duce novel alleles if there is spatial structuring. For example, populations are often
thought to exist as metapopulations (populations divided into discrete subpopulations),
resulting from environmental factors such as differences in productivity or geographic
barriers. Coevolution may then drive divergence between subpopulations, as they
follow different coevolutionary trajectories.4,94,95 Low rates of migration will intro-
duce variation from one subpopulation to another, but high rates of migration might
decrease genetic diversity as the metapopulation becomes homogenized. Population
size is also related to diversity, but indirectly. A large population will have a higher
total number of mutants and migrants than a smaller population, when the mutation
and migration rates are equal; and it will also reduce the chances of beneficial muta-
tions being lost by drift.96

If mutation, recombination, migration rates, and population sizes are equivalent be-
tween hosts and parasites, then they are predicted to coevolve together at similar rates.
An increase in any of these factors for both coevolving organisms is predicted to in-
crease the rate of coevolution, as they will increase the genetic supply rate, shortening
the time for reciprocal adaptation to occur. It is more likely, however, that these factors
will differ between host and parasite populations, giving one of the coevolving part-
ners an evolutionary advantage. Since parasites typically have higher mutation,
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recombination, migration rates, and larger population sizes, they can rapidly respond
to changes in local host populations and are predicted to be ahead in the
coevolutionary race.10,92,93,96,97

2.3 Generation Time

Generation time is also thought to be an important determinant of rate and strength of
coevolution. A shorter generation time allows favorable genotypes that have arrived in
the population by mutation, recombination, or migration to rapidly increase in fre-
quency.87 In most cases, parasites have shorter generation times than their hosts.
Although conventional wisdom suggests that the coevolving partner with the fastest
generation time gains an evolutionary advantage, theoretical predictions, and empirical
data suggest that this may not always be the case.87,97 A faster generation may allow an
organism to become rapidly adapted to host, but this may come at a cost of purging the
genetic diversity of a population, if the supply of new genetic diversity is limited by
low mutation, migration, or recombination rates. If the host subsequently adapts to
the parasite, the parasite is less able to counteradapt, due to its low genetic diversity.

2.4 Environmental and Community Context

In addition to the factors influencing the rate of population change outlined earlier, the
trajectory and outcome of hostepathogen coevolution will be strongly influenced by
both the community context and the abiotic environment in which it occurs. The
geographical mosaic theory states that coevolution is shaped by three genetic and
ecological attributes of species interactions: coevolutionary hot spots and cold spots,
whereby the intensity of reciprocal selection among populations differs; selection mo-
saics, whereby the structure of the interaction differs among environments; and remix-
ing of coevolved traits, whereby gene flow, mutation, genetic drift, and local extinction
result in a continual reshuffling of coevolved genes among populations.5,98 This
geographic variation can result from genetic divergence among populations and/or
by differing abiotic or biotic environments.

Among the more obvious examples of biotic factors that might alter the outcome of
coevolution across a geographic mosaic are (1) the presence of alternate host species
for more generalist pathogens, (2) the prevalence of other parasite species within a
community, and (3) the presence or absence of final host species for parasites with
complex life cycles or hyperparasites (i.e., parasites that infect parasites). For example,
coevolution between polyphagous insects and their parasites is likely to be influenced
by the plant upon which the insect feeds. The plant environments may differ in regard
to chemistry, architecture, or palatability; all of which could influence the fitness of
hosts, fitness of parasites, and the interaction between them (reviewed in Cory and
Myers99). Host plant environment has also been shown to influence the infectivity,
virulence, and transmission probability of nucleopolyhedrovirus among island popu-
lations of western tent caterpillars, Malacosoma californicum pluviale.100 A similar
result was found for the interaction between protozoan parasites, Ophryocystis elektro-
scirrha, and monarch butterflies, Danaus plexippus L. across two milkweed species.86
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Variation in host plants is also likely to influence coevolution between bacterial path-
ogens and hyperparasites, such as bacteriophage. For example, a study of phage adap-
tation to natural populations of P. syringae on horse chestnut trees suggested that the
microenvironment within the tree host (surface vs. interior of leaves) determined the
magnitude of phage adaptation to local bacteria.101 For parasites with multiple hosts,
access to hosts can differ across space and therefore alter the coevolutionary potential
of interactions. An elegant example of this comes from a study of trematodes infecting
both the New Zealand mud snail, Potamopyrgus antipodarum and dabbling ducks. In
this case, coevolution between the parasite and its intermediate host, the snail, has been
shown to be disrupted in deep habitats within the lakes, as the parasite is unlikely to
reach the duck final host.102 These studies emphasize that the biotic environment, in
addition to the abiotic environment, can create selection mosaics across space.5

2.5 The Influence of the Microbiome on HostePathogen
Interactions

The role of the microbiome in shaping susceptibility to pathogens has been the focus of
considerable work103e105 including building empirical evidence across systems.106,107

Interactions between the host immune system and commensal members of the micro-
biome can have important consequences for hostepathogen interactions. For example,
transplantation of microbiota among bumble bee hosts dramatically alters their suscep-
tibility to the parasite C. bombi,108 and the microbiota associated with the arabidopsis
leaf has been shown to alter susceptibility to a fungal pathogen.90 Evidence from the
tick, Dermacentor andersoni, indicates that a bacterial member of the microbiota,
Rickettsia bellii, can shape host susceptibility to Anaplasma marginale, a tickborne
pathogen of livestock.89 Furthermore, pathogen effectors are known to play a role
in deregulating host immunity but have also been hypothesized to influence interac-
tions between the pathogen and host microbiota,109 so these interactions can be both
direct and indirect. In humans, the cytokine IL-22, which is produced by epithelial im-
mune cells in response to bacteria in the intestine, has been shown to play a role in
pathogen resistance but is also important in shaping microbiome composition.110 As
such, it is clear that our understanding of hostepathogen coevolution and the spread
of disease must take into account the microbiome, and the complex interactions be-
tween host genetics, the microbiota, and pathogen invasion will no doubt play a large
role in our understanding of hostepathogen coevolution as we move forward.

2.6 The Effect of the Abiotic Environment on Coevolution

The abiotic environment can play a key role in shaping coevolutionary interactions.
Studies with bacteria and phage have shown that increasing environmental productivity
can increase the rate of coevolution,111 and change coevolutionary dynamics from
cyclical to arms-race dynamics.112 This is probably due in part to each of three different
reasons: (1) the population density of the bacteria and phage is higher inmore productive
environments, increasing the effective population size, and so the supply of new
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resistance and infectivity mutations; (2) an increase in population size increases the
encounter rate and hence the strength of selection for new resistance and infectivity;
and (3) in a more productive environment, there are lower costs of resistance, due to
reduced competition for resources.111,112 Coevolution in differentially productive envi-
ronments has been shown to increase LAof phage to bacteria from the environment with
the same productivity, probably due to the different coevolutionary dynamics domi-
nating at different productivity levels.113,114 Similar effects of reduced productivity
on coevolution have been seen between bacteria and phage in soil, where coevolu-
tionary dynamics were cyclical in the relatively low nutrient soil environment,
compared to arm-races dynamics in standard nutrient-rich laboratory media.115

A further example of the abiotic environment shaping coevolutionary interaction
has been shown by the effect of stressful increases in temperature on bacteriaephage
coevolution.116 Coevolution reduced phage adaptation to higher temperatures, driving
them extinct, whereas phages were able to adapt to higher temperature in the absence
of coevolution. Again, this is probably due to similar mechanisms at play to those
involved in differences in coevolution between environments with differing productiv-
ity. Reduced phage population sizes and costs of infectivity, meant they could not
“keep up” with the coevolving bacteria and simultaneously adapt to higher tempera-
tures, leading to their demise.116

3. Testing for HostePathogen Coevolution

3.1 Introduction to Testing for HostePathogen Coevolution

Several different methodologies have been used to test for coevolution between hosts
and pathogens. Coevolution can be directly measured through time, but to successfully
do this, a system must allow for measurement of changes that have occurred through
time and testing of whether these changes can be attributed to coevolution. Further-
more, the coevolutionary change must be rapid enough to be detected by the chosen
methodology within the timescale of the experiment. The direct measurement of
coevolution has been achieved in several different ways including the simultaneous
measurement of host resistance and parasite infectivity over time and of population ge-
netic changes. For systems in which direct testing is not feasible, due to either time-
scale or difficulty of experimental manipulation, evidence of coevolution can be
gleaned from studies of adaptation across space by studying reciprocal adaptation of
parasites and hosts from multiple populations.

3.2 Direct Comparisons Between Coevolving Organisms Across
Time

Perhaps the most straightforward way to test for hostepathogen coevolution comes
from experimental systems in which reciprocal changes over time can be explicitly
compared. These “time-shift” experiments, as they are sometimes known117 have
been achieved in several different ways but is most commonly utilized in microbial
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systems. Here, we highlight how coevolution between bacteria and bacteriophage can
be measured in the laboratory.

Microbial systems are highly amenable models for the study of coevolutionary pro-
cesses.118,119 They have large population sizes and short generation times that allow
rapid coevolution in a short period of time: over a matter of days and weeks. Multiple
populations can be kept in a laboratory enabling easy replication of experiments, and
variables of interest can be directly manipulated whilst controlling for all other effects.
Perhaps the key advantage of using microbes to study coevolution is that they can be
frozen and stored in “suspended animation” at regular intervals during coevolution ex-
periments. These frozen lines give a “living fossil record” where samples from
different time points can be directly compared to show how the populations have
changed over time.

The majority of these bacteriaephage studies use lytic phage that infect a given host
bacterium, hijacking its cellular machinery and turning it into a “factory” that produces
more phage progeny inside the cell. In order for phage to “escape” the host cell and
infect other host cells, they must burst the host cell open, beginning the cycle again.
Because phage are obligate killers, there is strong selection for bacteria to evolve resis-
tance, and equally strong selection for counter adaptation by the obligatory parasitic
phage to infect. Lysogenic phages have also been used as model organisms for hoste
pathogen evolution and are an interesting contrast in that they are not always obligate
killers and are often vertically transmitted between bacterial generations. After infect-
ing a host cell, a lysogenic phage may go down one of two paths: either producing
more copies of the phage and lysing the host cell (as the lytic phage do), or integrating
into the host genome and being transmitted vertically to the next generation of the bac-
teria. Therefore, lysogenic phage can be used as a model to investigate the processes
that favor horizontal versus vertical transmission and the subsequent evolution of
virulence.120

An example of how coevolution can be measured in a bacteriaelytic phage system
is illustrated by the bacterium Pseudomonas fluorescens SBW25 and the lytic DNA
phage SBWF2.13 This system has been shown to coevolve in the laboratory for
more than 500 bacterial generations.15,121 The bacteria and phage (at least in the early
stages of coevolution) typically follow a GFGM of coevolutionary interaction, where
the bacteria and phage evolve to become evermore resistant and infective, respectively,
to a wider range of genotypes.13

To measure coevolution during the course of an experiment, samples of bacteria
and phage are frozen and stored at regular intervals. After the specified period of
coevolution, bacterial colonies are isolated from each of the frozen samples. These col-
onies are streaked on an agar plate across samples of a population of phage isolated
from either (1) a time point before the focal bacteria was isolated, (2) the same time
point as the focal bacteria, or (3) a time point after the focal bacteria. After incubation,
the bacterial colonies are scored as either sensitive or resistant to phage depending on
ability to grow over the phage zone. As coevolution in these experiments is typically
escalatory, the majority of colonies in a population are resistant to phage from previous
time points, an intermediate number of colonies are resistant to phage from the same
time point, and colonies are mostly susceptible to phage from later time points. This
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gives a negative change for the proportion of bacteria resistant to phage though time as
shown in Box 6.2. The steepness of the slopes indicates the rate of coevolution, with
steeper slopes indicating that coevolutionary change is occurring more rapidly.13,122

This allows for a comparison between different factors that may affect the rate of
coevolution, such as mutation rate.123

Another way to compare the rates of coevolution between populations of
P. fluorescens and SBW25F2 is to measure resistance and infectivity ranges. Because

Box 6.2 Rates of Coevolution Between the Bacterium Pseudomonas
fluorescens SBW25 and Phage SBW25F2

This figure shows a stylized example of the typical relationship between the
resistance of bacteria to phage from different time points, thus indicating
the rate of coevolution. All lines represent a single bacterial population but
are broken up into time points whereby each separate symbol represents the
bacteria from a corresponding time point. The three points on each line (from
left to right) represent the resistance of bacteria from one particular time point
to phage from the same population but from the (1) previous time point, (2) the
same time point the bacteria under test were isolated from, and (3) the next time
point. Therefore, the lines shows a negative slope as the infectivity of the phage
has increased through time. The steepness of the slope indicates the rate of
change through time and so consequently the rate of coevolution.
The graph also illustrates how bacterial resistance increases through time.

Where there are two data points at the same point in time, the bacteria from
two time points (two different data lines) are being compared on the same phage
from one point in time, that is, the contemporary phage for bacteria from one
point in time is the past phage for the bacteria from the subsequent point in
time. In this graph, the bacteria always have higher resistance to a phage popu-
lation from a particular time point than bacteria from the previous time point, so
we can conclude that the bacteria has evolved increased resistance through time.
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coevolution is directional in the early stages and the bacteria and phage become more
resistant and infective to a wider range of genotypes, they follow a predictable trajec-
tory. Therefore, bacteria and phage from faster coevolving populations will have wider
resistance and infectivity ranges, as they will be further along this trajectory than
slower coevolving populations.13 To determine resistance and infectivity ranges in
the P. fluorescensdSBW25F2 system, bacterial colonies from each population are
streaked across phage from the same time point but from all the different populations.
This gives an average measure of resistance of the bacterial population to all the phage
and the infectivity for all phage populations on the bacteria. Typically, comparisons
are between different treatments where a factor that is predicted to change the rate
of coevolution, such as migration rate15 or generation time,121 is manipulated. In
this case, multiple replicates are used for each treatment, and the resistance of each
replicate population of bacteria is measured against all phage replicates from all repli-
cate populations, and all treatments.

As an alternative to examining signatures of coevolution across populations, time-
shift experiments within a population allow for the direct examination of parasite and
host change over time.117 As an example of a time-shift experiment from the field, an
eloquent study by Decaestecker et al.124 took sediment cores from a pond that con-
tained dormant eggs of the waterflea D. magna and dormant isolates of one of its par-
asites, the bacterium Pasteuria ramosa. These sediments contained about 39 years of
coevolutionary history preserved in a sequential “living fossil record,” which is
effectively the same as bacteria and phage being stored in the freezer during coevo-
lution experiments, yet over a much longer timescale. The authors examined the
resistance of Daphnia to the parasites from one layer below (past), the same layer
(contemporary), and the layer above (future). Contemporary parasites were found
to be more infective than the past and future parasites, which was consistent with
the MAM of Red Queen coevolution. Time-shift experiments have also been used
to characterize bacteriaephage coevolution within the leaf microbiome of horse
chestnut trees.125,126

3.3 Measuring Population Genetic Change

In a coevolving system, genotypes of hosts and pathogen will change in frequency
through time, as one responds to selection imposed by the other. Molecular methods
can enable the tracking of host and parasite genotypes through time and give an indi-
cation whether they change in frequency, provided that the system coevolves rapidly
enough in the period of measurement. In a 2010 study with the P. fluorescensd
SBW25F2 bacteriaephage system, Paterson et al.7 allowed phage populations to
experimentally evolve in the presence of either (1) coevolving bacterial host popula-
tions or (2) static, nonevolving bacterial populations, in which the bacteria were
continually discarded and replaced with the ancestral strain. After 24 days, the entire
genome of each phage line was sequenced. The genome of SBW25F2 is only about 40
kilobase pairs long, which is 100 times smaller than the genome of E. coli, allowing for
rapid sequencing and analysis. The authors then compared the number of nonsynon-
ymous mutations in the coevolved and evolved phage, relative to the ancestor and
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found that: coevolved phage had double the genetic divergence from the ancestor than
the evolved phage; the coevolved phage had more mutated sites than the evolved
phage; and there was more genetic divergence between populations of the coevolved
lines than populations of the evolved phage. The results clearly show that coevolution,
relative to directional evolution, leads to increased genetic divergence between popu-
lations and, ultimately, to the maintenance of genetic variation over space and time.

3.4 Pathogen-Mediated Rare Host Advantage

In 1949, Haldane suggested that parasites could be a significant evolutionary force, as
they are under selection to infect the most common genotypes in a host population,
thereby giving a fitness advantage to rare host genotypes. Specifically, when a host ge-
notype is common in a population, any parasite able to infect that genotype will have a
large fitness advantage, and will thus increase in frequency over time.11,34,36,127 This
will, in turn, lead to a decrease in the frequency of the susceptible host genotype and a
subsequent decrease in the corresponding parasite genotype, further driving popula-
tions apart via parasite-mediated selection. Although this hypothesis has fueled a
good deal of theoretical investigation,127e130 there have been relatively few empirical
tests of host rare advantage.53,131e134 A key feature of Red Queen dynamics is the time
lag between the rise in the frequency of a recently rare and resistant host genotype and
the subsequent chance introduction of a matching parasite genotype via migration, mu-
tation, or recombination. Once introduced, this parasite would realize a significant
fitness advantage and, after a time lag, drive down the frequency of its host in the pop-
ulation. This time lag (or phase difference) is essential for driving oscillatory dynamics
and has therefore been the focus of much theoretical work.127

Parasite-mediated negative frequency-dependent dynamics can be tested for
directly, using either an experimental evolution approach or a time-shift experiment.
The process can also be examined indirectly by following infection dynamics over
time in natural populations. One system that has proven ideal for these methods is
the New Zealand mudsnail, P. antipodarum and its trematode parasite, Microphallus
sp. Upon successful infection, the trematode sterilizes, but does not kill, its snail host.
Instead, the parasite reproduces within the snail and remains there, as metacercaria, un-
til the snail is eaten by a duck, the trematode’s final host. Given the parasite’s high
virulence (as a sterilized host has zero reproductive fitness) and thus strong potential
as a selective agent, the lack of direct horizontal transmission and the relatively short
generation times, this system is amenable to experimental coevolution methods in the
laboratory. For example, a recent experiment, in which artificial populations of snails
were evolved (1) with coevolving parasites, (2) with parasites that were lagged behind
by one host generation, or (3) the absence of the trematode parasites, showed evidence
for time lagged tracking of host populations by local parasites. After only six host gen-
erations, there was evidence for reciprocal change in both the host and the parasite
populations, and hosts were found to be more resistant to parasites that were lagged
behind than they were to coevolving parasites.16

This result was then followed up with a direct test of whether parasites were dispro-
portionately infecting common host genotypes; thereby giving rare host genotypes a
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fitness advantage.134 The genes involved in determining infection for this system are
unknown, but the asexual reproductive mode of the snail means that any infection al-
leles will be necessarily linked to neutral, allozyme markers. By comparing genotype
frequencies of each experimental population across three time points, the start,
midpoint, and end of the experiment, the authors were able to demonstrate that the
initially common clone declined in frequency over time in the presence, but not in
the absence, of parasites. These results are consistent with negative frequency-
dependent dynamics, as predicted under the matching alleles (Red Queen) model of
coevolution and support previous evidence, from the field, that the trematode can
impose strong selection on host populations135 and maintain host genetic diversity
over time via rare advantage.17,136

There have also been a number of key studies from Daphnia and their parasites that
have directly measured the change in frequency of host and/or pathogen genotypes un-
der both experimental137 and field conditions.133,138,139 Daphnia has been used as a
model host organism to examine coevolution with a number of different naturally
occurring parasites.140 In one study, genotypic composition of natural D. magna pop-
ulations was compared before and after epidemics of the bacterial pathogen P. ramosa.
Resistant host genotypes were found to dominate the population after the parasite
epidemic. Also, parasitism temporarily decreased genetic diversity within a popula-
tion, as all susceptible genotypes were wiped out.138 Another elegant coevolution
study used the Daphnia galeata � hyalina � cucullata species complex to investigate
negative frequency-dependent selection imposed by four of its common parasites: a
protozoan, a fungal-like oomycete, and two bacterial species.133 The authors tracked
changes in host genotypes through time across natural lake populations using allozyme
analysis. By comparing these changes with dynamics in populations where no infec-
tions were found, the authors show that, on average, the most common host genotype
was under-infected by parasites. This indicated that the host had an evolutionary
advantage, which the authors suggested could be because hosts can migrate between
lakes via birds transporting their eggs, while the parasites could not. Secondly, it was
found that in most cases, the common genotype declined through time in the presence
of parasites, but not in the populations without parasites, clearly demonstrating
parasite-mediated, negative frequency-dependent selection.

3.5 Pathogen Local Adaptation

“Red Queen” dynamics are considered to be one of the major driving forces of path-
ogen LA, defined as either (1) the better performance of a local parasite on its local host
compared to other, allopatric parasites or (2) the better performance of a parasite on its
local host compared to its performance on other, allopatric hosts.2,15,141e143 A host ge-
notype that is common in one population, and thus being targeted by local parasites, is
unlikely to also be common in another at a given point in time. However, since para-
sites are lagged in their tracking of host genotypes, that is, are always responding to
changes in the host population, it is predicted that parasites will occasionally be locally
maladapted and thus do better on a population of allopatric hosts.40 For many systems,
it is difficult, if not impossible, to measure coevolutionary change through time.

Coevolution of Host and Pathogen 129



Therefore, it is often easier to study the outcome, consequences, or signatures of
coevolution rather than the process itself. Pathogen LA, as a signature of coevolution,
is relatively easy to measure, and can be examined over space (i.e., across multiple
populations) as a way to understand what is likely happening over time.

The degree of parasite LA is essentially a measure of the strength of hosteparasite
coevolution. Parasites that are more closely able to track local host populations, and
thus drive changes in local host dynamics, are expected to do better on their own hosts
than they would on a randomly picked allopatric host source. The absence of LA, how-
ever, can be interpreted in one of three ways: first, that parasites are not currently suc-
cessful in tracking the host population; second, that hosts are ahead in the
coevolutionary game and responding to selection more effectively; or third, that coevo-
lution is not occurring, or is weak, in that hosteparasite population (i.e., that the popu-
lation is acting as a coevolutionary cold spot98). As predicted, parasites are often found
to be locally adapted to host populations (reviewed inRefs. 97,144,145), suggesting that
coevolutionary dynamics are driving population divergence in many natural systems.
However, there are also many cases in which parasites are found to be maladapted, indi-
cating that hosts can often be ahead in the coevolutionary battle.

4. Implications of Coevolution

4.1 Diversification and Speciation

Hostepathogen coevolution may cause rapid divergence between populations that are
isolated, or have minimal levels of migration between them.94 Hosts and pathogens
impose strong selection pressures upon each other, so hostepathogen coevolution hap-
pens relatively quickly in evolutionary time, and represents an interesting case in
which ecological and evolutionary timescales might overlap. By chance, different pop-
ulations will follow divergent trajectories,94 so different hosts and parasites may domi-
nate separate populations. In one study, coevolving populations of bacteria and
bacteriophage were found to have higher allopatric diversity relative to control popu-
lations.4 Such rapid between-population divergence is a prerequisite of LA, as popu-
lations must be different for differential performance of hosts and
parasites.10,87,96,121,141,146

Ultimately, populations of hosts and pathogens may diverge so much that they
become separate species. Although there is good evidence that hostepathogen coevo-
lution can lead to sympatric diversification and speciation of parasites (e.g., following
a host shift147e149), no direct evidence that hosteparasite coevolution has caused host
speciation exists. Several studies have shown that the phylogenies of hosts and para-
sites are congruent, suggesting cospeciation over time.150e153

4.2 The Maintenance of Genetic Diversity

The evolution and maintenance of sex is a central theoretical problem in biology. This
is because there is a “cost of males,” who do not produce offspring themselves.
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Therefore, an asexual female would be able to produce twice as many reproducing
offspring as a sexual female, and sexual reproduction should be severely disadvanta-
geous.154,155 Despite the high theoretical cost of sex, most eukaryotes are still sexual.
Several theories have been suggested to explain why sexual reproduction is retained.
Some simply suggest that it is physically impossible to revert back to asexuality, as sex
may be an integral part of the organism’s development, as for example, meiosis in cil-
iates allows an escape from senescence156; or the benefits of male care outweigh the
costs.157 One of the two major explanations is that the recombination associated
with sexual reproduction purges deleterious mutations and reverses “Muller’s
Ratchet.”158,159 The other, the Red Queen hypothesis, is that parasites play a role in
the maintenance of sex by selecting for rare or novel genotypes.42,43,49,160 Sexual
recombination brings together genes from two genomes and can create or recreate
rare/novel genotypes. This allows the host to constantly change every generation
and “keep up” with a rapidly evolving parasite. In addition to the evidence for
parasite-mediated rare advantage discussed earlier in the chapter, there is direct evi-
dence for increased meiotic recombination within experimental populations of the
red flour beetle T. castaneum in the presence of a parasitic microsporidian.161

Like sex, a high mutation rate may also introduce the required genotypic diversity
to allow a host to keep up with a rapidly evolving parasite. Although an elevated mu-
tation rate is typically disadvantageous when an organism is adapted to its environment
(as deleterious mutations will outweigh beneficial mutations), it may be advantageous
when an organism is in a new or changing environment.162 For hosts, a parasite may
act as a constantly changing environment, and thus a host with a higher mutation rate
might benefit. This has been supported by an experimental evolution study that
showed laboratory populations of bacteria were more likely to evolve a higher muta-
tion rate, in the order of 50e100 times higher, when coevolving with phage than pop-
ulations that were not exposed to phage. The mutations that conferred a higher
mutation rate were in genes involved in the DNA repair pathway.163

5. Summary/Future Outlook

Hostepathogen coevolution is a critical and rapidly paced evolutionary force, shaping
both the diversity and population structure of hosts and their pathogens. Coevolution
has been demonstrated in a diverse set of hosteparasite systems and, due to the ubiq-
uity of parasites, it is likely to be very widespread across ecosystems. Although there is
a large body of literature on hostepathogen coevolution, there are still several open
questions in need of empirical investigation. For example, the question of what makes
a pathogen more virulent, instead of mutualistic, is far from being resolved. The
commonly known trade-off model of the evolution of virulence is contested by
some researchers,164 but there is little evidence supporting alternative hypotheses.
Another open question is why some pathogens evolve to be specialists and others to
be generalists. Again, there is thought to be a trade-off underlying the polymorphism
in pathogen strategies whereby pathogen specialization allows for increased infectivity
on a given host but decreased infectivity at the community level.165,166
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Perhaps the largest and most important open questions are regarding how human
activity impacts hostepathogen coevolution. It remains to be determined whether
knowledge of hostepathogen interactions can be beneficially applied to manipulate
the outcome of coevolution. For example, theory and empirical evidence has shown
that migration, particularly asymmetric migration of host and pathogen can radically
alter host resistance and pathogen virulence.10,15,96,167 Recent centuries have seen
increased movement of humans over greater distances, especially with the advent of
air travel. With them have travelled their pathogens, pathogens of animals and plants,
and animal and plant hosts. How this movement has impacted on the evolution of dis-
ease of humans, and diseases in natural ecosystems and economically important ani-
mals and crops, has received little investigation so far. For example, we need to
understand how parasites influence species invasions12,168,169 and how host shifts
might change parasite virulence and transmission.61,170,171

However, human activity could deliberately manipulate hostepathogen coevolu-
tion may shift the balance of in favor of one of the coevolving organisms. For example,
when using pathogens as biocontrol agents to kill pests in agriculture, it may be advan-
tageous to manipulate coevolution, such as increasing migration, to tilt the balance in
favor of the pathogen, and away from the host pest. The medical field could thus use
knowledge of coevolution to reduce the effects of disease. For example, bacteriophage
have been suggested as an alternative to antibiotics in treating bacterial infec-
tions.172,173 The advantage that bacteriophage have over antibiotics is that they can
evolve to overcome resistance, whereas once a bacterium becomes resistant to an anti-
biotic, it is no longer of use. In this case, knowledge of the evolutionary theory behind
hostepathogen coevolution could tip the evolutionary advantage towards the bacterio-
phage. Similarly, coevolutionary theory could be used to alter the outcome of coevo-
lution in favor of the host in halting the spread of disease. Thus the area where
knowledge and manipulation of coevolution could have its most dramatic application
is within the medical field. The approach has been dubbed “Darwinian Medicine” and
has received a lot of attention since the late 1990s.174 Indeed, it has been suggested that
all medics should be obliged to study evolution.175 To parasitize the famous phrase
from Dobzhansky,176 we suggest that “no disease makes sense except in the light of
coevolution.”
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1. Introduction

Amajor aspect of human evolutionary biology consists in disentangling human origins
and migrations. To address this aim, human population genetics has been directly
investigated using polymorphic markers such as proteins, mtDNA, Y-chromosome,
microsatellites, or single nucleotide polymorphisms (SNPs) (see Refs. 1e3 for re-
views). These studies, combined to morphological, anthropological, and linguistic
ones have led to the formulation of a standard model of modern human evolution.
This theory advocates that humans originated in East Africa and dispersed, first
throughout much of Africa about 100,000e150,000 years ago,4,5 and subsequentlyd
between 70,000 and 40,000 years agodinto Asia and then Europe.2,6 The settlements
of the Americas and Oceania occurred later through several migrations out of Asia.7e9

These successive waves of migrations resulted in a relatively low genetic diversity
within modern human populations and in a decrease of genetic diversity from the
horn of Africa. The genetic differentiation increases with geographical distances
following an isolation-by-distance (IBD) model, but remains low (Fst < 2%). There-
fore, human genetic studies are often weakly resolved and moderately
informative.10e12

As stated in the preceding paragraph, the use of human genetic markers has contrib-
uted to the understanding of human evolution but has also failed to elucidate some
recent features. Several issues remained controversial for a long time, such as the
timing, the source, and number of migrations to America13 and to Oceania.14 In addi-
tion, relationships between closely related populations are difficult to decipher because
of their too recent divergence. Indeed, direct inference of human evolutionary history
is limited because of the low genetic variability due to the strong genetic bottlenecks
that humans were subjected to during migrations. Other techniques such as microsa-
tellites or SNPs, supposedly more variable than other markers, also present technical
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limitations to resolve human migrations.15 However, nowadays whole-genome
sequencing of present-day humans or ancient DNA sequencing can dramatically in-
crease the resolution and improve our understanding of human evolution.

To overcome these hindrances, an alternative is to focus on human pathogens since
they have coevolved with humans and reflect their evolutionary histories.16 Pathogens
present generally higher mutation rates and shorter generation times than humans.17

Thus, their populations are more diversified genetically, making the study of their pop-
ulation structure more informative than that of human. However, not all microbes are
good candidates to infer host evolution and their efficacy depends on several factors.17

In addition, the choice of the pathogen will also be influenced by the time scale of the
study.18

Several pathogens have proven their usefulness in deciphering human migrations
and origins.16 In particular, their study allows the distinction between closely related
groups of humans, which previously was not directly possible due to a lack of reso-
lution of markers and/or a sampling failure for instance.14,15 In this review, after a
brief section on some advantages and disadvantages of pathogens in the context of
human hostehistory inference, we illustrate pathogens’ utility with some relevant
examples that pointed out congruence or discrepancies with human migratory
history.

2. Using Pathogens as Genetic Tracers for Host History

Parasites have often been used to infer their host evolutionary history,17 usually us-
ing phylogeographical analyses, due to their narrow relationships with their hosts as
well as their generally higher levels of genetic diversity. However, even if both pro-
tagonists share a common history, their genealogies are not necessarily similar18,19

and several evolutionary mechanisms can lead to identical gene trees.20 Therefore,
microbes have to be carefully chosen to be relevant in this context, some pathogen
traits being of particular importance to correctly infer host history. Crucial features
and parameters that determine their usefulness are degree of intimacy with their
host species and mode of transmission, as well as mutation and recombination
rates.17,18,20

First of all, parasites without any secondary hosts or free-living stages are preferable
over those with such complex life cycle, which may evolve independently from the
host of interest.18 Also, pathogens are more relevant to infer host history if they are
persistent and transmitted vertically (from parents to children). When pathogens are
transmitted through an epidemic, their population structure tends to reflect their own
demographic history (frequent bottlenecks followed by rapid expansions) than those
of their host.19 However, low rates of horizontal transmission, if occurring within
and not among divergent populations, in parallel with vertical transmission, will not
lead to incongruence between parasite and host trees.16,18 Therefore, in the selection
of a pathogen species as an inferential tool, one has to first know its life cycle and
its mode of transmission, which can be achieved by means of ecological surveys, ex-
perimentations, and within-family studies.21
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The rate of molecular evolution also greatly determines the efficacy of microbes as
tracers. If the mutation rate is too low, the resolution of phylogenies can be crude and
recent events may not be detected due to a lack of signal. Thus, in such cases, the use of
parasites to infer host genealogies is not obvious. The opposite is also questionable:
with a mutation rate that is too high, one can overlook information due to saturation
at informative sites and homoplasy. In addition, depending on the mutation rate of their
DNA, studies of pathogens give insight into past or recent events in their host histories.
A wrong estimation of the mutation rate may lead to misinterpretations.

Another important parameter is the recombination rate. Indeed, recombination,
even at a low rate, leads to intermediate genotypes, larger terminal branches, and an
underestimation of the time to the most recent common ancestor (MRCA).22 However,
recombination generally occurs between related populations, which permits the main-
tenance of the genetic structure even if the signal is weak. Several methods have been
developed to estimate the recombination rate (see, e.g., Refs. 23e25) including coa-
lescent and Monte Carloebased simulation methods.26e29 Otherwise, the homoplasy
test30 or the compatibility matrices test31 detect and estimate the frequency of recom-
bination events (see, e.g., Ref. 32). When evidence of recombination is found, other
approaches such as a Bayesian clustering method, which can deal with recombination,
is preferable.

Finally, selection can also dramatically reduce the reliability of molecular phylog-
enies since populations can be clustered together because they are under identical se-
lection regimes despite their distinct evolutionary histories (Ref. 16). Another
illustration can be found in a study by Devi et al.33 in which H. pylori population
structure has been investigated from housekeeping genes and the cag pathogenecity
island (cagPAI), which is under selective pressure. In this study, all Peruvian strains
harbored a “western”-type cagPAI, suggesting a European origin, while the analysis
based on the housekeeping genes revealed that some clustered with the hpAmerind
population (see the following) suggesting an Asian origin for these strains. Hence, an
analysis based on the sole cagPAI would not include all information. Selection can
be detected in protein-coding genes by comparing the number of nonsynonymous
amino acid changes (dN) with the number of synonymous amino acid changes (dS)
with standard34 (DNASP) or more sophisticated35 (PAML) tools. If the ratio dN/dS
is equal to 1, the gene is under neutral evolution while if it is different from 1, the
gene is either under purifying (<1) or directional (>1) selection. Methods are devel-
oped to detect loci under selection (e.g., BayeScan36 or PCadapt37 in intra-specific
data sets) and could be used when whole-genome sequences of parasites are
available.

To overcome some of these discrepancies (such as mutation and recombination
rates or selection), reconstructing phylogenies from several genes is preferable. Incon-
gruence among individual gene signals can be tested, for example, with the partition
homogeneity test.38 When this test reveals homogeneity among datasets, the different
genes can be concatenated. In addition, to confirm pathogen efficiency to infer host
evolutionary history, it would be advisable to directly compare host and pathogen phy-
logenies by collecting data from the same material.
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3. Candidates

3.1 Bacteria

3.1.1 Helicobacter pylori

The ubiquitous bacterium H. pylori has been shown to be a powerful tracer of human
population structure15,39 and it is one of the most studied pathogens in human history
inferences. Helicobactor pylori is a Gram-negative bacteria that infects human stom-
achs and is associated with gastrointestinal diseases such as gastritis, ulcers, or cancers
although infections are relatively infrequent and mostly benign.40 Prevalence of the
infection exceeds 50% of the human population but decreases in industrialized coun-
tries.21,40 For a long time, H. pylori was thought to be mainly transmitted vertically
during childhood.41e43 However, investigations on the transmission of this bacterium
in both developed and developing countries revealed that horizontal transmission
might not be negligible and might depend on socioeconomic status.21,44 Mixed infec-
tions of H. pylori are not rare but generally involve one dominant strain.21,44,45 This
bacterium species shows an unusually high level of genetic diversity which may result
from a combination of high mutation rates, frequent recombination events, and a
continuous acquisition of new strains.32,44,46,47 The genome-wide mutation rate of
H. pylori has been estimated using pairs of sequential sampling to be around
0.5e6.5 � 10�5 per year per site, and the recombination rate is estimated to be around
5.5 � 10�5 recombination events per initiation site and year.48 Helicobactor pylori
appeared to be nearly panmictic43 although several studies revealed phylogeographical
differences. This apparent contradiction could be explained by frequent recombina-
tions between geographically related strains so that the population structure can be
maintained.44

The suggestion that H. pylori has coevolved with humans and that its population
structure reflects human migrations was first reported in studies that investigated the
genetic differences between bacterial populations from distinct areas.32,49 Since
then, several studies allowed a fine timing of the relationships between H. pylori
and humans and the elucidation of ancient human migrations. Linz et al.50 documented
a linear relationship between geographical distance from Africa and the microbial ge-
netic diversity. IBD patterns were also observed both at a global and a local (European)
scale. Similar correlations were obtained in humans, highlighting an intimate associa-
tion between H. pylori and humans over a long period of time. Ramachandran et al.12

observed, in addition to such an IBD pattern, a decrease in the expected heterozygosity
(estimated from 783 microsatellite loci) with distance from Addis Ababa. Using sim-
ulations, the authors evidenced that this pattern can be explained by serial founder ef-
fects starting at a single origin thus confirming sequential waves of migration during
modern human history. Linz et al.50 also investigated the origin and demography of
H. pylori by means of demographically explicit genetic simulations. Three alternative
scenarios were tested for the origin of H. pylori: an East African, a South African, and
an East Asian origin. The best model (based on the proportion of total variance
explained by the model and the Akaike information criterion) argued in favor of an
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east African origin. The simulations also indicated that H. pylori spread from Africa
about 58,000 years ago, which is consistent with the dating of human migrations
out of Africa.10 Linz et al.50 concluded that all these parallels between bacteria and
humans, observed at both global and local scales, reflect an expansion of H. pylori
via ancient human migrations and genetic admixture after horizontal transmission or
through recent migrations. Moreover, this diversification of H. pylori, concomitant
with out-of-Africa migrations, suggested that humans were already infected before
their initial migrations.50 This hypothesis received further support as coalescent ana-
lyses of African H. pylori showed that lineages infecting southern African San ethnic
groups diverged from other lineages 88,000 to 116,000 years before present, indi-
cating that H. pylori emergence largely predated out-of-Africa migrations.14 These re-
sults were confirmed independently by comparing the fit of competing demographic
models with the current population structure of modern H. pylori inferred from 60
whole-genome sequences51; the best-fitting model involved a diversification of Afri-
can lineages which predated coalescent events of other lineages, further supporting
the hypothesis thatH. pylori coevolution with human occurred long before their world-
wide dissemination.

Using Bayesian clustering analyses performed on concatenated sequences from
seven housekeeping gene fragments and one virulence gene, H. pylori from a global
sample split into seven populations and subpopulations characterized by clear
geographical distributions reflected in their name: hpAfrica1 subdivided into two sub-
populations, hspWAfrica and hspSAfrica, hpAfrica2, hpEastAsia containing hspA-
merind, hspEAsia, and hspMaori subpopulations, and hpEurope.39 Later on, three
additional populations, hpAsia2 and hpNEAfrica50 and hpSahul14 were described us-
ing extended datasets. All these populations and subpopulations derived from six
ancestral populations (Ancestral Africa 1, Ancestral Africa 2, Ancestral East Asia,
Ancestral Europe 1 [AE1], Ancestral Europe 2 [AE2], and Ancestral Sahul14,39,50).
The geographical distribution and genetic relationships between these populations
are consistent with the classical model of human migrations, that is, two subsequent
waves of migration from Africa into Asia and Europe and a colonization of America
from Asia through the Bering Strait and, more recently, from Europe39 (Fig. 7.1).

The division of the hpEurope population into subpopulations failed. This is prob-
ably due to its complex history, namely colonization by several independent waves
of migration of genetically distinct populations. This is supported by the observation
of two opposite clines, namely AE1 and AE2 within European populations that corre-
lated with the first two principal components of European human diversity.39,50 Apart
from the hybrid genomic structure of hpEurope strains which might have obscured
phylogeographical analyses, difficulties in separating the hpEurope population into
well-defined clades could also be linked to a lack of phylogenetic signal due to its
recent emergence compared to the other H. pylori lineages. Interestingly, the genomic
analysis of ancient H. pylori DNA, extracted from the stomach of the ice-conserved
mummy of a European inhabitant estimated to have lived 5300 years before present,
did not reveal the typical AE1/AE2 hybrid structure of modern hpEurope strains.52

Based on 7-loci MLST and whole-genome comparisons, this ancient H. pylori genome
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Figure 7.1 (A) Neighbor-joining tree of 769 concatenated sequences from H. pylori strains.
Colors indicate the population assignment of each strain into one of the nine (sub)populations
defined by the Bayesian clustering analysis in Ref. Linz et al.50: hpAfrica, hspSAfrica,
hspWAfrica, hpNEAfrica, hpEurope, hpAsia2, hspAmerin, hspMaori and hspEasia.
(B) Geographical distribution of the nine H. pylori (sub)populations. At each sampling
location, the proportion of strains assigned to different bacterial (sub)populations are
represented by pie charts.
From Linz B, et al. An African origin for the intimate association between humans and
Helicobacter pylori. Nature 2007;445:915e18.
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was genetically closest to extant hpAsia2 strains (descendants of AE1 strains) and con-
tained less than 15% of the AE2 component of modern hpEurope strains. This single
observation did not allow to draw conclusions about the emergence of hybrid hpEu-
rope strains; however, if the studied strain was representative of H. pylori in Copper
Age Europe, then its genomic content suggested that the progressive introgression
of AE2 strains into Europe was posterior to the Copper Age, being thus much more
recent than the divergence times of other H. pylori lineages.

Collectively, these studies have shown that geographical and genetic structures of
H. pylori populations at a global scale were consistent with ancient human migrations.
These results were congruent with the accepted human history scenario but they did
not necessarily supply more information than former human genetic studies. However,
the seminal study of Falush et al.39 on H. pylori populations clearly showed that its
spread could be attributed to human migrations. They initiated a series of studies
that provided evidence of the usefulness of this bacterium species to infer global but
also small-scale evolutionary history of its host. We describe hereafter the main results
gathered from some of these studies that improved our understanding of human pop-
ulation structure. Most of these studies are based on the same seven housekeeping gene
fragments and implemented their own data in addition of those available on the
H. pylori MLST database. Unless stated otherwise, the results we relate in the
following are based on these gene fragments, Bayesian clustering methods and phylo-
genetic analyses.

One of the most devious human settling is that of the Pacific. Several scenarios have
been suggested depending on the evidence (archaeological, linguistic, or genetic; see
Gray et al.53 for a description of the main models) but the details have remained un-
clear. As reported in 2009, H. pylori isolates from native inhabitants in Taiwan, Papua
New Guinea, New Caledonia, and Australia allowed the clarification of Pacific settle-
ment and supplied proof of the utility of this bacterium species to infer host history.14

This study advocated for a Pacific peopling scenario consisting of two major waves of
migration: the first one, from Asia to New Guinea and Australia, which was accompa-
nied by hpSahul strains and occurred 31,000e37,000 years ago, and the second one
from Taiwan through the Pacific 5000 years ago, which led to the Austronesian expan-
sion and hspMaori dispersal (Fig. 7.2). Interestingly, these results are consistent with
another study that aimed at testing Austronesian expansion using language phylog-
enies.53,54 With a large dataset based on language similarities (400 Austronesian lan-
guages) and Bayesian phylogenetic methods, Gray et al.53 resolved the peopling of the
Pacific by Austronesian speakers. Like Moodley et al.14 in the genetic study, Gray
et al.53 observed that Austronesian people originated from Taiwan about 5200 years
ago. The linguistic study also described several expansion pulses and pauses after
the first migration from Taiwan that led to the actual distribution of Pacific people
(see Ref. 53; Fig. 7.2).

Another attractive aspect of H. pylori is that its population structure reflects human
history at a local or fine scale.15,50,55 For instance, Wirth et al.15 were able to detect
differences in population genetic structure of H. pylori from Ladakhi Buddhists and
Muslims, two major ethnic groups in Ladakh socially separated in this province since
500e1000 years due to cultural and religious differences. The H. pylori isolates from
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the two ethnic groups presented different ancestries: while isolates from Buddhists
derived from AE1 and Ancestral East Asia populations, isolates from Muslims mostly
derived from AE1 and a few strains from AE2. Therefore, Buddhism was introduced in
Ladakh by Tibetans (carrying hpEastAsia bacteria) into an ancestral Ladakhi popula-
tion (carrying AE1 bacteria) and Islam by a few people carrying AE2 bacteria.15 Alto-
gether, these results reflect cultural differences and the recent history of population
movements in Ladakh which were not detectable with classical human markers
(microsatellites and the mitochondrial D-loop). In the same vein, Latifi-Navid
et al.55 unraveled genomic differences between H. pylori isolates from Iranian patients,
which correlated with ethnic groups and geographical locations. Using the Bayesian
clustering method, Iranian H. pylori isolates fell into the hpEurope population and
derived from AE1 and AE2. However, at the population level, most of Iranian and Eu-
ropean populations were genetically differentiated. A neighbor-joining tree based on
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pairwise FST revealed that H. pylori isolated from the different Iranian populations
were not clustered together but clustered with strains isolated from nearby (ethnically
or geographically) countries reflecting historical contacts during the past 2000 years.55

Thus, the Iranian-Arab population, which reached Iran during the Islamic conquest of
Persia in the 7th century, was close to the Palestinian and Israeli isolates; two popula-
tions fromWest Central Iran were close to Turkish strains, probably reflecting contacts
with Turks during the Ottoman Empire and later; and two populations from the north
eastern part of Iran were close to isolates from Uzbekistan, which could be the conse-
quence of contacts during the fight for the control of the region between Uzbeks and
Iranians in the 16th century.55

Other studies focused on even finer scales. Either within areas that have complicated
history because of their localization, at the boundaries of several continents, or where
multiple ethnic groups were present. For instance, investigations on H. pylori isolated
from the three major ethnic groups in Malaysia (Chinese, Indians, and Malays),
revealed a common origin of Malaysian Indian and Malay strains, which was different
from that of Chinese isolates.56 The authors observed that most Indian isolates clustered
within the hpAsia2 population and most Chinese within the hspEAsia population. In
contrast, Malay strains were not assigned to one particular population but belonged
to five different (sub)populations, the majority of them belonging to the hspAsia2
one. By completing the hpAsia2 population with Malaysian isolates, the authors iden-
tified a subdivision of this population into two subpopulations, hspLadakh which con-
tained Ladakhi strains only, and hspIndia comprising the majority of both Malaysian
Indian and Malay isolates. Tay et al.56 advocated for a common origin of Malaysian
Indian and Malay strains which was different from that of Chinese isolates and a recent
acquisition of H. pylori by Malay populations from other populations.

Devi et al.33 detected an hpEurope genetic signature for the majority of strains from
native Peruvians but also detected an hpAmerind signature for some of them (w20%).
At the same time, the analysis of the cagPAI revealed that all native Peruvian strains,
even the hpAmerind ones, presented a “western” type. The authors concluded that Eu-
ropean strains that have spread into South America during the past 500 years might
have outcompeted the hpAmerind ones probably as a result of a selective advantage.
In addition, they suggested than lateral gene transfer occurred between hpEuropean
and hpAmerind strains during the colonization of Peru since some isolates presented
two different genetic signatures depending on the markers (housekeeping genes or
cagPAI).

Finally, Devi et al.57 observed that 63 Indian isolates showed European genetic sig-
natures, suggesting a common ancestral origin between the two populations. The au-
thors suggested that H. pylori strains might have arrived with the Indo-Europeans
about 4,000e10,000 years ago.

To conclude, H. pylori, with its unexpected high diversity has been proven to be a
good human migration tracer, both on short and long time scales. Despite frequent
recombination events, its populations were geographically structured suggesting that
recent migrations did not completely obscure the signatures left by geographical isola-
tions and therefore rather reflect ancient human history.58 Moreover, the presence of
recombination allows the detection of admixture between several ancestral populations,
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revealing multiple independent waves of migration and sometimes multiple ethnicity
signatures within a single genome. Today, the frequency of infections has decreased,
in industrialized countries in particular (in United States, less than 10% of the children
are infected59), highlighting the need for other candidates to infer human evolutionary
history and to urgently collect specimens from endangered ethnic groups.

3.1.2 Mycobacterium tuberculosis

Mycobacterium tuberculosis has plagued mankind for millennia62 and continues to do
so, with a worldwide death toll for tuberculosis that reached 1.5 million for the year
2014 (WHO, 2015). This Gram-positive bacterium belongs to the M. tuberculosis
complex (MTBC) which includes seven other closely related species and subspecies
infecting both humans and animals. Each (sub)species of the MTBC shows a distinct
host preference without being dependent of this sole host.63 Airborne transmission of
tubercle bacilli involves their excretion in droplets that can be inhaled and penetrate the
lung. M. tuberculosis infects one-third of the world population although prevalence
and mortality are higher in developing countries. Most infections are latent, but
5e10% of the infections expand into disease.63

The MTBC presents a strictly clonal population structure with none or few
recombinations.64e67 Initial studies of MTBC population reported low rates of genetic
diversity and weakly resolved or star-like phylogenies; however, these studies had
been hampered by important technical limitations either due to the choice of the
markers and/or to problems linked with ascertainment bias.68,69 Advances in mycobac-
terial genomics have, however, revealed higher levels of genetic diversity than was
previously thought and documented the presence of geographical and/or ethnical struc-
tures within M. tuberculosis populations.68,70 These include studies based either on
genes sequences69,71,72 or on mycobacterial interspersed repetitive units (MIRUs
that contained variable number of tandem repeats (VNTRs)67,73,74 ).

MIRU-VNTR markers combined with an extensive dataset allowed to tackle the
origin, timing, and spread of the MTBC.67 The authors drew aM. tuberculosis phylog-
eny from 24 MIRU loci and from 355 isolates representative of the MTBC distribution
and estimated the divergence time between main clades using two approaches, a prob-
abilistic and a distance-based one. Both individual and population-based phylogenies
evidenced two major lineages that were confirmed by a Bayesian clustering analysis.
These lineages distinctly separated M. tuberculosis sensu stricto strains (clade 1), all
from humans with the exception of East African Indian (EAI) population, from the
animal-infecting strains, and the West African strains (clade 2). EAI strains were basal
in the phylogeny, suggesting a human origin for the animal-associated clade. Clade 1
presented a geographical substructure with African, Asian, Latin American-
Mediterranean, and African-European clusters. In the same study, the mutation rate
of VNTR loci was estimated to about 10�4 change per locus per year. Interestingly,
the emergence of the two major clades was dated at about 40,000 years ago, consistent
with the initial human migrations out of Africa. Clade 1 emerged from the MTBC
about 30,000 years ago and dispersed with humans through the other continents
through several waves of migration. Clade 2 dated at about 20,000 years and
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descended from an EAI-like population that has most likely been transmitted from
humans to animals (and not the other way around) in the Fertile Crescent about
13,000 years ago when domestication began. Based on Bayesian analyses, all human
M. tuberculosis populations exhibited consistent expansion rates, with the highest
expansion, a 500-fold increase, detected for the Beijing population. Beijing lineage
expansion began 180 years ago, concomitant to the modern demographic explosion
of humans, the industrial era, and modern intercontinental movements. Hence, this
study highlights the noteworthy parallel demographic evolution between humans
and M. tuberculosis.

Whichever genetic markers are used (large sequence polymorphisms, SNPs, indel
analyses), global phylogenies were concordant and led to a biogeographical consensus
with six lineages associated to particular areas which may reflect human demographic
history.68,70 For instance, Hershberg et al.69 constructed maximum parsimony and
neighbor-joining phylogenies of MTBC using 89 concatenated gene sequences from
108 strains comprising a representative sample of the MTBC. Both phylogenies
were congruent and their topologies were comparable to the phylogeny from Wirth
et al.67 including the two primary branches splitting “ancient” and “modern” lineages
according to Brosch et al.75 (Fig. 7.3A). The presence of the six main lineages in Africa
and the deeply rooted West African branches (the only deeply rooted ones) argued in
favor of an African origin ofM. tuberculosis and its sequential spread into Europe and
Asia. These hypotheses were fully confirmed and refined by larger-scale studies based
on whole-genome sequences. In such a study, Comas et al.62 used a panel of 259
MTBC genomes to reconstruct the evolutionary history of the complex (Fig. 7.3A
and B). MTBC phylogeny was well resolved and showed large-scale similarities
with the topology of human mitochondrial DNA phylogeny; major clades in both
the MTBC and human phylogenies were superimposable and shared geographical dis-
tributions, most notably between MTBC lineage 1 and human macrohaplogroup M,
both distributed in Southeast Asia and Oceania, or between MTBC lineages 2e4
and human macrohaplogroup N, both distributed in Eurasia (Fig. 7.3C and D). These
striking similarities indicated coevolution and codivergence of MTBC lineages with
their human hosts over long time scales. Comparisons of demographic models indi-
cated that MTBC infected humans since at least about 70,000 years ago and before
the out-of-Africa migrations.

Therefore, M. tuberculosis evolution reflects past human history over long time
scales. Additionally, it appears to mirror recent colonization movements and demo-
graphic changes in human populations. For instance, Euro-American strains were
almost ubiquitous, possibly reflecting the numerous European migrations from Europe
to America during the 19th century, and to Africa, Asia, and Middle East during post-
Columbian era. Similarly, the presence of East Asian strains in South Africa might be
explained by the import of slaves from Southeast Asia by Dutch colonialists during the
17th and 18th centuries or by Chinese migrants who came into South Africa in early
1900s to work in gold mines.

MTB therefore appears to be of particular interest in the inference of recent host
history, which has been best illustrated in studies focusing on the highly successful
MTBC Beijing lineage, which has gathered much attention due to its propensity to
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harbor drug-resistant strains. Mokrousov74 collected the data of 11 VNTR loci in 1302
Beijing strains, mainly from Eurasia, and performed phylogenetic network and multi-
dimensional scaling (MDS) analyses. He observed that the geographical distribution of
this particular M. tuberculosis lineage in Eurasia mirrors geographical, political, and
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sociocultural differences.74,76 More detailed insights into the population structure of
the Beijing lineage at larger scales were obtained in a later study combining 24-loci
MIRU-VNTR in almost 5000 Beijing strains and whole-genome sequences in a sub-
sample of 110 representatives.77 Using Bayesian approaches, several historical events
could be linked to abrupt changes in the effective population size of the Beijing line-
age. A concomitant increase of tuberculosis-effective population size was observed
with the industrial revolution and World War I, followed by a sharp decrease concom-
itant to the introduction of effective antibacterial chemotherapies (Fig. 7.4A). The
Beijing lineage as a whole could be subdivided into clonal complexes (CCs) whose
geographical distribution and demography history closely reflected immigration epi-
sodes in Asia, the cradle of the lineage. For instance, population expansions of CCs

Figure 7.4 (A) Bayesian skyline plot indicating changes in the Beijing lineage over time with a
relaxed molecular clock set at 1 � 10�7 mutations per nucleotide per year. The shaded area
represents the 95% confidence intervals, and the green colored boxes (light gray in print
versions) represent major socioeconomic events that might have affected the demography of
M. tuberculosis. (B) Genetic erosion out of China. Mean allelic richness within geographical
populations is plotted against geographical distance from the Yangtze River basin. Filled
squares denote the Eurasian samples used for the regression; filled circles correspond to the
global collection. Confidence intervals are represented by dashed lines.
From Merker M, et al. Evolutionary history and global spread of the Mycobacterium
tuberculosis Beijing lineage. Nat Genet 2015;47:242e49.
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1 and 2 during the late 19th century in southern regions of the Russian empire could be
linked to waves of Chinese migration toward Kazakhstan and Uzbekistan from 1861 to
1877. Furthermore, the routes out of China left a typical genetic erosion signature, with
the highest genetic diversity observed in the Yantze River region and the lowest on
other continents (Fig. 7.4B).

Another study, that focused on Taiwan, documented associations between
M. tuberculosis genotypes and ethnic and migratory populations.73 The authors stud-
ied strains from three Taiwanese populations differing in their ethnicity and in the time
of arrival in Taiwan: the first population was composed of aborigines who descended
from Austronesian people and inhabited Taiwan at least since the 16th century, while
the others were two Han Chinese populations. The two latter populations were
composed of veterans who were born in Mainland China and migrated into Taiwan
during the Chinese civil war during 1946e1950, and the general Taiwanese popula-
tion composed of individuals whose ancestors migrated from China 200 to 400 years
ago. Hence, the three populations differed in their ethnicity and/or in their time of
arrival in Taiwan. The authors discriminated the different genotypes by combining
several genetic tools (VNTR, spoligotyping, and indel analyses) which provided a
high discriminatory power. They performed a UPGMA tree and looked at the separa-
tion of the genotypes. Their analyses showed that the genotypes differed between pop-
ulations and that isolates from aborigines were comparatively more ancient than those
from veterans and from the general Taiwanese population, thus arguing in favor of an
association between genotypes, ethnicity, and migratory movements (i.e., the length of
migratory time in Taiwan73).

Hence, as in the case of H. pylori, M. tuberculosis seems to harbor a population-
genetic structure, even at a small scale, that correlates with human history. Past and
recent human migrations and expansions influenced M. tuberculosis population struc-
ture probably because of the strong and stable association between the two protago-
nists.64,78 Some discrepancies have however been highlighted. This is the case in
the study of Mokrousov74 in which proximities between Japanese and Russian popu-
lations were found. Moreover, the pattern observed in Chinese strains was unclear sug-
gesting that M. tuberculosis structure might reflect unknown human migrations,
epidemiological links between these populations, or that M. tuberculosis population
structure is affected by high rates of horizontal transmission events during epidemics
in these regions, blurring the coevolution signal.

Likewise, forM. tuberculosis, it has been shown thatMycobacterium leprae reflects
human migrations.79,80 This pathogen causes chronic dermatological and neurological
diseases and has humans as a unique known reservoir. TheM. leprae genome contains
an amazing number of pseudogenes and is exceptionally well conserved.79e81 Like its
close relatives,M. leprae is highly clonal.79 Monot et al.79 first described four subtypes
that were geographically structured from three informative SNPs (SNP type1 were
found in Asia, pacific, and East Africa, SNP type 4 in West Africa and the Caribbean,
SNP type 3 in Europe, North Africa, and Americas, and SNP type 2, the rarest, in
Ethiopia, Malawi, North India, and New Caledonia). They proposed a scenario for
the origin of leprosy and its spread though ancient human migrations, colonization,
and the slave trade. However, the origin of leprosy was unclear. In a second study
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with an extended dataset, they confirmed their initial results and clarified the origin of
leprosy. According to these two studies, SNP type 2 from South Africa was the ances-
tral type and gave rise to SNP type 1 and SNP type 3 which dispersed into Asia and
Europe, respectively. However, two independent introductions of leprosy seemed to
occur in Asia: the first one occurred when humans left Africa and a second one
came from Europe and was associated to the Silk Route. SNP type 4 appeared to orig-
inate from SNP type 3 and was found in West Africa and countries linked to the slave
trade. Finally, the authors observed that leprosy in America most likely originated
from Europe rather than from Asia though the Bering Strait reflecting the relatively
recent massive migrations from Europe to America. In this context, M. leprae geno-
types have been shown to correlate with patient’s ancestry in the Colombian popula-
tion, whose structure reflects migration of Europeans and Africans in a Native
American population.82 The two majorM. leprae haplotypes present in the population,
namely C54 and T45, are associated with African and European origins of the patients,
respectively, which strongly suggests coevolution of M. leprae and its human host
long before the colonization of Colombia.

3.2 Viruses

Many viruses have been proposed as providing valuable insights into human popula-
tion history. Among them we can cite human T-cell lymphotrophic viruses 1 and 2
(HTLV-1 and -2), the human polyomavirus JC (JCV) and its closely related BK virus
(BKV), the human papillomavirus (HPV), the herpes simplex virus (HSV),83 and the
hepatitis G virus (GBV-C/HGV). However, most often, the hypothesis of viral and hu-
man codivergences is not well supported or evidenced and/or is founded only on
geographical associations which may be coincidental or may result from other factors
such as natural selection (see Ref. Wirth et al., 16). Indeed, most of these viruses
seemed to suffer from drawbacks making them poor candidates to elucidate past hu-
man migrations.19,84 For instance, a majority of viruses are often transmitted horizon-
tally which leads to fast genetic admixture. Here, we will detail the case of JCV to
illustrate some of the kinds of problems we can encounter when studying viruses
with regard to human history.

3.2.1 The Human Polyomavirus

One of the most investigated viruses in the context of human migrations is the human
polyomavirus JC. JCV is a double-stranded DNA virus which is responsible for harm-
less kidney infections, except for immunocompromised patients where leukoencephal-
opathy can develop.85 The virus is acquired during childhood and persists in renal
tissues for life.86 JCV is human-specific and ubiquitous with an estimated seropreva-
lence of at least 70% in the human population.87 Evidence for both vertical and hor-
izontal transmission have been found although horizontal transmission seems to
occur preferentially between closely related populations.88e90 In addition, Kitamura
et al.91 detected identical strains from sequential samples from the same patients taken
about 6 years apart suggesting that multiple infections might rarely occur, thus limiting
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recombination events between divergent JCV strains. All these features have led to the
hypothesis that JCV might be useful to reconstruct human migrations.

Several major viral strains and subtypes showing geographical associations have
been described from partial gene92,93 and whole-genome sequences.94 Since then,
numerous studies at global and local scales have documented the genetic relationships
and the geographical distributions of these genotypes. Briefly, type 1 was found
mainly in Europe,95,96 types 2 and 7 in Asia,92,93,96,97 types 3 and 6 in Africa,96,98,99

type 4 in the USAs and Europe,95,100 and type 8 has been detected in Papua New
Guinea and the Pacific Islands.101,102 Type 2 was subdivided into several subtypes pre-
senting variations in abundance according to area: subtype 2A was preponderant in the
Japanese and Native American populations, subtype 2B in Eurasians, subtype 2D in
Indians, and 2E in Australians and populations from the West Pacific.102 In the
same way, type 7 included subtype 7A preponderant in Southern China and South-
East Asia, and subtype 7B which was found in higher proportion in Northern China,
Mongolia, and Japan.103 Cui et al.103 detected a third subtype called 7C in northern and
southern China. Finally, type 5 was shown to combine type 6 and type 2B sequences
and is the unique example of recombinant JCV strain.104

Interestingly, the multiple origins of American people were detectable by
analyzing JCV genotypes.100 Native Americans represented by two ethnic groups
(Flathead People and Navaho) were mostly infected by subtype 2A, a genotype found
in East Asia and Japan, which may reflect an Asian origin through the Bering Strait.92

In contrast, European Americans carried type 1 (European genotype) for a majority
and in lower proportion type 4 (14%) and types 2 (less than 10%).100 Surprisingly,
no type 6 was found in the African-American population but type 1 (32%), type 4
(44%), and type 3 (18%) were found in them, suggesting a genetic admixture between
African and European types and reflecting both past and recent migratory move-
ments.105 Stoner et al.100 suggested that the high frequency of European strains in
African European populations could be due to a selective advantage of these strains
compared to African ones.

JCV populations also appear to be geographically structured in the Pacific Islands,
probably due to multiple human migration waves.101,102 Four subtypes were identi-
fied within JCV populations from western Pacific Islands: subtype 8A restricted to
Papua New Guinea, subtypes 8B from non-Austronesians, 2E from Austronesians
widely distributed though Pacific Islands, and subtype 7A rarely found. Yanagihara
et al.102 proposed that subtype 8A first arrived in Papua New Guinea or Sahul fol-
lowed by subtype 8B. Later (w5000 years ago), Austronesian expansion might
have led to the spread of subtype 2E. Recent migrations from South China or Taiwan
might have brought subtype 7A into Guam. Surprisingly, Australian JCV strains
belonged to subtype 2E which is genetically close to the subtype found in East
Asia (subtype 2A). This is in sharp contradiction with the known history of Pacific
peopling which was confirmed by H. pylori population studies and language phylog-
eny (see Section 3.1.1). Indeed, the first wave of migrations from Asia into the Pacific
Islands led to the peopling of both Australia and New Guinea. Therefore, we ex-
pected to find in native Australian strains the same subtypes as those found in
New Guinea.
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In accordance with these results, Pavesi106e108 tackled the evolution of JCV geno-
types by means of principal component analyses based on JCV sequences from the five
continents. These analyses evidenced that the African type 6 might be the ancestral ge-
notype that gave rise to two major independent lineages, one clustering types 1 and 4
while the other containing types 2, 3, 7, and 8. This analysis has led the author to pro-
pose an alternative to the classical model of human migrations, namely “the two-
migration model.” This model hypothesizes two early routes of expansion out of
Africa: one route into Asia and the second one into Europe. However, phylogenies
based on whole JCVegenome sequences showed some discrepancies.109 For instance,
the basal European clade position was paradoxal.93,95,101,104 This is inconsistent with
the hypothesis of an infection of humans by JCV before their expansion from Africa.
Pavasi106 handled this question by reconstructing two phylogenies based on slow- and
fast-evolving sites defined from the Shannon entropy index. Phylogenies based on in-
variants plus slow-evolving sites and on invariants plus fast-evolving sites were
different. When invariants and slow-evolving sites were used to reconstruct phylog-
eny, the topology was similar to topologies obtained from the whole-genome se-
quences with the European clade at the basal position and type 6 as the ancestral
type of all other types. In contrast, the phylogeny based on invariants and slow-
evolving sites placed the type 6 on the deepest branch. This is consistent with an Af-
rican ancestry. However, other questionable findings remain to be clarified such as the
higher genetic diversity observed in European and Asian than in African JCV.109 Co-
incidences between geographical association between JCV and human populations
may result from other factors such as natural selection or specific viral life-history
traits. More studies on JVC are therefore needed before concluding with regards to hu-
man migrations. In addition, the molecular clock needs to be carefully reevaluated.109

One debatable point of all these studies is that they have relied on the hypothesis of
JVC and human codivergence and on a slow mutation rate which has not been tested
independently from the coevolution hypothesis. Mutation rates were first estimated to
range between 10�7 and 4 � 10�7 per site per year.104,110 These estimations were
founded on the assumption of a longtime coevolution between JCV and humans (at least
since the expansion from Africa about 150,000 years ago) and estimations were cali-
brated from host divergence times. Hence, this approach is somewhat tautological. In
contradiction with the preceding, two more studies found much faster mutation rates us-
ing a Bayesian Markov chain Monte Carlo (MCMC) approach which is free from the
assumption of codivergence and is based on coalescent analysis of sequences sampled
at different times.111,112 Shackelton et al.112 tested congruence between JCV and human
phylogenetic trees by mapping consensus JCV trees onto three possible human trees
thus creating “tanglegrams.” From each of these tanglegrams, the potentially optimal so-
lutions were determined by evaluating the noncoevolutionary events (i.e., duplication,
horizontal transfer, and loss of a virus by a host population) required to reconcile
JCV and human trees. Randomizations of the branches of the viral tree were used to
test the hypothesis that the viral tree was more congruent with the human tree than a
random tree would be. In both studies, no evidence for codivergence between human
and virus phylogenies was found.111,112 Shackelton et al.112 estimated for humans the
age of the MRCA to be in accordance with the accepted estimates (i.e., between
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100,000 and 150,000 years) and provided evidence for an expansion starting
50,000 year ago when major cultural changes occurred. In contrast, the MRCA for
JCV was estimated not to exceed 3100 years ago. Both studies found a significantly
higher mean substitution rate for JCV than previous estimations (more than 100-fold
faster: 1.7 � 10-5 see Ref. 112 and 3.6 � 10�5 substitutions/site/year see Ref. 111).
Considering this faster mutation rate, skyline plots, a coalescent method for estimating
past population dynamics,113 revealed that the global viral population increased during
the last 350 years112 and that posterior population estimates for viruses and humans
differed totally (Fig. 7.5; see Refs. 111,112).

These last two studies demonstrated that JCV populations should not be used to infer
past human history because their population dynamics occurred at time scales that are
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Figure 7.5 Bayesian skyline plots performed on JCV genomes (A) and on human mtDNA
(B) sequences with nucleotide substitution rates of 3.64 � 10�5 and 1.7 � 10�8 for virus and
human sequences, respectively. The x-axis is the number of years before present and the y-axis
is the scaled population size (¼Ne � g). The median estimate of the population size (Ne � g;
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From Kitchen A, Miyamoto MM, Mulligan CJ. Utility of DNA viruses for studying human host
history: case study of JC virus. Mol Phylogenet Evol 2008;46:673e82.
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too recent. It seems more likely that JCV population phylogenies and dynamics reflect
recent societal and epidemiological shifts in human behavior or technological innova-
tions.111 In agreement with this, skyline plots indicated expansions of JCV in Africa,
Europe, and Japan that began about 50 years ago.111 Expansions in Europe and Japan
50 years ago may be due to societal changes that occurred after the World War II.

4. Conclusion

In this chapter, we sketched a brief overview of the emerging field of the use of microbes
or parasites as proxies for human migrations. Now, in 2016, more than two decades after
the first attempts using viruses for this purpose, we have reached the age of maturity.
Though many candidates have been tested, the most convincing and innovative results
were obtained with H. pylori. This was mainly driven by the intrinsic qualities of this
bug, but also by a decent sampling scheme, the accumulation of large data sets, and a
good geographical coverage. Indeed, H. pylori MLST brought a lot of information in
terms of genetic diversity and structure of this pathogen and indirectly of its human
host. However, with the continuous improvement of sequencing technologies and the
increasing facility to generate complete microbial genome at reasonable costs, the para-
digm of H. pylori MLST might shift toward other bacterial species that displayed too
fewmutations in anMLSTschemebutmight unravel valuable information at the genomic
scale. The ongoing shift from a multiple gene approach to a genomic approach is paving
the way toward a new golden age in this field, which will increase the demand for new
population genomic tools and algorithms. The next targets will certainly belong to the
group of relevant human pathogens whose study is more easily supported, but commen-
sals should not be dismissed. For example, to circumvent the complicated sampling of
H.pyloribacteria,Henne et al.114 proposed the use of bacteria from saliva samples to trace
humanmigration. The data obtained fromhumanmicrobiotametagenomics could also be
of use in this context.115 The evolutionary history of our microscopic “companions” can
be seen like a multilayer information box; different species might not provide us with a
unique congruent scenario, but might instead unravel the complexity of hosteparasite in-
teractions from neutral coinciding genetic patterns to extreme selection biases. Extending
the use of bugs to infer hostmigrations of other mammals or organisms is onemore future
challenge wemight face. The origin and dispersal of our animal stocks could be revisited;
the demography and “ghost” genetic structure of endangered species (big cats) could be
evaluated. Overall, the limits today are our imagination and the difficulty to handle these
new-generation, large-scale metadata.

Abbreviations

AE1 Ancestral Europe 1
AE2 Ancestral Europe 2
BKV BK polyomavirus
cagPAI cag pathogenecity island
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EAI East African Indian
GBV-C/HGV hepatitis G virus
HPV human papillomavirus
HTLV human T-cell lymphotrophic virus
HVR hypervariable region
IBD isolation by distance
IGSR intergenic spacer region
JCV JC polyomavirus
LCR long control region
MCMC Markov chain Monte Carlo
MIRUs mycobacterial interspersed repetitive units
MLST multilocus sequence typing
MRCA most recent common ancestor
MTBC Mycobacterium tuberculosis complex
mtDNA mitochondrial DNA
SNP single nucleotide polymorphism
UPGMA unweighted pair group method with arithmetic mean
VNTR variable number of tandem repeats
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Phylogenetic Analysis of
Pathogens 8
D.A. Morrison
Uppsala University, Uppsala, Sweden

1. Introduction

Since the time of Charles Darwin, it has been considered important to be able to recon-
struct phylogenies (the branching sequences of the lineages during their evolutionary
history), both for a group of species and also for the individuals within those species.
Unfortunately, this is one of the hardest forms of data analysis known. The events un-
der study are unobservable historical events, and so we can neither make direct obser-
vations of them nor perform experiments to investigate them. Nevertheless,
phylogenetics is based on the use of observable characteristics of contemporary organ-
isms to try to deduce the sequence of events that occurred during the descent of those
organisms. That is, we use what we can see now to infer the events that led to what we
can see.

Charles Darwin’s main contribution to biology was to recognize that there are two
distinct types of biological evolution: (1) transformational evolution, in which individ-
ual objects each change through time and (2) variational evolution, in which groups of
variable objects change their relative proportions through time. Transformational evo-
lution is common in the physical sciences as well as in biology (e.g., the ontogeny of
individuals). However, variational evolution has a special place in the biological sci-
ences, because isolated changes in variation will ultimately lead to new species. Both
types of evolution can best be represented as a tree- or network-like diagram (Fig. 8.1),
because this can show the phylesis (changes through time via inheritance) as relative

Common ancestor

Cladogenesis

Phylesis

Taxon A

Taxon C

Taxon B

PresentPast

Reticulation

Figure 8.1 Phylogenetic tree for three
contemporary taxa (AeC), showing the
various relevant characteristics used for
interpretation of the diagram.
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branch lengths, the cladogenesis (speciation) as the relative branching order, and gene
flow as reticulations among branches. The base of the tree/network represents the com-
mon ancestor, while the bifurcating and reticulating branches represent a successive
series of descendants, arriving finally at the contemporary organisms at the twigs.

This chapter introduces the important facets of the topic of producing phylogenies,
discussing those points that are of most direct relevance to the study of infectious or-
ganisms. I provide an overview, and an introduction to the recent literature. For more
general issues, there are a number of essays,1e4 including those specifically directed at
prokaryotes,5 as well as excellent books, varying from the introductory6e9 to the
detailed.10e12

2. The Uses of Phylogenies

Phylogenies form the framework within which we can best arrange our knowledge of
all aspects of biology.13,14 It has taken biologists a long time to explicate the simple
idea that it is the study of biodiversity that makes biology different from other
sciencesdthe nature and scale of the interrelationships among organisms is something
that has never been conceived of within physics and chemistry. Evolutionary history is
our explanation for the origin of that biodiversity, and so the best way to present biodi-
versity is in the context of phylogenetics. For pathogens, we are interested in the evo-
lution of the diseases at the genetic level, and what this can tell us about their past and
present diversity.

The term pathogen was devised about 1880, which was a time of great activity in
the attempt to depict organismal relationships as trees, notably with the work of Ernst
Haeckel. If we consider pathogenic organisms such as viruses, bacteria, microfungi,
protists, and helminths, then it is clear that the members of some of these groups
are not closely related to each other in the evolutionary sense, notably the organisms
traditionally grouped as protists and helminths. Recognizing and understanding that
these are utilitarian groupings based on nonevolutionary criteria has been one of the
major contributions of phylogenetic analyses to modern biology.

Pathogens are often grouped on the basis of phenotypic similarity (e.g., hosts, pre-
dilection sites, infection route, and microscopy) or similarity of disease (e.g., symp-
toms and diagnostic procedures). However, these criteria do not automatically imply
similarity of evolutionary history. For example, the traditionally recognized group hel-
minths (“worms”) consists of the Platyhelminthes (flatworms) and the Nematoda
(roundworms). However, the latter have a body cavity enclosed by mesoderm (called
the coelom) whereas the former do not, and so we infer that the roundworms are evolu-
tionarily more closely related to (for example) insects than they are to the flatworms.

Perhaps the most valuable uses of a phylogeny are for both explaining and predict-
ing organismal features. The strongest argument for a phylogenetic classification
scheme is that it organizes our knowledge in a way that maximizes information content
by being both explanatory and predictive.15 For example, Cryptosporidium (Apicom-
plexa) causes cryptosporidiosis in mammals, and its life cycle and ultrastructure are
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similar to those of the agents causing coccidiosis, toxoplasmosis, and neosporosis in
vertebrates; and thus it has traditionally been placed within the Coccidia. Molecular-
based phylogenies contradict this placement,16 however, indicating instead that it is
related to the Gregarina, which infect invertebrates. This revised placement helps
explain why anti-coccidial treatments are ineffective on members of Cryptosporidium:
if susceptibility to anti-coccidial agents is a trait inherited from the common ancestor of
the Coccidia, then any unrelated organisms will lack this trait.

Similarly, Sarcocystis is also part of the Coccidia, causing sarcocystosis in verte-
brates. It has a two-host (indirect) life cycle, with the definitive host a carnivore and
the intermediate host usually a herbivore. Sometimes, species have been collected
only from the intermediate host, and we thus need to predict the definitive host. Our
best prediction will be that the host is the same as for the closely related species.
For example, Sarcocystis alces was originally collected only from European elk, the
intermediate host, but Dahlgren and Gjerde17 suggested that it is part of an evolu-
tionary group that has canids as their definitive host; and so this would be our best pre-
diction. This hypothesis was later tested successfully by Dahlgren and Gjerde,18 who
demonstrated that both red foxes and arctic foxes (canids) can act as definitive hosts.

There are many other important uses of phylogenies,19 including the study of
cophylogeny of hosts and pathogens (e.g., understanding the role of hosts in pathogen
evolution) and pathogen biogeography (e.g., understanding the spread of pathogens).
Different pathogens have different distributions, different patterns of spread, and
different rates of evolution. This results in very different characteristics at the genetic
and geographic levels. For example, the phylogeny can be compared to the geographic
locations of the samples in order to investigate the spread of disease; or molecular
dating methods20 can be applied to estimate the age of important events in the origin
and spread of new pathogens. These relationships are discussed in more detail in other
chapters of this book.

3. The Logic of Phylogeny Reconstruction

Reconstructing a phylogenetic history is conceptually straightforward, although it took
a long time for someone21 to explicate the most appropriate approach. Interestingly,
the study of historical linguistics has developed the same methodology,22,23 thus inde-
pendently arriving at exactly the same solution to what is, in effect, the same problem.
From this point of view, the methodology itself is uncontroversial, and its generic na-
ture means that it can be used for any objects with characteristics that can be identified
and measured, and that follow a history of descent with modification.

The objective is to infer the ancestors of the contemporary organisms, and the an-
cestors of those ancestors, and so on, all the way back to the most recent common
ancestor of the group of organisms being studied. Ancestors can be inferred because
the descendant organisms share unique characteristics. That is, the descendants have
features that they hold in common and that are not possessed by any other organisms.
The simplest explanation for this observation is that the features are shared because
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they were inherited from an ancestor. The ancestor acquired a set of inheritable (i.e.,
genetically controlled) characteristics, and passed those characteristics on to its
offspring. We observe the offspring, and from the resulting observations we infer
the existence of the unobserved ancestor(s).

For example, we might note that a subset of all our organisms has an internal (bony)
skeleton. No other organisms are known to possess this complex structure. There are
only two realistic explanations for this observation: the organisms developed this
structure independently, or they inherited it from a their common ancestor. The second
explanation is the simplest one, and so it constitutes our working hypothesis of the
evolutionary history of the organisms.

If we collect a number of such observations, what we often find is that they form a
set of nested groupings of the organisms. For example, one subset of the organisms
with an internal skeleton also possesses feathers, thus leading us to infer that this sub-
group has a more recent common ancestor than does the skeleton group.

These nested sets and subsets of organisms can be represented in a tree diagram
(Fig. 8.1), which has been the conventional way to denote hypotheses of phylogenetic
history since the work of Charles Darwin. Each internal branch on such a tree indicates
an inferred ancestor, and each terminal branch (or leaf) represents an observed organ-
ism. The branching order of the tree indicates the order of the historical events leading
to divergence of the organisms, often called the “sister-group” relationships of the or-
ganisms. The length of the branches is commonly (but not always) used as a conven-
tion to represent the amount of evolutionary change that occurred in each ancestor, so
that the length of a particular branch is proportional to the number of unique charac-
teristics inferred to have been acquired by that ancestor (and passed on to its offspring).

These hypotheses of ancestry (both branching order and relative branch lengths) are
open to testing by acquiring observations of other features of the organisms. These may
support the previous observations or they may conflict with them. The practical process
of reconstructing the phylogenetic history of a group of organisms consists of evaluating
the (often) contradictory nature of the evidence. We collect as many observations as is
practicable (given time, money, and other resources), and we compare the various pieces
of evidence in order to arrive at the most plausible scenario for the historical events.

As a specific example that this logic can work in practice, Lemey et al.24 studied the
transmission history of the HIV-1 virus among a particular group of people. In this
case, there was independent evidence concerning the transmission history, based on
interviews with the nine people concerned, so that we have a pretty good idea who
passed the virus to whom, and when. This known transmission history constitutes
the true evolutionary history (Fig. 8.2). Some of the genes of the virus were also
sequenced in these same people at varying time intervals. This means that we can inde-
pendently attempt to reconstruct the evolutionary history (phylogeny) using these
sequence data. In this case, the known history and the reconstructed phylogeny turn
out to be identical, for at least some of the known types of phylogenetic analysis,
and so we can justifiably conclude that our phylogenetic methods are valid.

As an example of an experimentally produced evolutionary history, we can
consider the work of Sanson et al.25 These workers used known errors in gene copying
within Trypanosoma cruzi (Kinetoplastida), to mutate a single rRNA gene sequence
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into a set of eight descendant sequence clones, where all of the intermediate ancestral
clones were sequenced as well. In this case, we have molecular data for all of the an-
cestors and all of the descendants, and we also know the true historical relationship
among them all. Here, all of the known methods for reconstructing phylogenetic trees
from molecular data produce exactly the same solution, which perfectly matches the
known history.

4. Characters and Samples

Phylogenetic analysis can be used for any objects with characteristics that can be iden-
tified and measured, and that follow a history of descent with modification. The objects
being sampled are usually referred to as “taxa” and the characteristics being measured
are “characters.”

The taxa can be any part of the standard taxonomic hierarchy (species, genera, fam-
ilies, etc.) or they can be individuals or populations. They can also be cultures or pa-
thology samples, or even fossils. It is expected that the characters will be measurable
on most of these taxa, although some of the taxa may lack some of the characters.

The sample of taxa used to construct the phylogeny needs to be adequate in order to
provide a convincing case for particular phylogenetic relationships. Showing that a
problem exists is easy with a small sample size, but revealing the solution usually takes
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much more effort. Furthermore, a biased sample usually leads to biased estimates of
phylogenetic relationship. Relationships cannot be detected if the related groups
have not been sampled, for example.

Unfortunately, pathogens are difficult to study because they are usually hard to find.
Access to hosts can be difficult, and endoparasites often can be found only in symp-
tomatic individuals. Therefore, sampling to date for many taxonomic groups has
been almost entirely opportunistic.26 Opportunities for sampling arise principally
from case studies of medical and veterinary diseases, rather than from purposive exper-
imental designs. Phylogenetic relevance has often not been the criterion for sample
choice, which leads to a small and biased sample.

As a result of the large biodiversity of many pathogen groups, we need to choose
exemplar taxa for a worthwhile phylogenetic analysis (e.g., at least one species from
each genus). This is difficult if the biodiversity has not been well cataloged. In partic-
ular, the Apicomplexa, bacteria, and viruses are the three worst-known groups in terms
of their named biodiversity, each with <1% of their estimated number of species hav-
ing been described to date.27 This compares very unfavorably with all other taxonomic
groups. Even the Insecta, which is usually considered to be the prime example of a
poorly known group, has about 1 million species known out of an estimated total of
4.5e30 million. This situation creates several possible impediments for the phyloge-
netic study of pathogens, which are discussed by Morrison28 for the Apicomplexa
as an empirical example.

Obviously, the characters measured must be heritable, which means that they must
be genotypic characteristics rather than merely phenotypic ones (i.e., those greatly
influenced by environmental variables). Most pathogens are unicellular or multicel-
lular without specialized tissues, which severely limits the number and range of avail-
able characters. Traditionally, the characters used for phylogenetic and taxonomic
analyses have been based mainly on life cycle features, disease characteristics, and ul-
trastructure. It may be rather difficult to determine homologies among such characters
(i.e., their evolutionary comparability), so that related character states are being
compared; and the data are also regrettably incomplete for most species. Consequently,
phylogenies based solely on these characters have been rare, and they have not been
particularly robust (see Barta29 for an example).

For this reason, molecular data have now become the predominant character data
for phylogenetic studies of pathogens. DNA mutates, the sequences change, and as
pathogens spread they bring these changes with them. Molecular characters include
allozymes, DNAeDNA hybridization, randomly amplified polymorphic DNA
(RAPD), restriction fragment length polymorphism (RFLP), amplified fragment length
polymorphism (AFLP), protein sequences, and nucleotide sequences. Of these, nucle-
otide sequences are now by far the most common, for all taxa not just pathogens.
Indeed, many microbiology journals have guidelines stating that a phylogenetic
context is required for the publication of new taxa, so that their nucleotide sequences
and organismal phylogenies are part of the “publication pipeline.”

For nucleotide sequences, only concordance between the phylogenies derived from
several molecular sequences will be accepted as evidence for the organism phylogeny.
A tree from a single molecular sequence represents only the phylogeny of that one
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gene, which does not necessarily reflect the phylogeny of the organism.30 Just how
many genes might be required to reconstruct the organismal phylogeny is an open
question,31,32 however. Many other molecular data types (e.g., AFLPs) sample widely
from the genome, and so they should naturally represent the organismal phylogeny.

To date, most pathogen phylogenies have been based on the sequence of a single
gene, usually the nucleotide sequence of the small-subunit (16S or 18S) ribosomal
RNA gene. Indeed, most of the reclassification of the bacteria since the late 1970s
has been based principally on this gene.33 Many of the other genes sequenced are those
for host recognition or for dealing with the host immune system (perhaps sequenced as
part of projects producing new drugs or vaccines), which are often unique to each taxo-
nomic group or are subject to heavy pressure from selection, and are thus not neces-
sarily useful for phylogeny. In particular, bacterial genomes often have clusters of
functionally related genes such as those for antibiotic resistance,34 which can affect
phylogenetic analysis. Consequently, the character data are rather fragmentary for
many taxonomic groups. A multigene phylogeny is, therefore, unlikely to be produced
from these current data (see Ogedengbe et al.35 for an empirical example).

An obvious source of multigene sequence data is complete genomes, the necessary
laboratory and data-analysis techniques being routinely feasible nowadays.36,37 Thus,
there are now available hundreds of complete genomes for bacterial taxa, although less
than a score exist for the eukaryotic Apicomplexa, for example.

Sequences of complete genomes have contributed much to comparative genomics,
which assumes that the phylogeny is known and can be used as the basis for compar-
isons among species. However, these genomes might never prove to be useful for phy-
logeny reconstruction itself. For example, there is likely to be increased homoplasy
(owing to sequencing errors, intragene processes, intergene processes, and noncoding
regions), along with inadequacies due to data-processing methods.38

The only phylogenetic situation where genome data are likely to be useful is where
the original gene samples were biased, because the genomes might then correct the
sampling error. However, if the genes previously examined were a representative sam-
ple of the genome, then the complete genomes will only confirm what was already
known in terms of both confident and problematic relationships (e.g., see Morrison38).
Of particular importance here is the possibility of horizontal gene flow (as opposed to
the vertical inheritance often assumed by phylogenetics), which will be discussed in
the following section.

We therefore need to be realistic about what we can expect from the phylogenetic
analysis of sequence data, especially genomic sequences. Of particular importance will
be our ability to locate representative genes that are appropriate to the evolutionary
timescale being examined, rather than merely the quantity of the data per se. There
needs to be a widespread base of people actively collecting a purposive sample of
phylogenetically relevant multigene data.39 Without this base, both the taxon and char-
acter sampling will be inadequate, in the sense that data will not be available for the
critical exemplar taxa. This leads to uncertainties about organismal relationships,
and concordance of multiple gene sequences cannot be demonstrated.
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5. The Practice of Phylogeny Reconstruction

Even though we cannot examine evolutionary history directly in any experimental
way, scientists have developed sophisticated methods that allow us to use contempo-
rary data about genotypic characteristics, to reconstruct phylogenies. While the logic
of phylogeny reconstruction is straightforward, applying this logic in practice, in the
face of conflicting evidence, is far from straightforward.

Phylogenetic analysis of molecular sequences (the predominant type of data these
days) usually consists of three distinct procedures: (1) sequence alignment; (2) char-
acter coding; and (3) tree/network building. These steps are usually performed in
this order, and all three of them need to be fully described for a phylogenetic analysis
to be repeatable (in the scientific sense). Also, there are many known artifacts poten-
tially associated with each of these procedures, and they need to be seriously consid-
ered in all analyses. Some of these issues and ways of dealing with them are illustrated
by Morrison3,27 using pathogens as examples.

Alignment is the process of establishing the possible homology relationships
among the sequence residues.39e43 Homology refers to the relationships of features
that are shared among taxa due to common ancestry (i.e., they all inherited the feature
from their most recent common ancestor). That is, we hypothesize that each of the
aligned residues has descended from a common ancestral residue. Unfortunately,
the term “homology” has been used historically to refer to a wide variety of concepts,
and it is important to understand its strict evolutionary definition.43,44

Sequence similarity is often used as strong evidence for potential homology, and
this is the basis of all automated alignment procedures (i.e., computer programs).
However, sequence similarity decreases rapidly as taxa become more distant (in evolu-
tionary time), so that processes causing sequence length variation become more
probable (such as duplication, translocation, deletion, and insertion). Under these
circumstances, similarity cannot be treated as homology (see Fig. 8.3). In evolutionary
terms similarity ¼ homology þ analogy, and analogy (chance similarity due to
character parallelism, convergence, or reversal), increases with increasing evolu-
tionary distance. This exacerbates the problems of poor taxon sampling. It also
exacerbates the problems caused by distant outgroups, which can be very difficult
to align with the ingroup (see the following sections).

For the degree of sequence similarity that commonly occurs in phylogenetic ana-
lyses, automated alignment methods have often proved to be inadequate. For this
reason, more than three-quarters of phylogeneticists manually intervene in the align-
ment process,45 either by manually adjusting the alignment output by the computer
program or by producing a completely manual alignment. This reflects the simple
fact that there is not yet any automated procedure capable of producing a multiple
sequence alignment that reflects homology.42,43 Personal judgment may not be perfect,
but at least it can consciously be based on homology as a concept.

For molecular data types other than sequences, homology often refers to homology
of the bands appearing on the gels, and thus to the primers used. For example, AFLP
data are based on a set of randomly chosen primers, and we must hypothesize that
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Figure 8.3 Two alternative alignments of part of the nuclear large-subunit ribosomal RNA gene for the Lepocreadioidea (Platyhelminthes). Two of the
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bands in the same position on the gels are homologous (i.e., they represent amplifica-
tion by the primer pair of the same genetic sequence). The inability to assess these hy-
potheses is sometimes listed as a major limitation of nonsequence character data.

Character coding46,47 is often overlooked as an important step in sequence analyses.
Those parts of the sequence alignment involving length variation (where there are so-
called “gaps”) are sometimes considered to be uncertainly aligned, and most computer
programs treat gaps as missing data. Furthermore, some regions in the sequence align-
ment might be considered to be ambiguously aligned across the dataset, even if some
subsets of the sequences have been aligned with certainty. These regions often are
excluded from the phylogenetic analysis.48 In both cases, phylogenetic information
is lost (see Fig. 8.4), even though this can potentially be useful for phylogenetics.49

This issue can be dealt with by coding the length-variable regions as a set of indepen-
dent characters, which are then included in the phylogenetic analysis.46

A cautionary note is warranted here. When dealing with nonmolecular character
data, it is usual to decide a priori which characters will be sampled and which ones
will not be. However, when collecting molecular data this only applies to the choice
of genes to be sequenced or to the primers to be used. It does not apply to the actual
data collected. This means that the experimenter is able to choose either to include or
exclude the observations at will after the data have been collected. This applies when
we decide to exclude characters that cannot be aligned unambiguously, alignment po-
sitions that appear to be overly variable or saturated (such as third-codon positions), or
even simply positions where gaps have been introduced into the alignment.3

One approach to data selection would be to have some sort of measurement of our
confidence in the alignment columns, which could be taken into account when the phy-
logeny is constructed. One practical problem with this approach is that there has been a
veritable cottage industry developing such measurements, which have not yet been
comparatively assessed for their suitability. So, there are objective criteria for deleting
regions of variable or ambiguous alignment in phylogenetic analyses,50e52 but a pos-
teriori data exclusion should be treated with caution, as it has the obvious potential to
introduce bias as well as to alleviate it.

Building the tree or network is the third step of a phylogenetic analysis, and it sim-
ply displays the information obtained from the sequence alignment and coding steps as
a branching diagram.3 That is, conceptually all it should do is change the tabular data
(the alignment) into a picture of the data (the phylogeny), all of the hard work having
been done in the previous two steps. In practice, it is rarely this simple.

In particular, it is important to remember that any genealogy is a network of rela-
tionships, irrespective of whether it represents relationships among individuals (a pedi-
gree) or groups (a phylogeny). This is true any time that there is gene flow among
contemporaries, in addition to vertical inheritance through time.53 For phylogenies,
this is true for any species that is subject to processes such as hybridization, introgres-
sion, lateral gene transfer, or other forms of recombination, for example.

In spite of this, phylogenetic trees are farmore common in the biological literature than
are phylogenetic networks, so that the reticulate relationships are ignored whenever they
occur. This can oftenwork in practice, because trees are a subset of networks. That is, trees
are networks without reticulation, so that a tree is a special case of a network. A tree may
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(A) Alignment
Caecincola CAGCAATGAGTACGGTTATATTGACTTGGC
Siphodera CAGCAATGAGTACGGTAATATTGACTTGGC
Paracrypto CAGCAATGAGTACGGTAATGCTGACATGGC
Mitotrema CAGCAATGAGTACGGTAATGCTGACATGGC
Schistorch CAGCACTGAGTACGGTAATCTGGAAATGGC
Callohelmi CAGCATTGAGTACGGT-TTATGGACATGGC
Homal_arma CAGCATTGAGTACGGT---ATGGACATGGC
Homal_syna CAGCATTGAGTACGGT---ATGGACATGGC
N_splende1 CAGCATTGAGTACGGT---ATGGACATGGC
N_splende2 CAGCATTGAGTACGGT---ATGGACATGGC

(B) Coding 1 — standard
Caecincola CAGCAATGAGTACGGTTATATTGACTTGGC
Siphodera CAGCAATGAGTACGGTAATATTGACTTGGC
Paracrypto CAGCAATGAGTACGGTAATGCTGACATGGC
Mitotrema CAGCAATGAGTACGGTAATGCTGACATGGC
Schistorch CAGCACTGAGTACGGTAATCTGGAAATGGC
Callohelmi CAGCATTGAGTACGGT?TTATGGACATGGC
Homal_arma CAGCATTGAGTACGGT???ATGGACATGGC
Homal_syna CAGCATTGAGTACGGT???ATGGACATGGC
N_splende1 CAGCATTGAGTACGGT???ATGGACATGGC
N_splende2 CAGCATTGAGTACGGT???ATGGACATGGC

(C) Coding 2 — gaps deleted
Caecincola CAGCAATGAGTACGGT ATTGACTTGGC
Siphodera CAGCAATGAGTACGGT ATTGACTTGGC
Paracrypto CAGCAATGAGTACGGT GCTGACATGGC
Mitotrema CAGCAATGAGTACGGT GCTGACATGGC
Schistorch CAGCACTGAGTACGGT CTGGAAATGGC
Callohelmi CAGCATTGAGTACGGT ATGGACATGGC
Homal_arma CAGCATTGAGTACGGT ATGGACATGGC
Homal_syna CAGCATTGAGTACGGT ATGGACATGGC
N_splende1 CAGCATTGAGTACGGT ATGGACATGGC
N_splende2 CAGCATTGAGTACGGT ATGGACATGGC

(D) Coding 3 —indels informative
Caecincola CAGCAATGAGTACGGTTATATTGACTTGGC 00
Siphodera CAGCAATGAGTACGGTAATATTGACTTGGC 00
Paracrypto CAGCAATGAGTACGGTAATGCTGACATGGC 00
Mitotrema CAGCAATGAGTACGGTAATGCTGACATGGC 00
Schistorch CAGCACTGAGTACGGTAATCTGGAAATGGC 00
Callohelmi CAGCATTGAGTACGGT?TTATGGACATGGC 10
Homal_arma CAGCATTGAGTACGGT???ATGGACATGGC 11
Homal_syna CAGCATTGAGTACGGT???ATGGACATGGC 11
N_splende1 CAGCATTGAGTACGGT???ATGGACATGGC 11
N_splende2 CAGCATTGAGTACGGT???ATGGACATGGC 11

Figure 8.4 Alignment of part of the nuclear large-subunit ribosomal RNA gene for the Lep-
ocreadioidea (Platyhelminthes). The alignment (A) has several taxa with a gap that might be
phylogenetically informative, and which can be coded in any of several ways that do not
represent the same phylogenetic information (BeD). Most phylogeny programs treat the gaps
as missing data (B), so that each alignment column independently contributes information only
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thus be a useful model in practice,54 but we should not lose sight of the fact that a tree is
actually a simplified networkdall trees are networks but not all networks are trees.38

A number of different types of data analysis have been developed, based on
different mathematical optimality criteria. Some of these are based on estimated genetic
distances while others are based directly on the characters, such as parsimony, likeli-
hood, and bayesian analysis. The latter try to maximize the amount of inferred homol-
ogy in the phylogeny (or minimize the amount of inferred homoplasy) as part of their
optimality criterion, which gives them a theoretical advantage (and one that also ap-
pears in practice). Choosing among such methods is discussed in the following section.

Unfortunately, different phylogeny-building methods often add artifactual informa-
tion to the tree/network that does not reflect evolutionary history. For example, substi-
tutional saturation is an almost universal problem (due to superimposed substitutions55)
and compositional heterogeneity is a recurring problem (e.g., A þ T bias or codon
bias56), as are juxtaposed long and short branches (resulting in what is known as
long-branch attraction57). It is worth noting that many of the currently recognized prac-
tical problems (e.g., long-branch attraction, compositional bias, and saturation) are
merely specific examples of how analogy appears in molecular biology. Analogy ex-
acerbates the problems caused by poor taxon sampling and distant outgroups.

While it is impossible to make generalizations about the phylogenetic problems of
pathogens, because the different groups are not closely related, there are recurring
themes. For example, the main cause of substitutional saturation and long-branch
attraction is large evolutionary distances among the taxa, which is a common situation
for unicellular organisms such as most pathogens. Similarly, nucleotide composition
biases reflect mutational as well as selective forces, so that AT-richness often charac-
terizes mutation-prone genomes such as those of intracellular bacteria, although there
are also bacteria (such as the Actinobacteria) that are GC-rich instead. Nucleotide bias
is also associated with the parasitic lifestyle, such as in the AT-richness of Plasmodium
falciparum (Apicomplexa), where it is presumably advantageous because it permits
rapid genetic selection in response to survival threats.

Computationally, artifacts arise because one or more of the assumptions of the anal-
ysis have been violated. All data analyses are based on some form of underlying
model, whether explicit or implicit, which specifies the assumptions that need to be
met by the data in order for the results of the analyses to be reliable.58 The choice
among phylogenetic models should be quantitatively assessed rather than arbitrarily
chosen,59 as this is the only proactive way of dealing with artifacts. These issues often

for those taxa with nucleotides in that column. Here, the gaps are not treated as indels, but as
missing information. Alternatively, many researchers simply delete alignment columns that
contain gaps (C), thus losing all of the potential phylogenetic information. Here, the indels do
not exist at all. Other researchers code the gapped columns as separate indels (D). Here, extra
characters are added that represent the sharing of the indel patterns among the taxa, which are
then phylogenetically informative when analyzed.
The data are from Bray RA, Waeschenbach A, Cribb TH, Weedall GD, Dyal P, Littlewood DTJ.
The phylogeny of the Lepocreadioidea (Platyhelminthes, Digenea) inferred from nuclear and
mitochondrial genes: implications for their systematics and evolution. Acta Parasitol 2009;54:
310e29.

=
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can be dealt with by deleting length-variable regions and autapomorphies from the
alignment, or by choosing appropriate evolutionary models for the analysis.3

The most basic assumption of the models is that the model does not change through
time along the evolutionary lineages (i.e., in different subtrees). If this is so, then mathe-
matically the model is said to be stationary. Biologically, stationarity is an unlikely
assumption, because the physical constraints on the macromolecule coded for by the
gene are likely to have varied through time, and so the DNA sequence is expected to
also have been subjected to temporal variation. Suggestions have been made that allow
for temporal variation in parameters of likelihood models.3,60 Unfortunately, few of the
current suggestions are yet to be incorporated into themost commonlyused computer pro-
grams, mainly because they do not fit easily as extensions of the current simple models.

Phylogenetic analysis of all organisms is usually treated as being rather similar,
except for viruses and perhaps bacteria. Otherwise, the differences between different
pathogen groups are quantitative rather than qualitative. Some groups have certain
genotypic characteristics more strongly than do others, and these will thus affect the
analyses to varying degrees. Bacteria often are subject to horizontal gene flow of
some sort, as well as hierarchical inheritance, and this can confound phylogenetic in-
ferences. This is discussed in more detail in a later section. For viruses, it is often
possible to study the genotypic changes occurring during the course of infection
from serial samples, due to their rapid evolution. Suitable methods for the phylogenetic
analysis of serial samples are currently under development.61,62 This clearly has impli-
cations for genome-wide association studies.63

6. Choosing a Method

It is possible to perform all three procedures of a phylogenetic analysis (sequence
alignment, character coding, and tree/network building) simply by choosing some
popular computer programs and then using the default parameter values of those pro-
grams. For example, one strategy popular in the literature is to choose Clustal for align-
ment, to ignore any explicit coding, and then to choose MEGA for tree building.64

Unfortunately, this is a very naïve approach, because it does not consider the possible
unsuitability of the analyses for the specific dataset at hand, which may lead to results
that are artifacts.65 A phylogenetic analysis is only as good as the steps taken to ensure
the highest quality of data and to evaluate and use the most appropriate mathematical
models for the data analysis.

Unfortunately, in some areas of biology overly simplistic analyses still seem to be
the order of the day for many practitioners. In the modern world, however, with the
advent of more realistic models of character evolution, phylogenetic analyses need
no longer be treated as “black boxes” into which data are fed and from which a tree
spontaneously emerges. We need to be aware of what assumptions are made by
different analyses and how to interpret the information that comes out. This knowledge
will help to choose an appropriate phylogenetic analysis for the data.

This chapter is not the place to review the pros and cons of each and everymethod, and
this canbe found in several books.10e12Youwillfind that there are several important con-
cepts to bear inmindwhen considering differentmethodologies: efficiency; the objective
function used; the search strategy used (exhaustive, branch-and-bound, and heuristic);
robustness; power; consistency; reconstruction probability; and falsifiability. The
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method chosen will probably be a compromise from among these criteria, as no method
has yet shown itself to be superior on more than a few of them.

There are two distinct types of error that will affect a phylogenetic analysis:
(1) random or stochastic error and (2) systematic error or bias. Stochastic error is
variation that results from sampling. That is, we cannot make a complete inventory
of all of the data that could be collected, and so we collect a sample instead. That
sample may not be representative of the complete collection of data, and this results
in random error. Systematic error, on the other hand, results from mismatches
between our goal and our sampling and analytical procedures. That is, we may
(unintentionally) collect data from taxa that are inappropriate (e.g., diseased), or
choose to analyze the data with an inappropriate evolutionary model. Systematic
error is thus associated with the accuracy of the answer (i.e., how close to the truth
we get), while random error is associated with the precision with which we can
present that answer (i.e., how repeatable it is).

In a phylogenetic study, random error is always expected to occur, but we can
attempt to reduce its impact, while systematic error is something that we actively strive
to avoid if we can. Random error can usually be dealt with by increasing the sample
size, either of characters or of taxa as appropriate.32 Systematic error, however, cannot
be fixed by increases in sample size because the same bias will exist throughout the
genome.66 For example, several of the gene trees of the Microsporidia have been
shown to suffer problems with long-branch attraction due to fast-evolving lineages,67

and this is not alleviated by studying whole genomes because these fast-evolving
genes occur genome-wide. If systematic bias affects many or most of the genes then
the reconstructed organismal phylogeny will be wrong, and adding new genes will
not resolve the issue. Similar problems have been reported for whole genomes of
the Apicomplexa, where incongruent phylogenetic relationships based on a small
number of genes were simply confirmed as incongruent by whole-genome
phylogenies.38

Of particular importance is the wide diversity of known biological processes
that can obscure the genetic patterns produced by phylogenetic history. That is,
our data display a set of phylogenetic patterns produced by a set of phylogenetic
processes, and the aim of the data analysis is to reconstruct the process history
from the observed patterns. This is a hard task because the same patterns can be
produced by any of several processes.68 This means that almost all datasets will
show incongruent genetic patterns, from which we attempt to construct the spe-
cies phylogeny. These incongruences will arise from the following sorts of
processes69:

• intergenomic transfers (nuclear copies of mitochondrial DNA and nuclear copies of
plastid DNA);

• horizontal gene flow (hybridization, introgression, horizontal gene transfer, and plastid
capture);

• lineage sorting stochasticity (deep coalescence);
• genome organization (number of chromosomes, ploidy level, gene linkage, and gene

duplicationeloss);
• demography (effective population size);
• natural selection (bottlenecks and selective sweeps);
• phylogeographic structure (spatial arrangement of the genetic structure).
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Some of these will create tree-like phylogenies and some will not. The “art” of phy-
logeny reconstruction is to separate the patterns due to vertical inheritance and hori-
zontal gene flow, if possible.

As the number of multigene datasets increases, an important methodological deci-
sion will therefore be how best to derive the organismal phylogeny from a collection of
(usually incongruent) gene phylogenies (i.e., how to get the species phylogeny from
the gene trees). Note that there are actually two separate issues here. First, a phylogeny
produced from any one dataset may or may not represent the true history of the taxa in
that dataset (e.g., the reconstructed gene tree might not be the true gene tree). Second,
even if we have the true tree for the dataset it still may or may not represent the true
history of the taxa (e.g., the gene tree might not be the same as the species tree). Indeed,
there are compelling reasons to expect that most gene trees will not match the species
phylogeny.70 Dealing with both of these issues simultaneously is no mean task
(reviewed by Nakhleh71 and Sz€oll€osi et al.72).

There are two basic strategies for analyzing combined data from multiple datasets3:
(1) combine the data into one set and then produce a single phylogeny from it and (2)
produce a tree from each of the datasets and then combine these into a single phylog-
eny. That is, we can do the combining either before or after we construct the tree/
network. The first strategy can be called concatenation (since we concatenate the
data) while the second can be called consensus (since we produce a consensus of
the trees), although these strategies have been called many different things in the liter-
ature (e.g., supermatrix and supertree, respectively). These two strategies may produce
mutually contradictory answers, although they often do not, and there is a long history
of unresolved debate concerning their relative merits.73e75 Indeed, methods are under
constant development to improve upon these approaches by estimating the organismal
phylogeny directly rather than indirectly.76e78

7. Representing Phylogenies: Trees

Almost all early representations of biological relationships involved networks, not
trees; indeed, the tree icon was introduced explicitly as a simplification of a
network.79 It was Charles Darwin who popularized the idea of using a tree meta-
phor for genealogical relationships, emphasizing the so-called Tree of Life; and this
iconography then came to dominate phylogenetics during the 20th century. This
has especially been true with the development of quantitative phylogenetic
methods, where an explicit mathematical model is required (rather than simply a
visual metaphor).38

The idea of a tree as the appropriate representation of phylogenetic relationships has
thus been with us for 150 years now, and yet it is quite clear from the literature that
many biologists have still not fully grasped this idea and its consequences.9 That is,
misinterpretation of trees, and the taxon groupings (clades) represented by those trees,
is endemic in comparative biology.80e83 Indeed, this failure of “tree thinking” seems to
be deep-seated in the general public, as well.84,85

An evolutionary tree obviously must have a time direction (from ancestors to de-
scendants), which is provided by the root. That is, the internal nodes of the tree repre-
sent ancestors and the external nodes represent the final descendants. If the taxa were
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species, each node would then represent a speciation event and the branch lengths
would represent the amount of change in the sequences.

An unrooted tree cannot be a picture of evolutionary history because there is no
indication of the direction of evolutionary change across the tree (which would be
away from the root). However, an unrooted tree can be an important step toward
obtaining a picture of evolutionary history. For example, for nine taxa there are
135,135 unrooted binary trees each of which can be rooted in any one of 15
different places (Fig. 8.5), yielding 2,027,025 possible rooted trees. Finding the
unrooted tree thus eliminates 2,027,010 of these trees, leaving us with only 15
possible trees. This is clearly a major step, even if we never work out the precise
location of the root.

Nevertheless, almost all of the questions being asked by biologists, which they are
trying to answer by performing a phylogenetic analysis, can only be answered using a
rooted diagram. It is inappropriate to identify evolutionary “groups” of taxa on an
unrooted tree,3,86 because only monophyletic groups (called clades) make any sense
in an evolutionary context. A clade includes the most recent common ancestor of
the group plus all of its descendants; and so, by definition, a clade cannot be deter-
mined from an unrooted tree. An unrooted tree only indicates partitions (or splits) in
the collection of taxa. For example, there are three possible ways to split four taxa
into partitions of two taxa each, and an unrooted tree will show only one of them.
Thus, an unrooted tree contains information that allows us to eliminate possible groups

A

A D
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C

B C D E

AB C D E DE C A B

A BCED A BC ED A B C ED

D E C BA
Figure 8.5 An unrooted tree of five taxa (top), which can be rooted on any of its seven branches,
yielding seven rooted trees (below). It should be clear which branch of the unrooted tree has
been used as the root for each of the seven rooted trees. Thus, there are more rooted trees than
unrooted trees, because every unrooted tree can potentially be rooted on any of its branches.
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from consideration. However, it does not contain positive information about groups,
because not necessarily both of the partitions form evolutionary groups.

Furthermore, relationships among clades are equal, in the sense that each clade is
the sister to some other clade and vice versa. Thus, clades cannot be “basal” or
“crown,”83,87,88 because each single clade branches from some other single clade,
rather than each clade being a side-branch from a main stem. Logically, at each speci-
ation event two new species arise, rather than one species producing an extra offshoot
species. There is no main stem in an evolutionary tree, but instead there is a series of
branches leading to a series of twigs, even if some of the branches do have more twigs
than others. Furthermore, neither of the sisters represents the ancestor; instead, they
share a common ancestor, which may not look like either of them.

Finally, characters change through time, and so character states can be either ances-
tral (the original form) or derived (modified in some descendant). However, clades
themselves cannot be either ancestral/primitive (“lower”) or derived/advanced
(“higher”), as each clade will have a combination of ancestral and derived character
states.87 There is no chain leading from ancestral species to derived species. Instead,
each species (or group) is the sister to some other species (or group), with which it
shares some characters inherited from their ancestors and from which it differs by
some unique characters. Any group that is interpreted to be ancestral is paraphyletic
(since it does not contain all of the descendants from the common ancestor) rather
than monophyletic, and thus has no phylogenetic relevance.

All of this leads us inevitably to the question of how best to root a phylogenetic tree.
For molecular data, there are basically six ways that have been proposed3,89: (1) a pri-
ori polarizing of the character states; (2) via reversible substitution models; (3)
midpoint rooting; (4) using the molecular clock, or minimizing tiperoot variance;
(5) coalescence theory for population samples; and (6) using an outgroup. Some of
these methods have been more popular than the others, and not all of them are equally
effective.90e92

Use of an outgroup, (6), is far and away the most widespread method of rooting,
and rightly so. The outgroup consists of one or (preferably) more taxa that are not
part of the study group (i.e., the ingroup). The root of the tree is then simply the
branch that connects the outgroup taxa to the ingroup taxa. The main limitation of
this method is the choice of the taxa to be included in the outgroup. For robust phylo-
genetic analysis93 the outgroup needs to consist of several members of the sister
taxon to the ingroup (i.e., the most closely related group to the ingroup), preferably
ones with relatively short branch lengths to the ingroup. Evolutionarily more-distant
species can end up rooting the ingroup at what is effectively a random location, due
to the lack of relevant phylogenetic signal involved in the long branch lengths lead-
ing to the outgroup. Alternatively, evolutionarily close species may not be recipro-
cally monophyletic with the ingroup, due to incomplete separation of their gene
flows; this means that there will be multiple “true” root locations on the tree. So,
choosing an appropriate outgroup is a balancing act between too close and too
distant, even for genomic datasets.

The only way to root the Tree of Life, which is of some interest when dealing with
pathogens, since many of these groups were intimately involved in the origin of life, is
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to use method (1). This has been a topic of long-standing interest in evolutionary
biology.93,94

8. Phylogenetic Networks

The view of phylogenetics described in the previous section assumes a hierarchy of
bifurcating (or sometimes multifurcating) groups. Indeed, the assumption of a univer-
sal Tree of Life hinges upon the process of evolution being tree-like throughout his-
tory.13,14 In eukaryotes, the molecular mechanisms and species-level population
genetics of variation mainly do cause a tree-like structure over time, except in groups
where horizontal gene flow is common (e.g., plants and fish). However, in prokaryotes,
these processes often do not lead to a tree-like structure, as there are known to be many
mechanisms for genetic exchange that disrupt a genealogical tree.95

This has led to an ongoing discussion about whether bacterial phylogenetics, in
particular, should be based on the concept of a tree96 or not.97 We have previously
used a series to represent biodiversity (the Great Chain of Being) and we have used
a tree (the Tree of Life)ddoes our increased understanding of molecular evolution
mean that it is time to find a new representation53?

To this end there has been much interest in the use of networks rather than trees as
the basis for phylogenetic analysis. The intention here is to replace the Darwinian
model of a bifurcating tree by a “reticulating tree,”98 with the reticulations representing
evolutionary processes other than lineal descent with modification. Such processes
involve gene flow of some sort, including: hybridization, introgression, recombination,
horizontal (or lateral) gene transfer, genome fusion, ancestral polymorphism (also
called deep coalescence or incomplete lineage-sorting), and gene duplicationeloss
(or hidden paralogy). The difficulties of fitting bacteria99 and hybrids100 into a phylo-
genetic tree were first aired before 1985, over 30 years ago, but the issues have only
recently received widespread attention.

Unfortunately, this field is rather poorly developed at the moment.101 Network
methods that try explicitly to represent evolutionary history (called “evolutionary
networks”) all have serious restrictions on the types of patterns they can analyze,
and on the allowed complexity of those patterns (see Morrison102 for a 1997 review).
As noted by Huson et al.,103 there are many promising directions to follow and
rudimentary software implementations, but there is no tool currently available that
biologists can routinely use on real data.

All of the discussion in the previous section (about trees) applies equally to net-
works, because a tree is merely a special case of a network. An evolutionary network
must thus be rooted, in order to form a hypothesized evolutionary history. All of the
internal nodes should be (inferred) ancestors and all of the branches should represent
inferred evolutionary events (with a direction of transformation). Nodes where two or
more lineages converge (reticulation nodes) indicate pooling of genetic material; and
nodes with one branch coming in and two or more going out (tree nodes) represent
genetic divergence (see the empirical example in Fig. 8.6).
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Figure 8.6 Recombination network for 1542 aligned nucleotides from 72 samples of
Dictyocaulus viviparus (Nematoda). This evolutionary network shows the inferred historical
relationships among 64 farm samples and 8 samples from a laboratory isolate (used to root the
network, at the left). Most of the samples from each farm are closely related in a simple divergent
fashion through time. However, two groups of samples descend from reticulation nodes
(indicated by arrows), thus indicating the pooling of two distinct sources of genetic material.
The farms involved (29 and 65) may thus have multiple sources of infection. The data are
mitochondrial protein, rRNA, and tRNA gene sequences from H€oglund et al.110



There are, of course, an additional set of considerations for evolutionary networks
compared to trees, given their increased complexity resulting from horizontal gene
flow.While it is conceptually straightforward to generalize (to a network) the algorithmic
approaches previously developed for trees, it is very difficult in practice. Essentially, the
tree models are extended from their simple form, which includes only evolutionary
processes such as nucleotide substitutions and insertions/deletions, to also include the
reticulation events. We can conceptualize a reticulating network as a set of interlinked
trees, and if we do so then the optimization procedure can be seen as optimizing one
set of characteristics within each gene tree and optimizing another set of characteristics
across the set of trees. The main practical difficulty then becomes the much greater
mathematical space occupied by the solutions to the optimization problems.

However, not all networks are simply trees with extra edges (which is sometimes
called an augmented tree or a tree-based network)dthere exist networks that are inher-
ently network-like and cannot be obtained by adding reticulation edges to a tree.104 In
these cases, the concept of an “underlying tree” is meaningless, and these networks
will require new conceptual models as well as different mathematical models. This
issue seems to be particularly pertinent to bacterial phylogenetics.

Given the current limitations, instead of evolutionary networks, what we have more
commonly is a wide array of methods for displaying data conflict in phylogenetic data-
sets (called “data-display networks”). That is, compatible or congruent data patterns
are displayed as a tree, while incongruences in the data are displayed as reticulations
in the tree. An empirical example of constructing such a network is shown in Fig. 8.7.

Incongruences can also arise, in addition to the gene-flow processes listed earlier,
from: (1) analogous rather than homologous characters (e.g., parallelism, convergence,
and reversal); or (2) methodological issues in data collection (e.g., taxon sampling,
character sampling, and outgroups) or data analysis (e.g., model mis-specification
and choice of optimality criterion). We cannot distinguish, from the network alone,
the cause of any character incongruences,68 and so the nodes of the network do not
necessarily represent ancestors (as they would in a rooted network), and the branches
do not necessarily represent biological character transformations (from ancestor to
descendant). Data-display networks are very useful for exploratory data analysis105

or estimating genetic diversity,106 but they should not be confused with (or treated
as) evolutionary networks.

It is becoming increasingly obvious that the basic biological model for most evolu-
tionary studies is a phylogeny that includes nontree (reticulation) events, especially
when dealing with whole genomes. Since most gene trees are not expected to match
the species phylogeny, even when it is tree-like, when is it worthwhile to reconstruct
a species tree? Resolving this issue, and devising methods for constructing evolu-
tionary networks, may be the biggest current challenges for phylogenetics, particularly
for bacteria.106e109

Much of the problem arises from the lack of sexual reproduction and lack of avail-
able macro-characters in prokaryotes, so that molecular mechanisms loom large in
their phylogenetic datasets, particularly horizontal gene transfer. Furthermore, se-
quences of the small-subunit rRNA gene have played the dominant role in microbi-
ology, and one gene phylogeny cannot be used reliably to reconstruct the
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Figure 8.7 Construction and interpretation of a Median network of 43 variable nucleotides (out
of 1687 sequenced) from five Viburnum species (Plantae). (A) The aligned nucleotide
positions in their original sequence order (a), and rearranged to group identical patterns of
variation across the species (b). This shows that the data support nine distinct patterns of
relationship among the sequences out of the 15 patterns possible (i.e., there is considerable
incongruence in the dataset). (B) The steps (1e10) required to construct the network from the
aligned sequences. The species start in one group (step 1), and then each of the nine patterns of
relationship is added to the network by sequentially creating subgroups of species (steps
2e10). At each step, an edge (or set of parallel edges) is added to the growing network,
representing one of the data patterns. The characters involved at each step are marked on the
appropriate network edge, numbered according to their original sequence order. The length of
each edge is proportional to the number of characters defining (or supporting) that edge. (C)
The completed network, with the supporting characters labeling each edge. The network
displays all nine of the incongruent data patterns, which cannot be done using a tree. The data
are chloroplast trnK intron and nuclear ribosomal ITS gene sequences from Donoghue et al.111



organismal evolutionary history. The sequences of the small-subunit rRNA gene may
well have a tree-like history but that does not automatically entail that the genomes
have a similar structure.

The rest of the problem comes from whether we see the Tree of Life primarily as a
metaphor (i.e., a model) for the structure of the evolutionary past, or whether it is a
specific hypothesis about that structure (i.e., the evolutionary process really does
generate a tree). Obviously, there is a tree-like history generated by cell divisions of
prokaryotes, but is this “Tree of Cells” the most useful way of organizing our knowl-
edge of biodiversity? Microbiologists seem to have been at times wary of phylogenetic
analysis, and much of the history of bacterial classification has unfolded by deliber-
ately ignoring the basic principles that I have summarized here.33 Indeed, it may be
that microbiology and phylogeny are incompossible. If so, then microbiologists
need another paradigm; but those who object to trees do not yet seem to have one
(that is, they are anti-tree rather than pro-something-else).
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1. Introduction

Humans have a typical mammalian immune system, with three components: external
barriers, the innate immune system, and the adaptive immune system. External barriers
include physical barriers such as skin and mucosal surfaces as well as antibacterial se-
cretions like lysozyme and defensins.

The second component, the innate immune system, responds quickly to attack but is
not tailored to the specific attacking pathogen. It has built-in features that recognize
and attack pathogens using pattern recognition receptors, which are triggered by char-
acteristic molecular signatures associated with certain classes of disease organisms,
such as the lipopolysaccharides found in the cell walls of Gram-negative bacteria. It
also includes some very specific defenses against particular pathogens. The innate im-
mune system knows that certain molecules are danger signs, but it does not learn. Its
knowledge was generated by natural selection rather than individual experience, rather
like the fear of snakes that is especially easily invoked in humans.

The third component, the adaptive immune system, can tailor responses to a specific
pathogen and retains the ability to rapidly respond to future visitations by that path-
ogen. It acts as an individual immunological memory.

The human immune systems has defenses which work against practically any conceiv-
able pathogen (the adaptive system), defenses that are pretuned against traditional classes of
pathogens such as bacteria, RNA and DNA viruses, protozoa, parasitic worms, and fungi,
and a number of other specialized defenses that are aimed at specific pathogens. For
example, there are genes that defend against herpes simplex,1 EpsteineBarr virus,2 and
certain dangerous strains of human papilloma virus.3 People with two broken copies of
such a gene almost inevitably have serious or lethal infections of the associated pathogen.

Some human defenses protect against regional pathogens. Mainly that means
malaria, which we discuss at length later, but we also know of a built-in defense
that is effective against Trypanosoma brucei, the cause of a common African trypano-
somal infection known as nagana in livestock. The molecule is apolipoprotein L1
(APOL-1),4 a lipoprotein: normally such molecules transport lipids, but this one
also plays a role in killing trypanosomes. APOL-1 has, we suspect, played an
important role in human evolution. First, it is a pretty clear signal that human evolved
in sub-Saharan Africa, since that is where nagana is found. It probably says something
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about our preferred habitats in the early days of human evolution, since the tsetse flies
carrying the disease are mainly found near rivers and lakes, in forests along water-
courses, and in wooded savanna. Tsetse flies are not common in arboreal environ-
ments, and interestingly, chimpanzees do not have this defense,5 although gorillas do.

Innate human nagana defenses are not just another signpost pointing to Africa.
They also suggest possible ecological explanations for some patterns in the fossil re-
cord, for example, for the fact that Neanderthal remains have never been found in
Africa. Given a long time living in areas without tsetse flies, several hundred-
thousand years, Neanderthals probably had nonfunctional versions of this defense,
due to relaxed selection and mutation accumulation. The loss of this defense (and
most likely of other defenses against specific African pathogens) would have made
it almost impossible to expand back into Africa. Since Africa was pathogen-rich
compared to Europe and southwest Asia, the main Neanderthal homeland, the situation
was not symmetrical. Hominids could leave Africa, but they could not go home again.

It is not just that Africa was pathogen-rich, compared to Eurasia, which might sug-
gest that African immune systems were simply better. The optimal set of defenses de-
pends on the environment: African defenses were better in Africa, while a different set
would have been optimal for Eurasia. For one thing, Eurasia did have its own local
pathogens, such as scrub typhus.6 Second, since strong immune defenses have costs
and risks (autoimmune diseases such as lupus), lower total pathogen pressure in
Eurasia would have favored a turned-down, not quite as aggressive immune response.
Anatomically, modern humans expanding out of Africa would certainly have devel-
oped the appropriate immune defenses, given time, but it may not have taken all
that long. We now know that modern humans picked up useful variants through
admixture with archaic humans such as Neanderthals7 and Denisovans8 that had
inhabited parts of Eurasia for several hundred-thousand years, certainly enough time
to adapt to local conditions. A Neanderthal variant of STAT2, an innate immune
gene involved in interferon response to viral infection, is widely distributed in Eurasia
and reaches a high frequency in New Guinea. Non-Africans also picked up new HLA
alleles from both Neanderthals and Denisovans.9 In retrospect, this should have been
anticipated: HLA alleles are extremely varied, likely because of rare-allele advantage
generated by hostepathogen coevolution. Since HLA alleles are so varied, humans are
preadapted to new and different HLA variants. They are effectively interchangeable
parts. This is in contrast to more typical archaic allelesdapparently there had been
enough evolutionary divergence so that the typical Neanderthal variant did not quite
fit in modern humans, nor ours in theirs.

Many known or suspected genetic responses to infectious disease in human are loss of
function mutations, and damaged or broken genes. This is the case for nearly all the known
malaria adaptations: we will discuss falciparum malaria in some detail in the following.
Other protective variants that are known or suspected are also damaged versions of the
wild type.Most tropical Africans have the Duffy-negative chemokine receptor, which con-
fers protection against vivax malaria. For many years it has been thought that the deletion
had no negative consequences, but Reich et al.10 shown that the Duffy-negative allele itself
causes a significant reduction in neutrophil count in people of African descent. This
reduced white cell count which almost certainly has some disadvantages.
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2. Parasites as Our Friends

Of course parasites can also be helpful. Invading modern humans may have carried
diseases that hit archaic humans harder during the original modern human diaspora
out of Africa. This effect helped the Europeans expand into the New World. Venereal
diseases would be good candidates, since they can propagate successfully at the low
human densities typical of hunter-gatherers. Directly transmitted crowd diseases, on
the other hand, would not have been particularly devastating to the low density archaic
populations encountered in the Levant and Europe during that early expansion (as
opposed to the high-density agricultural populations in the New World encountered
by the Spanish).

Parasites may also have contributed to human success in hunting. We picked up
three species of taenid tapeworms from African predators (another sign of our origin)
several hundred-thousand years ago,11 one from hyenas and two from lions. These
tapeworms, like many other parasites, have a complex life cycle, forming cysts in her-
bivores (the intermediate host) and reaching maturity in the carnivorous definitive
host. Obviously their interests conflict with those of their intermediate hosts, since
they benefit when their host is eaten.

In such a situation, there is an evolutionary incentive for parasites to manipulate the
behavior of their intermediate host, for example, by making them easier to catch.12

This may be the case for toxoplasma, a protozoan that uses many herbivores as inter-
mediate hosts and cats as the definitive host. Toxoplasma has been shown to cause
fearlessness in rats and mice,13 and to cause chimpanzees to develop a perverse attrac-
tion to leopards14: who benefits? There is evidence that Echinococcus, another taeniid
tape worm with canid definitive hosts, increases predation on its intermediate hosts
(e.g., moose). Those human tapeworms may have played an important role in human
hunting success, particularly in the olden days when human weapons and hunting
skills were far less sophisticated than those used by contemporary hunter-gatherers.
Before agriculture, those tapeworms used wild pigs and ungulates as intermediate
hosts. Now they cycle through domesticated pigs and cows, suggesting another way
in which those parasites could have aided humans by fostering domestication (Ivy
Smith, personal communication).

Wild boars are quite formidable, but the aurochs (the wild ancestor of domesticated
cattle) was simply terrifying, being 2 m high at the shoulder and weighing over a ton.
Domestication sounds difficult and dangerous, but it might have been easier if a para-
site was, for its own reasons, reducing the aurochs’ fear of humans.

3. Demography and Parasites

Pathogen dynamics can have a major influence on long term demographicsdand the
other way around of course. Pathogens typically require a minimum number of hosts in
fairly close proximity (called the critical community size) in order to survive. Consider
measles: it is infectious for no more than 10 days, and survivors have lifelong
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immunity. Clearly measles can only flourish in a situation where there is a steady sup-
ply of fresh, never-infected hosts, that is to say children. Because of these facts, mea-
sles has a critical community size of roughly a quarter of a million people: it could not
have existed in its present form back in hunter-gatherer times, since there were no such
large population concentrations.15

At the opposite extreme, chickenpox, after infecting children, lingers in nerve
ganglia. It often recurs much later in life as shingles, which causes excruciating
pain. Children can catch chickenpox from their grandfather’s case of shingles. Thus,
due to its persistence and ability to wait, chickenpox has a critical community size
around 1000.16

These facts about infectious disease imply certain things about our ancestral de-
mographics. For one thing, a population crash would have usually been followed by
a boom, partly because resources become more abundant in such situations, but also
because infectious diseases become less important at low population densities. A
mega-crash, one in which humans had a brush with extinction, could thus have
had a silver lining: one or more human-specific parasites could have gone extinct.
If those parasites had imposed a heavy fitness burden, humans would have flour-
ished after the crash. Something similar (a bottleneck in space rather than time)
happens sometimes when a species colonizes a new continentdthe settler popula-
tion is too small to carry along key parasites and thrives to a surprising degree in its
new home.

Africa is rich in human pathogens. Since we originated there, African pathogens
have had a long time to adapt to humans and other primates. We mentioned that pop-
ulations such as Neanderthals that spent a long time outside of Africa probably lost
defenses that would have been necessary in Africa, and thus could not go back. The
other side of this coin is that those vigorous defenses against African pathogens had
costs, costs that were no longer necessary in cooler climates. Leaving Africa may
have had substantial payoffs, first for archaic humans in Eurasia and later for anatom-
ically modern humans.

4. Agriculture

The biggest demographic change ever experienced by humans was the population ex-
plosion made possible by the development of agriculture. Our numbers increased by
factors of 50e100, which had a fundamental (and highly unpleasant) impact on human
infectious disease. Pathogens that already infected humans became more common and
had greater impacts on fitness, while new pathogens arose that could only spread in
high-density populationsdcrowd diseases. We acquired most of these crowd diseases
from other animals. Some originated in the animals we domesticated, while a number
of others came from African primates. Some probably evolved from older human path-
ogens moving into newly available ecological niches.

The human genome responded to the new disease pressures, and we have
observed the resulting changes in many components of the immune system. The
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35delG mutation of connexin-26 causes deafness in homozygotes, but also changes
characteristics of the skin (thicker) and sweat (saltier): it may protect against infec-
tions of the skin such as erysipelas.17 It is also a common cause of deafness in homo-
zygotes. There is evidence of selection on a number of genes in the innate immune
system such as CR-1 (a malaria defense) and some of the Toll-like receptors (TLRs)
that recognize characteristic pathogen molecules. Some changes, such as the muta-
tions causing familiar Mediterranean fever18 and alpha-1-antitrypsin deficiency,19

loosen protective restrictions on some of the more aggressive components of the im-
mune systemdyou might compare these to unleashing the police, always a
dangerous thing to do. There have been changes in the adaptive immune system as
well, particularly in the major histocompatibility complex (MHC). We have recog-
nized many of these changes because they cause serious Mendelian diseases that
would hardly have reached such high frequencies unless there was some form of het-
erozygote advantage. Genomic scans have discovered other adaptive changes that do
not have such high costs.

It is an odd fact that we seem to see fewer of these expensive disease defenses in
East Asia, particularly considering only those that defend against something other
than falciparum malaria. We know of no obvious reason why this should be so:
conceivably it might a result of looking harder at European genetics (ascertainment
bias) but right now it is something of a puzzle.

5. Some Lessons From Malaria

The case of malaria illustrates a number of general principles about the relationship
between infectious disease, biological evolution, and social evolution in humans.
We discuss aspects of malaria biology in some detail, but much the same story could
be told for other infectious diseases of humans, for example, yellow fever. Falciparum
malaria is the most serious human infectious disease and has been the strongest and
best understood selective force acting on humans over the past few 1000 years. This
selection pressure operated in the peoples of the Old World tropics and subtropicsd
but not elsewheredand so caused those populations to diverge from the rest of human-
ity in some ways.20 The most dramatic impact has been the rise to high frequency of
many protective alleles. A number of those alleles (the best-studied ones) are overdom-
inant and cause major health problems in homozygotes. The sickle-cell mutation is the
most famous protective allele. Heterozygotes gain substantial protection against falcip-
arum malaria while homozygotes suffer from a severe anemia that is usually lethal in
childhood without modern medical treatment. Even so, it continues to cause substan-
tial morbidity and mortality. It is the most common lethal mutation in humans, with a
gene frequency of around 10% or more in many populations of tropical Africa.

There are a number of similar protective polymorphisms which are also disease al-
leles. Some change the hemoglobin molecule, either by amino acid changes (like he-
moglobin C and hemoglobin E) or by changing the relative numbers of hemoglobin
subunits, as in the thalassemias. Others change the red cell in different ways,
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interfering with its metabolism (glucose-6-pohophodehydrogenase (G6PD) defi-
ciency) or altering membrane proteins (melanesian ovalocytosis). It seems likely
that falciparum malaria has existed in its present form for 5000 years or less. The
approximate age of some of the protective polymorphisms has been determined, and
they all seem to be younger than that.21,22 Increasingly, researchers are discovering al-
leles favored by malaria selection that apparently do not cause disease, not even in ho-
mozygotes. Some affect familiar targets, such as the red cell membrane (glycophorin
C23 and type O blood24). We also see variants of immune-system molecules such as
Cd3625 and CR-1.26 This trend of discoveries is likely to continue, and we should
eventually observe malaria-induced changes in the frequencies of many alleles, even
those that have only weak effects on resistance. That is the typical pattern seen in arti-
ficial selection experiments. Strong selection for any trait other than fitness itself
causes negative changes in other traitsdso resistance to malaria has most likely had
significant costs. Obviously we know of the costs of many that take the form of
Mendelian diseases, but there are likely others as well.

Falciparum malaria’s unusual virulence can be explained in part by its means of
transmission. Natural selection favors low virulence in many infectious diseases
that are spread directly from person to person, since immobilizing the host inter-
feres with transmission. Since malaria is a vector-borne disease (spread by mosqui-
toes), a severe infection can still spread, even if the host is bedridden.27 If high
parasite blood counts increase the probability of transmission, severe infection
may be a favored strategy. The other major kind of human malaria, Plasmodium
vivax, is also mosquito-borne. It is a fairly serious disease, although much less
so than falciparum. It is often found in temperate climates, where it must survive
winters without active mosquitoes. In order to do so, it has the ability to hide in
liver cells for long periods, in some cases for decades. Of course, this strategy
would not work if the host died, which explains why vivax malaria has relatively
low virulence. Plasomodium falciparum mainly exists in warmer climates where
mosquito transmission occurs through most or all of the year, so that it can keep
moving to new hosts.

Malaria has another characteristic that increases its severity. Unlike most other
pathogens, malaria repeatedly switches its surface proteins. A single parasite clone
has about 60 antigenic variants and thus can stay ahead of the immune system for a
year or more, while greater variety in the parasite population as a whole means that
a single infection does not result in lasting immunity.28 This defensive tactic of malaria
has made the development of an effective vaccine very difficult: no such vaccine is
clinically available at this time.

Selection for malaria resistance in humans illustrates several key evolutionary prin-
ciples: some of these are very well known, while others are not so obvious. First, it
shows that adaptive evolution is a continuing process in humans, one that can cause
significant changes over historical time and whose direction is not the same in every
population.

This may have been especially the case over the Holocene, during which humans
experienced substantial climate change, were exposed to the selective pressures asso-
ciated with agriculture, and greatly increased in number.
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Malaria selection is also a clear example of convergent evolution. The protective
alleles in Southeast Asia are entirely different from those in Africa: some are
different mutations of genes that have produced defensive alleles in Africa (e.g.,
G6PD deficiency) while others involve different genes. One sees the same thing
in artificial selection experiments: the phenotypic changes are similar in different
lines experiencing the same selective pressures (people in both Africa and South
East Asia are resistant to malaria) but the genetic details are in general different.
Another point is that strong selection evokes changes in many genes, changes
that are concentrated in a few metabolic paths. In this case we know of many poly-
morphisms that affect the red cell and hemoglobin, as well as a number that result
in immunological changes. We have seen arguments that this pattern is somehow
unparsimonious: one sweep might be caused by strong selective pressures, but
surely not many! But in fact strong selection is likely to cause a number of
sweepsdbasically, every gene that significantly affects the trait under selection is
a candidate for an adaptive mutation.

These convergent adaptations also show us something about the way in which ad-
vantageous alleles have spread through populations. Particular protective alleles have
spread through much of sub-Saharan Africa, across New Guinea, or throughout the
coastal regions of the Mediterraneandbut few have managed to cross the Sahara
Desert or move between India and Southeast Asia. Strong geographical barriers
have prevented high-fitness alleles from spreading to all the places they would have
workeddthat and limited timedand thus local protective variants took their place.
Evolution was faster than gene flow.

Many of these protective alleles are overdominant, since homozygotes suffer
from serious disease. Overdominance means that the heterozygote has higher fitness
than the homozygote: such alleles never go to fixation. A recessive lethal like
sickle cell is clearly overdominant, but some of the other defensive alleles that
do not cause obvious disease may also have lower fitness in homozygotes. A num-
ber of domesticated animals also have overdominant alleles that are products
of recent strong selection, such as myostatin mutations in whippets and cattle.
This may be a general feature of strong selection: many of the sweeping alleles
generated by such selection may therefore reach maximum frequencies well
under 100%.

Another interesting point comes from a simple thought experiment: there must have
been a time when falciparum malaria had not existed for long and protective alleles
were as yet rare. In those days, sickle cell heterozygotes (for example) should have
had a larger fitness advantage, relative to the population average, than they do today,
since in those days the average person had no other protective alleles. Today, on the
other hand, someone in Africa who does not carry the sickle cell allele is likely to
have a number of other protective allelesdalpha thalassemia, G6PD deficiency, and
so on. Africans who do not carry sickle cell are still far more resistant to falciparum
malaria than northern Europeans or Amerindians.29 Hence, the fitness advantage of
being a sickle cell carrier (which was as high as 20% in recent centuries) must have
been even larger thousands of years ago. This means that the rate of growth, and
the equilibrium frequency, if overdominant, of every allele that protected against
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malaria slowed down as time passed, as the population acquired more and more resis-
tance to malaria from other alleles. This effect can also stop a selective sweep short of
fixation.

We think that falciparum malaria has had another interesting effect on human evo-
lution, in that it often kept populations below the Malthusian limitdthat is, kept pop-
ulation density below the level at which resource limitations would have stopped
further growth. In a Malthusian situation, resources are short and individuals compete
for them. Selection in that situation favors efficient use of available resources, which
would involve improvements in metabolic and work efficiencydbasically, farmers
who can plow more acres per calorie. It also favors paternal investment. At the limit,
you end up with hard-working peasant couples (both father and mother) who can just
barely manage to raise enough food for themselves and the two children who replace
them in the next generation.

In a sub-Malthusian ecology, where factors like disease and/or violence keep the
population well below the subsistence limit, selection pushes in a different direction.
Here the limiting factor might be health rather than wealth. Disease resistance in a
mate could be more valuable than land, hence a father’s genetic quality might be
important than his provisioning ability. In much of Africa today, women do most
of the farm work: this low level of paternal investment is only possible when
resources are plentiful. Female self-sufficiency combined with a high value placed
on genetic quality favors polygyny (multiple wives), since man’s genes are
more important than his wages. Polygyny is more common in West Africa than any-
where else.

6. Disease and Standard of Living in Preindustrial
Societies: A Simple Model

We can elaborate the role of disease in shaping human cultural diversity with a simple
model. Disease in a population that would otherwise be Malthusian, that is to say
resource limited, can have the effect of reducing the population size, leading to an in-
crease in the standard of living of those who remain. A familiar example is the pros-
perity and high wages in Europe following the massive human die off following the
great plague epidemics.

We start with a small group of 1000 colonizers in an empty environment.
Initially the population is at such a low density that there is no competition for re-
sources among people. Births and deaths occur at a constant per-person rate. There
is no age structuredno youth, nor old peopledso everyone is subject to the same
rates; these assumptions make algebraic models easy and they reflect well what
happens in more realistic (but more complicated) models. Plausible generic values
for low-technology human populations are 50 births per 1000 people per year and
30 deaths per 1000 people per year. The difference, 20 per 1000 per year, is the
intrinsic growth rate, 20 per 1000 or 2 per 100, 2% per year. In the absence of
any limitation the population grows according to this rate exactly like money at
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compound interest. After a generation of 25 years the population size would be
1000 � (1.02)25 or 1640 people. This population would double in about 35 years
and would double slightly more than 14 times in 500 years to an implausibly large
size of nearly 20 million people.

The customary models in population geneticists focus on gene frequency change,
and mean fitness, population growth rate, is normalized away in the equations for ge-
netic change. Here we need to acknowledge the demographic consequences of gene
change and retain the mean-fitness parameter in order to study the interaction of
demography and genetics. The mean fitness of 1.02 per year (or 1.64 per generation)
occurs at low population densities, but gradually declines as the population grows to
the carrying capacity. At this limit, the mean fitness is just 1.0, and the population re-
mains stationary.

What are the long term implications of this modest rate of growth? The rate of 2%
per year is commonplace among human populations yet a growth of 2,000,000% over
500 years seems and is outlandish. Early in the process resources would become scarce
and the rate of growth would slow. Assuming the initial colony occupied 100 square
miles, the expanded population after five centuries would need to occupy nearly
2,000,000 (2 million) square miles, about the area of Argentina or Kazakhstan. This
is explosive growth in historical time but it corresponds to everyday population growth
today in many low-technology societies. We know that over the long period from the
modern human diaspora out of Africa about 45,000 years ago to the industrial revolu-
tion about 200 years ago human numbers grew but at long term rates far below our
modest 2% per year. On this long time scale they hardly grew at all. It is likely that
most of the time populations were growing at rates like our 2%, perhaps slower, but
that there were frequent catastrophic events like wars, famines, and plagues that cut
population sizes back.

7. Population Limitation

There is a convenient and standard way to make a model of population limited
by resources, called the logistic model. This may not be very accurate but it is sim-
ple and, given our poor understanding of detailed dynamics, more than good
enough. The idea is that there is some carrying capacity K of the environment.
Populations below the carrying capacity in size can grow while populations above
the carrying capacity decline until they reach K. If we write Pt for population in
some generation t and Ptþ1 for population the following generation then
simple population growth like compound interest, called geometric, follows this
formula:

Ptþ1 ¼ Pt � ð1þ RÞ

where R is just the intrinsic growth rate and (1 þ R) is the mean fitness. We write
R ¼ 0.641 in the expression for the intrinsic growth rate since a rate of 2% per year
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corresponds to growth of 64.1% per generation. The logistic model specifies
that the growth rate R is damped by the current ratio of population to carrying
capacity:

Ptþ1 ¼ Pt �
�
1þ R�

�
1� Pt

K

��

In an empty environment without intraspecific competition population P is much
less than carrying capacity K and population growth is almost the same as the simple
geometric case. But as population increases the ratio P/K becomes significant, growth
slows down, and eventually stops when population reaches carrying capacity, that is,
when P ¼ K. If the carrying capacity of the environment into which our population
moved were 10,000 people then the population would grow at a decreasing rate to
reach 10,000.

What if the carrying capacity is not static but increases with the number of people?
For example, we might imagine that more people bring more farmland under culti-
vation so that K itself changes. It turns out30 that nothing much changes if the in-
crease in carrying capacity K is proportionally less than the increase in population
P as would happen if the best land were cleared first while lower and lower quality
land were subsequently brought under cultivation. The population still approaches a
(new larger) carrying capacity so that as equilibrium is approached population P is
equal to carrying capacity. The end result is that the standard of living, by which
we mean the ratio of resources to people K/P, is still unity. There are more people
but they are not living any better than they did before the new land was
cleared. Such a population, limited by resources, is referred to as a Malthusian
population.

An interesting variant of this model is to introduce a new source of mortality,
perhaps disease or warfare.31 In areas of central Africa with high levels of
falciparum malaria, malaria’s fitness cost may be around 25%: that means that
with malaria an average individual will leave 25% fewer living descendants one
generation later. With a growth rate of 20 per 1000 per year an average
individual has 1.64 daughters one generation later. If malaria now decreases fitness
by 25% the average individual will only have 75% of 1.64 or 1.23 daughters
one generation later. In terms of annual rates the malaria cuts population
growth from 2% to 0.8% per year. (Notice that we count only daughters since
our model is of a simple population that does not take into account sexual
reproduction.)

Now we can consider the fixed carrying capacity K and examine the consequences
for the population and for individual well-being. The algebraic model now becomes
(writing M for the extra density-independent death rate, from malaria in our example
but also likely to be from violence and local warfare):

Ptþ1 ¼ Pt �
�
1 þ R� RPt

K
�M

�
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We can find the equilibrium population, that is, the population that would remain
unchanging in this environment with the extra mortality. We simply set Ptþ1 equal
to Pt, rearrange some terms, and find that the new equilibrium is at

P ¼ K� ðR�MÞ
R

.

We substitute our assumed values, an intrinsic growth rate R of 0.64 and an extra
mortality rate M of 0.25 to obtain

P
K
¼ 0:39

0:64
w0:61:

The population now equilibrates at 61% of the old carrying capacity. A more
interesting way to summarize what we have found by manipulating the logistic
model is in terms of the standard of living, where a value of 1 means the bare sub-
sistence minimum compatible with life and the maintenance and population size
and a value of, say, 5, means that there is five times the subsistence minimum amount
of resources available to the average person. In our model population the standard of
living is the reciprocal of 0.61 or 1.6. There is more than half again as many resources
per person as there were before malaria appeared. What this means on the ground is
that people do not have to work very hard to get enough to eat, that there is fruit on
the trees for plucking, and that there are not great labor demands on anyone. Those
who survive the malaria enjoy a much higher standard of living. Fig. 9.1 is a
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0
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Figure 9.1 Model population size over time of a population of 1000 introduced into an empty
area with a carrying capacity of 10,000. After 250 years (10 generations) falciparum malaria
appears, and population size quickly drops to about 6500. Generation is on the x-axis,
population size on the y-axis.
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simulation of this process using plausible numbers for a low-technology human pop-
ulation. The population grows 10-fold from 1000 to 10,000 people in 10 generations,
then quickly shrinks to the new equilibrium size of 6100 people after the introduction
of falciparum malaria.

Gregory Clark32 points out that the medieval English had a higher standard than the
medieval Japanese because there was much more sewage and filth in England, and so a
heavier burden of disease. This extra disease translated, as in our malaria example, to a
lower population density and higher standard of living.

What are the social consequences of this new disease for low-technology human
populations? The most important immediate consequence is that there are plentiful re-
sources for everyone and so, following the nature of the creature, males withdraw from
subsistence work as they find that they can simply parasitize women for food. In much
of central Africa, Oceania, and the Americas the result is or has been societies in which
men do not do anything very useful and women provision themselves, their children,
and the men. The euphemism in economics for this kind of society is “female farming
system.” Left free of the demands of subsistence the men start hanging out together,
perhaps even all moving into a village men’s house (not so uncommon in Africa).
This leads to local and regional raiding and warfare, and an entrenched culture of local
violence.

8. Disease, Mating, and Reproductive Strategy

Several decades ago Hamilton and Zuk33 showed a correlation in North American
passerines between parasite burden and gaudiness. Their model was that a slowly
changing parasite load leads to parenteoffspring correlations in ducks in parasite
resistance leading to mating preferences for bright colors as signals of that resistance.
Subsequent literature suggests that a similar phenomenon occurs in human
societies.34,35

The underlying logic is clear enough, much of it similar to that of the earlier discus-
sion of endemic malaria. Human females, like all mammals, may obtain provisioning
from a male for herself and her offspring. This is the pattern in many settled agricul-
tural societies where male subsistence labor is necessary for successful reproduction:
these are so-called dad societies. On the other hand in societies that are far below the
Malthusian limit, female mate preferences are more likely to favor males other than
good providers. For example, in these societies, often characterized by chronic local
raiding and warfare, males protect females from other males. In places with high
endemic disease loads then, as in ducks, disease resistance can be heritable so that fe-
males prefer to mate with males with “good genes” rather than with males who are
“good providers.” Of course if females are selecting males with good genes rather
than males who are good providers then this is an open door for polygyny. A peasant
farmer would have great difficulty provisioning several families but no difficulty at all
simply mating with several females. Traditional societies of tropical Africa are indeed
mostly polygynous.
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There seem to be several important ecological routes to quasi-stable high stan-
dard of living non-Malthusian societies. One is warfare: in many well documented
cases deaths by violence approach a quarter to one half of all deaths with the
result that human densities remain below any purely subsistence population limit.36

Much of highland New Guinea appears to be a classic example of this cultural
ecosystem. Nothing much seems to have changed there in many millennia. The
rough broken terrain contributes to the persistence of this system since the terrain
makes it nearly impossible for an effective constabulary to suppress the chronic
violence.

Another route to such a society is through a high burden of endemic disease as in
the malaria example. Malaria is of course the classic case but yellow fever, hookworm,
and many others should have similar effects. Much of sub-Saharan Africa is described
by economists as “female farming systems,” a euphemism for societies where men
essentially parasitize women for subsistence while they commit more effort than males
do elsewhere to subtle and not-so-subtle maleemale competition. As females prefer
males who appear healthy (for their “good genes”) they may be selection in males
to accommodate this preference, that is, there should be sexual selection for appear-
ance. Several recently described myostatin mutants in Africa37 are probably recently
evolved signals of male quality.

The worldwide fall of fertility rates following the industrial revolution in northern
nations suggests that a stable non-Malthusian world is attainable without the unpleas-
antness and misery of violence and infectious disease. Meanwhile it is important to
understand that a disease like falciparum malaria not only causes much human mis-
ery directly, it also leaves in its wake damaging genetic traces that may take hundreds
of generations to dissipate. It also leaves in its wake a social order likely not so
well suited for modern industrial society. While tough fierce physically attractive
males may be favored in a social system where there are adequate resources for fe-
males to do all the provisioning, these same are not going to do so well in a subsis-
tence ecology that demands hard agricultural labor and actively sanctions violent
behavior.

9. Prosperity and the Postindustrial Era Mortality
Decline

It has become apparent in the last decade that evolution in humans is an ongoing pro-
cess that is even speeding up in the face of drastic cultural changes and the large num-
ber of humans on earth, each of whom is a potential target for mutations, including
favorable mutations.38 Clark32 has proposed that genetic change during the millen-
nium or so before the industrial revolution led to essentially a new version of humans
that made the revolution possible. The greatest change in human economic history
since the origins of agriculture, the industrial revolution of around 1800, released
our species from Malthusian constraints as income growth suddenly outstripped pop-
ulation growth.
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This revolution in human society was accompanied by many changes, and no one
has a very clear idea of how they are related to each other. Clark, whose focus is on
Great Britain, emphasizes these changes as follows:

• A decline in propensity to violence, especially male violence. In the nations of Europe ho-
micide rates fell by one to two orders of magnitude in the millennium before 1800.39,40 In
many preindustrial societies violent males enjoyed a reproductive advantage through greater
access to mates, but that advantage turned into a severe disadvantage in settled agricultural
societies with effective constabularies.

• Declining interest rates reflecting declining time preference. People were more and more in-
clined to delay gratification.

• An increasing affinity for work.
• A strong correlation between wealth and reproductive success of males.

However, at the same time, according to Clark, there were other equally profound
changes:

• A striking mortality decline, the cause of which is not well understood. Civil engineering and
vaccination are often suggested as causes of this decline but the evidence is not very clear.
The decline may also reflect in part genetic adaptation to new kinds of infectious disease.

• Birth rates fell drastically. The fall of birth rates lagged the fall in death rates by several de-
cades. This is the so-called “demographic transition” from high mortality and high fertility to
low mortality and low fertility. This led to the relationship between wealth and fertility to
reverse, as it is today in industrial societies. Today wealthier people have fewer surviving
offspring, and this reversal was the immediate precursor of the popular eugenics movement
of the late 19th and early 20th centuries.

What is the role, if any, of the mortality decline in this seismic shift in the nature of
society? A possibility is that the decline in pressure from infectious disease freed up
much of the genome to evolve in new directions determined by the new social environ-
ment. Most of the genetic adaptations to infectious disease that we (think that we) un-
derstand involve major or minor damage to genes and to individuals. We discussed
the sickle cell adaptation to malaria earlier with its high, purely genetic death toll on ho-
mozygotes, but there are many parallel adaptations to falciparummalaria that are known
and almost certainly many more that we do not yet understand. In aggregate they must
impose a large genetic burden on populations with a history of living with malaria.

As the prevalence of infectious disease declined in pre- and postindustrial societies
there may have been widespread relaxation of the selection maintaining these damaging
genetic polymorphisms, with the effect of releasing these constraints on the genome and
facilitating selection to move phenotypes in different, more favorable directions in the
phenotype space.
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1. Introduction

The history and development of infectious disease genomics are closely associated
with the Human Genome Project (HGP).1 A series of important discussions about
the HGP were made from 1985 to 1986,1,2 which led to the appointment of a special
National Research Council (NRC) committee by the National Academy of Sciences to
address the needs and concerns, such as its impact, leadership, and funding sources.
The committee recommended that the United States begin the HGP in 1988.3 They
emphasized the need for technological improvements in the efficiency of gene map-
ping, sequencing, and data analysis capabilities. In order to understand potential func-
tions of human genes through comparative sequence analyses, they also advised that
the HGP must not be restricted to the human genome and should include model organ-
isms including mouse, bacteria, yeast, fruit fly, and worm. In the meantime, the Office
of Technology Assessment (OTA) of the US Congress also issued a similar report to
support the HGP.4 In 1990, the Department of Energy (DOE) and the National Insti-
tutes of Health (NIH) jointly presented an initial 5-year plan for the HGP.5 In October
1993, the Sanger Center/Institute (Hinxton, UK) was officially open to join the HGP.
The cost of DNA sequencing was about $2 to $5 per base in 1990 and the initial aim
was to reduce the costs to less than $0.50 per base before large-scale sequencing.5 The
sequencing cost gradually declined during the subsequent years. In 2004, the National
Human Genome Research Institute (NHGRI) challenged scientists to achieve a
$100,000 human genome (3 Gb/haploid genome) by 2009 and a $1000 genome by
2014 to meet the need of genomic medicine. In early 2014, Illumina announced that
the company would begin producing a new system to deliver full coverage human ge-
nomes for less than $1,000.6

The first complete genome to be sequenced was the phiX174 bacteriophage (5.4 kb)
by Sanger’s group in 1977.7 The complete genome sequence of SV40 polyomavirus
(5.2 kb) was published in 1978.8,9 The human EpsteineBarr virus (170 kb) genome
was determined in 1984.10 The first completed free-living organism genome was Hae-
mophilus influenza (1.8 Mb), sequenced through a whole-genome shotgun approach in
1995.11 The second sequenced bacterial genome, Mycoplasma genitalium (600 kb),
was completed in less than 1 month in the same year using the same approach.12

The DOE was the first to start a microbial genome program (MGP) as a companion
to its HGP in 1994.13 The initial focus was on nonpathogenic microbes. Along with
the development of the HGP, there was exponential growth of the number of
completely sequenced free-living organism genomes. The Fungal Genome Initiative
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(FGI)14 was established in 2000 to accelerate the slow pace of fungal genome
sequencing since the report of the genome of Saccharomyces cerevisiae in 1996.15

One of the major interests was to sequence organisms that are important in human-
health and commercial activities. With the explosion in the number of sequenced ge-
nomes, thanks to the development of next generationesequencing methods, many
genome-based studies have become popular. Compared to 6 years ago when only
1100 completed genome projects were documented, the GOLD (Genomes OnLine
Database) contains information for 67,879 genome-sequencing projects, of which
7210 were completed, as of August 2015.16,17

The genomes of human malaria parasite Plasmodium falciparum and its major
mosquito vector Anopheles gambiae were published in 2002.18,19 Historically, the
effort to sequence the malaria genome began in 1996 by taking advantage of a clone
derived from laboratory-adapted strain.20 Notably, many parasites have complex life
cycles that involve both vertebrate and invertebrate hosts and are difficult to maintain
in the laboratory. Few other important human pathogenic parasites, such as trypano-
somes,21,22 Leishmania,23 and schistosomes, 24,25 have been either completely or
partially sequenced.26,27 In the meantime, the genome sequence of Aedes aegypti,
the primary vector for yellow fever and dengue fever, was published in 2007.28

The genome size (1376 Mb) of this mosquito vector is about 5 times larger
than the previously sequenced genome of the malaria vector A. gambiae. About
50% of the genome consists of transposable elements. In 2010, the genome sequence
of the body louse (Pediculus humanus humanus), an obligatory parasite of humans
and the main vector of epidemic typhus (Rickettsia prowazekii), relapsing fever (Bor-
relia recurrentis), and trench fever (Bartonella quintana), was reported.29 Its
108 Mb genome is the smallest among the known insect genomes. Subsequently,
more vector genomes have been published.30e32 Genome-sequencing projects for
other important human disease vectors are in progress.33,34 These include Culex
pipiens (mosquito vector of West Nile virus), and Ixodes scapularis (tick vector of
Lyme disease, Babesia and Anaplasma). The challenge to sequence the genome of
an insect vector is much greater than a microbe. For example, the genome of ticks
was estimated to be between 1 and 7 Gb and may have a significant proportion of
repetitive DNA sequences, which may be a problem for genome assembly.35 Further-
more, the evolutionary distances among insect species may also affect homology-
based gene predictions.

It is as important to understand the sequence diversity within a species as to
perform a de novo sequencing of a reference genome from the perspective of human
health. This is true for both hosts and pathogens.36,37 The goal of the 1000 Genomes
Project is to find most genetic variants that have frequencies of at least 1% in the hu-
man populations studied.38 One of the similar efforts for human pathogens is the NIH
Influenza Genome Sequencing Project. When this project began in November 2004,
only seven human influenza H3N2 isolates had been completely sequenced and
deposited in the GenBank database.39,40 As of May 2010, more than 5000 human
and avian isolates had been completely sequenced, including the 1918 “Spanish”
influenza virus.41 Databases for human immunodeficiency virus (HIV) and hepatitis C
virus have also been established.
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While most human studies of microbes have focused on the disease-causing or-
ganisms, interest in resident microorganisms has also been growing. In fact, it has
been estimated that the human body is colonized by at least 10 times more prokary-
otic and eukaryotic microorganisms than the number of human cells.42 It was sug-
gested to have “the 2nd human genome project” to sequence the human
microbiome.43 Highly variable intestinal microbial flora among normal individuals
has been well documented.44e46 Therefore, the Human Microbiome Project (HMP)
was initiated by the NIH in late 2007.47 The analysis and data of 242 healthy
adults at 15 (for males) or 18 (for females) body sites over 22 months were
published in 2012.48

The completed or ongoing genome projects (Table 10.1) provide enormous oppor-
tunities for the discovery of novel vaccines and drug targets against human pathogens
as well as the improvement of diagnosis and discovery of infectious agents and the
development of new strategies for invertebrate vector control. Specific examples are

Table 10.1 Completed or Ongoing Genome Projects

General

NCBI106 (http://www.ncbi.nlm.nih.gov/sites/genome)

ENSEMBL107 (http://www.ensemblgenomes.org/)

JCVI108 (http://cmr.jcvi.org/)

GOLD16 (http://www.genomesonline.org)

Sanger Pathogen genomics (http://www.sanger.ac.uk/Projects/Pathogens/)

GeMInA (genomic metadata for infectious Agents)109,110 (http://gemina.igs.umaryland.edu)

Bacteria
Human Microbiome Project111 (http://www.hmpdacc.org/)

Fungi
Fungal Genome Initiative (FGI) (http://www.broadinstitute.org/science/projects/fungal-
genome-initiative)

Parasites
Eukaryotic pathogens27 (http://EuPathDB.org)

Parasite genome projects (http://www.pasteur.fr/recherche/unites/tcruzi/minoprio/genomics/
parasites.htm)

Invertebrate vectors
VectorBase33,34 (http://www.vectorbase.org)

Viruses
Influenza virus112 (http://www.ncbi.nlm.nih.gov/genomes/FLU/)

HIV (http://www.hiv.lanl.gov/)

HCV (http://hcv.lanl.gov/)
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provided to illustrate how the information provided by various genome projects may
help achieve the goal of promoting human health.

2. Vaccine Target

Meningococcal isolates produce one of 13 antigenically distinct capsular polysaccha-
rides, but only five (A, B, C, W135, and Y) are commonly associated with disease.49

The polysaccharide capsule is important for meningococci to escape from
complement-mediated killing. While conventional vaccines consisting of the conjuga-
tion of capsular polysaccharides to carrier proteins for meningococcus serogroups A,
C, Y, and W-135 have been clinically successful, the same approach failed to produce
clinically useful vaccine for serogroup B (MenB). The capsule polysaccharide (a2e8-
N-acetylneuraminic acid) of MenB is identical to human polysialic acid, therefore is
poorly immunogenic.50 Alternatively, vaccines consisting of outer-membrane vesicles
(OMVs) have been successfully developed to control MenB outbreaks in areas where
epidemics are dominated by one particular strain.51e54 The most significant limitation
of this type of vaccine is that the immune response is strain specific, mostly directed
against the porin protein, PorA, which varies substantially in both expression level and
sequence across strains.55,56

With the completion of the genome sequence of a virulent MenB strain, a “reverse
vaccinology” approach was applied for the development of a universal MenB vaccine
by Novartis.55,57,58 Through bioinformatic searching for surface exposed antigens,
which may be the most suitable vaccine candidates due to their potential to be readily
recognized by the immune system, 570 open reading frames (ORFs) were selected
from a total of 2158 ORFs of the MC58 genome. Eventually, five antigens were cho-
sen as the vaccine components based on a series of criteria including the ability of can-
didates to be expressed in Escherichia coli as recombinant proteins (350 candidates),
the confirmation of surface exposure by immunological analyses, the ability of induced
protective antibodies in experimental animals (28 candidates), and the conservation of
antigens within a panel of diverse meningococcal strains, primarily the disease-
associated MenB strains.55,58,59 The vaccine formulation consists of an fHBP-
GNA2091 fusion protein, a GNA2132-GNA1030 fusion protein, NadA, and OMVs
from the New Zealand MeNZB vaccine strain, which contains the immunogenic
PorA. Initial phase II clinical results in adults and infants showed that this vaccine
could induce a protective immune response against three diverse MenB strains in
89e96% of subjects following three vaccinations and 93e100% after four vaccina-
tions.59 This vaccine (Bexsero) has been approved in the USA and in more than 30
other countries.60

3. New Drug Discovery

Natural products, especially microbial secondary metabolites, are important source
of bioactive compounds. Actinomycetes have been a main source of natural-product
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discovery in bacteria. Consequently, the high rediscovery rate of known compounds
and scaffolds were inevitable with activity-based screening. Genome mining of
gene clusters that produce secondary metabolites have been a new approach to
overcome this problem. For example, an antibiotic, clostrubin, was
discovered through searching novel compounds from Clostridium beijerinckii due
to the presence of several cryptic gene clusters for secondary metabolite
biosynthesis.61

Genome mining starts with a genome-wide search for highly conserved members
of the required biosynthesis gene cluster. Computational programs that support the
prediction of operons help to assign boundaries of newly identified biosynthesis
gene clusters. A large-scale, high-throughput genome mining for the genetic poten-
tial for producing phosphonic acids by screening more than 10,000 actinomycetes
has been achieved in 2015.62 It was believed that phosphonates would have greater
potential to become pharmaceuticals, with a past commercialization rate of 15%
(3/20), such as fosfomycin, compared to the 0.1% average for natural products as
a whole.63,64 In addition, bioinformatical discovery of phosphonate biosynthetic
loci has been well established, as all but two previously characterized phosphonate
biosynthetic pathways start with phosphoenolpyruvate (PEP) mutase that is
encoded by pepM. Among 10,000 actinomycetes, only 278 strains were confirmed
to have pepM by polymerase chain reaction (PCR) screening and genome
sequencing. A diverse collection of phosphonate biosynthetic gene clusters were
identified within these strains. Remarkably, 55 out of the 64 distinct clusters would
direct the synthesis of unknown compounds. Characterization of strains within five
of these groups resulted in discovery of argolaphos, and other interesting com-
pounds, including valinophos, and phosphonocystoximate. Argolaphos showed
broad-spectrum antibacterial activity against Salmonella typhimurium, E. coli,
and Staphylococcus aureus.

4. Drug Target

Targeting an essential pathway is a necessary but not sufficient requirement for an
effective antimicrobial agent.65 Identification of essential genes in a completely
sequenced genome has been actively pursued with various approaches.66,67 The indis-
pensable fatty acid synthase (FAS) pathway in bacteria has been regarded as a prom-
ising target for the development of antimicrobial agents.68 The subcellular
organization of the fatty acid biosynthesis components is different between mammals
(type I FAS) and bacteria (dissociated type II FAS), which raises the likelihood of host
specificity of the targeting drugs. Comparison of the available genome sequences of
various species of prokaryotes reveals highly conserved FAS II systems suggesting
that the antimicrobial agent can be broad spectrum.69 In addition, through computa-
tional analyses, new members of the FAS II system have been discovered in different
bacterial species.70,71 One of the protein components in this system, FabI, is the target
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of an antituberculosis drug isonizid and a general antibacterial and antifungal agent,
triclosan.72e74

Through a systematic screening of 250,000 natural product extracts, a Merck team
identified a potent and broad-spectrum antibiotic, platensimycin, which is derived
from Streptomyces platensis and a selective FabF/B inhibitor in FAS II system.75

Treatment with platensimycin eradicated S. aureus infection in mice. Platensimycin
did not have cross-resistance to other antibiotic-resistant strains in vitro, including
methicillin-resistant S. aureus, vancomycin-intermediate S. aureus, and vancomycin-
resistant enterococci. No toxicity was observed using a cultured human cell line and
the activity of platensimycin was not affected by the presence of human serum in
this study. However, the FAS II system appears to be dispensable for another
Gram-positive bacterium, Streptococcus agalactiae, when exogenous fatty acids are
available, such as in human serum.65,76 The susceptibility to inhibitors targeting the
FAS II system indicates heterogeneity in fatty acid synthesis or in acquiring exogenous
fatty acids among Gram-positive pathogens.76 Comparative genomic approaches may
be useful to identify and develop a strategy to target the salvage pathway for
S. agalactiae. Alternatively, similar approaches as described earlier for MenB vaccine
may also be applied for S. agalactiae (Group B Streptococcus).77

5. Therapeutic Response and Drug Resistance

Emergence of drug-resistant malaria to chloroquine in 1950s and sulfadoxinee
pyrimethamine in 1960s occurred from western Cambodia to the Greater Mekong
subregion (GMSR, including Cambodia, Lao, Myanmar, Thailand, and Vietnam)
and to Africa. The finding of artemisinin-resistant malaria in Cambodia and
GMSR raised a concern regarding the global spread of these parasites. While a num-
ber of studies, including population genetics and laboratory-based investigations
were conducted, no reliable molecular marker was identified until the major break-
through reported in early 2014.78 Clinical artemisinin resistance has been defined
as a reduction of parasite-clearance rate, which is expressed as an increase of
parasite-clearance half-life, or a persistence of microscopically detectable parasites
3 days after artemisinin-based combination therapy (ACT). Although artemisinin
was thought to have broad-stage specificity against malaria throughout the life cycle,
it was showed that artemisinin-resistant parasites only had decrease of artemisinin
susceptibility at ring stages, which was demonstrated by the ring-stage survival assay
(RSA0e3 h).

79

An in vitro laboratory-based approach was conducted at a time when population-
based genome-wide association studies (GWAS) did not clearly identify the genes
responsible for artemisinin resistance.78 For 5 years, an artemisinin-resistant F32-
ART5 parasite line was selected by culturing an artemisinin-sensitive F32-
Tanzania clone under a dose-escalating, 125-cycle regimen of artemisinin. Eight
mutations in seven genes were eventually selected from the result based on
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whole-genome sequence analysis F32-ART5 and F32-TEM (its sibling clone
cultured without artemisinin) at 460� and 500� average nucleotide coverage, respec-
tively. To examine whether these in vitro selected mutations were associated with
artemisinin resistance in Cambodia, sequence polymorphism in all seven genes
were analyzed from 49 culture-adapted clinical isolates related to their RSA0e3 h.
Only polymorphisms of a gene, K13-propeller, showed a significant association
with RSA0e3 h survival rates. In total, four mutant alleles, each harboring a single
nonsynonymous SNP (Y493H, R539T, I543T, and C580Y) within a kelch repeat of
the C-terminal K13-propeller domain were identified. To confirm that K13-
propeller polymorphism is a molecular marker of clinical artemisinin resistance,
parasite-clearance half-lives in patients were correlated with their K13 alleles. Of
the 150 patients, 72 carried parasites with a wild-type allele and the others carried
parasites with only one of the three single nonsynonymous SNPs in the K13-
propeller: C580Y (n ¼ 51), R539T (n ¼ 6), and Y493H (n ¼ 21). The parasite-
clearance half-life in patients with wild-type parasites is significantly shorter
(median 3.30 h) than those with these three mutant alleles (median 6.28e7.19 h).
Subsequently, clinical studies have validated the association between K13 propeller
mutations and artemisinin resistance.80e82

6. Vector Control

Early mathematical model for malaria control suggested that the most vulnerable
element in the malaria cycle was survivorship of adult female mosquitos.83,84 There-
fore, insect control is an important part of reducing transmission. The use of DDT as an
indoor residual spray in the global malaria eradication program from 1957 to 1969 has
reduced the population at risk of malaria to about 50% by 1975 compared with 77% in
1900.83,85 Engineering genetically modified mosquitoes refractory to malaria infection
appeared to be an alternative approach,86 given the environmental impact of DDT and
the emergence of insecticide-resistant insects. The Vector Biology Network (VBN)
was formed in 1989 and had proposed a 20-year plan with the WHO in 2001 to achieve
three major goals: (1) to develop basic tools for the stable transformation of anopheline
mosquitoes by the year 2000, (2) to engineer a mosquito incapable of carrying the ma-
laria parasite by 2005, and (3) to run controlled experiments to test how to drive the
engineered genotype into wild mosquito populations by 2010.87e89 While some
proof-of-concept experiments have been achieved for the first two aims in 2002
when the A. gambiae genome was completely sequenced,90,91 the progress has been
relatively slow.92

Genomic loci of the A. gambiae responsible for P. falciparum resistance have been
identified through surveying a mosquito population in a West African malaria trans-
mission zone.93 A candidate gene, Anopheles Plasmodium-responsive leucine-rich
repeat 1 (APL1) was discovered. Subsequently, other resistant genes have also been
identified.94,95 Studying the genetic basis of resistance to malaria parasites and immu-
nity of the mosquito vector will be important to control malaria transmission.96
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7. Clinical Application

Perhaps the most immediate impact of a completely sequenced pathogen genome is for
infectious disease diagnosis. The information may be of great importance to the public
health when a newly emerged or reemerged pathogen is discovered. A few examples
will be described.

A novel swine-origin influenza A virus (S-OIV) emerged in the spring of 2009 in
Mexico and subsequently was discovered in specimens from two unrelated children
in the San Diego area in mid-April 2009.97,98 Those samples were positive for influ-
enza A but negative for both human H1 and H3 subtypes. The complete genome
sequence and a real-time PCRebased diagnostic assay were released to the public
in late April. The outbreak evolved rapidly and WHO declared the highest Phase 6
worldwide pandemic alert on June 11, 2009. S-OIV has three genome segments
(HA, NP, and NS) from the classic North American swine (H1N1) lineage, two seg-
ments (PB2 and PA) from the North American avian lineage, one segment (PB1)
from the seasonal H3N2, and most notably, two segments (NA and M) from the
Eurasian swine (H1N1) lineage.98 With the available influenza genome database,
diagnostic assays to distinguish previous seasonal H1N1, H3N2, and S-OIV can
be easily accomplished.99

A comprehensive pathogen genome database is not only useful for infectious dis-
ease diagnosis but also for novel pathogen discovery.100 Homologous sequences
within the same family or among different family members are important for new path-
ogen identification even with the advent of third generationesequencing technol-
ogy.101 De novo pathogen discovery may also be complicated by coexisting
microorganisms, such as commensal bacteria in the human body. Without prior knowl-
edge of these microorganisms, one may be misled.

In 2003, a microarray-based assay, designated Virochip, was used to help discover
the SARS conoronavirus.102 The Virochip contained the most highly conserved
70mer sequences from every fully sequenced reference viral genome in GenBank.
The computational search for conservation was performed across all known viral
families. A microarray hybridized with a reaction derived from a viral isolate culti-
vated from a SARS (severe acute respiratory syndrome) patient revealed that the
strongest hybridizing array elements belong to families Astroviridae and Coronavir-
idae. Alignment of the oligonucleotide probes having the highest signals showed that
all four hybridizing oligonucleotides from the Astroviridae and one oligonucleotide
from avian infectious bronchitis virus, an avian coronavirus, shared a core consensus
motif spanning 33 nucleotides. Interestingly, it had been known previously through
bioinformatics analyses that this sequence is present in the 30 UTR of all astroviruses,
avian infectious bronchitis virus, and an equine rhinovirus.103 Therefore, a new
member of the coronavirus was identified through the unique hybridizing pattern
and subsequent confirmations.

The finding of the seventh human oncogenic virus, Merkel cell polyomavirus
(MCV)104 in 2008 is another example of why conserved sequences are important
for novel pathogen discovery. MCV is the etiological agent of Merkel cell carcinoma
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(MCC), which is a rare but aggressive skin cancer of neuroendocrine origin. Two
cDNA libraries derived from MCC tumors were subjected to high-throughput
sequencing by a next-generation Roche/454 sequencer. Nearly 400,000 sequence
reads were generated. The majority (99.4%) of the sequences derived from human
origin were removed from further analyses. Only one of the remaining 2395 cDNA
was homologous to the T antigen of two known polyomaviruses. One additional
cDNA was subsequently identified to be part of the MCV sequence when the complete
viral sequence was known. Later analyses showed that 80% (8/10) of the MCC had
integrated MCV in the human genome. Monoclonal viral integration was revealed
by the patterns of Southern blot analysis. Only 8e16% of control tissues had low
copy number of MCV infection.

In 2015, an interesting and unexpected discovery of the malignant transforma-
tion of Hymenolepis nana, a human tape worm, in a human host has been reported
by conventional and next generationesequencing approaches.104a Initially, exami-
nation of a 41-year-old HIV-infected man revealed extensive lymphadenopathy.
H. nana eggs and Blastocystis hominis cysts were found in stool. The disease pro-
gressed to death despite antiparasitic and antiretroviral treatment. Histological ex-
amination of biopsied lymph nodes revealed proliferative cells with overt
malignant features. They were monomorphic with morphologic features character-
istic of stem cells (a high nucleus-to-cytoplasm ratio). However, the small cell size
(<10) suggested infection with an unfamiliar, possibly unicellular, eukaryotic or-
ganism. Infection with a plasmodial slime mold rather than H. nana was considered
because of the prominent syncytia formation and the primitive appearance of the
atypical cells but lack of architecture identifiable as tapeworm tissue. PCR
screening suggested that these cells were H. nana. Next generationegenome
sequencing and comparative analysis revealed H. nana variants harboring muta-
tions typically found in cancer.

As of 2016, next generationesequencing technologies are gradually being
applied for diagnosis and monitoring of infectious diseases, including genotypic
resistance testing, direct detection of unknown disease-associated pathogens
without culture, investigation of microbial population diversity in the host, and
strain typing.105 However, promising, next generationesequencing approaches
for clinical diagnosis require further improvements for automation, standardization
of technical and bioinformatic procedures, and other practical issues, such as costs
and turnaround time.

8. Conclusion

While we can expect that the efforts of a variety of genome projects may improve
human health, the socioeconomic issues that are not discussed in this chapter may
be substantial. In addition, the tremendous amount of information derived from
these projects will also pose a challenge for scientists as well nonscientists to follow
and understand.
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1. Introduction

Living organisms are constantly exposed to pathogens. In any environment, a molec-
ular war begins when a host encounters a pathogen. In many hostepathogen associa-
tions, the molecular war is in progress a long time ago. Nevertheless, a disease as an
outcome of a pathogen attack remains an exception rather than a rule. Most host spe-
cies have acquired strategies by selective pressure to mislead the pathogen and to win
the fight during their cross talk (i.e., molecular dialogue). However, many pathogen
species have acquired strategies by selective pressure to bypass the host defenses to
win the molecular war and to ensure the completion of their life cycle. Pathogens
remain a significant threat to any host species. Critical to the mitigation of this threat
is the ability to rapidly detect, respond to, treat, and contain the pathogen transmission.
Since many centuries, some scientific fields (i.e., agroecology, evolutionary ecology,
evolutionary medicine, biochemistry, microbiology, medicine, veterinary medicine,
immunology, and molecular biology) have surveyed hosteparasite interactions to
improve our understanding of pathogenic diseases and to prevent pathogen transmis-
sion in host populations.

During the course of human history, pathogenic diseases have seriously affected
many societies worldwide. In Europe, one of the most dramatic disease events was
the great plague pandemic of the mid-14th century.1,2 Notably, pathogenic diseases
are a leading cause of premature death in the world. Pathogenic diseases result
from an intimate relationship between a host and a pathogen which involves molecular
“cross talk.” Clearly, elucidation of this complex molecular dialogue between host and
pathogen is desirable in order to improve our understanding of pathogen virulence, to
develop pathogen-specific host biomarkers, and to define novel therapeutic and vac-
cine targets. Proteomics applications to decipher hosteparasite interactions are in their
infancy in spite of important technological and scientific advances since the post-
genomic era, and should lead to new insights on host specificity and on the evolution
of pathogen virulence. In this chapter, we present the interest of proteomics to survey
hostepathogen interactions, a synthetic review of previous proteomics studies, the
pitfalls of the current approach in surveys, new conceptual approaches to decipher
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hosteparasite interactions, a new avenue to decipher the cross-talk diversity involved
in trophic interactions in a habitat (i.e., the population proteomics), and a 5-year view
for future prospects on proteomics and hostepathogen interactions.

2. Interest of Proteomics to Study HostePathogen
Interactions

Since the start of the genomic era in the early 1990s, many parasitologists and molec-
ular biologists are confident that complete sequencing of the genome of the partners in
hostepathogen associations for pathogens with simple life cycle (i.e., one host) and in
hostevectorepathogen associations for pathogens with complex life cycle (i.e., at
least two hosts) will enable the total understanding of the molecular mechanisms
involved in most of the pathogenic diseases and will contribute to find new drugs
for treating them3,4; insufficient progress has been achieved in the control of such dis-
eases as malaria and sleeping sickness, despite decades of intensive genomic projects
on hostepathogen interactions, vaccines, and chemotherapeutics. Pathogens continue
to be a major cause of morbidity and mortality in humans and domestic livestock, espe-
cially in developing countries.5e9

Until now, many parasitologists and molecular biologists have focused their studies
on DNA analyses based on the central dogma of molecular biologydthat is to say, the
general pathway for the expression of genetic information stored in DNA. Although
the basic blueprint of life is encoded in DNA, the execution of the genetic plan is car-
ried out by the activities of proteins. The fabric of biological diversity is therefore pro-
tein based, and natural selection acts at the protein level.10 At the end of the 20th
century, it had become clear to many parasitologists and molecular biologists that
knowing genome sequences, while technically mandatory, was not in itself enough
to fully understand complex biological events, such as the immune response of a
host to a pathogen infection or the molecular strategies used by pathogens to thwart
the host defenses during their interaction.11e15

The evolution of any given species has tremendously increased complexity at the
level of pre- (gene splicing, mRNA editing) and posttranslational (phosphorylation,
glycosylation, acetylation, and so on) geneeprotein interaction. The genomics era
has revealed that: (1) DNA sequences may be “fundamental,” but can provide little in-
formation on the dynamic processes within and between host and a parasite during
their physical and molecular interaction11,12; (2) the correlation between the expressed
“transcriptome” (i.e., total mRNA transcription pattern) and the levels of translated
proteins is poor16e18; and (3) a single gene can produce different protein prod-
ucts.13,14,18 Moreover, the structure, function, abundance, and even the number of
proteins in an organism cannot yet be predicted from the DNA sequence alone.11,17,19

Also, posttranslational modifications, such as phosphorylation and glycosylation, are
often extremely important for the function of many proteins, although most of these
modifications cannot yet be predicted from genomic or mRNA sequences.17 Thus,
the biological phenotype of an organism is not directly related to its genotype (i.e.,
DNA sequences).
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Epigenetic systems control and modify gene expression. Almost all the elements of
epigenetic control systems are proteins.19 The cells of an organism are reactive systems
in which information flows not only from genes to proteins but in the reverse direction
as well.3 The proteome is the genome operating system by which the cells of an organ-
ism react to environmental signals.19 It comprises an afferent arm, the cytosensorium
(i.e., many cellular proteins are sensors, receptors, and information transfer units from
environmental signals) and an efferent arm, the cytoeffectorium (i.e., in cells, reaction
of the genome via regulation of either individual proteins or a group of proteins in
response to environmental changes).

Proteomics is the study of the proteome. In a broad sense, the proteome (i.e., the
genome operating system) means all the proteins produced by a cell or tissue.
Proteomics will contribute to bridge the gap between our understanding of genome
sequence and cellular behavior. Proteomics offers an excellent way to study the reac-
tion of the host and pathogen proteomes (i.e., genome-operating systems) during their
complex biochemical cross talk.20,21 Using the first generation proteomics approach,
two-dimensional electrophoresis (2-DE), and mass spectrometry (MS), posttransla-
tional modifications of host and pathogen proteins (such as phosphorylation,
glycosylation, acetylation, and methylation) in reaction to their interaction can be
detected. Such modifications are vital for the correct activity of numerous proteins
and are being increasingly recognized as a major mechanism in cellular regulation.
Although 2-DE offers a high-quality approach for the study of host and/or pathogen
proteomes, during the post-genomic era several proteomics approaches (e.g.,
bottom-up; top-down) and quantitative proteomics strategies have been developed,
which complement classical 2-DE (see Fig. 11.1).17,22e26 Table 11.1 presents a com-
parison of the most popular proteomics tools.

3. Retrospective Analysis of Previous Proteomics
Studies

The hostepathogen cross talks reflect the balance of host defenses and pathogen viru-
lence mechanisms. Post-genomic technology promises to revolutionize many fields in
biology by providing enormous amounts of genetic data from model and nonmodel
organisms. Proteomics is a case point and promises to bridge the gap between our un-
derstanding of genome sequences and cellular behavior involved in hostepathogen in-
teractions. Proteomics offers the possibility to characterize hostepathogen interactions
from a global proteomic view. To date, most proteomics surveys on hosteparasite in-
teractions have focused on cataloguing protein content of pathogens and identifying
virulence-associated proteins or proteomic alterations in host response to a pathogen.
Also, many parasitologists and molecular biologists have used proteomics to find
pathogen-specific host biomarkers for rapid pathogen detection and characterization
of hostepathogen cross talks during the infection process. In this section, a synthetic
retrospective of previous proteomics studies on hostepathogen interactions and some
pitfalls of these surveys are presented.
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Figure 11.1 Deciphering of hosteparasite cross talk with proteomics. Bottom-up and Top-
down approaches (A); and quantitative proteomics strategies (B).
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Table 11.1 A Comparison of Proteomics Tools

Name of
Technique Separation Quantification

Identification of
Candidate Protein
Spots

Hydrophobic
Proteins

Requirement
for Protein
Identification

Potential for
Discovering
New
Proteins

Detection
of Specific
Isoforms

Relative
Assay
Time

Cost to
Acquire
and to
Use

2-DE Electrophoresis:
IEF PAGE

Densitometry of stains Mass spectrometry
(PMF; MS/MS)

Dependent on
detergents used

No Yes Yes Moderate Cheap

2-DIGE Electrophoresis:
IEF PAGE

Densitometry of Cy3- and
Cy5-labeled proteins
normalize to Cy2

Mass spectrometry
(PMF; MS/MS)

Dependent on
detergents used

No Yes Yes Moderate Expensive

MuDPIT LCeLC of
peptides

None Mass spectrometry
(MS/MS)

Theoretically better
than
electrophoresis but
not systematically
examined

No Yes Yes Rapid Moderate

ICATTM LC of peptides Through use of heavy and
light tags

Mass spectrometry
(MS/MS)

No better than 2-DE No Yes No Rapid Moderate

iTRAQ LC of peptides Labeling with isobaric
mass tags

Mass spectrometry
(MS/MS)

No better than 2-DE No Yes Yes Rapid Expensive

SILAC LC of peptides Metabolic labeling with
enriched stable isotope
of amino acids
([13C6

15N4]arginine and/
or [13C6

15N2] lysine).

Mass spectrometry
(MS/MS)

No better than 2-DE No Yes Yes Rapid Moderate

Continued



Table 11.1 A Comparison of Proteomics Toolsdcont’d

Name of
Technique Separation Quantification

Identification of
Candidate Protein
Spots

Hydrophobic
Proteins

Requirement
for Protein
Identification

Potential for
Discovering
New
Proteins

Detection
of Specific
Isoforms

Relative
Assay
Time

Cost to
Acquire
and to
Use

SELDI-
TOF
MS

Binding of
proteins based
on their
chemical and
physical
characteristics

Comparison of MS peaks Requires series of
samples or
coupling to
second MS
instrument

Moderate No Yes No Rapid Expensive

Protein
arrays

Antibody-based
chips (binding
to affinity
reagent)

Densitometry of binding Binding to
particular
affinity reagent

Unknown Yes No Yes Rapid Cheap

2-DE, two-dimensional electrophoresis; 2-DIGE, two-dimensional difference in gel electrophoresis; ICAT, isotope coded affinity tags; iTRAQ, isobaric tag for relative and absolute quantification; LC, liquid
chromatography; LCeLC, tandem liquid chromatography; MS/MS, tandem mass spectrometry; MuDPIT, multidimensional protein identification technology; PAGE, polyacrylamide gel electrophoresis; PMF,
peptide mass fingerprint; SELDI-TOF MS, spectrum enhanced laser desorption ionization-time of flight mass spectrometry; SILAC, stable isotope labeling by amino acids in cell culture.



3.1 Deciphering of the Molecular Strategies Involved in Parasite
Immune Evasion

To elude the vigilance of the immune system of a host, particularly mammals, a caus-
ative microorganism must actually act as a double agent. Indeed, the broad immunity
has a natural or innate and adaptive component. Innate immunity constitutes the first
antimicrobial defense and rapidly induces soluble mediators, such as complement, in-
flammatory cytokines, and chemokines, together with effector cells, such as macro-
phages and natural killers, in order to control or delay the spreading of the
infectious agent. Then a specific response of adaptive immunity will take place to elim-
inate pathogens that would have survived innate immune response.27 These immune
selective pressures have conducted pathogens to develop mechanisms to modulate
and alter host responses or to evade phagocytosis. As a result of these hostepathogen
interactions, protein expression profiles of the host immune system (susceptibility/
tolerance factors) and of the pathogen (virulence/pathogenicity factors) are mutually
modified.28e30

Depending on the pathogen type (virus, bacteria, fungi, and unicellular or multicel-
lular parasites), strategies of interactions will be different and the subversion of the
host immune responses will exhibit specificities at the protein level (for reviews see
Refs. 20,31,32). In fact, these molecular dialogues and conflicts can be seen as a chess
game between the host immune cell populations and the pathogen populations, in
which the pathogen plays with the whites (i.e., it starts the game). Because of differ-
ences in hostepathogen organisms’ size and ratio, leading to size differences of
respective proteomes, the pathogen proteome could be considered as overwhelmed
by the host proteome during the interactions. But in terms of immune evasion, this
is not limiting because the immune system works on a qualitative basis, which consti-
tutes a second advantage for the pathogen that can induce large-scale damages with
low amounts of molecules. By contrast, this represents not only one major limitation
to characterize hostepathogen interactions, but also a challenging perspective for pro-
teomics technology. This is why retrospectively proteomics studies were mainly con-
ducted to evidence pathogenic virulence and pathogenicity factors.33e43

Independent of the proteomics workflow used for analysis, parasite immune
evasion could be illustrated by at least three strategies that are commonly widespread
among pathogens: (1) immune evasion based on antigenic variation, (2) inhibition of
adaptive immunity activation systems, and (3) host mimicry. In African trypanosomes,
the antigenic variation of the variant surface glycoprotein (VSG) constituting the sur-
face coat of the parasite is well described.44 But as in proteomics study, the parasite
population, which has switched the VSG, is so poorly represented that it goes unde-
tected, and therefore always keeps one step ahead of host immune responses. Also
in trypanosomatids, Leishmania amastigotes, which establish within macrophage (a
major immune effector cell), developed the ability to degrade class II major histocom-
patibility molecules to prevent Th1-type immunity to be induced.45 Another protozoan
parasite, Toxoplasma gondii, generates its parasitophorous vacuole with elements of
the plasma membrane from the targeted host cells, thus using the host “self” to evade
immune recognition.46 These few examples actually perfectly illustrate how difficult it
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is to decipher, at the protein level during interactions, the pathogen molecular compo-
nents involved in immune evasion. However, a new quantitative proteomics tools, the
SILAC (stable isotope labeling by amino acids in cell culture) lately allowed the detec-
tion of 148 proteins of a microsporidian parasite during the kinetics of a host infec-
tion.47 Among these proteins, many are involved in parasite proliferation, and an
overrepresentation of putative secreted effectors proteins was observed. Finally, this
SILAC survey also suggests that this microsporidia species could use a transposable
element as a lure strategy to escape the host innate immune system. Advances in pro-
teomics offer challenging perspectives to decipher the molecular war in hoste
pathogen interactions.26

3.2 Host Proteome Responses to Parasite Infection

While it seems obvious to say that when a pathogen will infect a host, the later will
react by expressing molecules that can be characterized by clinical proteomics, it is
surprising how few studies are devoted to this research. Yet the discovery of bio-
markers signing an infected state from a healthy state is the heart of the Infectious Dis-
ease Research,48,49 and expression proteomics has quickly developed to characterize
the differential expression of proteins encoded by a particular gene and their posttrans-
lational modifications in biological fluids and tissues.50e52 In characterizing the host
proteome responses to a pathogen infection, different levels of analysis have to be
considered: soluble biomarkers expressed in biological fluids (e.g., serum, saliva,
urine, and cerebrospinal fluid), tissue biomarkers indicative of an organ response
and cellular biomarkers indicative of a cell-type response (e.g., immune cells).

Interestingly, the majority of the proteomics studies on host response to infection
were performed on viral deregulation of host cells proteome ex vivo.53e61 These works
allowed to characterize at the molecular level the overall modifications in protein pro-
files of the target cells, and were of high interest to the better understanding of the path-
ogen influence on its host. In bacteria, studies have evaluated the mode of action of
known toxins or bacterial components on host cells.62,63 Concerning parasites,
ex vivo experiments on hosteparasite interactions have highlighted molecular details
of manipulation strategies suffered by target cells during toxoplasmosis Chagas’ dis-
ease or malaria.64e66 Curiously, few works directly focused on the subversion of the
immune system, mainly through monocyte/macrophage deregulation.67,68

As a paradox, the most striking studies on host proteome response to parasite infec-
tion were performed on arthropod (infectious diseases vectors)eparasite interactions.
Probably because the parasite induced a strong phenotype modification,69,70 particu-
larly in the case of insect behavior manipulation.71,72 Although few in number, taken
together, these pioneering analyses of the response of the proteome of the host to a
pathogen pave the way for the dynamic analysis of hostepathogen interactions. These
approaches deserve to be strengthened and extended to all infectious diseases to in-
crease and improve knowledge of the molecular dialogue and conflict that govern
hostepathogen interactions.

On the other hand, the clinical aspect is important in infectious diseases, a num-
ber of studies have sought to characterize more comprehensively the proteome
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response of the host to infection in biological fluids, with a purpose diagnosis. One
interesting pioneering study was performed in rabbits and allowed to detect intra-
amniotic infection by proteomic-based amniotic fluid analysis.73 For human dis-
eases or those of livestock, the biological fluid, which should enable the detection
of infection, linked to host proteome response, in the host serum. Several studies
performed on this biological sample have allowed discriminating host-commensal
from hostepathogen interactions in Candida albicans74 and determining the immu-
nome of pathogens.75,76 Moreover, in African trypanosomiasis, proteomics analysis
of the serum not only was indicative of the host response to infection, but also was
promising for characterizing disease progression toward neurological disorder.77,78

This illustrates how proteomics will help in considering at different analytical levels
the host proteome response to a pathogen infection, with the prospect of benefits in
improving diagnostics and therapeutics.

3.3 Biomarkers Linked to Infection Process by a Pathogen Using
SELDI-TOF-MS Technology

High-throughput proteomic technology offers promise for the discovery of disease
biomarkers and have extended our ability to unravel proteomes. In this section, we
focus on the Surface-enhanced laser desorption time of flight mass spectrometry
(SELDI-TOF-MS) technology. This MS-based method requires a minimal amount
of sample for analysis and allows the rapid high-throughput analysis of complex pro-
tein samples.79 SELDI-TOF-MS differs from conventional matrixeassisted laser
desorption ionization (MALDI)-TOF-MS because the target surfaces, to which the
proteins and matrices are applied to, are coated with various chemically active Protein-
Chip surfaces (ion exchange, immobilized metal affinity capture, and reverse phase ar-
rays). Therefore, it is possible to fractionate proteins within a mixture, or particular
classes of proteins, on the array surface prior to analysis. As with MALDI, different
matrices can be used to facilitate the ionization and desorption of proteins from the
SELDI array surface.80

This technology was initially applied to the discovery of early diagnostic or prog-
nostic biomarkers of cancer.81e83 Subsequently, this technology was used to discover
fluid or tissue protein biomarkers for infectious diseases, such as HIV-1,84e89

hepatitis B and C viruses,66,90e93 severe acute respiratory syndrome94 and BK virus,95

African trypanosomiasis,78,96 infection of Artemia by cestodes,97 tuberculosis,98

bacterial endocarditis,99 and Helicobacter pylori infection.100

Certain individuals are resistant to HIV-1 infection, despite repeated exposure to the
virus. The analysis of resistance to HIV infection is one of the research avenues, which
has the hope of resulting in the development of a more effective treatment or a success-
ful preventive vaccine against HIV infection. However, the molecular mechanism un-
derlying resistance in repeatedly HIV-1-exposed, uninfected individuals (EU) is
unclear. A complementary transcriptome and SELDI-TOF-MS analyses have been
performed on peripheral blood T cells, plasma or serum from EU, their HIV-1-
infected sexual partners, and healthy controls.86 This study detected a specific
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biomarker associated with innate host resistance to HIV infection, as an 8.6-kDa A-
SAA cleavage product.

In the same vein, understanding the virusehost interactions that lead to patients
with acute hepatitis C virus (HCV) infection to viral clearance is a key toward the
development of more effective treatment and prevention strategies. SELDI-TOF-MS
technology has been used to compare, at a proteomic level, plasma samples, respec-
tively, from donors who had resolved their HCV infection after seroconversion,
from donors with chronic HCV infection, and from unexposed healthy donors.92 A
candidate marker of about 9.4 kDa was found to be higher in donors with HCV clear-
ance than in donors with chronic infection. This biomarker was identified by nanoLC-
Q-TOF-MS/MS as Apolipoprotein C-III and validated by Western Blot analysis.
Among the most strongly upregulated genes in Dengue viruseinfected Aedes aegypti
salivary glands, one study identified a gene belonging to the cecropin family. The over-
expression of this antimicrobial peptide was confirmed using the SELDI-TOF-MS
technique.101

4. Toward New Conceptual Approaches to Decipher the
HosteParasite Interactions for Parasites With Simple
or Complex Life Cycle

One main goal of “parasite-proteomics” surveys is to find proteins for use as pathogen-
specific host biomarkers and to decipher the hostepathogen cross talks. Some papers
emphasize that a significant number of surveys were done with a nonrigorous exper-
imental design and without a conceptual approach to disentangle a general host prote-
ome response from a specific host proteome response during the interaction with a
pathogen.12,20,30,43,102 A new attitude is essential to improve the reliability of prote-
omics data on hostepathogen interactions. Lately, some conceptual approaches
have been proposed to researchers working on hostepathogen interactions to improve
the reliability of “parasite-proteomics” results and to stimulate the creation of proteo-
mic database with a holistic view of hostepathogen interactions. Thus, in this section,
three new avenues to decipher hostepathogen interactions for any pathogen species
(i.e., with simple or complex life cycle) are presented.

4.1 A Holistic Approach to Disentangle the Host and Parasite
Genome Responses During Their Interactions

Some proteomics studies have shown common features in the innate response of
plants, insects, and mammals.103e106 The plant defense response is mediated by
disease-resistance genes (R genes), which are abundant throughout the genome and
confer resistance to many microorganisms, nematodes, and/or insects. R genes of
several families of plants studied to date show homology with the Drosophila receptor
Toll and the mammalian interleukin-1 receptor. In addition, plants, invertebrates, and
vertebrates produce a class of peptides called “defensins,” which are
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pathogen-inducible.103 Some peptides and/or proteins used by phytophagous or ani-
mal parasites to modify the genome expression of their host share many structural
and functional homologies. Thus, for example, phytoparasitic root-knot nematodes
of the genus Meloidogyne secrete substances into their plant hosts in order to make
a giant cell used as a feeding site.107,108 A similar system is observed for the zoopara-
site, Trichinella spiralis (Stichosomida: Trichinellidae).109 Furthermore, the injection
of a peptide isolated from nematode secretions to either plant protoplasts or human
cells enhances cell division.110 The mechanism is not yet well known, but protein in-
duction is considered as a strong possibility.

These days, many data are obtained by genomic and proteomics projects concerned
with hosteparasite interactions. Nevertheless, as mentioned earlier, generally little
effort is made to elaborate such projects with respect to a holistic view of the goal
to increase knowledge concerning immune responses of a host along with the
biochemical cross talk between host and pathogen/parasite. Thus far, “parasito-
proteomics” studies are in their infancy but have already led to new insights concern-
ing molecular pathogenesis and microorganism identification.111,112 However, many
“parasito-proteomics” studies have been done with powerful tools, but without a con-
ceptual approach to disentangle the host and parasite genome responses during their
interactions.

Lately, a new holistic approach was proposed to parasitologists and molecular bi-
ologists based on evolutionary concepts of the immune response of a host to an
invading parasite (for more details see Ref. 20). For instance, this new conceptual
approach enables the classification of the host genomic response to infection by a para-
site according to the immune mechanisms used (constitutive versus induced) and the
degree of specificity. From an evolutionary-ecological point of view, host immune re-
sponses to a particular parasite can be plotted on a chart according to the immune
mechanisms used (constitutive versus induced) and degree of specificity. The first
axis of the defense chart refers to the immune mechanisms employed by the host
with the two extreme cases: (1) a constitutive immune mechanism used by the host
to rapidly impair the invasion by a parasite and (2) an induced immune mechanism,
which has the advantage of avoiding a costly defense system, yet has the disadvantage
that the parasite might escape host control.15 The second axis of the defense chart re-
fers to the degree of specificity of the host immune response.

Whatever the tactics used and the degree of specificity, the host genome ensures the
adequate operation of the immune response via the proteome (genome operating sys-
tem). For each immune tactic, many proteins are implicated. Consequently, any
researcher in parasito-proteomics working with the immune defense chart will be
able to categorize the host genome reaction for any given parasite at any given
time. Also, for the pathogen, from an evolutionary-ecological point of view, parasite
molecular strategies used to counteract host immune system can be plotted on a chart
according to the infection mechanisms used (constitutive versus induced) and degree
of specificity. This type of approach should be as much hypothesis generating for
parasito-proteomics as for evolutionary ecology itself.

Lately, pioneer proteomics studies on parasite-induced alteration of host behavior
(widespread transmission strategy among pathogens) have been carried out on six
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arthropod hosteparasite associations: two orthopteraehairworm associations, two in-
sect vectorepathogen associations, and two gammarideparasite associations.113

These “parasito-proteomics” studies were based on the conceptual approach suggested
by Biron et al.20,21 Thus, in each study, many biological treatments have been effected
to control the potential confusion resulting from proteins that are nonspecific to the
manipulative process and to find the protein potentially linked with host behavioral
changes. Also, for each study, to limit the possible effects of multiple infection and/
or host sex-specific factors on the host proteome response, only monoinfected host
males were used for the proteomics analysis. These “parasito-proteomics” surveys
on the parasitic manipulation hypothesis showed that proteomic tools and the concep-
tual approach suggested by Biron et al.20,21 are sensitive enough to disentangle host
proteome alterations, and also the parasite proteome alterations linked to many factors,
such as the circadian cycle, the parasitic status, parasitic emergence, the quality of a
habitat, and the manipulative process.

4.2 Pathogeno-Proteomics: A New Avenue to Decipher
HosteVectorePathogen Interactions

Relationships between pathogens and their hosts and vectors depend on a molecular
dialogue tightly regulated. The reciprocal influence of a pathogen with its host or vec-
tor will affect the level of their genomes and their expression, respectively.30 Vari-
ability and cross-regulation increase from genomic DNA (mutations, rearrangement,
methylations, and so on) through RNA transcripts (initiation, splicing, maturation,
editing, stability, and so on) to functional proteins (initiation, folding, posttranslational
modifications, localization, function, and so on). Pathogeno-proteomics is a new
approach to decipher hostevectorepathogen interactions, which integrates modifica-
tions at all analytical levels (genome, transcriptome, proteome: whole cell content, and
secretome: naturally excretedesecreted molecules) through the analysis of their end-
products’ profile (Fig. 11.2). The concept is based on a management with drawers

Figure 11.2 Pathogeno-proteomics: integrating analytical levels in hostevectorepathogen
interactions.
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of the analytic workflow, from the determination of number of experimental treatments
and design of the biological material preparation to the dedicated proteomics and bio-
informatics tools needed to answer a research question in cell immunobiology (directly
involved in hostepathogen interactions (Fig. 11.3)) but also in ecology and evolution,
population’s biology, and adaptive processes.10,30,114 Moreover, it has been proved
that the results of this type of integrated approach has a concrete impact on the discov-
ery of the causes of infectious diseases, as well as on improving the diagnosis, vaccine
development, and rational drug design.115e117 Despite a theoretical aspect,118 the
pathogeno-proteomics concept brought new insights into important aspects of cell
signaling119 and molecular medicine.120,121 As an example, proteomics and bioinfor-
matics tools enable the formulation of relevant biological hypothesis on why part of
the fungal population is killed while a significantly high percentage survives in
C. albicansemacrophage interactions,122 leading to addition of a specific database
for studying C. albicansehost interactions.123 Direct applications in terms of discov-
ery of antifungal drug targets or design of new effective antibacterial vaccines become
reality.40,124 Other studies have also highlighted the pathogenic changes in the brain of
SIV-infected monkeys,125 adaptive metabolic changes in Trypanosoma cruzi and Try-
panosoma congolense,126,127 or molecular biomarkers of intestinal disorder induced
byH. pylori or Tritrichomonas muris.100,128 Subsequently, the use of model organisms
interacting with infectious agent of medical importance emphasized the complexity
and pathogen specificity of the worm’s immune response.129 Taken together, these ex-
amples demonstrate the potential of the concept of pathogeno-proteomics and promote
this new research avenue.

Figure 11.3 A new biological entity named hostepathogen interactome corresponding to
complete set of proteineprotein interactions existing between all the proteins of a host and a
pathogen during their interaction.

Proteomics and Host-Pathogen Crosstalk 239



5. Population Proteomics: An Emerging Discipline to
Study HosteParasite Interactions

The host susceptibility to a pathogen and/or the pathogen virulence are often fluctu-
ating within a host population even when infected hosts are collected in the same
habitat and at the same time. This host phenotypic variability can be caused by three
factors: (1) host genotype and/or pathogen genotype, (2) different environmental ex-
periences (e.g., habitat fragmented in microclimates), and (3) host coinfection by path-
ogens (i.e., competition or mutualism among coinfecting pathogens within hosts).
What are the hostepathogen cross talks at individual and population scales in a
habitat? Is it possible to detect and to decipher the host proteome variability within
a habitat for the molecular mechanisms and for the protein networks involved in the
hostepathogen interactions? In this section, a new emerging discipline in proteomics,
the population proteomics, and its prospects are presented with results of some pioneer
studies on this topic, especially in human population proteomics.

5.1 Prospects With Population Proteomics for Any Living
Organisms

One limiting factor for the first generation of proteomics tools (e.g., 2-DE) is the
amount of proteins required to study the host and/or pathogen proteome expression(s)
during their interactions. Most surveys in “parasite-proteomics” were done by pooling
many individuals for any treatment (e.g., infected and noninfected hosts) required to
answer a query. Thus, with this kind of experimental protocol, no data can be acquired
on the interindividual variation in expression of host and pathogen proteomes during
their cross talk. New proteomics tools and methods have been developed as 2D-LC/
MS that can permit to study the interindividual variation of molecular cross talk in
hostepathogen associations.130e132

At the beginning of the century, Dobrin Nedelkov proposed a new scientific field in
proteomics: the population proteomics.130 Population proteomics was defined as the
study of protein diversity in human populations, or more specifically, targeted inves-
tigation of human proteins across and within populations to define and understand pro-
tein diversity with the main aim to discover disease-specific protein modulations.133

Biron et al.114 have proposed to broaden the “population proteomics” concept to all
living organisms with the aims to complement the population genetics and to offer a
new avenue to decipher the cross talk diversity involved in trophic interactions in a
habitat since the execution of the genetic plan is carried out by the activities of proteins
and natural selection acts at the protein level.10,134

The apparent separation between genomics and proteomics that leads to different
perspective on the same ecological reality is a fundamental limitation that needs to
be overcome if complex processes, such as adaptation, pathogen virulence, and host
susceptibility, are to be understood. Population proteomics coupled with population
genetics has a great potential to resolve issues specific to the ecology, the evolution
of natural populations, the dynamic of host susceptibility to pathogens, the evolution
of pathogen virulence, and the range of host genotypes that can be infected with a
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given pathogen genotype in hosteparasite interactions. Some perspectives for the pop-
ulation proteomics are resumed in Fig. 11.4. Even if we are yet far from this “promised
land,” a better understanding of the information contained in proteomics markers
should permit an impressive amount of information to be gathered on the past as
well as current environmental conditions experienced by a given population of a spe-
cies, something that could be summarized as “show me your proteome and I will tell
you who you are, where you are from, and where you should go from here.”

Lately, pioneer surveys on population proteomics have been carried out with clas-
sical proteomic tools (i.e., 2-DE and MS) (1) to determine the genetic variability be-
tween species and between populations of a given species,135e137 (2) to identify
biochemical signatures linked to particular habitat and/or environmental condi-
tions,138,139 and (3) for phylogenetic studies.130,140 Nedelkov et al.141,142 have inves-
tigated the human plasma proteins diversity by using approaches similar to enzyme-
linked immunosorbent assay but utilizing MS as method of detection.133 These pioneer
results should help not only to discover disease-specific protein modulations but also
to find pathogen-specific protein biomarkers. The next subsection presents in detail the
Nedelkov’ results on protein diversity in human populations.

5.2 Human Population Proteomics

Human population proteomics deciphers protein diversity in human populations. In a
broader term, human population proteomics can be compared to human population ge-
nomics, where individuals are interrogated with the aim of cataloguing common

Prospects in population proteomics

Fundamental Applied

-Deciphering of inter-individual variation in
expression of host and pathogen proteomes
during their interactions in a habitat.

-Discovery of disease-specific protein
modulations.

-Identification of biochemical signatures
linked to particular habitat and/or
environmental conditions.

-Development of biomakers as “stress 
indicators” to help in the conservation of
habitats.

-Phylogenetic studies of immune proteins
to develop new drugs and vaccines.

-Measurement of genetic variation within
and between population(s) of a given 
species.

-Estimation of fitness differences between
gene and genotypes of a given species.

-Taxonomic, phylogentic and cladistic
studies.

Figure 11.4 Potential of population proteomics as an emerging discipline in proteomics.
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genetic variants and determining how they are distributed among people within pop-
ulations and among populations in different parts of the world.143e145 Although hu-
man population proteomics cannot (yet) claim such outreach and goals, it has the
potential to become an important proteomics subdiscipline as the tools and approaches
that enable it become more embraced and practiced.

Human population proteomics does not engage the study of entire proteomes
because it is very likely that, for a specific cell or tissue proteome, there is no definitive
set and number of proteins that is common to all within a group or a larger population.
Instead, human population proteomics focuses on interrogation of a selected number of
proteins but from a large number of individuals, to delineate the distribution of specific
protein modifications within these subpopulations. Hence, targeted protein analysis
approaches utilizing MS as detection method are employed. MS measures a unique
feature of each fully expressed proteindits molecular mass. Changes in the protein
structure resulting from structural modifications are reflected in its molecular mass
and can be detected via MS, without a priori knowledge of the modification. The
MS methods utilized in human population proteomics must be capable of analyzing
hundreds, if not thousands of samples per day, with high reproducibility and sensi-
tivity. Hence, top-down MS approaches utilizing affinity ligands are the most likely
methods of choice for population proteomics.144 Surface-immobilized ligands can
be utilized to affinity-retrieve a protein of interest from a biological sample, after which
the protein (with or without the affinity ligand) is introduced into a mass spectrometer.
One of the first affinity MS methods developed was mass spectrometric immunoassay
(MSIA).146 The approach combines targeted protein affinity-extraction with rigorous
characterization using MALDI-TOF MS (Fig. 11.5). Protein(s) are extracted from a
biological sample with the help of affinity pipettes derivatized with polyclonal anti-
bodies. The proteins are eluted from the affinity pipettes with a MALDI matrix, and
are MS-analyzed. Enzymatic digestion, if needed, is performed on the MALDI target
itself. Specificity and sensitivity, as in traditional immunoassays, are dictated by the
affinity-capture reagentsdthe antibodies.

However, a second measure of specificity is incorporated in the resulting mass
spectra, wherein each protein registers at specific m/z value. During data analysis,
the major signal in the mass spectrum that corresponds to the targeted protein is
initially evaluated; it should be within a reasonable range (e.g., error of measurement
of <0.05%) from the value of the empirically calculated mass obtained from the
sequence of the protein deposited in the Swiss-Prot databank. Once this mass value
is confirmed (or observed to be shifted), the presence of protein modifications is noted
by the appearance of other signals in the mass spectra (usually in the vicinity of the
native protein peaks), or by mass shifts of the major protein signal. Modifications
can be tentatively assigned by accurate measurement of the observed mass shifts
(from the wild-type protein signals and/or in silico calculated mass) and knowledge
of the protein sequence and possible modifications. The identity of the modifications
is then verified using proteolytic digestion and mass mapping approaches in combina-
tion with high-performance MS.

In an initial study of human protein diversity using MS methods of detection, 25
plasma proteins from a cohort of 96 healthy individuals were investigated via MS
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immunoassays.147 The protocol and an example of the data generated for one of the
proteins, transthyretin (TTR), are outlined in Fig. 11.6. The TTR MSIA assays were
performed in parallel on the 96 human plasma samples using affinity pipettes derivat-
ized with anti-TTR antibody. Following MS analysis, data matrix containing all tenta-
tively assigned modifications was assembled. Then, peptide-mapping experiments
were performed on selected number of samples to identify the specific modifications
and finalize the modifications database. The data for all 25 proteins is presented in
Fig. 11.7, which lists the modifications observed for 18 of the 25 proteins studied
(modifications were not observed for 7 proteins), and shows the frequency of each
modification in the 96 samples cohort. A total of 53 protein variants were observed
for these 18 proteins, stemming from posttranslational modifications and point muta-
tions. The largest number of posttranslationally modified protein variants was found to
be C- or N-terminal truncated protein isoforms. Deglycosylation, oxidation, and cys-
teinylation were also observed among several of the proteins. Among the point muta-
tions detected for four of the proteins, notable was the high incidence of point
mutations for apolipoprotein E and TTR, which is consistent with genomic studies
that have found these proteins to be highly polymorphic. The overall frequency of

Figure 11.5 Schematics of the mass spectrometric immunoassay (MSIA) approach.
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Figure 11.6 An outline of a population proteomics approach using TTR as an example. m/z,
mass-to-charge ratio; TTR, transthyretin.
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the modifications in the 96 samples cohort was wide ranged. Fourteen modifications
were observed in all 96 samples, suggesting that they must be regarded as wild-type
protein forms. Others, such as most of the point mutations, were present in only few
of the samples. Overall, 23 of the modifications were observed in more than 65% of
the samples, and 20 in less than 15% of the 96 samples analyzed. Upon further data
analysis, and taking into the consideration the gender, age, and ethnicity of the

Figure 11.7 Modifications observed in 18 of the 25 proteins analyzed from 96 human plasma
samples.
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individuals who provided the samples, it was determined that the Gly6Ser mutation in
TTR was detected only in individuals of Caucasian origin, which is consistent with
existing knowledge about the occurrence of this common non-amyloidogenic popula-
tion polymorphism in Caucasians.148,149 Another correlation was observed in regard to
interprotein variations in specific individuals: all seven individuals for which
carbohydrate-deficient transferrin was detected were also characterized with deglyco-
sylated antithrombin III.

Following this small-scale protein diversity study, a second study of human protein
diversity was carried out wherein the number of samples was greatly expanded in order
to get an accurate view of the distribution of some of the protein modifications in the
general population.142 Thousand individuals from four geographical regions in the
United States (California, Florida, Tennessee, and Texas) were selected, and the pro-
tein modifications for beta-2-microglobulin (b2m), cystatin C (cysC), retinol-binding
protein (RBP), transferrin (TRFE), and TTR were delineated (in the 96 samples study,
these five proteins accounted for 19 of the 53 protein variants observed). The results of
the study are summarized in Fig. 11.8, which lists the protein modifications observed
and the frequency of each in the 1000 samples cohort. A total of 27 protein modifica-
tions (20 posttranslational modifications and 7 point mutations) were detected, with
various frequencies in the cohort of samples. Variants resulting from oxidation were
observed most frequently, along with single amino acid truncations. Least frequent
were variants arising from point mutations and extensive sequence truncations. In
total, 6 modifications were observed with high frequency (present in >80% of the
samples), 5 were of medium frequency (20e50% of the samples), and 16 were
low-frequency modifications observed in <7% of the samples. Nine of the
low-frequency modifications were not observed in the 96 individuals study. Thus,
by increasing the size of the population, it became possible to detect these low-
occurrence protein modifications. When the frequencies of the modifications in the
two studies were compared, an excellent correlation was obtained. For example, in
both cohorts about 7% of the individuals were characterized with carbohydrate-
deficient transferrin. Upon further data analysis based on the gender, age, and
geographical origin of the individuals who provided the samples, it was determined
that the samples obtained from California contained significantly less protein modifi-
cations than the samples obtained from Florida, Tennessee, and Texas, even though the
samples from all four states were collected in the same way within a 3-month window
in the spring of 2005, and stored under identical conditions until analysis. Correlations
were also made in regard to the gender distribution of two protein modifications.
Carbohydrate-deficient transferrin was observed in about 1% of the females and about
10% of the males in the 1000 cohort. Carbohydrate-deficient transferrin is an FDA-
approved clinical biomarker for alcoholism, and this gender correlation can partially
be explained by the higher prevalence of alcohol dependence in males than in females.
The second gender correlation was related to cystatin C: all 10 of the cystatin C point
mutations were found in males.

Two conclusions can be made from these two systematic studies of protein modi-
fications and variants. First, MS is capable of detecting structural protein modifica-
tions, and, when coupled to immunoaffinity separations, it can be employed in a
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high-throughput systematic study of human protein diversity. Second, the human pro-
tein diversity is far more complex than the variation observed at the genetic level.
While it might be premature to declare the human proteins variation “the next big
thing,” it is reasonable to predict that assessing human proteome variations among
and within populations will be a paramount effort that can facilitate biomarker discov-
ery. Such endeavor would represent a paradigm shift in proteomics with significant
clinical and diagnostic implications, as protein variations, quantitative and qualitative,
begin to be associated with specific diseases.

6. Conclusion

From the dawn of human evolution to the influenza and HIV/AIDS pandemics of
the 20th and early 21st centuries, infectious diseases have continued to emerge and
re-emerge with great ferocity and, by so doing, seriously affect populations as well
as challenge our abilities to fight the responsible agents. Over the past decade, strains
of many common pathogens have continued to develop resistance to the drugs that

Figure 11.8 Modifications observed for five proteins studied from 1000 human plasma
samples.
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once were effective against them. In the battle against pathogens, humankind has
created new mega-technologies, such as massive sequencing, proteomics, and bioin-
formatics, but without conceptual approaches based on the evolutionary concepts.
Parasite genome sequences do not of themselves provide a full explanation of the
biology of an organism and on the molecular war involved in hostepathogen associ-
ations. Since the 1990s, proteomic tools have been successfully employed in a large
number of studies to find and identify proteins involved in biological phenomena,
for example, immunity, hosteparasite interactions, and so on. Even so, many studies
have, as outlined earlier, revealed pitfalls in the approaches used. Thus, whatever the
new technological advancements, it is apparent that parasitologists and molecular bi-
ologists should attempt to improve their experimental design. This new attitude will
surely improve the reliability of the data deriving from proteomics studies and will
open the way for an enhanced comprehension of many biological mechanisms. In
this chapter, new ways based on evolutionary concepts are suggested to enable further
elucidation of the molecular complexities of hostepathogen genome interactions.
These new ways could help to increase the knowledge about the molecular war
involved in hostepathogen associations taking into account the environmental factors.
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1. Introduction

Antibiotic resistance refers to the property of bacteria that prevents the inhibition of
their growth by antimicrobial agents used in the clinical setting. The problem is dra-
matic in some countries1 and especially worrying in highly pathogenic species, such
as Mycobacterium tuberculosis,2 methicillin-resistant Staphylococcus aureus,3 or
Klebsiella pneumoniae.4 Antibiotic resistance represents one of the best examples of
natural selection in action; and also one of the major hurdles in humankind’s fight
against infectious diseases. Here, we consider antibiotic resistance from a dual
perspective, evolutionary and clinical, and hope to contribute to a better understanding
of the principles and processes that result its emergence and to suggest strategies to
prevent, or at least delay, its spread. Human actions may not prevent evolution but
we can try to drive it through less-damaging pathways.

Antibiotic resistance can be “natural,”when all the strains of the same bacterial spe-
cies are resistant to a particular drug (intrinsic resistance), or “acquired,” when there
are susceptible and resistant strains in the same species, with resistant strains having
evolved from susceptible ones by selection after mutation or horizontal gene transfer
(HGT) events. In addition, there are situations, such as biofilm growth, stationary
phase, or the presence of specific inducers of resistance, in which bacteria can present
phenotypic, noninheritable resistance that does not involve genetic changes.

As the activity of antibiotics depends on their concentration, susceptibility or resis-
tance is defined based onMIC (minimal inhibitory concentration, the lowest amount of
antibiotic that inhibits visible bacterial growth) values. Clinical break points are based
on the likelihood of therapeutic success and consider as resistant a microorganism if its
MIC is higher than the concentration associated with favorable clinical outcomes.
“Natural,” in contrast to clinical, break points consider a bacterial organism as “resis-
tant” if its MIC is significantly higher than the modal MIC of a collection of strains of
the same bacterial species, thus considering resistance as an “abnormally higher”MIC.
This definition encompasses all potential mechanisms of resistance acting at the pop-
ulation level, but requires the analysis of a large number of isolates and does not
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consider hypersusceptible mutants, whose identification is the cornerstone for defining
the intrinsic resistome. A final, operational definition of resistance derives from the
comparison of a wild-type and a derived strain, either containing a mutation or a
heterologous gene. If the antibiotic susceptibilities of wild-type and mutant strains
are different, the mutated (or acquired) gene is involved in antibiotic resistance.
This definition can be applied to the functional mining of bacterial genomes and
metagenomes.5

Antibiotic resistance and MIC values have been consistently rising for many
bacterial species, even nonpathogenic ones, since the start of the industrial production
of antimicrobial agents. Considering that most antibiotics act at concentrations close to
1 mg/mL, the total annual production of antibiotics is enough to cover the entire
surface of the Earth with inhibitory concentrations; in other words, likely microbial
populations part of these alterations are predictable, such as extended antibiotic
resistance, but unpredictable effects are most likely to occur, including changes in
the interactions among microbes or with multicellular organisms that influence basic
cycles in the biosphere.6,7

The use of antibiotics in human health and other areas converges to a single, coop-
erative effect, changing bacterial ecology not only in different environments but also in
the common environment. The main problem is the existing connectivity between all
environments, human, farming, and agricultural, so that the antibiotic-derived effects,
including selection and spread of resistance, in one of them have consequences in all
the others.

The connection between different environments occurs essentially in two ways.
First, the spread and migration of biological units, from genes to bacterial
communities, play a major role in antibiotic resistance. Second, the dispersal of
antimicrobial agents, which results in the production of selective mixed gradients
and stressor effects, and in an acceleration of microbial evolutionary rates. The
combination of migration of antibiotics and antibiotic-resistant biological units
results in evolutionary activating interactions that occur in four main genetic
reactors: (1) the intestinal microbiota of humans and animals; (2) the highly
antibiotic-exposed areas with high rates of bacterial transmission, such as hospitals
(particularly new-born wards and intensive-care units), (3) waste-water, effluents,
and sewage treatment plants, and (4) soil, sediments, and surface and ground
waters,8 all of which contribute to the escalation of the emergence and spread of
antimicrobial resistance.

The most evident threat of antimicrobial resistance for humankind is the failure of
therapy against infectious diseases. The decrease in the incidence of infectious diseases
in the Western world started in the beginning of the 19th century, by reasons related to
social progress, better nutrition, and housing and hygienic procedures, but in the
absence of antibiotics. The discovery and subsequent industrial production of
antimicrobials between 1935 and 1960 was followed by a further reduction in the
morbidity and mortality of infections, particularly the more severe ones, and has
contributed to the increase in the expected duration of lifetime of human populations.
At the same time, antibiotics facilitated the progress of Medicine at large, allowing in-
terventions (complex surgery, intensive-care units, immunosuppressive and anticancer
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chemotherapy, or transplantation) that expose the impaired host to both pathogenic and
opportunistic bacterial infections.

If antibiotic resistance was surpassing a threshold-limit, the consequences on the
current standards of hospital-based medicine (including long-term care facilities for
the elderly) could become severely compromised. With the emergence of multiresistant
Gram-positive organisms, such as methicillin-resistant S. aureus (MRSA) or
Enterococcus faecium, or Gram-negatives, such as pan-resistant Escherichia coli,
K. pneumoniae, or Pseudomonas aeruginosa producing extended-spectrum
b-lactamases (ESBL) and carbapenemases are currently very close to such a threshold.
A transient equilibrium was reached during decades 1950e1980 because resistance was
countered by the continuous discovery of novel antimicrobial agents active on resistant
strains. Unfortunately, during the last quarter of the 20th century, no significant
advances occurred in this field as a result of the interest of a number of
pharmaceutical companies in investing more in chronic, noncurable diseases. Currently,
resistance to the newest antibiotics continues evolving mostly on the bases of the old
genetic mobile structures (plasmids, transposons, integrons) that became prevalent by
the selective effect of the old antibiotics. The effect that the anthropogenic release of
antibiotics has already caused on the genetic structure of bacterial populations is prob-
ably irreversible and will influence the evolutionary future of microbes on Earth.

Cleaning nature of this resistance gene pool is impossible. The best we can do is
trying to control the emergence, selection, and spread of antibiotic-resistance genes
in bacterial organisms interacting with humans, animals, or plants. The classical stra-
tegies for controlling the emergence of resistance are based on the reduction of chronic
antibioticepromoted bacterial mutagenicestress associated with low dosages, the use
of combinations of drugs, early intensive therapy, maintaining low bacterial density,
and the surveillance of hypermutable organisms and the suppression of phenotypic
resistance. A number of these strategies have been explored by population and math-
ematical modeling.9,10 Controlling the selection of antibiotic resistance is a major prac-
tical goal, which can be addressed again by the development of novel antiinfective
drugs and the appropriate use of antibiotics, avoiding low dosages able to select
low-level mutations serving as stepping-stones for high-level resistance.

Avoiding the emergence of resistance in the individual patient has minimal effects
at the community level. The efficacy of classical ways of controlling selection and
spread is inversely proportional to the density and penetration of resistant organisms
and their mobile genetic elements in particular environments. Measures that might
be successful in the early stages of resistance development, or in settings with low rates
of antibiotic resistance, are worthless in areas where resistance is already well
established. Even in areas with low antibiotic resistance, such as Sweden, studies
have shown that a 2-year discontinuation in the use of trimethoprim did not reduce
significantly the rates of resistance to this compound.11 This was probably due to
the dispersion of trimethoprim-resistance genes in a multiplicity of bacterial organisms
and mobile genetic elements frequently harboring other resistance determinants, thus
assuring coselection of dfr genes with other resistance genes.

Some regions of the world are densely polluted with antibiotic resistance. In a
global world, sooner or later, resistance originated in these “source of resistance” areas
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will invade still clean environments. Resistant organisms are constantly diluted and
potentially extinguish in competition with constant immigration of susceptible bacteria
in local environments, but such a trend might collapse by the increase of resistant
populations. Moreover, the success of resistant organisms will contribute to the
constant accumulation in the bacterial world of genetic platforms and vehicles able
to efficiently recruit and spread novel resistance genes. Antibiotic resistance increases
bacterial evolvability; resistance calls for more resistance, in a phenomenon described
as “genetic capitalism.”12 In other words, resistance might be reversible when rare; if
frequent, reversibility is not to be expected.

2. Mechanisms and Sources of Antibiotic Resistance

To produce an effect in a bacterial cell, an antibiotic has to cross different envelopes,
occasionally be activated by bacterial enzymes, and reach its target at a high-enough
concentration to allow a successful interaction and the inhibition of bacterial growth or
killing (Fig. 12.1A). Resistance can be achieved either if the antibiotic concentration
reaching the target is too low or if the interaction between the antibiotic and the target
is not efficient enough to produce the inhibition of bacterial growth. This includes
intrinsic and acquired resistance.

The most classical mechanisms of intrinsic resistance are the absence of the target
and a reduced permeability to a given antibiotic. These are passive systems of

Figure 12.1 Basic mechanisms of antibiotic action and resistance. In order to inhibit
bacterial growth, an antibiotic requires to successfully interact with its target at concentrations
high enough for inhibiting its activity. For this (Panel A), the antibiotic (1) requires to traverse
cellular envelopes (2), in some occasions to be activated by an intracellular enzyme (3) and
reach its target (4). The activity of constitutively expressed MDR efflux pumps (5) can
decrease the intracellular concentration of the antibiotic. As shown in Panel B, resistance is
achieved by interfering with this pathway, either by changes that impede the entrance of the
antibiotic (a, b), by the activity of antibiotic-inactivating enzymes (c) or overexpression of
MDR efflux pumps (f) that reduce the effective intracellular concentration, or by mutations in
the enzyme that activates the preantibiotic (d) or in its target (e), which preclude target/anti-
biotic interactions.
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resistance. However, bacterial populations also present active mechanisms of resis-
tance based on the detoxification of the antibiotic. These include chromosomally
encoded antibiotic inactivating enzymes and multidrug-resistance (MDR) efflux
pumps. The analyses of comprehensive libraries of mutants, mainly from E. coli13

and P. aeruginosa14e16 have demonstrated that several genes participate in the
intrinsic resistance phenotype of a bacterial species. This suggests that intrinsic resis-
tance is not just a consequence of adaptation to the presence of a given antibiotic, but
rather a phenotypic consequence of the general physiological characteristics of each
species.

Contrary to intrinsic resistance, an ancient phenotype of bacterial populations, ac-
quired resistance is the consequence of adaptive evolution to recent selective pressures
exerted by the extended use of antibiotics.7 Resistance can be achieved by avoiding the
activity of the antibiotic at two main levels: changes in bacterial targets, which prevent
the efficient action of the antibiotic, and reduction of the effective intracellular concen-
tration of the antibiotic, achieved by different mechanisms described in Fig. 12.1B.

A formerly susceptible organism can acquire resistance by mutation17 or by incor-
porating foreign DNA.18 Mutation is the major cause of resistance during infections
in the absence of a donor of antibiotic-resistance genes.19 Mutations involved in the
development of resistance produce structural changes in the targets (for instance, qui-
nolone resistance due to mutations in genes coding for bacterial topoisomerases20),
in the enzymes that activate the preantibiotic (e.g., resistance to isoniazid due to muta-
tions in the Mycobacterium catalase gene21), or in antibiotic transporters. Mutations in
regulatory elements are also relevant for acquiring resistance. They act by changing the
level of expression of antibiotic transporters (for instance, the porin OprD2 that trans-
ports imipenem inside P. aeruginosa is not expressed in imipenem-resistant mutants22)
or by increasing the expression of antibiotic-detoxifying systems, such as chromoso-
mally encoded antibiotic inactivating enzymes23 and MDR efflux pumps.24 Mutation
is also important for the evolution of antibiotic-resistance genes acquired by HGT.

Resistance can be also achieved as a consequence of incorporating DNA from other
bacteria. Occasionally, this DNA recombines with homologous genes of the new host
rendering novel mosaic genes that make the host resistant to antibiotics (e.g., the for-
mation of recombinant penicillin-binding proteins25,26). Alternatively, resistance re-
sults from the acquisition of an element that confers resistance on its own.5,27 Given
that bacterial pathogens were susceptible to antibiotics prior to their use as therapeutic
agents for treating infections,28 one intriguing question concerns the origin of
antibiotic-resistance determinants.

Since natural antibiotics are produced by environmental microorganisms,29 it was
earlier proposed that antibiotic-producing microorganisms would be the most likely
source of resistance determinants.30 The rationality of this proposal derives from the
need of producers to protect themselves from the activity of their own antimicrobials.
In addition, antibiotic producers and resistant organisms can coexist in the same
habitat, indicating that the inhibitory action of antibiotics may have an ecological
value.31 Nevertheless, in the few occasions in which the direct origin of some specific
resistance genes has been tracked, they were derived from bacterial species that do not
produce antibiotics. This is the case for Qnr determinants, which contribute to
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plasmid-acquired resistance to quinolones. It is worth mentioning that quinolones are
synthetic antibiotics, so that it was proposed that resistance could be achieved only by
mutations and that the existence of quinolone-resistance genes that could be acquired
by human pathogens would be unlikely. Contrary to this hypothesis, the existence of
plasmids carrying quinolone-resistance genes was described in 1998 in Enterobacter-
iaceae32 and, as stated earlier, these plasmids are currently disseminated among Enter-
obacteriaceae. The search for qnr elements in the chromosomes of fully sequenced
bacteria has shown that these determinants are mainly present in aquatic bacteria,
which do not produce antibiotics.33 A high conservation of sequence and chromo-
somal neighborhood indicates that the analyzed aquatic bacteria have not acquired
those elements from other bacteria, but rather those microorganisms are the source
of Qnr determinants. Indeed, the origin of the qnrA1 gene, the most abundant in
Enterobacteriaceae plasmids, is Shewanella algae.34 Similarly, Kluyvera ascorbata,
a nonproducer organism, is the most likely origin of the b-lactamases belonging to
the CTX-M family.35

Resistance genes in producers are likely detoxification elements needed to avoid the
activity of the antibiotic. However, their function in nonproducers is less apparent.
They might serve to resist the activity of inhibitory compounds produced by compet-
itors in complex microbial ecosystems. But some of these elements have not evolved to
specifically counteract the activity of antibiotic producers. For instance, Enterobacter-
iaceae have harbored chromosomal b-lactamases36 for several hundred millions of
years. However, the natural habitat of these bacterial species is the gut, an ecosystem
that does not contain b-lactam producers and, thus, did not contain b-lactam antibiotics
until the use of these compounds for the treatment of infections. Similarly, quinolones
are among the most frequent substrates of MDR efflux pumps37 despite the synthetic
origin of these antibiotics. A suitable hypothesis for explaining the origin of these
elements is that they have been selected to play other roles than resistance,38 but their
natural substrates present structural similarities to antibiotics currently used for ther-
apy; they can detoxify bacteria from these drugs even though this is not their original
function.

For instance, all bacterial species harbor in their genomes genes coding for MDR
efflux pumps. These genes are highly conserved (the same MDR elements are present
in all the strains of a given bacterial species) and redundant (bacterial species usually
harbor several different MDR efflux pumps), indicating that they are ancient elements
relevant for bacterial physiology.24 Given their genomic redundancy and their overlap
in substrate usage, it is unlikely that the original function of these elements would be
resistance to the drugs currently used in the clinical setting. This is the case of AcrAB-
TolC, the major MDR efflux pump in E. coli and Salmonella. This element can
extrude, in addition to antibiotics, bile salts,39 which are toxic compounds present in
the natural habitat of these species, the gut. Similarly, other MDR efflux pumps can
have a primary role in the trafficking of bacterial signals,40 the response to plant-
produced signals,41 the detoxification of intracellular toxic intermediary metabolites,42

and the response to nonantibiotic bacterial inhibitors, such as heavy metals43 or sol-
vents.44 The analysis of the effectors triggering the expression of MDR efflux pumps
may help to understand their functional role in nature. This is the case of SmeDEF, the
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most important determinant of antibiotic resistance in Stenotrophomonas
maltophilia,45 whose expression is induced by plant flavonoids (and not by antibi-
otics), and its activity is needed for the colonization of plants roots by S. maltophilia.46

All this indicates that the universe of elements that can confer resistance to a heter-
ologous host upon their transfer by HGT is larger than previously thought. As an
example, the study of the resistome of the human gut microbiota47 indicates the
existence of a large number of elements that are not disseminated among human
pathogens and that can confer resistance despite this ecosystem is not known to contain
antibiotic producers.

Given the large number of resistance genes present in natural ecosystems, it is
paradoxical that the number and variability of HGT acquirederesistance determinants
currently present in human bacterial pathogens are relatively low. This might indicate
that there are some restrictions for the transfer of a potential resistance element to a
human pathogen. The first barrier would be ecological connectivity. The presence
of resistance elements has been demonstrated in bacteria from the deep terrestrial
subsurface48 and in the deep Greenland ice core,49 where human pathogens are not
expected. The probability of transfer of these elements to human pathogens will be
very low, but chances will increase for bacteria whose natural habitats are closer to
those of human pathogens. One example of this type of “reactors” for resistance might
be waste-water treatment plants, where human-linked microbiota (recipients of resis-
tance genes) can get in contact with environmental microorganisms (potential donors)
in the presence of residues of antibiotics that act as selecting agents.8

A second bottleneck for the transfer of a resistance gene will be its integration in an
efficient dissemination vector or in a bacterial epidemic clone, which will allow a fast
spread for the resistance determinant.12,50

The third bottleneck consists on the fitness costs associated with the acquisition of
resistance.51 It is generally accepted that the development of resistance by formerly
susceptible bacteria might confer a metabolic burden such that resistant populations
might be outcompeted by susceptible ones in the absence of antibiotic selective
pressure. It is worth mentioning that, unless the fitness costs are unaffordable, their
relevance during antibiotic treatment will be negligible because in these conditions
being resistant is a prerequisite for sustaining an infection.52 Nevertheless, fitness costs
may be highly relevant for the persistence and spread of resistance in the absence of
selection (for instance, in nonclinical, natural ecosystems). It has been described
that the fitness costs associated to antibiotic resistance might be different depending
on the mechanisms involved.53 Furthermore, fitness costs can be compensated by
secondary mutations in the bacterial genome54 or by the rewiring of the bacterial
metabolism in the resistant mutant.55 The acquisition of a resistance determinant by
a gene-recruitment element, such as an integron, which might harbor other resistance
elements, might allow the maintenance of resistance by coselection events. Finally, the
incorporation of a resistance determinant into a plasmid encoding toxineantitoxin
systems allows the persistence of resistance even in the absence of selective pressure.56

Overcoming all these obstacles is a necessary condition for the establishment of a
resistance determinant in a bacterial population but it is not a sufficient one. Several
resistance determinants besides those already disseminated among human pathogens
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might also overcome those bottlenecks. However, they are not disseminated currently.
To explain this additional restriction, founder effects must be considered.57 If one
resistance element enters a formerly susceptible population through an efficient vector
(or clone) and does not confer a high-fitness cost, it will soon spread under antibiotic
selective pressure. Once this element is established, the antibiotic no longer exerts a
selective pressure, because the bacteria are already resistant to it, so that the acquisition
of a new resistance determinant will not represent an adaptive advantage. As a result,
human antibiotic usage has rendered a strong increase in the prevalence of a few resis-
tance elements that were previously present in the chromosomes of environmental
microorganisms and are now located in gene-transfer units spreading not just in bac-
teria at clinical settings but also in environmental ecosystems.

The release of human pathogens harboring gene-transfer units containing resistance
elements, eventually simultaneously with antibiotic-containing wastes, might have a
deep impact on the evolution of the microbiota from natural ecosystems and this
can also influence the evolution of clinically relevant mechanisms of antibiotic
resistance.8 As an example, the same antibiotic-resistance elements currently present
in human pathogens can be found in wild animals58 or in environmental locations
without a history of antibiotic pollution.59 Furthermore, the study of historical soils
has demonstrated that the introduction of antibiotics has produced an increase in the
prevalence of specific resistance determinants in environmental, nonclinical
ecosystems.60

The recent use (in evolutionary terms) of antibiotics by humankind has produced a
strong enrichment in the distribution of a few specific antibiotic-resistance elements in
clinical and nonclinical ecosystems. The impact of this enrichment in specific genes,
and eventually bacterial clones, on the composition and activity of the microbiosphere
remains to be fully understood. Given that natural ecosystems are the source of resis-
tance genes61 and the reservoirs for their maintenance,62 more studies on the ecological
behavior of resistance in nonclinical habitats are required to unveil how these changes
might impact the acquisition of antibiotic resistance by human pathogens.

3. Evolution of Antibiotic-Resistance Genes

3.1 Antibiotic-Resistance Genes as Targets of Evolution

The evolution and spread of antibiotic-resistance pathogens represent a unique
opportunity for observing evolution in real time, and therefore a meeting point
between researches from many different disciplines. The evolution of antibiotic resis-
tance is a consequence of the selection of resistant organisms with particular genomic,
physiological, or ecological abilities.

After the initial views that antibiotic-resistance genes had their origin in the envi-
ronment,30 likely in antibiotic producers, it was later accepted that genes encoding
mechanisms of resistance or their precursors arose in potentially any bacteria, in
most cases as house-keeping genes involved in the physiological functions required
for daily bacterial life. Examples such as GadA and GadB proteins (glutamate
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decarboxylase) as well as AmpC and HdeB proteins, which increase ampicillin
resistance in E. coli,63 show the possibilities of different evolutionary pathways for
developing antibiotic resistance in bacteria. Remarkably, proteins such as AmpC
can confer resistance without further evolution, despite their presence in Enterobacter-
iaceae and that the gut is not known to harbor b-lactam producers, indicating that
resistant phenotypes can occur and even evolve in the absence of antibiotic selection;
conversely, antibiotics may influence the evolution of bacterial functions associated to
the adaptation to particular environments. In any case, it is essential to understand that
there is a wealth of potential mechanisms of resistance contained in bacterial chromo-
somes and in mobile genetic elements. In this section, we illustrate a number of issues
related to the evolution of genes directly involved in antibiotic-resistance phenotypes.

The main mechanisms of gene variation leading to variation and diversification of
antibiotic-resistance genes are mutation, recombination, and amplification. The
frequency of these mechanisms is variable in normal populations, being typically
from 10�9 to 10�6 in the case of mutation, from 10�7 to 10�13 for recombination,
and from10�5 to 10�2 for tandem gene amplification.64 However, the relative
contribution of these factors depends on the bacterial species, the genomic
background, and the treatment strategies.65 For instance, mutation is the main
mechanism for those microorganisms in genetic isolation (with few opportunities of
recombination), such as rifampicin resistance in M. tuberculosis; on the contrary,
recombination is more relevant for the resistance to b-lactams in Streptococcus
pneumoniae. The known examples of amplification of antibiotic-resistance genes
are overexpression of chromosomal AmpC in Enterobacteriaceae or insertion
sequences upstream of antibiotic-resistance genes, such as ISEcp1 upstream of
CTX-M-15.

Gene duplication also plays an important role in antibiotic resistance. An example is
the duplication of aphA1 involved in the tobramycin resistance during the therapy.66

Moreover, the evolutionary results will be different, depending on exposed antibiotic
concentrations. At low concentration of antibiotics (weak bottlenecks), many different
low-level mechanisms of resistance could be selected (many times affecting different
targets conferring low level of resistance), for instance, mutation in b-lactamase gene
and porin-deficient subpopulations. However, at high concentrations (strong
bottlenecks), only a few evolutionary pathways, or sometime only one mutant, are
selected.67

Microorganisms acquire spontaneous mutations at relatively constant rate,68 during
the normal process of DNA replication. These mutations can randomly occur in any
bacterial gene, including targets of antibiotics. When a single mutation in the target
of antibiotic is sufficient to confer phenotypic resistance, the bacterial population
carrying the mutated gene will be selected under antibiotic exposure. A good example
is illustrated by fluoroquinolone resistance as the consequence of a single mutation in
serine 83 of the A-subunit of the DNA gyrase, which provides a ciprofloxacin MIC of
about 1 mg/mL in clinical isolates ripoll.69 The most paradigmatic example in the arms
race between antibiotic resistance in bacteria and the development of new compounds
has been the evolution of TEM-1 b-lactamase, evolving by point mutation to different
phenotypes, from narrow spectrum to ESBL (such as TEM-1 carrying G238G
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mutation) conferring resistance to oxyimino-cephalosporins or inhibitor resistance
(such as TEM-1 carrying S130G mutation),70 involved in b-lactam-plus b-lactamase
inhibitor resistance.

A side effect of the use of antibiotics is the increase of mutation rate and
consequently faster selection of resistant variants. There are two mechanisms to in-
crease the mutation rate induced under antibiotic pressure: a loss of antimutator genes
(or DNA repair genes), known as stable mutators, and the induction of SOS response
and RpoS regulon ( known as transient mutators), which increase the error-prone
polymerases, such as DNA polymerase IV (dinB), and downregulation of MutS
(caused by RpoS), a protein involved in the mismatch repair system (MMR).71,72

Mutator strains are selected in fluctuating environmental, such as consecutive bottle-
necks of different antibiotics in laboratory conditions,73 and clinical settings. They
have been described, for example, in clinical strains of S. aureus, S. pneumoniae,
H. influenzae, E. coli, P. aeruginosa, or S. maltophilia.74 Stable mutators present
10e1000-fold more chances of introducing changes in their DNA sequence during
each replication cycle, and, therefore, under suboptimal growth rate they have an
increased probability of selecting an advantageous in the cell survival, in shorter
time than in nonmutator population (acquisition of antimicrobial-resistance)
knapp2009.60,61 From the evolutionary point of view, the mutator strains are selected
by hitchhiking under recurrent selection pressures.

There are many studies about the role of hypermutation in the selection of
resistance.75 Mutators have been used to experimentally predict the emergence and
selection of resistant variants;69,76 however, they have a high biological cost in
bacterial population replicating in stable environments.77 On the contrary, transient
mutators have lower fitness cost than stable mutators. Antimicrobial agents, such as
fluoroquinolones or trimethoprim are DNA-damaging agents, inducing the SOS
response. Among the cascade of overexpressed genes under SOS response are error-
prone polymerases, such as DNA pol II (polB or dinA), pol IV (dinB), and pol IV
(umDC). Moreover, these bactericidal antibiotics enhance the reactive oxygen species
(ROS) in bacteria.78 ROS is a potent inductor of damaged DNA, and consequently of
SOS response.79 In consequence, bactericidal antibiotics (bacteriostatic antibiotics are
not inducers of hydroxyl radicals) have a double effect, inducing a process leading to
cellular death by blocking their target (PBPs, DNA gyrase, and so on) while promoting
the generation of genetic diversity and, therefore, of antibiotic resistance. An elegant
model is fluoroquinolone resistance mediated by qnr genes: treatment with ciproflox-
acin induces the SOS response, increasing the expression of error-prone polymerases
(in a similar way to b-lactams or aminoglycosides), and promotes the cleavage of the
LexA protein, a negative repressor of the qnrB2 gene, thus leading to QnrB overex-
pression. QnrB binds to DNA gyrase, protecting it from quinolone inhibition.80

Recombination is a powerful mechanism for the evolution of antibiotic-resistance
genes. Antibiotic pressure can stimulate the HGT through SOS system. For instance,
antibiotic-stimulated SOS induction can promote the transmission of integrative
conjugative elements in Vibrio cholerae population.81 Antibiotics can affect the
intrachromosomal recombination. Intraorganismal gene recombination is also a
powerful mechanism for the evolution of antibiotic-resistance genes, particularly
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relevant to the rapid spread of adaptive mutations within a genome when they occur in
a copy of otherwise repeated homologous genes. This phenomenon, known as gene
conversion,82 increases, for instance, the efficiency of antibiotic-resistance mutations
in rrn genes.

3.2 Adaptive Evolution of the Proteins Encoding for
Antibiotic-Resistance Genes

The bifunctional enzyme AAC(60)-Ib-cr gene is an aminoglycoside acetyltransferase
evolved from AAC(60)-Ib, with the capacity to hydrolyze aminoglycoside (the most
prevalent gene that encodes aminoglycoside-modifying enzymes), in which the
accumulation of two mutations, W102R and D179Y, extended the spectrum of activity
to hydrolyzing fluoroquinolones.83 The proposed model suggests that the D179Y
mutation is responsible for the increase in the affinity of AAC(60)-Ib-cr, whereas the
W102R change could have an important role in the stabilization of the enzyme.84

This antibiotic-resistance protein represents a remarkable example of enzymatic
plasticity for acquiring new functions.25

The explanation for these evolutionary surprises is that many enzymes that have a
main activity can also accept another subtract, as a consequence of their particular
folding, around the active center. These proteins are identified as promiscuous
enzymes and are widely distributed in all organisms, representing around 10% of
the total enzymatic repertoire in bacteria,85 but are more common in microorganisms
frequently exposed to fluctuating environments, such as free-living organisms and
pathogens. The secondary activities are generally multiple orders of magnitude lower
than the native reactions, but they provide further potential starting points for novel
functional adaptation. Enzyme promiscuity, therefore, provides a reservoir of
candidates for evolutionary tinkering (resistome). The functional transition, based
on the accumulation of mutations, from activity A (main) toward new activity B
(previously promiscuous and residual), requires an overlapping of both activities
through evolutionary intermediates.86 A well-known example is b-lactamases
(activity B), which evolved from PBPs (activity A), but even nowadays there are en-
zymes with both activities, such as PBP from Mycobacterium smegmatis.87

Depending on the time and intensity of selection, the final result of a promiscuous
enzyme could be a bifunctional enzyme (activities A and B are equally efficient). This
is the case of AAC(60)/APH(20).88 In other cases, the overspecialization of activity B,
implies the loss of activity A. This phenomenon is known as antagonistic pleiotropy,76

and it has been widely described in b-lactamases, and is also described in other anti-
biotic families, such as tetracycline.89

The possibility of predicting the evolution of antibiotic-resistance evolution toward
extended spectra of activity and to explore the capacities for acquiring new functions
has been a field of interest for evolutionary biologists, microbiologists, and physicians.
The most common experimental assay to predict the adaptability of antibiotic-
resistance genes has been to expose a bacterial culture to increasing concentrations
of the antibiotic.69,90 This approach has several limitations. For instance, in general,
only a single mutant is detected (the fittest in those particular experimental conditions),
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whereas in nature, experience has revealed that many trajectories may lead to
resistance to a new antibiotic. Sometimes the most frequently selected mutant is not
coincident with the mutant selected in the clinical setting.91 These problems are
indicating that this approach has a limited capacity to predict the evolution of antibiotic
resistance.92 Currently, the combination of crystallographic studies, bioinformatics,
the deep sequencing, and ancestral reconstruction has allowed the identification of
all intermediate evolutionary stages, to identify the selective forces driving the
evolution and the different pathways and evolutionary constraints. All these advances
have led to a more complete description of the evolutionary dynamics of antibiotic
resistance.65

3.3 Defining Evolutionary Trajectories and Identifying
Evolutionary Constriction Constraints As an Approach
to Predict the Antibiotic Resistance: The Model of
b-Lactamases

The adaptive potential of determinants conferring resistance to antibiotics has been
described for most families of antibiotics, such as tetracyclines,89 fluoroquinolones,93

and aminoglycosides.94 However, b-lactamases are the best model to understand the
evolutionary potential of antibiotic-resistance elements,95 because b-lactams are the
most extensively used antibiotics in the clinical setting96 and are the family for which
largest number of chemical molecules have been developed. The simultaneous appli-
cation of strong selective pressures and changing selectors (different b-lactams) has
allowed the evolutionary radiation of b-lactamases.70,97

Resistance to b-lactam antibiotics can be attained by different mechanisms, such as
the alteration of PBP’s (for instance, in S. pneumoniae98), thus decreasing the affinity
of b-lactam to the target. A second mechanism of resistance is the impermeability of
the membrane,99 decreasing the uptake of b-lactam into the bacterial cell. The most
prevalent, widely distributed, and diverse mechanism of resistance to b-lactam is
the hydrolysis of the b-lactam ring catalyzed by b-lactamases (www.lahey.org/
studies/temtable.asp). The more than 1000 b-lactamases currently known are divided
into four groups (AeD) according to their enzymatic properties and evolutionary re-
lationships, class A being the most widely distributed.95 In fact, the number of variant
class A b-lactamases with clinical importance is enormous and they include about 498
OXA variants, 225 TEM, 195 SHV, 172 CTX-M, or 164 carbapenemases (distributed
in different families, such as IMP, IMI, VIM, KPC, or NDM). Although the evolu-
tionary root of these groups of b-lactamases originated in environmental bacteria, their
subsequent evolution has likely occurred in clinical environments as the consequence
of strong selective pressure by changing b-lactams. Nevertheless, according to random
mutational experiments and deep sequencing, the number of distinct single-residue
mutants for typical proteins is in the range of 103e104 and the number of all double
mutants reaches the range of 106e108, much larger than the number of variants
detected in nature.100

Although the diversity within TEM enzymes is high, affecting to 32% (92/286) of
the amino acid positions, several authors have demonstrated that only 13e16% of
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positions in TEM-1 b-lactamase do not tolerate substitutions, being critical or drasti-
cally reducing the hydrolytic activity of this enzyme.101,102 Several reasons may
explain why only a limited number of mutants are possible.

TEM-1 b-lactamase was mutagenized in all the positions, but no change increasing
the MIC to ampicillin was observed.67 On the contrary, 2% of all changes in TEM-1
increased the activity on cefotaxime. One of them was R164 H/S/C, which simulta-
neously reduced the enzymatic stability.103 Therefore, the selection of R164 H/S/C
requires second-order mutations, known as global suppressors, such as M182T102 or
L201P,104 which restore the thermostability.105 This type of compensatory mutations
have been described also in other b-lactamases, such as A77V in CTX-M91,106 or
R275LeN276D in SHV.107 However, these mutations do not contribute to increase
the b-lactam resistance when they are acquired in the first step.108,109 Therefore, the
phenotypic effect of these second-order mutations would depend on previous genetic
background (epistasis).

Another example of evolutionary constrictions in TEM-1 affecting the R164 H/S/C
is the negative reciprocal sign epistasis (exclusion effect) with other mutation involved
in resistance to ceftazidime, such as G238G,110 but each of them will facilitate
different second-order mutations, suggesting different and incompatible evolutionary
trajectories. Therefore, epistasis is increasingly recognized as a major constraint in
evolution, which restricts accessible trajectories and can lead to different evolutionary
outcomes.86,108,109

4. Limitations to Adaptation and the Cost of Resistance

4.1 The Genetics of Adaptation

Genetic variability in a population does not increase inevitably along time, since it is
the result of factors acting in opposite directions: some processes introduce new vari-
ation in the populations while others remove it. Two main processes deplete variation
from bacterial populations: selection and drift. By increasing the proportion of cells
that carry particular, high-fitness variants, selection may transitorily reduce genetic
variability in populations, while the effect of drift is continuous and equally affects
all variants in the population, regardless of their effect on fitness.

Fitness can be defined as the relative capacity of bacteria to survive and reproduce
within an infected individual and to spread to infect others. The epidemiological
component of this definition emphasizes the need for considering all the levels at
which fitness can be analyzed.92 A very successful variant that can resist an antibiotic
will be of very little relevance if it fails to be transmitted to other individuals. Both
fitness components, intra- and interhost, are usually correlated, but this is not
necessarily so. Evaluation of intrahost components can be approached using in vitro
systems, but the transmission fitness is only possible from epidemiological
observations.

Fitness is not a fixed property of individuals or groups: it is contextual and it can
change when the environment or the genetic background are altered. This is readily
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exemplified by the cost of resistance, the reduction of the fitness of antibiotic-resistant
bacteria in the absence of the drug. In the presence of the antibiotic, and occasionally in
that of others as well, the increase in fitness associated to survival, reproduction, and
transmission reveals the environmental dependence of the concept. Similarly, compen-
satory mutations can alter the fitness value of a certain resistance mutation by
modifying the genetic context in which they are expressed. Naturally, both genetic
and environmental changes can interact in synergistic or antagonistic ways, making
more difficult the prediction of the phenotypic value under particular combinations
of the two components.

Antibiotic-resistant mutants, as well as strains carrying resistance plasmids, can be
fitter than wild-type strains in the presence of subinhibitory concentrations of
antibiotics.111,112 Upon these conditions, the selection of resistant mutants at very
low concentrations of antibiotics, which comprises the range of concentrations
between MIC and the mutant preventive concentration is feasible.113,114 This situation
opens the possibility for the selection of antibiotic-resistant mutants at places, such as
waste-water treatment plants, where the concentration of the antibiotic is low but stays
long enough to allow the displacement of the wild-type susceptible population by the
resistant one. Similarly, a given population may be resistant to higher concentrations of
an antibiotic or the necessary concentration of this to inhibit the bacterial growth
completely (MIC value) can be higher. The values of these variables are often taken
as indirect measures of fitness and they usually correlate with increased risk or poten-
tial harm in the clinical practice. A higher dose of an antibiotic may have serious side
effects or may not be easily tolerated by some patients, thus posing at higher risk their
survival from an infection.

Genetic drift is the result of the sampling process that occurs in every population in
which the total number of individuals is limited. This limit can be very high (millions
or billions, in the case of bacterial populations) or very low, as when an individual is
infected by a single bacterial cell, as in some tuberculosis (TB) infections. In the
former case, the reduction in genetic variability is almost imperceptible and it is easily
compensated by the continuous generation of new genetic variation. On the contrary,
extreme reductions in population size, especially during the transmission from one
infected host to a new one, result in a drastic elimination of genetic variability after
which only a few of the initially present variants are represented in the newly estab-
lished population. In this case, the variants that originate the new population are drawn
at random from those initially present, and the particular variants transmitted are not
necessarily associated with increased fitness.

Although usually overlooked in the study of genetic variation in microorganisms,
the neutral theory of molecular evolution115,116 sustains that most variation at the
molecular level does not have an impact on fitness and, as a consequence, is neutral
in terms of natural selection. The original proposal was expanded117 by incorporating
the evolutionary consequences of slightly deleterious mutations whose fate does not
depend exclusively on their relative fitness but also on the size of the population where
they arise. Stochastic processes, usually associated with genetic drift, will dominate the
fate of these mutations if effective population size is lower than the reciprocal of the
corresponding selection coefficients. When population sizes or selection coefficients
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are larger and when the previously mentioned inequality no longer holds, then deter-
ministic processes will dominate, and selection will be the main evolutionary force in
the population. Given the large population sizes associated with bacteria, it is usually
considered that genetic drift is not as important as selection in determining evolu-
tionary change in bacterial populations. But this is not the case during transmission
or during chronic infection. Effective sizes for pathogenic bacterial populations
have been estimated to be much lower than for free-living bacteria.118 This implies
that stochastic factors may have an important role in the evolution of bacterial patho-
gens at this level. One additional, often overlooked, aspect of the quasineutral theory is
that it also applies to slightly favorable mutations. While some mutations may confer
increased fitness, their dynamics (stochastic or deterministic) will be determined by the
relationship between the effective population size and the selection coefficient: a
slightly advantageous mutation may easily disappear from a small population while
it will likely increase in frequency in a large one.

The interplay between selection and drift can have consequences and leave imprints
at different levels. The study of the evolution of CTX-M b-lactamases toward higher
MIC values for cefotaxime and ceftazidime108 demonstrates that some critical steps in
some of the evolutionary trajectories revealed in the analysis were only possible if drift
had played an important role, since the fitness of a necessary new genotype in a
pathway was lower than that of the preceding variant. Apart from invoking evolution
in alternative environments (with different fitness landscapes than those considered),
this is only possible by the action of stochastic factors, among which drift is the major
player. At a different level, reduced population sizes in M. tuberculosis may explain
the higher relative rates of nonsynonymous substitutions in their genes when compared
with other free-living bacteria.119 In consequence, although selection may be the domi-
nant factor in the evolution of bacterial populations, explaining almost perfectly the
observed dynamics of antibiotic resistance in the presence of the selective drug, other
evolutionary processes cannot be dismissed completely as irrelevant. Since these
dynamics do not depend on fitness advantages, it is not necessary to invoke a cost
of adaptation in every case and, most especially, in the absence of antibiotic.

4.2 From Genotype to Phenotype: The Many Ways Toward
Fitness Compensation

While it is true that there are examples of drug-resistance mutations with no associated
fitness cost, it is clear from their usually low frequencies that a fitness cost in the
absence of the drug tends to be associated with resistance. This observation has led
some researchers to argue that the removal of antibiotics will leave room to drug-
susceptible strains and that these will outcompete those harboring drug-resistance
mutations.120 Although the strategy of drug removal seems to have some success in
particular settings,121,122 other factors apart from the total amounts of drug influence
the frequency of drug resistance. One of these factors, as shown by several clinical,
experimental, and epidemiological data, is compensation of fitness costs, so that the
advantage of drug-susceptible strains in an antibiotic-free environment is reduced or
even disappears.123 As discussed previously, the fitness cost can be ameliorated
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through reversion, which is a very unlikely process.9 It is more likely that, in the
absence of the antibiotic, the low-fit drug-resistant strains either become extinct or
find ways to recover fitness while keeping a drug-resistant phenotype. This process
is usually known as compensation. Compensation is much more likely than reversion
because there are usually many more loci that potentially can restore, at least partially,
fitness costs. These loci can be in the same gene harboring the drug-resistance
(intragenic) mutation, in other genes that somewhat interact with the drug resistancee
mutated gene (intergenic), in plasmids, or in another chromosome, depending on the
mechanisms giving more chances to compensate than to revert a drug-susceptible
phenotype.124

Mechanisms leading to compensation of drug resistance can be grouped in three
categories: (1) those based on chromosomal compensatory mutations, (2) those based
on some kind of regulation alteration of the expression, and (3) those based on the so-
called bypass mechanisms. Chromosomal mutations leading to compensation repre-
sent the case in which fitness loss is compensated by a second, or more, mutations.
These mutations can occur either in the same protein affected by the drug-resistance
gene (intragenic mutation) or in other proteins that interact with it (intergenic
mutations). But the complexity of the compensation mutational pathways can go far
beyond the accumulation of one or two mutations. Marcusson et al.125 showed how
in isogenic, lab-constructed strains of E. coli resistant to fluoroquinolones sometimes
higher fitness effects are only attainable when four or five mutations are combined in
the same strain and always depend on the loci mutated. Interaction between mutations
can occur also among drug-resistance mutations for different antibiotics, sometimes
leading to a higher (positive) or lower (negative) fitness than the mere sum of their
individual effects, a phenomenon usually known as epistasis. Positive epistasis can
explain why the frequency of high-cost drug-resistant strains in clinical settings is
higher than expected.

A clear example of these epistatic interactions is shown by Trindade et al.126 They
introduced mutations to different drugs in isogenic strains thus creating MDR strains
and focused on combinations of drug-resistant mutations to rifampicin (rpoB gene),
nalidixic acid (gyrA), and streptomycin (rpsL). They found that several combinations
of these mutations led to fitter-than-expected mutants. Furthermore, these mutations
were not gene- but allele-specific and therefore epistasis and compensation depended
on combinations of particular codon changes. In some cases, the double mutants not
only were fitter-than-expected but also were fitter than at least one of the two individ-
ual mutants. This phenomenon is called sign epistasis and means that there is not only
amelioration of the fitness cost between drug-resistant mutations (positive epistasis)
but also compensation leading to partial restoration of fitness. It is interesting that com-
binations of gyrA, rpsL, and rpoB drug-resistance mutations have been shown to be
present in different bacterial backgrounds, which suggests that epistasis among
drug-resistance mutations can be present in many pathogens. In fact, multidrug
clinical-resistant strains of M. tuberculosis have been reported to have higher fitness
than their rifampicin-susceptible counterparts, thus indicating that compensation dur-
ing treatment and/or epistatic effects between different drug-resistance mutations
ameliorate, or even revert, the fitness cost of individual changes.127
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Another way to compensate for the fitness cost of drug-resistance mutations is at the
level of gene expression.124 There are examples of upregulation, through mutation, of
a gene to counteract the negative effects on the expression of drug-resistance muta-
tions, processes usually known as bypass mechanisms. The most typical example is
that of KatG and the upregulation of ahpC in M. tuberculosisbib128.128 Isoniazid is
a prodrug and it needs the catalaseeperoxidase activity of katG to become active.
Mutations in katG confer resistance to isoniazid. A whole spectrum of mutations
altering KatG function has been described,129 and because the gene has an important
role in the bacterial response to oxidative stress, it has been assumed that all of them
have an associated fitness cost. It has been reported that the upregulation of the ahpC
gene due to a mutation in its promoter can partially compensate for the loss of activity
of katG, although there are some conflicting reports.130

Work reported in 2015 has shown that, occasionally, fitness costs are not detectable
by current methods based on growth competitions, because resistant bacteria can
activate alternative energy resources to cope with the costs associated to resistance.5

However, even then the acquisition of resistance may produce relevant changes in
bacterial physiology, including different traits involved in virulence.131 A full
understanding of the effects of resistance on bacterial fitness requires exploring
more complex models than those based on growth in rich medium, currently the
most popular ones.92

Another common way to increase the expression of a particular product is by gene
duplication and amplification (GDA),132 which may exhibit resistance to many antibi-
otics. However, it has been shown to be also a way of compensating for the fitness loss
associated to resistance. GDA as a compensatory mechanism has been demonstrated
more clearly in experimental evolution tests with Salmonella enterica.133 Tandem du-
plications of the metZ and metW genes compensate for the loss of methionyl-tRNA
formyl transferase by increasing levels of the nonformylated tRNA inhibitor, the
one used by eukaryotes for translation initiation.

4.3 Beyond Model Organisms: Epidemiological and
Experimental Fitness Cost in Mycobacterium tuberculosis

Experimental evolution with model microorganisms has been a successful approach to
test evolutionary hypotheses. These experiments allow studying evolution in real-time
producing accurate measures of key parameters, such as fitness, generation times,
population sizes, or mutation rates.134 Drug resistance can be approached within an
evolutionary framework given that antibiotics are the main evolutionary pressure a
microorganism can face jointly with the host’s immune system.

A paradigmatic, or even extreme, case in this respect is M. tuberculosis, the
causative agent of TB, with a colony-forming time of 3e4 weeks and which requires
working in BSL3 facilities. This is why alternative model organisms, such as
M. smegmatis, are frequently used to test hypotheses in TB research. Experimental
work on drug resistance with M. tuberculosis has been successfully completed,
corroborating many conclusions drawn from model organisms and justifying a con-
stant feedback between model organism and real pathogens. A clear example is the
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evolution of drug resistance to rifampicin. Rifampicin targets the b-unit of the DNA-
dependent RNA polymerase of microorganisms (encoded by the rpoB gene) by
competing for the union to DNA and inhibiting RNA synthesis.135 Therefore, it is a
wide-spectrum antibiotic as it affects, with different efficiencies, many bacteria. Early
work with E. coli136 and other bacteria identified homologous positions mutated in
drug-resistant strains, both in experimental and clinical settings, something expected
given the high conservation of the rpoB gene among bacteria. A screening of gene
mutations in rpoB from clinical strains of M. tuberculosis also identified many of
them, as well as other mutations.137 However, these mutations varied in frequency,
suggesting a possible difference in the degree of resistance conferred and/or their asso-
ciated fitness. Experimental evolution of two different lineages of M. tuberculosis
revealed the existence of two main factors affecting drug-resistance fitness cost in
this species: the genetic background of the strain and specific codon mutations.138

Different codon mutations were found to have different fitness costs. Furthermore,
these fitness costs varied between two lineages of M. tuberculosis, although in both
cases the change S531L was the one associated with less fitness reduction. Mutations
with lower fitness costs were found to be the most frequent among clinical strains,
suggesting a correlation between “in vitro” and epidemiological fitness cost. Finally,
the fitness of paired isolates of RIFs and RIFr strains from 10 different patients who
converted to drug resistance during treatment were screened showing not only compa-
rable results to the experimental findings but also cases in which the fitness RIFr strain
was higher than that of the RIFs counterpart. Whole-genome sequencing of those iso-
lates in parallel to the serial passage of rifampicin-resistance isolates in the absence of
antibiotic have allowed to identify rifampicin resistance compensatory mutations in
two subunits of the polymerase, rpoA and rpoC.139 Furthermore, those mutations
were common among the highly successful MDR clones of high-burden multidrug-
resistance countries suggesting that they allow those strains with the mutations to be
better transmitted.139 Later studies have corroborated that mutations in rpoA and
rpoC are associated to MDR strains involved in large outbreaks,140,141 confirming
their role in the successful transmission of MDR strains at the population level.142,143

5. Can the Evolution of Antibiotic Resistance be
Predicted?

Conventional scientific wisdom dictates that evolution is a process that is sensitive to
many unforeseeable events and influences and, therefore, is essentially unpredictable.
On the other hand, considering the tremendous amounts of knowledge gained about
bacterial genetics and genomics; population genetics and ecology of bacterial
organisms; and their subcellular elements involved in HGT, we should consider the
possibility of predicting the evolution of bacterial populations and traits50 similar to
weather forecasts, with higher probabilities of success in the closer and more local
frames. Indeed, there is a local evolutionary biology based on local selective
constraints that shape the possible local trajectories, even though in our global world
some of these locally originated trends might result in global influences. In the case of
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adaptive functions (as antibiotic-resistance genes in pathogenic bacteria), some of the
elements whose knowledge is critical for predicting evolutionary trajectories are:
(1) the origin and function of these genes in the source environmental bacterial organ-
isms; (2) their ability to be captured (mobilized) by different genetic platforms and to
integrate in particular mobile genetic elements; (3) the ability of these mobile genetic
elements to be selected, transferred, and spread among bacterial populations; (4) the
probability of intrahost mutational variation and recombination; (5) the probability
of recombination events among these and other mobile elements, with consequences
in selectable properties and bacterial host-ranges, (6) the original and resulting fitness
of the bacterial clones in which the new functions are hosted, including their
colonization power and capacity to spread in an epidemic form; (7) the results of
the interactions between these bacterial hosts and the microbial environments in which
they are inserted; and (8) the selective events, such as the patterns of local antibiotic
consumption or industrial pollution, and, in general, the structure of the environment
that might influence the success of particular genetic configurations in which the
adaptive genes are hosted. Dealing simultaneously with all these sources of
evolutionary variation is certainly a challenge at present.

Such a type of complex structure has evolved along all hierarchical levels of
biology, creating specific “Chinese-boxes” or “Russian-dolls” patterns of stable
(preferential) combinations; for instance, encompassing bacterial species, phyloge-
netic subspecific groups, clones, plasmids, transposons, insertion sequences, and genes
encoding adaptive traits. Assuming a relatively high frequency of combinatorial
events, the existing trans-hierarchical combinations are probably the result of the local
availability of the different elements (pieces) in particular locations (local biology), the
local advantage provided by particular combinations, and also the biological cost in
fitness of some of them. More research is needed to draw the interactive pattern of
biological pieces in particular environments (grammar of affinities). Such a complex
framework required for predicting evolutionary trajectories will be analyzed (and
integrated) by considering heuristic techniques for the understanding of multilevel
selection. The application of new methods, based on covariance, and contextual
analysis, for instance using Price’s equation,144 should open an entirely new synthetic
way of approaching the complexity of the living world.

6. Conclusions and Perspectives

In the absence of new antibiotics, most efforts have focused in protecting the few
current ones that maintain activity, trying to reduce their strong selective effects by
reducing antibiotic consumption in animals and humans while maintaining their
efficiency. In a number of countries, this collective policy has proven insufficient. It
has been proposed that the control of antibiotic exposure should be considered by
society as an individual-based attitude to reduce individual risks, using similar
approaches to those for controlling tobacco-associated diseases, hypercholesterolemia,
or hypertension.145 Reductions in the host-to-host transmission of resistant organisms
through innovative approaches trying to influence the ecology and evolution of
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resistant organisms might represent alternative ways to limit the spread of antibiotic
resistance in the microbiosphere. In this respect, the possibility of applying in the
future eco-evo drugsddrugs acting not to cure the individual patient but to “cure”
specific environments from antibiotic resistance, and to prevent or weaken the
evolutionary possibilities (the evolvability) of the biological elements involved in
itd should be considered. In other words, this strategy proposes to combat (decontam-
inate, deevolve) resistance not in infected patients, but rather in the whole population,
including infected and noninfected people alike, as it occurs in hospitals, nurseries,
elderly facilities, and so on. By extension, other environments that can be successfully
treated are farms, fish factories, or sewage facilities. Indeed, the notion of “ill environ-
ment” should be increasingly encouraged, and medical-like approaches might be
increasingly applied to prevent and cure biologically altered environments.6

The targets of these future drugs, some of them in early development, are not only
resistant, “high-risk” clones but also the interbacterial transmissibility, the mainte-
nance of bacterial plasmids, and integrativeeconjugative elements carrying resistance,
the ability of transposons and integrons to move between genomes, or the mechanisms
of bacterial adaptation to antibiotic stress, including control of mutation and recombi-
nation rates.

Glossary

Founder effect The random change in genetic composition of a population due to an
extreme reduction in its size during a colonization or infection episode.

Genetic drift The random change in the genetic composition of a population due
to its finite size. Every population experiences genetic drift but its effects, a reduc-
tion in genetic variation eventually leading to fixation of a variant, are more intense,
both in magnitude and speed, the smaller its population size.

Mutator strains Bacterial strains with an increased mutation rate usually due to a
defective mismatch repair system.

Pleiotropic antagonism The effect of a gene on two different traits with opposite
consequences on fitness.

Resistome The set of antibiotic-resistance genes or proteins found in a given
environment.

List of Abbreviations

ESBL Extended-spectrum beta-lactamases
GDA Gene duplication and amplification
HGT Horizontal gene transfer
MDR Multidrug resistance
MGE Mobile genetic element
MIC Minimal inhibitory concentration
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MRSA Methicillin-resistant Staphylococcus aureus
R0 Basic reproductive number
RIFr Rifampicin resistant
RIFs Rifampicin susceptible
TB Tuberculosis
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1. Introduction

The phenotype is the product of the interaction between genes and environment.
Phenotypic variation is then an expected outcome of more than one factor. It can be
scored by measurable changes in anatomy, morphology, physiology, life history,
behavior, and so on.1,2 This chapter considers the phenotype as a set of metric prop-
erties and their variation.

1.1 Modern and Traditional Morphometrics

Morphometric techniques aim at measuring size, shape, and the relation between size
and shape (allometry). Before the so-called “morphometric revolution,”3 shape was an
abstraction, a residue after scaling for size, and it was not possible to visualize this
“residue.” The replacement of initial variables describing a distance between two
anatomical points by the coordinates of these points, and the subsequent visualizing
techniques, represented a giant step in the direct study of forms.

For shape comparisons, great importance is given to the quality of landmarks in
terms of comparability. Two conceptually and statistically separate approaches are:
(1) landmark-based morphometrics, using the relative position of a few anatomical
landmarks, and (2) outline-based morphometrics,3,4 which captures the contour of
forms through a sequence of close pseudo-landmarks.

2. Landmark-Based Geometric Morphometry

In common practice, size and shape are derived from a configuration of landmarks
collected on a nonarticulated part, often a single organ (but see Ref. 5). The choice
of suitable landmarks relies on their operational homology. In the morphometrics prac-
tice, homology is “correspondence of parts” with no specification about whether the
parts correspond with respect to structure, development, or phylogeny.6 If individuals
belong to a single species, homologous landmarks are probably similar due to common
descent because all members of the species come from a common ancestor. If they
belong to different species, there is no guaranty that homologous landmarks are similar
due to common descent, except if they are known to be descending from a common
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ancestor.7 This homology is one of the criteria making landmark-based morphometrics
a suitable tool for systematics (see Section 10.1).

Anatomical landmarks are relocatable points, and according to this criterion various
levels of quality have been recognized (see type I, II, and III landmarks, having
decreasing levels of precision8).

2.1 Landmark-Based Size

Traditional systematists often selected one single measurement, for instance, the length
of the wing along its largest axis, as an estimator of an insect body size.9e11 Such rela-
tionship is often assumed rather than demonstrated.10,12

2.1.1 Size Variable: The Centroid Size

The centroid size (CS) is the square root of the sum of the squared distances from the
centroid to each landmark (see Gower, 1971 in Ref. 13). Depending on the relative po-
sition of all landmarks, this measure is the most inclusive one. It has been shown that,
in the case of small, circular variation at each landmark, this estimator of isometric
change of size is not correlated to shape variation.8

The relationship of CS values and the traditional wing length in the mosquito
Aedes aegypti showed good correlation.12 Actually, the correlation of CS
values with traditional inter-landmark distances (ILD) is itself correlated to the rela-
tive dimensions of ILD: the largest the ILD, the highest its correlation with CS
(Fig. 13.1).

2.2 Landmark-Based Shape

In many fields where morphometrics is applied, shape has been traditionally
described as the ratio of one dimension to another. Although intuitively the ratio
may appear as capable of scaling for size, it often does not.14e17 Moreover, the ratios
introduce some well-known statistical drawbacks.15 Angles do not improve the sit-
uation since they are another kind of ratio.16 In geometric morphometrics, the shape
of a configuration of landmarks is represented by their relative positions as contained
in their coordinates.

2.2.1 Procrustes Residuals, Partial Warps, Relative Warps, and
Tangent Space Variables

The raw landmarks’ coordinates also contain artifactual variation due to position, size,
and orientation. Shape must be described by new variables having removed these ar-
tifacts. This is obtained through the Procrustes superimposition on a consensus config-
uration. If using the least squares fit as an optimality criterion, the statistical procedure
of superposition is called generalized Procrustes analysis (GPA). It is currently the
most common procedure, but other techniques also exist.18 The residual coordinates
after a GPA depend on the composition of the group under study. If other specimens
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(i.e., coordinates) are added to the analysis, shape variables must be recomputed
accordingly.3,19

The superimposition procedure induces the loss of four degrees of freedom20: the
residual coordinates must be further modified by a rigid rotation so that they can be
studied using classical statistical tools.21 Thus, the aligned configurations (Procrustes
coordinates) are projected onto an Euclidean space that is tangent to the curved space
(shape space) at the consensus configuration. The coordinates in the tangent space are
then used as shape variables (“tangent space variables,” or “Procrustes residuals”) in
all subsequent analyses. An alternative, mathematically equivalent procedure consists
of using eigenvectors of the bending-energy matrix.8 These so-called “warps methods”
tend to become less commonly used than the direct analysis of the coordinates.

The resulting shape variables are generally submitted to a principal component
analysis, and the principal components become the final shape variables.22

2.3 Semilandmarks for Curves Shape

A special development of type III landmarks, called “semilandmarks,” allows the
description of curved lines between two classical landmarks.23e27 The development
of semilandmark-based analysis allows one to use the “Procrustes paradigm” as a
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Figure 13.1 Each circle represents, on the vertical axis, the correlation found between an
inter-landmark distances (ILD) and the centroid size (CS) of the wing computed from the total
set of landmarks. The value of each ILD on the horizontal axis is an average (mean ILD)
obtained from the total number of wings (78) examined in this sample. The wings belong to
Aedes aegypti.
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unified framework for both outline and landmark-based analyses. It does not
make the outline approach an obsolete one, since the latter may apply to structures
without any anatomical landmark (see Section 3). Currently, the methods
specifically developed for semilandmarks make use of a minimization criterion,28

either minimum bending-energy8 or minimum Procrustes distance.29 As they imply
the sliding of points along the tangent to the curve (or tangent plane to the
surface), the term “sliding landmarks” is also used to refer to semilandmarks.
Both methods for semilandmarks processing do not produce exactly the same
results.28,30

3. Pseudo-Landmark-Based Shape

Anatomical, “true” landmarks are opposed to “pseudo-landmarks” used in the outline-
based approach. Pseudo-landmarks describe contours or boundary outlines and can
exist with no anatomical landmark at all, or can include one or more of them.
Pseudo-landmarks are of another nature than true landmarks because comparability
is not expected from them separately, but from the structure they describe. Thus, if
carefully chosen, like the contour of a tick’s body,31 the genital leaflet of a mosquito,32

or an internal cell of the wing,33,34 a contour represents a homologous structure allow-
ing interindividual and/or intergroup comparisons.

3.1 Outline-Based Shape

Various techniques allow to derive size and shape variables from a digitized
outline.13,35e37 We give few words here about the most common one, the elliptic Four-
ier algorithm (EFA).

Briefly, the observed contour is decomposed in terms of sine and cosine curves of
successive frequencies called harmonics, and each harmonic is described by four co-
efficients. With this method,35 the first harmonic ellipse parameters are used to stan-
dardize the Fourier coefficients so that they are invariant to size, rotation, and the
starting position of the outline trace. By doing this, the three first coefficients become
constant (1, 0, and 0) and are not used in the remaining analyses. The fourth coefficient
is related to the width-on-length ratio of the outline.38e40

Ideally, more harmonics should be able to capture more shape parameters and pro-
duce a higher level of discrimination. However, more harmonics also inflate the digi-
tization error, and an optimal number should be selected.41,42

3.2 Outline-Based Size

The Fourier’s coefficients described earlier are normalized by the semigrand axe of the
first harmonic ellipse. The latter may be used as an estimate of global size, as well as
the root-squared area of this same starting ellipse,13 the root-squared area of the digi-
tized contour, or its perimeter.
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4. Allometry

The study of allometry has a long history in biology,43 which has mostly focused on
the covariation among structures: for example, the relationship between fore- and hind
limbs in theropod dinosaurs (e.g., Tyrannosaurus rex), or between brain size and body
height in humans.

The relationship between size and shape is called allometry. Various kinds of
allometry have been described, which might result from the different developmental
processes. During development, organisms grow larger and in the meantime,
because the rate of growth differs between their various parts, their shape also
changes. Such covariation between size and shape throughout the ontogeny is
called “ontogenetic” allometry. When considering different individuals of the
same population and at the same developmental stage, there is also often some vari-
ation in size and shape. Such allometry is referred to as “static” allometry and is
opposed to the “evolutionary” allometry that can be identified across species or
geographic populations.

Geometric shape variables (see previous paragraph) are not allometry-free vari-
ables, there is an allometric residue contained in the shape variables. Geometric
morphometrics, by clearly separating shape and size, allows one to specifically
investigate their relationship. In some circumstances, one might be tempted to
remove the allometric residue of shape variation. This could be justified when
dealing with the “static” allometry, to tentatively remove the environmental influ-
ence on the metric properties of conspecific populations.12,14,44 The tentative
removal of the allometric effect on shape seems less justified for the “evolutionary
allometry.” For interspecific comparisons, indeed, the allometric variation is likely
to be part of the evolutionary process, its inclusion in the variable is relevant to
systematics.

5. Measurement Error

The measurement error exists at various steps of morphometric analysis.45 The
mounting technique of specimens or organs, the photographing conditions, and the
user’s skill to collect landmark coordinates may produce artifactual variation.

It is convenient to photograph a sight (chart) to make sure there is no distortion of
the image, which should be placed in the center of the visual field to avoid possible
optical defects at the periphery of the lens.

Whatever the quality and reproducibility of landmark digitization, the recommen-
ded way to perform morphometric comparisons is to allow one single user to produce
the data.

Even when performed by a single user, digitization should be repeated at least once,
allowing one to measure the precision45,46 and to reduce the error by averaging
repeated measures.
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6. Some Considerations About the Genetics of
Metric Change

Does shape have a strong genetic determinism or is it mostly plastic? How many genes
are involved in the shape variation? Are there few genes with major effects or many
genes of small effects?

6.1 Shape As a Polygenic Character

Shape appears as a classical polygenic character.47 Evidence for strong genetic deter-
minism of shape was suggested by significant association with chromosome
polymorphism,48e50 and confirmed by genetic studies.51,52 When studies on quantita-
tive trait loci (QTL) were applied to the shape and size of mouse mandible, many QTL
were identified for shape,53 many more than for size.54,55 Few studies are found in in-
sects, also fitting the idea of genetic determinism56 and polygenic inheritance.57,58

6.2 Genetic Drift

Since landmark-based or outline-based shape seems the output of a cascade of genes, it
is expected that in natural conditions genetic drift be a common factor of shape vari-
ation. Field observation frequently reported significant shape differences between
geographic populations.59e65 Using a set of three isofemale lines of A. aegypti moni-
tored during 10 generations, a significant shift of shape appeared in one line, with
nonsignificant changes in corresponding size.66 In this experiment, the change appar-
ently produced by genetic drift did not affect the same landmarks as those affected by
larval food or density variation.67

6.3 Heritability

Size in insects may show consistent heritability values,11,68 so that they can be exper-
imentally selected to constitute subpopulations genetically distinct for size.69,70

In quantitative genetics, the response to selection is embodied in the breeders’ equa-
tion R ¼ h2s,71 where “s” is the selection differential, “R” is the response to selection,
and “h2” is heritability. Heritability (“h2”) is a ratio, it is the fraction of phenotypic
variance (VP) that is due to genetic differences (VG), it plays a central role in this
equation and conditions the response to selection (see Ref. 72 for a critic of the use
of heritability).

The problem that arises here is that shape is inherently a multivariate trait. As such,
its genetic variation cannot be assessed by a scalar heritability as for univariate quan-
titative traits. While it is theoretically possible to derive such a univariate measure of
shape genetic variation using some kind of shape distance (e.g., Procrustes distance,
see Ref. 73), it has been shown to be misleading.74,75 For example, imagine a situation
where such a global shape heritability would be high say, 0.8. This would give the false
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impression that shape could be selected in any direction. However, the multivariate
version of the breeder’s equation76 shows that the multivariate response to selection
is highly dependent on the genetic correlations among traits (the G matrix). For shape,
G represents the genetic variances and covariances among landmarks coordinates, or
shape dimensions. And these correlations are by no means uniform in the shape space.
In other words, some combinations of shape changes are generally genetically more
variable than others, imposing selection a relative constraint. It is even conceivable
that some directions are fully devoid of any variation at all, a situation referred to as
an absolute constraint.77 This means that even with a high value of global heritability,
because of the anisotropic nature of genetic variation (i.e., genetic variation is not
evenly distributed in the shape space), it might well be impossible to select at all in
some specific direction (i.e., some shape changes are impossible to reach through
selection).

These considerations make the analysis of the evolution of G and P
(phenetic correlations among traits) very important to understand the constraints
and potential of shape evolution.78e80 This relates to the general field of modu-
larity/integration that investigates the patterns of covariation among parts, and a
substantial amount of literature using geometric morphometrics has been devoted
to it.79,81

In insects, morphological traits commonly have the highest heritability values
compared to other types of traits, such as life history, probably because the former
are less concerned with fitness.82 The consistent values of shape heritability
measured so far48,82e84 suggest that a large fraction of morphometric divergence
seen between natural populations of insects12,63,65 may be due to additive effects
of genes.

Since heritability is a measure of genetic variation, it depends on the population un-
der study. In population studies related to medically important arthropods, the mea-
surement of heritability is not mandatory to the epidemiological interpretation of
natural metric variation (see Section 10.5.2).

6.4 Hidden Genetic Variability

Unexpectedly, some heritable changes seem to be triggered by environmental events.
Such phenomenon, which is reminiscent of Lamarkian “inheritance of acquired char-
acteristics,” has been named “genetic assimilation”85 or “autonomization” (Schmal-
hausen, 1949 in Ref. 86), and, later, “genetic accommodation.”1

The mechanisms by which an environmentally induced phenotype may become
heritable are entirely compatible with concepts of classical neo-Darwinian evolu-
tionary biology. Indeed, the environmental trigger (since this is the disputable one)
just uncovers previously cryptic genetic variation.87 Thus, there are genetic mutations
that can remain masked until the environment (or another mutation) reveals them.88

Adaptationist (“capacitator,” see for instance, 89e92) and other theories (“robustness”
as a generic property of complex systems, see for instance, 93e95) provided plausible
scenarios explaining the existence of hidden genetic variability.
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6.5 Hybridism

Various observations have been made in the vectors of Chagas disease, where interspe-
cific hybridism is relatively common.96

In the brasiliensis complex (Triatominae), historical hybridism has been suggested
as a possible homoploid speciation mechanism for one of its members, Triatoma mac-
romelasoma, which would have arisen from the hybrid cross between Triatoma jua-
zeirensis and Triatoma brasiliensis.97,98 Today, it is still possible to cross
T. brasiliensis and T. juazeirensis,99 as well as to cross among the four members of
the Brasiliensis complex. An experimental study disclosed a linear relationship be-
tween the genetic divergence of the parents99,100 and the increase in size of their
offspring (Fig. 13.2). Contrary to the size, the shape of the hybrids remained interme-
diate between parents.97

Between cryptic species of Diachasmimorpha longicaudata, a hymenopteran para-
sitoid of fruit flies, the size of the hybrids was larger than that of mid-parents, although
not significantly larger,102 and hybrids showed an intermediate landmark-based shape.

Figure 13.2 Relationship between size in hybrids and genetic distances between parents
belonging to the Braziliensis complex. On vertical axis, the increasing of size relative to mid-
parent size. On horizontal axis, the genetic distance between parents as inferred from mito-
chondrial DNA sequence. br, T. b. brasiliensis; ju, T. b. juazeirensis;ma, Triatoma brasiliensis
macromelasoma; me, T. b. melanica.
From Dujardin JP, Costa J, Bustamante D, Jaramillo N, Catal�a S. Deciphering morphology in
Triatominae: the evolutionary signals. Acta Trop 2009;110:101e11.
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These two studies suggested different genetic mechanisms affecting size and shape.
Interestingly, size appeared as a character prone to show heterosis in case of geneti-
cally differentiated parents. No such heterosis was observed for the progeny between
seven laboratory colonies of Triatoma protracta,103 or between each of the five sub-
species of T. protracta, suggesting low genetic divergence between them.

7. Phenotypic Plasticity

The genotype does not give rise to a single phenotype, but to a range of possible phe-
notypes. The “reaction norm” is the whole repertoire of possible phenotypes that may
occur for a given genotype in all environments.104,105 The reaction norm can easily be
explored in laboratory experiments.44,67,106e108 By definition, phenotypic plasticity
(PP) is the occurrence of phenotypic variation of a single genotype interacting with
different environments.105

A new phenotype expressed in a new environment may be adaptive. To this condi-
tion, PP can aid speciation by making available a different phenotype upon which nat-
ural selection can act. In such scenario, speciation would start with PP, not
reproductive isolation.109 In Triatominae, such a scenario is apparent,110 and many ex-
amples exist of morphologically and ecologically recognized species that can still
interbreed.101 Understanding the causes and consequences of phenotypic variation is
important for understanding the mechanisms of evolution. However, the genetic mech-
anisms underlying the evolutionary importance of PP1,85,105,111 received so far only
few experimental confirmations.89,91

Contrary to its evolutionary importance, the ecological importance of PP is easy to un-
derstand: populations or species havingwider adaptive plastic responses can enlarge their
ecological niches. For instance, among the more than 140 species of Triatominae, a few
species have been able to colonize human structures. Within some of these species, the
comparison of “domestic” and sylvatic subpopulations highlighted significant size differ-
ences, sylvatic insects being generally larger. Were these species more plastic than the
others so that they could reduce their size as apparently required by survival in artificial
ecotopes?Was the size a secondary event selectedby the domestic environment? InRhod-
nius pallescens, the significant size reduction was experimentally shown to be a plastic
response to combined population density and feeding frequency parameters.44

In addition to explaining diversity and adaptation, PP also impacts our understand-
ing of taxonomy, because it suggests that species characteristics are not immutable, but
are influenced by the environment and can be highly variable.112

8. A Special Case of Shape Change: the Character
Displacement

The initial definition of the “character displacement” (CD) concept113,114 did not
predicate the real complexity of its demonstration. The difficulties of obtaining
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unambiguous evidence from natural observations have been discussed by Ref. 115,
and, subsequently, by.Ref. 116 Typically, CD was suspected when more difference
was observed between species developing in sympatry than in allopatry.116 Various
more conditions must be satisfied to assess CD, among which the level of differences
in sympatry (greater than expected by chance), the evolutionary history of sympatry
(original or derived situation), the genetic nature of phenotypic differences,
and, importantly, the connection between characters and competition for re-
sources.117 CD was demonstrated for behavioral and ecological characters more
often than for morphological characters.115,116 Morphologically, the displaced char-
acter is expected to be part of the feeding apparatus.118 If the mouth-parts have a spe-
cies recognition function, then displacement may have consequences on speciation
as well.

9. The Regulation of Phenotype

To the many sources of phenotypic changes, the organism opposes homeostatic pro-
cesses. Two components of this homeostasis are “canalization” and “developmental
stability (DS).” The two components may be difficult to define: canalization would
be the between-individual stability of development, DS would refer to the within-
individual stability. Canalization may be defined as a buffering process against
external and/or mutational perturbation from one (micro)environment to another,119

while DS allows the organism to withstand random accidents during development
in the same environment.120

For a review of these concepts and their many definitions, please see Ref. 121.
Canalization and DS have been suggested to be independent processes,122,123 but
this position is not consensual, and others have suggested that canalization and DS
are the same thing,51 or even that there is no need for any specific buffering process.124

9.1 Canalization

The term “canalization” is due to Waddington, corresponding to the “stabilizing selec-
tion” of Schmalhausen.86

As for PP, canalization is not a property of a species or of a population, but of a
genotype.125 However, different traits of a single organism can be examined for
their relative canalization by studying their natural variation in different lines, pop-
ulations, or species. For instance, contrary to size changes, shape changes of the
wings induced by striking altitudinal variation as found between the Andes and
the Amazon basin could not interfere with species differences in sandflies.61 A
similar study comparing the wing shape of transcontinental populations of two
close mosquito species, A. aegypti and Aedes albopictus, showed that species dif-
ferentiation based on wing shape, but not on its size, was not altered by transcon-
tinental migration during the last decades. Both species were still distinguishable at
the same landmark locations.65 This relative constancy of shape patterns within
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each species contrasted with the lability of size. For the same species (A. aegypti),
size was significantly affected by a simple change in the food concentration or in
the larval density.67 Another example comparing size and shape responses is found
in highly inbred lines of R. pallescens (Triatominae): the plastic response scored for
the CS of the wing to the laboratory conditions of “domesticity” was not observed
for the shape, except as an allometric change.44 The apparently higher canalization
of shape makes this trait a suitable character for populations and species
distinction.62

9.2 Developmental Stability

Stress, be it environmental or genetic, and other also causes, such as relaxation of se-
lection pressure (domestic animals), may have a disturbing effect on the organism
development. The use of morphometrics as an indicator of stable development has
been performed by estimating the frequency of abnormal phenotypes (phenodeviants).
More effectively, it has been estimated by the amount of fluctuating asymmetry
(FA).126

FA of size is a nondirectional asymmetry, as opposed to the classic directional
asymmetry where one side is, on average, larger from the other side (which is common
for internal organs of vertebrates). For a given sample or population, FA is computed
as the variance of bilateral differences scored between individuals, either of size or of
shape.46,126 It has to be distinguished from antisymmetry, another kind of nondirec-
tional asymmetry, less frequent however, where signed bilateral differences do not
have a Gaussian distribution.

Stress is the most commonly assigned cause to FA; it can be an infection by a virus
or a parasite, a difficult conquest of a new habitat,110 or simply a different source of
food.127 In Glossina flies (vectors of sleeping sickness and nagana), five species
were compared between laboratory and natural conditions of life, showing a strikingly
reduced FA in the laboratory (Kaba et al., unpublished data). In natural conditions, the
adults caught during the rainy season showed significantly higher FA than those
collected in the dry season (Djohan et al., Ph.D. thesis at the H-B University of
Abidjan).

Although FA has been widely used as a bioindicator of environmental and genetic
stress, quite a strong controversy has occurred in the late 1990s, mostly around its ge-
netic bases and in particular its heritability.128 It has been suggested that publication
biases have occurred, casting doubts upon the reliability of the literature on FA and
in particular its role as an indicator of fitness.129,130 One should thus use FA very
cautiously when attempting to relate it to any other population parameter.

Other measures of DS could be used that are considered as developmental invari-
ants, such as fractal dimensions, although they were described for plants and ver-
tebrates only.120 The use of shape variation itself in response to environmental
stress has been advocated for insects.131 However, contrary to symmetry that is
expected to be perfect, and contrary to the frequency of phenodeviants that is
expected to be zero, there is no “expected shape” in case of undisturbed
development.

Modern Morphometrics of Medically Important Arthropods 295



10. Applications in Medical Entomology

10.1 Species Identification and Detection

The most important objection to the morphological concept of species is the exis-
tence of sibling (or isomorphic) species.132 Sibling (or also cryptic) species are
morphologically identical or nearly identical entities in spite of being recognized
as different species according to other, modern concept(s) of species. The modern
concepts of species make use of other criteria than simple morphological compari-
son, with some of them even completely free of any character examination. The
most frequently used modern species concept in entomology is the biological
one,132,133 but with the increasingly used molecular techniques, other concepts are
invoked, such as the Hennigian concept,134 the evolutionary concept,135,136 and
the various phylogenetic concepts.137

However, this objection to the typological concept (i.e., to “morphospecies”) is
weakened by the possibilities of modern quantitative shape comparisons.138e141

Shape comparisons detect minimal morphological variations, which often are unde-
tectable by traditional morphological studies and even by classical morphometric ap-
proaches. Cryptic species of insects showed distinct shapes of wing venation in
kissing bugs,101,142,143 sandflies,59 mosquitoes,144,145 scythridids,146 parasitoid hy-
menoptera,102,138,147 syrphids,148 fruit flies,149 and screwworm flies.150 Although
morphometric discrimination does not necessarily mean species determination, it
has also been used to question species boundaries,64 or to synonymize controversial
taxa.60

Because landmark-based shape is defined relative to the consensus of the speci-
mens under study, shape variables derived from one set of coordinates cannot be
compared with shape variables derived from another set. Coordinates themselves
could be used for such comparisons, but the measurement error may represent a
significant obstacle, especially when the objective is to distinguish very similar
species.

The User Effect. The error due to the user is generally due to small but systematic
differences in pointing to the exact localization of some landmarks. These subtle dis-
crepancies are amplified by the power of multivariate analysis, such as the discriminant
analysis.151 Their impact can be reduced averaging repeated collections of the data.45

However, such correction might not be satisfactory when comparing very close spec-
imens or groups, and measurement error may become a significant obstacle for
different users.152,153

The Need for a Bank of Reference Images. To circumvent the lack of exchange-
ability of the morphometric variables, an alternative geometric descriptive system
should be developed that separates data gathering and analyses. It goes through the cre-
ation of a bank of reference images from which one can extract raw data and compare it
to external, unknown specimens.151 Such an initiative is ongoing at http://mome-clic.
com under the name CLIC (Collection of Landmarks for Identification and Character-
ization); two other such banks are currently developed, one for mosquitoes
(http://wingbank.com.br/), and one for bees (http://apiclass.mnhn.fr/).
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10.2 Characterization Tool at the Individual Level

Using geometric shape comparisons, one single individual can generally be accurately
classified using a database of images of the candidate species.143 As an example, we
show here unpublished data about mosquito identification. Each single individual has
been allocated to its closest group (according to Mahalanobis distance) without using
that individual to help determine a group center (“validated reclassification”). The
wing venation patterns of Culicidae, in spite of being roughly the same among the
genera, allowed an almost perfect reclassification (Table 13.1). Within some genera,
such as Aedes or Anopheles, the species discrimination was very satisfactory; it was
less convincing in the genus Culex (Table 13.2). The possibility to perform satisfactory
identifications without being an expert in taxonomy is very attractive, and encouraging
results have been obtained for tsetse flies classification (Kaba et al., unpublished data),
but more studies are needed to evaluate the full interest of this identification approach
in many groups of medically important insects.

More challenging is the comparison between conspecific individuals. Reinfestant
specimens after vector control measure may be few, and classical morphology could
be unable to suggest their origin (see Section 10.4). Provided a database exists on spec-
imens collected before control measures, shape can be used for quantitative compari-
sons of local and external individuals.103

10.3 Biodiversity

The transmission of vector-borne diseases has obvious links with the environment.
Studies exploring these links suggested that the reduction in global biodiversity is
likely to contribute to vector-borne disease transmission through the “dilution
effect.”154,155 It is therefore highly desirable to quantify the environment. In this
kind of study, geometric morphometrics has two advantages to offer: one is its ability

Table 13.1 Morphometric Identification of Culicidae Based on 13
Landmarks of the Wing

Genera Ur, Ma An Mi Cu Ae, Ar, Co

Scores (%) 100 97 96 95 100

N 508(8) 446(6) 348(5) 317(4) 127(3)

The first column indicates that 100% of the genus Uranotaenia (Ur) and 100% of the genus Mansonia (Ma) could be
recognized when mixed with the six other genera: Anopheles (An), Mimomyia (Mi), Culex (Cu), Aedes (Ae), Armigeres
(Ar), and Coquilliettidia (Co). The second column indicates that 97% of the genus Anopheles could be recognized when
mixed with the genera Mimomyia, Culex, Aedes, and Armigeres. The third column indicates that 96% of the genus
Mimomyia could be recognized when mixed with the genera Culex, Aedes, and Armigeres. 95% of the Culex could be
distinguished from the genera Aedes, Armigeres, and Coquilliettidia. The last column indicates that these three genera were
perfectly discriminated by their wing geometry. Between brackets, number of genera in the analysis; N, total number of
individuals in each analysis.
Mosquito collection by Henry A and Thongsripong P (University of Hawaii). Morphological identification of the genera by
Dr. Rattanarithikul R (AFRIMS, Thailand). Digitization of wings by Lasnes J-F (University of Montpellier).
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to help the identification of the taxa (see Tables 13.1 and 13.2), the other one is its own
addition to the knowledge about biodiversity.

In addition to specific estimates of biodiversity, such as the ShannoneWiener156

and the Simpson157 indexes, complementary information has been looked for in the
morphological disparity of organisms. Modern morphometrics provides quantitative
tool for accurate metric disparity (MD) measurements and comparisons.158,159

One could expect a higher richness to be the cause of higher morphometric varia-
tion; if selection targets form rather than species, some relationship is predictable.160

However, no such relationship could be confirmed: trends in species richness (SR)
generally did not match trends in MD.

Performing simulations from true data (43 mosquito species from six different
environments), we observed that the correlation was always positive between MD

Table 13.2 Correct Species Attribution Scores Based on the
Geometry of the Wings

Species Scores (%) n/N

Aedes

(Stegomyia) aegypti 100 12/12

(Neomelaniconion) lineatopennis 66 10/15

(Aedimorphus) mediolineatus 100 12/12

(Aedimorphus) vexans 83 20/24

Anopheles

(Anopheles) barbirostris 100 14/14

(Cellia) tesselatus 88 8/9

(Cellia) vagus 91 34/37

Culex

(Culex) vishnui 55 29/52

(Culex) gelidus 61 11/18

(Culex) quinquefasciatus 91 11/12

(Oculeomyia) bitaeniorynchus 78 18/23

(Oculeomyia) sinensis 62 18/29

(Culiciomyia) nigropunctatus 91 11/12

Thirteen species belonging to three genera, Anopheles (An.), Culex (Cx.), and Aedes (Ae.), were analyzed
for species identification, namely: Ae. aegypti, Ae. lineatopennis, Ae. mediolineatus, Ae. vexans, An.
barbirostris, An. tessellatus, An. vagus, Cx. bitaeniorhynchus, Cx. gelidus, Cx. nigropunctatus, Cx.
quinquefasciatus, Cx. sinensis, and Cx. vishnui. N, total number of individuals in the species; n, number of
individuals correctly assigned to the species; Scores, correct attributions in percentages by species after
validated reclassification.
Mosquito collection by Henry A and Thongsripong P (University of Hawaii). Species morphological
identification by Dr. Rattanarithikul R (AFRIMS, Thailand). Digitization of wings by Lasnes J-F
(University of Montpellier).
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and species richness was not satisfactory when using the full set of landmarks avail-
able. However, it could increase to very high values when a very limited set of LM
was used.161

10.4 Reinfestation Studies

Reinfestation studies refer to the situation where insects that have been controlled by
any method are coming back to the treated area. Are they migrants coming from neigh-
boring untreated foci, or are they descendants of a residual population that escaped the
applied control methods?

As long as geometric shape is able to identify the parental generation and to distin-
guish it satisfactorily from other subpopulations,71,103 it might be able to provide rele-
vant information in studies of reinfestation after treatment.162,163

Provided that samples were available from the population before insecticide appli-
cation, relative similarities could suggest the origin of reinfesting specimens,162 and
such information has been shown to be in agreement with genetic markers.163 The ge-
ometry of the wing (landmark-based shape) of T. protracta was tested on laboratory
populations and was shown to be an interesting candidate to assess the origin of a
given individual.103

The reinfestation analysis is based on the simple assumption that an insect is more
similar to its parents than to other insects. Moreover, since the objective is to distin-
guish local “inhabitants” from “immigrants,” the possible environmental effect on
metric traits (the environmental covariance) is a welcome effect.

Of course, reinfestation studies would be less applicable to highly dispersive insects
breaking the population structure at each new generation.164,165

10.5 Population Structure

A recurrent need in medical entomology is to quantify the current exchanges of indi-
viduals among subpopulations. This quantification would inform on “population struc-
ture,” to be distinguished from “genetic” structure, which is defined by the level of
gene flow among subpopulations. Although mark-release-recapture studies might be
a valid option to evaluate the frequency of active migrants among subpopula-
tions,166,167 it cannot account for passive migration of nonflying stages of the insect,
so that this frequency is currently evaluated by indirect methods; the measurement
of gene flow is the technique of choice.168,169

10.5.1 Gene Flow and the Flow of Migrants

Gene flow measurement provides indirect information on the level of migration among
subpopulations. Lack of gene flow is a valid information since in that circumstance
(genetic divergence) migrants are highly unlikely. Less valid information is the simi-
larity of gene frequencies, since no one can affirm that such lack of genetic structure is
a reflection of the current level of migration. How contemporaneous or recent it de-
pends on the effective size of the populations under study and on the evolutionary
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rate of the genetic marker.170 Additional problems with genetic markers are that they
are relatively costly and they need appropriate infrastructures. Genetic markers often
remain inside research laboratories and have not yet found their way into routine med-
ical entomology.

10.5.2 Environmental Variance of Size Versus of Shape

Modern morphometrics is tempting as a candidate population marker because it is a
fast, low-cost, easily spread tool, it is informative about current or very recent popu-
lation events,71 and it contains information on genetic variation. However, as long
as morphometric traits have much higher environmental variance than genetic
markers, they are not appropriate for gene flow estimation.

How then to interpret geographic variation of metric properties? Metric variation
can be decomposed into size and shape variation so that their environmental vari-
ance can be examined separately. The importance of diversifying selection inflating
size or shape variation among natural populations can be quantified by comparing
the same material (1) the Fst index as derived from neutral molecular markers and
(2) the Qst index as computed from metric characters. Qst separates quantitative ge-
netic variation in a manner analogous to Fst for single gene markers171: if the quan-
titative characters and the molecular characters are neutral, Qst and Fst should
converge to the same value.172e174 Data comparing molecular Fst and quantitative
Qst are few. They tend to show the following trends: (1) Qst is generally higher, or
much higher, than Fst, and (2) the value of Qst depends on character fitness.170

Within species, traits experiencing the strongest local selection pressures
(diverging, or diversifying selection) are expected to be the most divergent from
molecular Fst.170

The small set of comparisons in medically important insects between Qst and
Fst confirmed the importance of selection modifying the geometric variation
among subpopulations.140 These comparisons allowed two more observations:
(1) in agreement with the idea of shape having less environmental variance than
size, they confirmed the lower sensitivity of shape (relative to size) in response
to diversifying selection, and (2) in agreement with the infrequent report of a
Qst lower than Fst, which would suggest homogenizing selection acting on the
quantitative trait, no such situation was observed in medically important insects.140

10.5.3 Biogeographical Islands

Local elimination of an insect vector of disease is generally held to be feasible only for
geographically constrained situations, such as islands. The task of population genetics
studies is, in a sense, to find and define those biogeographical “islands”175 of the vector
distribution on the mainland.

Can modern morphometrics help define these target areas?
A few studies on mosquitoes176 or kissing bugs,177,178 but mainly on tsetse

flies,63,179e181 brought encouraging arguments to use geometric morphometrics as a
tool to examine population structure.
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To discuss this application, it is important again to insist on which metric property is
considered, either geometric shape or size. Here, we focus on landmark-based shape.
Since the populations compared are conspecific ones, and especially if size variation is
important, allometry-free shape should be preferred to just shape.

Such shape similarity between natural populations would be hardly explained by
homogenizing selection (see Qst > Fst, Section 10.5.2). In our point of view, shape
similarity is maintained by genetic exchanges, otherwise it is likely to be quickly
broken because of genetic drift.

Between truly isolated populations, differences in shape should develop because
of two main reasons: (1) genetic drift is likely to be a major force affecting shape,
and (2) homogenizing selection seems infrequent (or unable to counteract the effects
of genetic drift). Some experimental and natural observations agree with these propo-
sitions. For instance, two isolated isofemale laboratory lines of A. aegypti could
diverge in shape (the geometry of wing venation) after less than 15 generations, in
spite of an identical laboratory environment.66 Studies performed on natural popula-
tions of insects could show that shape similarity was suggestive of exchanges between
compared populations, although they were collected in different habitats. Thus,
between populations of houses and of palm trees, the geometry of the wing venation
of Rhodnius prolixus did not show significant differences.182 Such similarity strongly
suggested exchange of individuals, thus gene flow, which was confirmed later by
genetic markers.183

Lack of isolation was also described by both genetic and metric markers for tsetse
flies along the Mouhoun river in Burkina Faso,179 as well as in the city of Abidjan be-
tween three sites a few miles away from each other.181 The complete lack of landmark-
based shape difference between Japan and USA populations of A. albopictus could
suggest ongoing (passive) exchanges between these countries.176

10.5.4 The Need for a Heuristic

Considering the cost represented by the molecular machinery in developing coun-
tries, the earlier examples suggest that a faster and less-expensive morphometric
approach could be helpful, even as an orientation technique only. Thus, geometric
shape variation could be our guide to quickly identify at low-cost areas where isola-
tion is possible and where it is unlikely. Two directives helping interpretation could
be the following:

• If landmark-based shape does not show differences between populations, the most likely
explanation is that populations are not isolated ones.

• If landmark-based shape shows strong differences, one should consider also the habitats that
are compared: isolation is a reliable interpretation in case of similar environments.

These guidelines are based on the hypothesis that genetic drift is the main force in
nature producing fast differences in shape among conspecific isolated populations.
They refer to contemporaneous time, not to an undefined evolutionary past. They
are easy to falsify, so that they invite for more natural observations related to popula-
tion structure and shape variation.
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Glossary

Procrustes Whose name means “he who stretches,” was a thief in Greek mythology
(themyth of Theseus). He preyed on travelers along the road to Athens. He offered his
victims hospitality on a magical bed that would fit any guest. As soon as the guest lay
down, Procrustes went to work upon him, either stretching the guest or cutting off his
limbs to make him fit perfectly onto the bed (Grose Educational Media, 1997e98).

Partial warps, relative warps, and so on A complete glossary of the many
technical terms related to geometric morphometrics can be found at http//life.bio.
sunysb.edu/morph/.
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1. Introduction

The control of vector-borne diseases represents one of the greatest global public health
challenges of the 21st century. They contribute substantially to the global burden of
infectious diseases (w17%) and their prevalence tends to increase (World Health Or-
ganization1). Human population growth in many areas has led to extensive deforesta-
tion, irrigation, and urbanization, and these environmental modifications have created
conditions that favor the proliferation of many arthropod vectors, such as mosquitoes,
ticks, flies, and so on. Primarily in developing countries, 3.2 billion people are now at
risk for contracting many new or reemerging diseases.2

Mosquitoes are probably the most common vectors of infectious diseases (review in
Ref. 3); 3500 species are found throughout the World and, in almost all species, the
females find the proteins they need for developing eggs through blood-feeding on ver-
tebrates. This makes mosquitoes particularly prone to transfer viruses and other para-
sites between humans and animals hosts. They are vectors of malaria and arboviruses
(dengue, yellow fever, zika, Japanese encephalitis, west nile, and chikungunya). Other
major vector-borne diseases (sleeping sickness, leishmaniasis, onchocerciasis, plague,
Bartonellosis, rickettsioses, Lyme disease, ehrlichiosis, babesiosis, anaplasmosis,
trypanosomiasis, Chagas disease, and several viral diseases) are transmitted by non-
mosquito arthropods (tsetse flies (Glossina sp.), sand flies (Phlebotominae), black flies
(Simulidae), houseflies, fleas, lice, cockroaches, and Triatomine bugs).

Some tropical vector-borne diseases have been observed in developed countries
(e.g., Chikungunya or West Nile virus in Europe and USA). If climate (temperature,
rainfall, and humidity) does influence disease transmission, expansion of disease range
is mostly due to human factors, such as forest clearing, increased travel, transport, and
economical activities (e.g., the geographic distribution of Aedes albopictus has consid-
erably increased through worldwide commerce of used tires and because of its capacity
of diapausing and the resistance of its eggs to desiccation4). Overall, it seems that the
main determinants of vector-borne diseases’ prevalence are socioeconomic (see Refs.
5e7). Unfortunately, the burden that vector-borne diseases impose directly impairs the
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public health and socioeconomic development of many of the poor areas. Controlling
these diseases is thus a necessity. This ideally entails active case-detection and treat-
ment of human infections (vaccines, antiparasitic drugs). However, few vaccines are
currently available (e.g., for yellow fever, Japanese encephalitis) and many pathogens,
such as Plasmodium, are now resistant to antiparasitic drugs. Moreover, populations
from endemic countries struggle to get access to them, notably due to economic imped-
iments. Thus in many instances, the control of vectors is the only affordable measure.

The first documented attempts to control malaria by limiting the densities of vectors
go back to the Roman times: in an attempt to control the “Roman fever” (the name of
malaria at that time), Julius Caesar himself had the Codetan swamp around Rome
drained and planted with trees (Varro about 40 BC8). While such environmental mod-
ifications aiming at reducing the number of breeding sites have shown great success,
today the most common and affordable way of fighting the major disease vectors is the
use of insecticides.9e11 Many scientific investigations and reports show that the use of
synthetic insecticides can dramatically reduce the risk of insect-borne diseases. Insec-
ticides, combined with extensive use of drugs, have rapidly led to the eradication of
many diseases (e.g., malaria) from most nontropical areas of the world, but in spite
of initial successes, eradication has proven more elusive in the tropics.12 However,
mechanisms allowing survival to insecticide exposures have been selected in many
species of arthropod vectors. Resistance to all classes of synthetic insecticides is
now widespread among pests of public health importance, and it is considered to be
the most important impediment in the successful control of vector-borne diseases.

2. Insecticide Resistance: Definition and History

Insecticide resistance in pest populations affects both economy and public health at a
worldwide scale: it decreases crop yields (and thus profitability), induces the need to
increase the quantity of insecticide and to develop new insecticides (thereby having a
strong impact on costs and on the environment), and finally it is responsible for higher
incidence of human or animal diseases.13,14 This general society problem, however,
provides evolutionary biologists with a unique contemporary model, ideal for studying
how new adaptations evolve by natural selection. The selecting agent is known (insec-
ticides), evolution is recent and rapid (few years after insecticide selection), and the
biological and genetic mechanisms are often known (see Part 3). This explains why
it has been the subject of such a large body of work over the years.

Resistance is defined as a heritable decrease of the susceptibility to an insecticide.15

Three categories of resistance can be distinguished: behavioral (avoidance of contact
with insecticide), physiological (e.g., increased cuticle thickness), and biochemical
(enhanced insecticide detoxification and sequestration and/or decreased insecticide
target sensitivity). Few examples of behavioral (e.g., Anopheles gambiae on Bioko Is-
land and Senegal16,17 or Anopheles funestus in Benin and Tanzania18e20) and physio-
logical resistances have been reported; whether they are heritable remains debated, and
it is difficult to assess the level of protection they provide. Biochemical resistances
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typically result in relatively high level of protection and are genetically determined.
Resistant individuals carry one or several genetic mutations that prevent insecticide
disruption of the target functioning. As a result, the frequency of resistance gene(s)/al-
lele(s) increases in the population over time. Insecticide resistance is confirmed by
toxicological tests (bioassays) establishing resistance ratio (or RR corresponding to
the number by which an insecticide dose must be multiplied in order to obtain the
same mortality in resistant than in susceptible insects). It can be investigated at
many levels, from the molecular characterization of genes/alleles conferring resistance
and their biochemical products, to the effect of these genes on the fitness (i.e., mean
reproductive success) of the individuals carrying resistance alleles, to the dynamics
and evolution of these resistance alleles in natural vector populations and their effect
on disease control.

The first recorded attempt of insect pest control, the application of tobacco juice
against sheep scabs, is found in the literature of the 18th century.21 The first case of
resistance was reported in 1908, in a population of San Jose scale (Aspidiotus perni-
ciosus) resistant to lime sulfur.22 A century later (2007), 553 arthropod species were
reported as resistant to at least one insecticide, among many disease vectors. More
than 100 mosquito species are resistant to at least one insecticide (including 56 Anoph-
eline species, 39 Culicine species); Culex pipiens pipiens and Anopheles albimanus are
resistant to more than 30 different compounds.14

2.1 Synthetic Insecticides

Originally, only inorganic insecticides (such as lime sulfur) and natural products were
available, for example, flower-extracted pyrethrum for malaria control in the 1930s.
Today, four classes of organic (synthetic) insecticides are essentially used: the organ-
ochlorines (OCs), the organophosphates (OPs), the carbamates (CXs), and the pyre-
throids (PYRs), with, respectively, 4429, 1375, 30, and 414 metric tonnes of active
ingredient used annually for global vector control from 2000 to 2009.23

The first synthetic insecticides, introduced during World War II for malaria con-
trol, belonged to the OC class. The first one was the dichlorodiphenyltrichloro-
ethane or DDT (introduced in 1943), which targets the voltage-gated sodium
channels (Na-channels); another was the cyclodiene (CD) dieldrin, which targets
the g-aminobutyric acid (GABA) receptor; both targets being essential in the insect
nervous system (see Part 3). In addition to their public health applications, enor-
mous tonnages of DDT and dieldrin were used worldwide in agriculture. It was
at first a great success with large WHO-led campaigns leading to reduction of
morbidity and mortality from malaria in many endemic regions after World War
II. Widely acclaimed, DDT and dieldrin rapidly selected resistance in insect vec-
tors. In An. gambiae, resistance to DDT was first noted 11 years after its introduc-
tion,24 while a population from northern Nigeria was reported resistant to dieldrin
soon after.25 DDT resistance has now been reported in mosquitoes (Aedes sp.,
Anopheles sp., and Culex sp.), houseflies, sand flies, body lice, and head lice, while
resistance to dieldrin (60% of reported cases of resistance before 1990) has been
detected in more than 277 arthropods, including mosquitoes (Aedes sp., Anopheles
sp., and Culex sp.), fleas, ticks, biting flies, bedbugs, cockroaches, and human
lice.1,9,10,26,27
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An important issue against these insecticides was their environmental impact.
Rachel Carson’s book “Silent Spring”28 was a seminal work publicizing and politi-
cizing the toxic effects of the accumulation of DDT and its metabolites in the food
chain. In vertebrates, DDT can interfere with reproduction, and in humans it can
have neurologic, carcinogenic, and reproductive effects, although the evidences
remain debated. These insecticides are also extremely stable in the environment,
contaminating groundwater and remaining in soil long after their use. In the 1970s,
the Persistent Organic Pollution Treaty led to total banning of dieldrin and to the ban-
ning of DDT for all uses except malaria control when this disease is very frequent and
there is no alternative. DDT use rapidly declined in the 1970s (it is no longer used in
Latin America),29 but it gained new advocates due to the development of resistance to
the alternative insecticides, and to its low cost.1,29e32 Consequently, its use quadrupled
between 2007 and 2009.23

From the late 1970s, OCs were replaced by the PYRs class of vector control, and
these became widely used in agriculture and public health, and more particularly
against malaria vector. They are today by far the most-used insecticides, with
81% of the World spray coverage.23 As DDT, these insecticides target the
Na-channels (i.e., neurotoxic effect). Their rapid popularity comes from their
very low toxicity to human, their rapid knock-down (KD) effect associated with
an excitorepellancy effect. PYR-based indoor residual spraying (IRS) and
insecticide-treated nets and curtains (ITNs) are currently advocated as standard ma-
laria vector control strategies.1

PYR resistance was reported in 1993, in An. gambiae populations from Co
ˇ

te
d’Ivoire33 and later in C. pipiens quinquefasciatus also in West Africa.34 Resistance
is now widespread in mosquitoes (Aedes sp., Anopheles sp., and Culex sp. (see
Ref. 35 for a review)), body and head lice, ticks (e.g., Boophilus microplus), and
fleas.1,9,10 As PYR resistance developed, many control programs attempted to revert
to DDT for disease control. However, these insecticides share a common target site,
and there is cross-resistance to both insecticide classes in many locations.30,32

Finally, two other classes of synthetic insecticides are used at a large scale world-
wide: the OPs and the CXs, which were first used in the 1940s and the 1950s, respec-
tively.1,15 OPs and CXs target the synaptic acetylcholinesterase (AChE), an essential
enzyme in the nervous system. They are usually used as larvicids (although some are
now considered for ITN impregnation and IRS as an alternative to PYR36), and are
particularly well suited for species with delimited breeding sites. However, they have
a short half-life, and two to three rounds of IRS are needed per year. This, combined
in some instances with their high price, can make these insecticides too costly for
most malaria control programs, despite fewer reports of resistance.32 Early resistance
to these insecticides has been detected shortly after their first application: for
example, first OP treatments in the Montpellier area (southern France) started in
1969, the first resistance being detected only 3 years later.37 Resistance has now
been recorded in mosquitoes (Aedes sp., Anopheles sp., and Culex sp.), biting flies
(e.g., Simulium damnosum, vector of onchocerciasis), sand flies, houseflies, and fleas
(reviews in Refs. 1,10,26,27).

During 2006e2008, few new insecticides were described: neonicotinoids,
phthalic acid diamides, or anthranilic acid diamides; however, they are used mostly
for agricultural pests, not for disease vectors.14,38 Finally, another type of synthetic
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insecticides is growth regulators (GR). It regroups synthetic products called juve-
noids that mimic the juvenile hormone (JH) (review in Ref. 39) and chitine inhib-
itors (see Ref. 40). So far, only few cases of resistance have been reported in
houseflies and mosquitoes (e.g., resistance to methoprene, a JH analog in the mos-
quito Ochlerotatus nigromaculi).41

In summary, most often only PYRs are available, essentially for economic cost rea-
sons: the most recent PYR had been introduced in mid-1980s and no new synthetic
insecticide has been found since mid-1990s. The shrinking availability of insecticides
as a result of resistance is exacerbated by the removal from the market of insecticides
that are no longer registered for public health use: some compounds are too costly, and
insecticide use is restricted by regulatory agencies, due to environmental concerns.
Consequently, new environment-proof products (high selectivity, no effects on nontar-
gets) are now required for sustainable vector control.42

2.2 Alternative Insecticides

Environmental pollution concerns and unresolved issues pertaining to the toxicity of
synthetic insecticides to humans and nontarget species have led the public and re-
searchers’ interest to investigate alternative “biological” insecticides.43 Three main
types of these alternative insecticides are documented: (1) bacterial toxins, (2) essential
oils, and (3) fungi.

There are two main sources of bacterial toxins: Bacillus sphaericus (Bs) and Ba-
cillus thuringiensis (Bt). They kill insect larvae by producing proteic toxins binding
to various receptors on midgut epithelial cells (review in Ref. 39). Bs toxicity is due
to a binary toxin, whereas Bt toxicity is due to the interaction of four different
toxins. These larvicides are presented as highly specific and effective at low doses,
and are thus expected to be safe for the environment. Toxins extracted from Bs and
a variety of Bt (B. thuringiensis var israelensis or Bti) are used for mosquito con-
trol. In these species, bacterial toxins show some differences in specificity: Bti is
more effective against Aedes and Culex species than against Anopheles, whereas
Bs is more effective against Culex than Anopheles species, and has no effect on
Aedes species that lack receptors. While the presence of several toxins was ex-
pected to delay resistance apparition, Bs and Bti resistances have been detected
in various mosquitoes,43e45 and resistance to Bt has been detected in several agri-
cultural pests.46

Although less documented, essential oils are investigated as potential biological
larvicides. They are advocated to be more specific than synthetic insecticides,
and biodegradable, thus with reduced impact on the environment. Variable
efficacies seem to represent a restraint for pest control; identifying the
bioactive components instead of raw products could be the solution to this problem
(for review see Ref. 47).

Finally, fungi can be used as biological insecticides: they target the adult stage of
mosquitoes and are used essentially for malaria control. The fungus Metarhizium
anisopliae has been shown to reduce An. gambiae adult life span in the laboratory
and in the field in Tanzania,48 while Beauveria bassiana decreases the survival of
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another malaria vector, Anopheles stephensi.49 These agents have several advan-
tages: they are cheap, easily stored for long term, and specific to insects. These
fungal insecticides have a direct effect on Plasmodium transmission and are ex-
pected to decrease malaria prevalence. Finally, their acting late in life is considered
by several authors to be an important advantage, as it will decrease selective pres-
sure and reduce the risk of resistance development (potentially “evolution-proof”
insecticides42,50,51).

To conclude this part, it should be noted that insecticide resistance does not appear
in all treated species, at least on the short term. This can be linked to the particular life
cycle of the species or to molecular constraints preventing the evolution of resistance
mechanism. For example, after decades of treatment, the tsetse flies (Glossina sp.)
have not yet developed resistance to DDT or PYRs, probably due to their very small
number of youngs, which limits their evolutionary reactivity.1,10,52 Similarly, for
several years, Aedes aegypti did not develop the most efficient resistance mechanism
to OPs and CXs (i.e., insensitiveAChE) because its particular codon usage prevented
the apparition of the required mutation53; the presence of the mutation was, however,
described in India in 2015.54 This last example shows that understanding why resis-
tance occurs or not also requires elucidating the mechanisms of insecticide resistance
at the molecular and biochemical levels.

3. Mechanisms of Resistance

The targets of most insecticides are critical proteins of the insect nervous system. In-
secticides bind to specific sites on their targets and disrupt their function. Any mech-
anism that decreases the insecticide effect will lead to resistance. This encompasses
reduced penetration of the insecticide, increased excretion or sequestration of the
insecticide, increased metabolism of the insecticide, and finally target modification
that limits the binding of the insecticide. However, a behavioral change resulting in
a reduced exposure to the insecticide can also be viewed as a resistance mechanism,
if it is heritable: for example, Anopheles mosquitoes have been reported to have
changed their blood-feedings habits, by seeking hosts outdoor (exophily and exoph-
agy) rather than indoor (endophily and endophagy16e20); however, whether this
behavior is heritable remains debated.

The first three mechanisms are poorly documented and do not seem to play a prom-
inent role in resistance.55 Most studies aiming at understanding the mechanisms and
the genetic bases of insecticide resistance focus on metabolic resistance and target-
site modification. Usually, these resistances are explained by a limited number of
mechanisms, monogenic in the case of insecticide target modifications.

In this chapter, we present the various documentedmechanisms of resistance.We spe-
cifically focus on disease vector species, althoughmanymechanisms are common to agri-
cultural pests. We insist on the evolutionary aspects of resistance, while the detailed
mechanisms are treated more succinctly, and only for the major ones. More comprehen-
sive reviews canbe found (e.g.,Refs. 27,35,39,55e57).Moreover, the recent explosionof
genomic studies on resistance frustrates any pretention to exhaustiveness.
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3.1 Metabolic Resistance

Metabolic resistance regroups the various mechanisms that lead to the degradation of
the insecticide in less- or nontoxic products, thus decreasing the quantity of toxic mol-
ecules that reach the target. These so-called “detoxification enzymes” belong mainly to
three large gene families, cytochrome P450 monooxygenases (P450s or CYPs for
genes), glutathione S-transferases (GSTs), and carboxylesterases (COEs), and most
studies focus on a small set of genes. Genomic studies can, however, access mecha-
nisms that had previously proven intractable. They allow deeper description of known
resistance gene families and help find new candidate genes. They have suggested that
other enzyme families may be implicated, such as UDP-glycosyl-transferases (UGTs),
sulfotransferases, aldehyde dehydrogenases, NADH-cytochrome b reductases, NADH
dehydrogenases, NADH-ubiquinone oxidoreductases, nitrilase thioredoxin peroxi-
dases, and cuticular genes (e.g., Refs. 56,58e60). However, in most cases the causal
role of the candidates remains to be formally validated.

Detoxification enzymes are frequently divided into phase I and phase II enzymes
depending on their role in detoxification pathways with hydrolases and oxidases acting
during phase I, and transferases acting during phase II.60 These enzymes can act indi-
vidually, synergically, or sequentially through complex insecticide degradation path-
ways. Such complexity is accentuated by the redundancy of insect detoxification
systems. A given detoxification enzyme may indeed metabolize different insecticides
(although with different kinetic parameters), thus contributing to cross-resistance. On
the other hand, different enzymes may degrade the same insecticide, and contribute in
an additive manner to the resistance phenotype. In natural populations, several meta-
bolic mechanisms can be present in the same species (e.g., Ref. 61), and metabolic
resistance often combines with target-site modifications leading to high-resistance
levels and complex cross-resistance patterns.

3.1.1 Glutathione S-Transferases

Various xenobiotics contain the tripeptide glutathione; GSTs catalyze the reaction of
the sulfhydryl group of this tripeptide. This sulfhydryl group reacts with electrophilic
sites on xenobiotics, leading to formation of conjugates that are more readily excreted
and typically less toxic than the parent insecticide. In addition to this direct detoxifi-
cation, GSTs play a role in phase II detoxification (see later).

GST enzymes are present in most insects. They represent a large family of gener-
alist detoxifying enzymes (six classes of GSTs have been identified in the genome of
An. gambiae) and have thus broad substrate specificities. The GST family expands
either by alternative splicing or by local gene duplication, the last leading to clusters
of GST genes.

GSTs are primarily associated with resistance to OCs, particularly DDT, and OPs.
GST-based resistance seems to be associated with an increased amount of enzyme
resulting from gene duplication or, more often, upregulation. A constitutive GST over-
expression was frequently reported in mosquito populations showing elevated resis-
tance level to DDT.55,61e63 Quantitative genetic analyses identified a quantitative
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trait locus (QTL) for resistance to DDT in An. gambiae, within which there is a cluster
of eight GSTs.64 Among them, GSTE2 was then shown to metabolize DDT.63 GSTE2
ortholog in Ae. aegypti and An. funestus was further shown to metabolize DDT.65,66

GSTs are also suspected to play a role in the resistance to PYRs in mosquitoes
through sequestration. Lumjuan et al.67 showed that the partial KD of Ae. aegypti
GSTE2 and GSTE7 led to an increased susceptibility to the PYR deltamethrin. Simi-
larly, Riveron et al.66 show that GSTE2 contributes to PYR resistance in An. funestus
probably through sequestration.

3.1.2 Cytochrome P450 Monooxygenases

Cytochrome P450 monooxygenases (P450) are heme-thiolate enzymes found in all
living organisms.68 They are best known for their monooxygenase activity, but they
can catalyze a wide range of reactions. In insects, P450s are associated with the meta-
bolism of endogenous compounds, such as hormones, and are involved in the phase I
detoxification of a variety of xenobiotics including plant toxins, pollutants, and chem-
ical insecticides.57,69,70 P450s are frequently represented by more than a 100 genes in
insect genomes, so that the identification of those involved in insecticide resistance is
challenging. Some of them are inducible by xenobiotics and expressed at higher level
in classical detoxification tissues (midgut, fat bodies, Malpighian tubules), although
such properties do not ensure their actual contribution to insecticide resistance. Insec-
ticide resistance is often linked to the overexpression of one or multiple P450s through
upregulation or gene amplification, although mutations may also lead to resistance.

P450s have been reported as responsible for resistance to most insecticide classes,
particularly DDT, PYRs, and CXs. In addition, some P450s are also capable of acti-
vating particular OPs, such as malathion and diazinon (i.e., they become toxic when
oxidized). The contribution of P450s in insecticide resistance can be estimated by
combining the exposure of insects to the P450 inhibitor piperonyl butoxide (PBO)
and subsequent bioassays with insecticides: if P450s are implicated, the resistance
level is usually decreased in the presence of PBO. However, PBO does not equally
inhibit all P450s, so that absence of PBO-induced resistance decrease does not
mean that no P450 is implicated. The role of P450s in resistance may also be evidenced
by biochemical assays measuring either the global heme content,10 or more specific
enzyme activities using known P450 substrates, such as ethoxycoumarin (ECOD
method) or resorufin (EROD method). However, biochemical assays are not always
capable of detecting P450-based resistance, because these assays have a low speci-
ficity, unlike some P450s.

Following the sequencing of mosquito genomes and the development of microar-
rays,61 transcriptomics has been intensively used for detecting overtranscribed
P450s in resistant populations, leading to the identification of several CYP genes asso-
ciated with resistance in mosquitoes and other insects (reviews in Refs.
27,55,57,71,72). In mosquitoes, some of them were validated as capable of contrib-
uting to insecticide metabolism by functional approaches, such as heterologous
expression followed by in vitro insecticide metabolism, RNA interference, or trans-
genic expression. These include the Anopheles genes CYP6Z1, CYP6M2, CYP6P3,
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CYP6P9, CYP6P4, CYP6P7, CYP6AA373e78; Aedes genes CYP9J32, CYP9J24,
CYP9J28, CYP6BB279e81; and the Culex gene CYP9M10.82 Interestingly, it was
shown that Anopheles CYP6M2 and CYP6P3 can metabolize insecticides from
different classes, supporting the role of P450s in cross-resistance, and raising concerns
for insecticide-resistance management.74,83 Although gene expression studies have
identified multiple P450s overexpressed in resistant insects, very few data are available
on the genetic factors controlling their overexpression. Recently, the use of targeted
deep sequencing allowed the identification of gene amplifications controlling the over-
production of P450s in multiple PYR-resistant population of Ae. aegypti worldwide.60

High-throughput sequencing approaches also allowed identifying nonsynonymous
variations affecting P450s potentially linked to insecticide detoxification.60

3.1.3 Carboxylesterases

More than 30 genes coding COEs are found in insects (see detailed review in Refs.
26,39). Most COEs are serine esterases, that is, they have a serine residue within a cat-
alytic triad necessary for hydrolysis. COEs bind to an ester group and then break the
ester bound by a process of acylationedeacylation. Multiple forms of COEs are found
in insects, with broad and overlapping substrate specificities.

The majority of insecticides, including almost all CXs and OPs, most PYRs, and
some GRs bear ester groups. In most cases, hydrolysis of the ester group leads to a
reduced toxicity of the insecticide. Consequently, COEs are often involved in meta-
bolic resistance mechanisms, although the level of resistance conferred is relatively
low (w10�) compared to target-site resistance. As for P450s, the role of COEs in
resistance is usually diagnosed by the addition of a synergist, the S,S,S-tributyl phos-
phorotrithioate (DEF) to bioassays. DEF inhibits COEs (but also GSTs): if COEs
contribute to resistance, insecticide toxicity is expected to increase in the presence
of DEF, significantly more in resistant than in susceptible insects.84 COE-based resis-
tance has been detected in various species, mainly against OPs and to a lesser extent
to PYRs.10,15

OP resistance in Culex mosquitoes is generally caused by an elevated COE protein
quantity, up to 80 times the level found in susceptible individuals.85 Two esterases,
a-esterase (or esterase A) and b-esterase (or esterase B), have been recognized based
on their higher affinity for, respectively, a- and b-naphthylacetate.86 Their overexpres-
sion is usually caused by an increased gene copy number (gene amplification) of one or
both esterases, although upregulation may also contribute to overexpression.87,88 The
loci coding for the esterases A and B behave as a single locus named Ester.89 The num-
ber of gene copies within an amplification of the Ester locus can vary greatly, poten-
tially in relation with the intensity of insecticide treatments.84,90,91

Amplified esterases have also been described in the mosquitoes An. gambiae and
Ae. aegypti in association with resistance to the OP temephos.92,92a Orthologs of these
genes were also found amplified in association with temephos resistance in the tiger
mosquito Ae. albopictus.93 Biochemical assays also pointed out the role of esterases
in PYR hydrolysis in mosquitoes,94 although no particular esterase has yet been vali-
dated as able to hydrolyze PYRs. Moreover, it appears that the PYR metabolites
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produced by esterases could be further metabolized by overexpressed P450s of the
subfamily CYP6Z in PYR-resistant populations, suggesting synergy between these
two resistance mechanisms.77

Because overexpressed COEs can represent a large percentage of the total protein of
the insect (up to 12% of the soluble proteins in some resistant mosquitoes95), it is diffi-
cult to disentangle their sequestration effect (i.e., binding to the insecticide without hy-
drolysis) from the direct hydrolysis of the insecticide. This appears to depend on the
species and the esterase allele: hydrolysis appears predominant in the aphid E4
esterase, while in mosquitoes the EsterB1 and Ester2 alleles rather sequester the insec-
ticide and show a lower hydrolysis activity.96e98 However, qualitative changes
affecting COEs may also be responsible for resistance to particular insecticides. For
example, resistance to the OP malathion in Anophelinae,Musca domestica and Lucilia
cuprina, was associated with particular point mutations inducing a faster
hydrolysis.10,26,56,99

In terms of population genetics, COE resistance to OPs in C. pipiens is probably one
of the best-studied cases. In this species, resistance to OPs was monitored since late
1960s in the Montpellier area of Southern France.100e102 This long-term monitoring
showed that several Ester-resistance alleles have been replacing each other across
time: Ester1 was the first detected resistance allele in 1972, then Ester4 in 1986, and
finally Ester2 arrived by migration in 1991. These alleles were selected in
insecticide-treated areas, but also showed a fitness disadvantage or cost in absence of
insecticide (lower mating success, lower survival, and so on).103e108 The quantification
of their fitness cost showed that the various alleles correspond to different fitness trade-
offs: Ester4 was first favored over Ester1 because of a lower cost (selection for a gener-
alist allele). Then Ester2 appeared to be replacing the first two alleles because it confers
a higher resistance level, despite its relatively high cost (selection for a specialist
allele102). Overall, this example confirms that insecticide resistance is a dynamic pro-
cess, as new haplotypes can be selected for adjusting the resistance phenotype and
the fitness of resistant individuals to insecticide pressures and environmental factors.

3.2 Target-Site Modification

Resistance by target-site modification is due to point mutations in the insecticide target
gene that results in reduced binding of insecticides, rather than to a change in expres-
sion level. Because most insecticide targets are vital molecules, there is generally only
a limited number of mutations in the target able to decrease insecticide affinity without
impeding its original function to an unsustainable degree (see detailed review in
Ref. 39). A mutation conferring resistance while partly impairing the target’s normal
function leads to a fitness cost.

3.2.1 GABA Receptors

GABA is a major neurotransmitter in the insect’s central and peripheral nervous sys-
tem and in neuromuscular junctions. The GABA receptors are linked to chlorine-gated
channels, causing hyperpolarization that blocks the nervous influx. GABA receptors
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are the target of CDs. CDs are noncompetitive inhibitors that bind to a site on the re-
ceptor close to the chlorine-gated channel, stabilizing it in an inactive closed state. This
induces an overexcitation by removal of the inhibition, and leads to convulsions and
death of the insect. GABA receptors have also secondary-binding sites for some
PYRs or insecticides of the avermectin family.10

Resistance to CDs is due to a decreased sensitivity to insecticide of the GABA re-
ceptor A, through a point mutation causing an amino acid change in the receptor-
coding gene. This gene, called Rdl (Resistance to dieldrin, the most-used CD), has
been first cloned in Drosophila melanogaster. In all D. melanogastereresistant indi-
viduals, the Rdl locus displays a similar mutation at position 302 in the channel-lining
domain sequence, changing an alanine into a serine (A302S). The role of this mutation
in CD resistance was confirmed by directed mutagenesis. The serine residue occupies
the insecticide-binding site of the GABA receptor and destabilizes its conformation
(review in Ref. 109). The resistance allele (RdlR) is semidominant and can confer
cross-resistance to other insecticides, such as fipronil (e.g., Refs. 56,109).

Due to an extensive use of CDs before their banning in the 1980s, resistance has
been selected in several insect species, which all display a mutation at the same posi-
tion (A302S or A302G).56,109 Whether these mutations are costly depends on species:
a fitness cost associated with resistance has been identified in L. cuprina110 and has
been suggested in C. pipiens and An. albopictus,111,112 but no cost has been found
in D. melanogaster,109 even if resistance affects temperature sensitivity. The Rdl locus
has been found duplicated in the greenbug Myzus persicae113 and in a strain of
D. melanogaster.114 In the latter, a tandem duplication of 113 kb associates a suscep-
tible and a resistance copy of the locus. The phenotype associated to this duplication
was shown to be close to that of a standard heterozygote, namely an intermediate resis-
tance level and a reduced heat shock recovery time.114

3.2.2 Voltage-Gated Sodium Channels

Nerve action potentials are transmitted by a wave of depolarization along the neural
axon. They are due to the movement of sodium ions (Naþ) crossing the axonal mem-
brane through the opening of voltage-gated sodium channels (VGSCs), and stop when
these channels are inactivated. VGSCs are glycoproteins with a pore for ion transport
and can adopt three different states: resting, open, or inactivated; the Naþ ions pass
only when the channels are open.115

VGSC are the targets of DDT and PYRs. When these insecticides bind to the
VGSC, they slow their closing speed, prolonging the depolarization.115e117 The inten-
sity of the effect is dose-dependent, proportional to the number of Na-channels inacti-
vated.115 For PYRs, the magnitude of the effect depends on the type of insecticide
molecules, type I (e.g., permethrin) or type II (e.g., lambda-cyhalothrin and deltameth-
rin), which, respectively, lack or not a cyano group. During action potential, type II
PYRs lengthen the sodium flux more than type I, and thus usually display a more
intense effect.116 At the phenotypic level, inactivation of VSGC results in a rapid
KD effect, the insect being incapacitated for some time, followed by recovery or death,
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depending on the species and development stages (in mosquitoes, the adults tend to
recover, while larvae will drown).

One major mechanism, named knockdown resistance (kdr), is responsible for PYR
and DDT resistance, by reducing the receptors sensitivity (binding capacity) to these
insecticides and modifying the action potential of the channel.39,117,118 First discov-
ered in M. domestica, this mechanism has been described in many agricultural pests
and vectors. This resistance mechanism has several consequences: it decreases the irri-
tant and the repellent effects, and either cancels or reduces the KD effect.119

Extension mutations affecting the VGSC gene are called kdr mutations. By
sequencing the VGSC protein (>2000 amino acids), the first two kdr mutations
were identified in M. domestica, both in the second protein domain. The first one
(L1014F) is associated with moderate (10e30�) PYR resistance; the second
(M918T, also called super-kdr) is always associated with the L1014F and confers a
higher resistance (up to 500�).120 Substitution of the L1014 is found in a large variety
of species (L1014F or L1014S, and also L1014H in Heliothis virescens) and corre-
sponds to the kdrR alleles.116,117,121,122

The phenotype conferred by kdrR is recessive or semirecessive,10,119 with higher
resistance to type I than type II PYRs.123 However, the various mutations show
some specificity, as L1014F confers a high resistance to both DDT and permethrin
(PYR), while L1014S confers a lower resistance to permethrin than to DDT.121,124

Other kdr mutations (about 30 in total) have been described in various species,
including super-kdr mutations.116,117 Some of these mutations are conserved over a
large array of organisms, while others are more specific and unique. In Ae. aegypti,
the kdr phenotype has been observed, but it appears that a codon bias prevents the
appearance of any L1014 mutation.125 However, several other mutations have been
observed associated with resistance in Ae. aegypti (e.g., V1023G/I, I1018 M/V,
F1565C, D1794Y, or S996P126). In Ae. albopictus, the F1565C mutation has been
observed, while no mutation has been found at the 1018 site.81 The importance of these
various mutations in the different resistance phenotypes is thus still in debate.

The role of the L1014 F/S mutations (kdrR) as the sole cause of the kdr phenotype is
still discussed.127 kdrR is clearly associated to PYR and DDT resistance in Blatella ger-
manica, C. pipiens, houseflies, hornflies, and some moths (review in Ref. 128). In
An. gambiae, although metabolic resistance is often present, high resistance to PYR
and DDT is most of the times associated with a high kdrR frequency, and resistant in-
sects carry at least one kdrR copy.124,129e132 Moreover, kdrR frequency usually in-
creases when PYRs are used133e135: two alleles are spreading in An. gambiae in
Africa, L1014F and L1014S mutations and analyses of the noncoding regions of the
kdr gene suggest that the two alleles occurred several times independently (at least
three times for L1014F and two times for L1014S122,136,137). Similarly, in West Afri-
can C. p. quinquefasciatus, resistance frequency follows a gradient of treatment
intensity.34

In the field, An. gambiae resistance to PYRs through kdr can lead to reduced repel-
lent effect and decreased mortality. For example, kdrR frequency is high in Benin and
Co

ˇ

te d’Ivoire, while no other PYR-resistance mechanism was found (although they
could have been overlooked): studies have shown strong diminution of vector control
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with PYR-treated bed nets in these countries.138 In contrast, other studies have found
that despite the high correlation between kdr mutations and PYR resistance, PYR-
treated bed nets remained somewhat efficient against resistant An. gambiae.127,139

This could be due to the ability of resistant mosquitoes to stay on a treated bed net
longer than susceptibles, and thus absorb a high-enough quantity of insecticide to
be killed.119 For example, in Kenya, the use of PYR-treated bed nets increased kdrR

frequency, but had no impact on malaria and mosquito population densities, as both
decreased in treated and untreated villages.133 Similarly two studies found that kdrR

alone (i.e., in the absence of metabolic resistance) did not reduce bed net efficiency
against resistant An. stephensi, despite a reduced KD effect.140 The issue of the impact
of kdr resistance on PYR-treated bed net efficiency to control malaria thus remains
hotly debated.

3.2.3 Acetylcholinesterase

In the cholinergic synapses of invertebrate and vertebrate central nervous system,
AChE terminates the synaptic transmission by rapidly hydrolyzing the neurotrans-
mitter acetylcholine (ACh). AChE is the target of OPs and CXs insecticides, which
are competitive inhibitors of ACh: when they bind to AChE, their very slow release
prevents hydrolysis of the natural substrate. Consequently, ACh remains active in
the synaptic cleft and the nervous influx is continued, leading to insect death by tetany.

In most insects there are two genes, ace-1 and ace-2, coding for AChE1 and
AChE2, respectively. In these species, AChE1 is the main synaptic enzyme while
the physiological role of AChE2 is still uncertain. Diptera of the Cyclorrapha group
or “true” flies (such as D. melanogaster and M. domestica) possess a single AChE,
which is encoded by the ace-2 gene and is the synaptic enzyme in that case. Phyloge-
netic analyses have shown that the presence of two ace genes is probably the ancestral
insect state.141,142

The first molecular studies on an insensitive AChE conferring resistance to OPs and
CXs were carried out on D. melanogaster. Several mutations were identified, each giv-
ing a low resistance when alone, and a higher resistance when in combination.143

Similar results were later found with other Diptera that have only the ace-2 gene
(e.g., M. domestica26).

In mosquitoes where AChE1 is the synaptic enzyme, the most common resistance
mutation (G119S) in the ace-1 gene is located just near the active site. In C. pipiens,
G119S occurred at least 3 times independently, once in C. p. pipiens and twice in C. p.
quinquefasciatus.53,144,145 However, two other mutations in ace-1 have been identi-
fied, both close to the active site: (1) F331W has been observed only in Culex tritae-
niorhynchus,146,147 (2) F290V has been observed only in C. p. pipiens.148,149 The type
of mutation appears highly constrained by the codon use: until recently the G119S mu-
tation was never found in Ae. aegypti, Ae. albopictus, or C. tritaeniorhynchus, prob-
ably because it requires two mutational steps.53 It was, however, described in
Ae. aegypti from India in 2015, apparently through a mutation from a
different codon (R119S54).
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The ace mutations are responsible for a decreased inhibition of the AChE by the
insecticides.150 There are only few resistance mutations observed in various species,
suggesting high constraints: those observed in the field are within the active gorge
of the enzyme and cause steric problems with bulkier side-chains, while other substi-
tutions (lab-engineered) often result in the inability of enzyme to degrade ACh.26 The
G119S ace-1 mutation has recently been shown to interact synergistically with an un-
known sex-linked gene to allow a >40 000-fold resistance to chlorpyrifos (OP151).
Similarly, the G119S mutation associated with the kdrR allele confers higher-
resistance levels in An. gambiae to both OPs and CXs insecticides.152

The evolution of insensitive AChE1 has been studied in depth in the mosquitoes
C. pipiens and An. gambiae. In C. pipiens, it was first detected in Southern France
in 1978, 9 years after the beginning of OP treatments.153 The gene coding for this
G119S mutated AChE1 (ace-1R) rapidly spread in treated natural populations.
However, its frequency remained low in adjacent untreated areas connected by
migration, indicating a fitness cost associated with ace-1R.104 The >60% reduction
of AChE1 activity in G119S-resistant mosquitoes154 may probably explain, at least
partially, this cost, which is expressed phenotypically through various develop-
mental and behavioral problems in individuals carrying ace-1R.105,107,108 Similarly,
the F290V mutation is probably associated with a fitness cost, although it does not
appear to be due to activity reduction.149 Several independent heterogeneous dupli-
cations of the ace-1 gene, putting a susceptible and a resistant copy in tandem
(ace-1D), have been identified in C. p. pipiens and C. p. quinquefasciatus.145,155

These alleles are thought to be selected because they confer an alternative fitness
trade-off, that is, reducing the cost of the ace-1R allele, but with a decreased resis-
tance level as well.156 However, some ace-1D can be associated to extremely dele-
terious phenotypes when homozygotes.156,157 Several other duplications have been
observed recently in the Mediterranean area, with a F290V copy instead of a G119S
copy.149 In An. gambiae, the occurrence of ace-1R has been detected in several
West African countries, and this allele is probably spreading from a single
origin.144,158,159 As in C. pipiens, this mutation is associated with a strong selective
cost in An. gambiae.160 A duplication carrying a G119S copy has also been found,
and appears to follow the same trajectory as in C. pipiens161; the An. gambiae
ace-1D allele also provides an alternative phenotype, a reduced cost associated
with a reduced resistance.160 In both species, it has been suggested that the relative
fitness of the two alleles (ace-1R and ace-1D) may depend on the intensity of insec-
ticide treatments.156,160 Finally, two studies reported in 2015 have suggested that
resistance alleles with multiple ace-1R copies are segregating in Africa162,163; the
fitness consequences of such duplications remain, however, unknown.

3.3 Other Resistance Mechanisms

3.3.1 Growth Regulators

Juvenoids mimic JH and disrupt insect development. Few resistance cases have been
described in various species (review in Ref. 39). High resistance to methoprene has
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been described in the mosquito Ochlerotatus nigromaculis in California, potentially
through target-site mutation,41 while a 7.7-fold resistance to the same insecticide
has been reported in C. p. pipiens from New York.45

3.3.2 Toxin Receptors

Bt toxins have a complex mode of action not clearly understood. Bt resistance is
increasing in the field in several pests.46 Presently, the only report of field resistance
in mosquito is a 33-fold resistance to Bti (Bt var. israelensis, the only Bt variety active
on mosquitoes) detected in a natural population of C. p. pipiens from New York. How-
ever, the mechanism of this resistance was not investigated.45 Genomic studies sug-
gested several candidates for Bti resistance in Ae. aegypti, but they are not yet
validated.164 Finally, it appears that depending on the environmental conditions,
some of the four Bti toxins may be inactivated,165 which could favor the emergence
of full Bti resistance through intermediate bouts of selection to each toxin
independently.

For Bs toxins, resistance has been described essentially in mosquitoes of the
C. pipiens complex, due to mutation in the toxin receptor. It developed very rapidly
within the first year of treatment in India (10e155� resistance43) and in Tunisia
(Sp-T gene, >5000� resistance166). Similarly, control using Bs toxins started in the
early 1990s in Southern France and first failure was reported in 1994 in Port-Louis
(near Marseille). This resistance (>10,000�) was due to a recessive sex-linked
gene, named sp-1. In 1996, Bs resistance was reported close to the Spain border (Per-
pignan, 200 km away from Port St Louis); it was due to a second gene, sp-2, which
was recessive and sex-linked.167 Now Bs resistance has been observed worldwide
in the C. pipiens complex.43 Two of the alleles identified (sp-2R and an allele selected
in a laboratory strain from California168) change the toxin receptor binding properties,
and were found to be due to “stop” mutations or mobile element insertion in the toxin
receptor.169,170 The effect of the other alleles is unknown.166 Bs resistance has also
been selected in the laboratory in An. stephensi.43

3.4 Resistance Generalities

Some general patterns can be identified from the variety of mechanisms observed for
insecticide resistance.

A first characteristic is that resistance evolves rapidly, with fast selective sweeps in
field populations. Most of the times, resistance alleles are present in the field before
insecticide treatments, at very low frequencies. They are selected locally but can
spread very rapidly. A single resistance gene may have a large distribution,71,109,122

for example, the worldwide migration of Ester2 in C. pipiens.101 Alternatively, other
resistance alleles have multiple origins: ace-1R mutations in C. pipiens (G119S144 or
F290V149) or kdr mutations in Ae. aegypti.171e174

It also seems that resistance evolution is quite constrained. For target-site resistance,
most mutations are costly and compromise the performance of the native protein func-
tion, so that codon usage may prevent resistance apparition.53,125
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Another issue is the cross-resistance. Cross-resistances between insecticide clas-
ses can be associated with the sharing of target sites. For example, kdrR causes
cross-resistance between DDT and PYRs in An. gambiae,123 and ace-1R between
OPs and CXs.150 Cross-resistance can even be a greater issue when considering
metabolic resistance. First, different genes belonging to a same enzyme family
can cause resistance to several insecticides (“gene family cross-resistance”), even
from different classes: for example, different COE and P450 genes cause resistance
to DDT, others to PYRs, OPs, and CXs in Anophelines.175 However, a unique gene
may also be involved in resistance to several insecticides, from different classes:
this is the case, for example, of the CYP6M2 gene (P450), which can metabolize
both deltamethrin (PYR) and DDT (OC57). The consequences of these cross-
resistances are a severe reduction of the availability of alternative insecticides,
thereby gravely endangering vector control.

Finally, despite advances, a full analysis of resistance remains challenging due to
the complexity of interactions, pleiotropy, and redundancy when several resistance
mechanisms and/or resistance genes are present in the same insect.39 Interactions
between resistance loci have been studied in houseflies or mosquitoes, and most
of them appear to be synergistic. Such synergies have been observed, for example,
in C. pipiens between COE and ace-1 for OP resistance,176 between ace-1 and an
unknown gene, raising resistance to chlorpyrifos by more than 2000-fold compared
to ace-1 alone (>40,000-fold compared to susceptible151) and between kdr and
P450 for PYR resistance,82 in Ae. aegypti between repellents (DEET) and
CXs,177 in An. gambiae s.s. between ace-1 and kdr for OPs and CXs resistance152

or in three Anopheles species between PYR resistance and susceptibility to fungus
applications.42 Moreover, these interactions may vary with environmental condi-
tions (positive synergism for resistance in treated area but negative synergism for
cost in nontreated areas) or with the genetic background of the insect.82 For
example, the presence of kdrR decreases the cost of ace-1R in C. pipiens.178

4. Conclusion

The natural history of mosquito-borne diseases is complex, and the interplay of
climate, ecology, vector biology, and many other factors defies simplistic analyses.
The recent resurgence of many of these diseases is a major cause for concern. Its
principal determinants are politics, economics, and human activities (rather than
climate change). In order to control these diseases and ameliorate the socioeco-
nomic burden they cause in developing countries, vector control remains a powerful
and accessible tool. However, any disease control strategy should take into account
insecticide-resistance management as it can greatly impact its success (vector con-
trol failures) and may have a direct effect on pathogen transmission.179e182 This in-
cludes first establishing a continuous survey of resistance at a local scale by
implicating the local population, a difficult but essential task to set goals and eval-
uate success. Several survey sites in different conditions are required for sentinel
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purposes, together with some baseline information, to rapidly detect resistance,
identify the mechanisms, and change the policies adequately.183 In order to achieve
this survey, basic tools, such as bioassays, remain most powerful, and should al-
ways be a preliminary step before more complex and more costly analyses. How-
ever, specific and validated molecular markers for the known resistance alleles
(e.g., kdr, ace-1, and some metabolic markers) are also required to rapidly identify
the origin and follow the dynamics of resistance at a minimum cost. These local
surveys should then be integrated at a more global scale for vector control coordi-
nation, allowing informed decisions for using alternative tools to insecticides and
preserving the remaining insecticides by carefully planning their use to minimize
resistance selection. Clearly, the greatest challenge for successful vector and disease
control is the coordination of the different actors (chemical industries, researchers,
politics, control agencies, and local populations), which do not have the same
agendas, motivations, or economical interests.

Besides its implications in public health and development, insecticide resistance
remains a powerful evolutionary biology model to study the contemporary adaptation
of organisms to a changing environment. It indeed allows a complete and integrative
study, from the molecular mechanisms to the fitness consequences at the individual
level and their impacts on insect population dynamics and interactions with patho-
gens. Moreover, it is for once pleasant to see that these rather fundamental ap-
proaches of evolutionary biology may have a direct impact in the society and help
design new strategies for the successful control of some of the most threatening hu-
man diseases.50
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1. Introduction

1.1 Significance and Control of Vector-Borne Disease

Vector-borne diseases are major contributors to the global disease burden. They are
responsible for >17% of all infectious disease and 1 million deaths annually1

(Fig. 15.1). Control of insect vectors is often the best, and sometimes the only, way
to protect humans from these destructive diseases. Vector control is a moving target
with globalization and demographic changes causing changes in infection patterns
(e.g., rapid spread, urbanization, and appearance in nonendemic countries); and the
current unprecedented degradation of the global environment is affecting rates and pat-
terns of vector-borne disease in ways that are still largely unknown. It is increasingly
apparent that effective vector control requires multidisciplinary, community-based,
and environmentally sustainable approaches that are responsive to local conditions,
such as the Ecohealth approach, that has been successfully applied to Chagas disease
in Central America.2

1.2 Contributions of Genetic Studies of Vectors to
Understanding Disease Epidemiology and Effective Disease
Control Methods

Within this multidisciplinary context, studies of vector genetics have a major role in
clarifying vector-borne disease epidemiology and designing successful control
methods. Phylogenetic analyses of major species have helped identify new species,
subspecies, and cryptic species, which, in conjunction with ecological studies, have
implicated epidemiologically important taxa, targets for control. Cytogenetics has
revealed the role of the evolution of chromosome structure in insect vector speciation.
Population genetic studies have uncovered the complex population structures of insect
vector populations and gene flow among populations revealing the geographical
coverage needed for control and the source of reinfesting insects. Genetic control
methods, such as the sterile insect technique,3 or introduction of refractory traits or
transgenic symbionts carrying molecules toxic to pathogens, can add to the arsenal.
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Molecular genetics and new genome and proteome tools promise advances in under-
standing the genetic basis of vector capacity including habitat and host preference,
innate immunity, drought tolerance, insecticide resistance, among other phenomena,
and the development of new attractants and repellents.

2. Genetics of Tsetse Flies and African Trypanosomiasis

2.1 Introduction

Tsetse flies (Diptera: Glossinidae) (pronounced “tsee-tsee,” Fig. 15.2) are among the
most important insects in sub-Saharan Africa because they are obligate blood feeders
and the vectors of African trypanosomiasis caused by hemoflagellate trypanosomes
that kill humans and domestic mammals. More than 70 million people are at risk for
human African trypanosomiasis (HAT) in 36 countries.4 Nagana, animal trypanosomi-
asis (AAT), was estimated to cost African agriculture US $4.5 billion per year5 via loss
of food, dung, and drafting power. Additional reviews include.6e9

2.2 The Family Glossinidae

Tsetse flies are assigned to the family Glossinidae with extant tsetse flies classified into
a single genus, GlossinaWiedemann 1830, containing four subgenera,Machadomyia,
Austenina, Nemorhina, and Glossina that correspond to the Fusca (forest), Palpalis
(river and lake), and Morsitans (savanna) species groups, respectively.9 Subgenus
Machadomyia consists only of two G. austeni subspecies. Thirty-four taxa have
been described, consisting of 23 species and 7 species complexes of 17 named subspe-
cies that differ slightly morphologically, if at all, and are mostly allopatric. There is an

Figure 15.2 Resting tsetse.
Photo courtesy of the DFID Animal Health Program.
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extinct sister group to the Glossinidae known from the Florissant shale of Colorado,
and similar tsetse-like fossils were uncovered in Oligocene strata in Germany indi-
cating formerly a much wider geographical distribution.

Three species complexes are geographically widespread and of much medical and
economic importance (Figs. 15.3e15.5). The most thoroughly examined is Glossina
morsitans s.l. and its close relative, Glossina swynnertoni. G. morsitans s.l. comprises
G. morsitans morsitans, G. morsitans centralis, and G. submorsitans. Genetic data
suggest longstanding reproductive isolation. Glossina palpalis s.l. comprises
G. palpalis palpalis and G. palpalis gambiense; studies suggest incipient speciation
in G. p. palpalis10,11 and G. p. gambiense.12 The foregoing taxa are allopatric and
hybrid males are sterile, the females typically sterile or semisterile.13 Based on
morphological criteria,Glossina fuscipes s.l. consists of allopatricG. fuscipes fuscipes,
G. fuscipes martini, and G. fuscipes quanzensis.14 Dyer et al.15 however, found insuf-
ficient genetic evidence of cryptic speciation among the fuscipes subspecies. Further
work is necessary to sort out the taxonomic status of Morsitans and Palpalis group
taxa.

2.3 Genetics and Population Genetics of Tsetse Flies

2.3.1 Cytogenetics

All tsetse flies examined cytologically have two pairs of metacentric autosomes and a
sex bivalent: 2N ¼ 4 þ XY. Many also have heterochromatic supernumerary chromo-
somes, and sex chromosome polymorphisms have been recorded in wild G. p. palpalis.
Taxa withinMorsitans and Palpalis flies can be separated by pericentric and paracen-
tric chromosome inversions.

2.3.2 Genetic Variability Based on Microsatellite Loci
and mtDNA

Microsatellite diversities, averaged over loci, varied from a low 0.43 inG. f. fuscipes to
0.81 in G. m. submorsitans (Table 15.1), with a lower mean than that of the housefly,
Musca domestica. Again, lower genetic variation is likely due to a smaller effective
population size in the tsetse flies. Cytochrome oxidase subunit I and ribosomal 16S
reveal many sequence variants in large samples of Morsitans and Palpalis group flies
(Table 15.2). Mitochondrial diversity was least in G. swynnertoni (found in a small re-
gion of northcentral Tanzania).

Low diversities in G. m. centralis and southern African Glossina pallidipes reflect
earlier demographic events including the 19th century rinderpest epizootic that virtu-
ally eliminated the Morsitans group flies.16 In G. pallidipes, microsatellite and mito-
chondrial diversities were less in southern Africa than in East Africa and both were
strongly correlated with each other; this variation was consistent with a severe and pro-
longed reduction in population sizes in southern Africa.
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This map shows the predicted areas of suitability for tsetse flies.
It was produced for FAO - Animal Health and Production Division

and DFID - Animal Health Programme by Environmental Research Group
Oxford (ERGO Ltd) in collaboration with the Trypanosomosis and Land Use in
Africa (TALA) research group at the Department of Zoology, University of Oxford
in November 1999. The modelling process relies on logistic regression of fly
presence against a wide range of predictors. The predictor variables include

remotely sensed (satellite image) surrogates of climate: vegetation, temperature,
moisture. Demographic, topographic and agroecological predictors are also used.

The prediction was created at 5 kilometers resolution for the whole sub-Saharan Africa.
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Figure 15.3 Predicted distribution of Morsitans group tsetse flies in Africa.
Reproduced with permission fromWint W, Rogers D. Food and Agriculture Organization of the
United Nations; 2000. http://www.fao.org/ag/againfo/programmes/en/paat/maps.html.
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and DFID - Animal Health Programme by Environmental Research Group
Oxford (ERGO Ltd) in collaboration with the Trypanosomosis and Land Use in
Africa (TALA) research group at the Department of Zoology, University of Oxford
in November 1999. The modelling process relies on logistic regression of fly
presence against a wide range of predictors. The predictor variables include

remotely sensed (satellite image) surrogates of climate: vegetation, temperature,
moisture. Demographic, topographic and agroecological predictors are also used.

The prediction was created at 5 kilometers resolution for the whole sub-Saharan Africa.
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Figure 15.4 Predicted distribution of Fusca group tsetse flies in Africa.
Reproduced with permission fromWint W, Rogers D. Food and Agriculture Organization of the
United Nations; 2000. http://www.fao.org/ag/againfo/programmes/en/paat/maps.html.
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Africa (TALA) research group at the Department of Zoology, University of Oxford
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The prediction was created at 5 kilometers resolution for the whole sub-Saharan Africa.
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Figure 15.5 Predicted distribution of Palpalis group tsetse flies in Africa.
Reproduced with permission fromWint W, Rogers D. Food and Agriculture Organization of the
United Nations; 2000. http://www.fao.org/ag/againfo/programmes/en/paat/maps.html.
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Table 15.1 Microsatellite Diversities and Tests for Random Matings F in Glossina spp. and the Housefly

No. Populations No. Loci Alleles per Locus Diversity He Within Demes FIS Among Demes FST

G. m. morsitans 6 6 11.0 � 5.6 0.73 � 0.06 0.03 � 0.03 0.19 � 0.05

G. m. morsitans 9 7 28.6 � 4.5 0.74 � 0.05 0.17 � 0.07 0.13 � 0.01

G. m. centralis 7 7 8.8 � 3.7 0.70 � 0.09 �0.12 � 0.04 0.19 � 0.04

G. m. submorsitans 7 7 12.7 � 6.2 0.81 � 0.04 0.03 � 0.03 0.17 � 0.07

G. pallidipes 21 8 26.8 � 8.7 0.80 � 0.03 0.07 � 0.03 0.18 � 0.02

G. f. fuscipesa 8 5 8.2 � 3.6 0.43 � 0.07 0.11 � 0.05 0.22 � 0.07

Musca domestica 14 7 7.9 � 1.1 0.86 � 0.02 0.08 � 0.02 0.13 � 0.02

a Based on data from Abila PP, Slotman MA, Parmakelis A, Dion KB, Robinson AS, Muwanika VB, et al. High levels of genetic differentiation between Ugandan Glossina fuscipes fuscipes
populations separated by Lake Kyoga. PLoS Neglected Tropical Diseases 2008;2(5):e242.
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Table 15.2 Mitochondrial Diversities and Genetic Differentiation in Wild Glossina Species

Method No. Populations No. Flies No. Haplotypes Haplotype Diversity, HS FST

G. m. morsitans SSCP 5 111 25 0.81 � 0.04 0.09 � 0.02

G. m. morsitans ABI 3730 7 96 33 0.81 0.40 � 0.08

G. m. centralis SSCP 6 265 7 0.54 � 0.16 0.81 � 0.07

G. m. submorsitans SSCP 7 282 26 0.51 � 0.12 0.35

G. pallidipes SSCP 21 624 39 0.42 � 0.02 0.52 � 0.001

G. pallidipes ABI 3730 23 873 181 0.73 � 0.09 0.47 � 0.07

G. p. gambiensis SSCP 13 372 9 0.18 0.68

G. swynnertoni ABI 3730 8 149 18 0.59 � 0.10 0.04 � 0.003

G. f. fuscipesa ABI 3730 22 284 36 0.91 � 0.008 0.60 � 0.07

a Based on data from: Beadell JS, Hyseni C, Abila PP, Azabo R, Enyaru JC, Ouma JO, et al. Phylogeography and population structure of Glossina fuscipes fuscipes in Uganda: implications for
control of tsetse. PLoS Neglected Tropical Diseases 2010;4(3):e636.
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2.3.3 Population Structure of Tsetse Flies

Random genetic drift was pronounced in all taxa, G. morsitans s.l., G. pallidipes,
G. swynnertoni, G. f. fuscipes, G. p. palpalis, and G. p. gambiense, leading to highly
significant levels of genetic differentiation among conspecific populations. Most pop-
ulation samples were differentiated even when within 25e50 km of each other, and
genetic diversity in laboratory cultures was only mildly attenuated compared with their
field cousins, with the possible exception of mitochondrial diversity Hs (8 haplotypes,
Hs ¼ 0.36) in a longstanding G. austeni culture. Mean estimates of FST indicate low
levels of gene flow (Tables 15.1 and 15.2) and for most tsetse taxa, the mean numbers
of reproductive flies exchanged among populations is generally less than one or two
per generation, indicative of strong genetic drift.

Strong genetic drift is surprising in light of high dispersion, as shown by mark-
recapture studies.17e19 Spatial variations in natural selection, such as temperature
and moisture conditions, govern the distribution of tsetse flies, and empirical evidence
that spatially separated demes have adapted to their different environments may pro-
vide an explanation.20

2.4 Tsetse Population Management

There are no vaccines for HAT, and pharmaceutical treatment is expensive, dangerous,
and unavailable to most people at risk, thus it is best controlled by eliminating its insect
vectors. Older methods of tsetse population management have failed due to invasion
from nearby, untreated populations. Genetic methods, such as SIT, have been applied
experimentally to several tsetse taxa,9,21 and laboratory experiments and simulations
have demonstrated the hypothetical efficacy of using cytoplasmic incompatibility
conferred by Wolbachia together with transgenic gut symbionts as a means of driving
trypanosome-refractory phenotypes into natural populations.22Application of SIT on
the African continent is not recommended because of its very high cost, poor sterile
fly competitiveness, and the availability of proven cost-effective methods,19 which
is confirmed by simulation models.23 Replacement of natural vector populations
with conspecific nonvectors may ultimately prove impractical due to financial costs
of field application and follow-up.

2.5 Further Work Needed

Barriers to developing further scientific knowledge of tsetse fly biology include a se-
vere paucity of laboratory cultures representative of natural populations. The pro-
nounced genetic variation among natural tsetse populations argues for geographically
more extensive sampling across the geographical range to assess genetic variation
and reciprocal crossing of different lines to assay fertilities and uncover additional
sibling species. Vectoreparasite coadaptations have important epidemiological and
economic consequences, but how they vary spatially is unknown.

Regarding tsetse fly population management, it is noteworthy that their historical
distribution and abundance is unchanged except for their elimination in relatively
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small areas on the northern and southern marginsdsouthwestern Zambia, northeastern
Zimbabwe, northern Nigeria, and the Okavango in Botswana. Proposed genetic ap-
proaches to trypanosomiasis control are interesting, and related research is yielding
important scientific insights, but laboratory elegance alone would seem unlikely to
overcome the dynamic nature of tsetse fly populations in their natural habitats.

The breeding structures of Glossina brevipalpis, G. f. quanzensis, and Glossina
longipalpis are unknown and these are the vectors in Mozambique and much of Cen-
tral Africa. The present view that most, if not all, Morsitans and many Palpalis group
populations are local may serve to define areas in which systematic vector manage-
ment schemes may be applied without massive immigration from untreated, conspe-
cific populations. Effective and affordable genetically based area-wide tsetse fly
population management is unlikely to be developed in the foreseeable future while co-
ordinated application of conventional methods can achieve highly effective control of
Glossina and AAT.24

3. Genetics of the Triatominae (Hemiptera, Reduviidae)
and Chagas Disease

3.1 Introduction

Chagas disease, a zoonosis caused by the flagellate protozoan Trypanosoma cruzi
(Kinetoplastea: Trypanosomatida), is among the most serious neglected tropical dis-
eases in Latin America. Although rarely fatal in its early acute stage, in about 30%
of those infected it progresses to a debilitating chronic disease that involves severe car-
diac and intestinal lesions, usually fatal. There is no vaccine available, and treatment is
woefully inadequate.

Chagas disease, also called American trypanosomiasis, ranges from the southern
United States to Argentinean Patagonia, and human disease from Mexico to northern
Argentina, mostly in poor, rural areas where houses are infested with insect vectors
belonging to the subfamily Triatominae (Hemiptera, Reduviidae) (Fig. 15.6). With
deforestation and migration, Chagas is increasingly found in urban areas and even
in nonendemic countries. Regional Chagas control initiatives have resulted in a dra-
matic reduction of disease prevalence due to decreased vector transmission and an in-
crease in blood donation screening. Despite these gains, nearly 6 million people remain
infected.25

3.2 Chagas Disease Vectors

Chagas disease vectors (kissing or conenose bugs) are insects from the subfamily Tri-
atominae and the only proven vectors of American trypanosomiasis. They require a
blood meal to molt and lay eggs, and acquire the Chagas parasite when they feed
on a T. cruzieinfected mammal. Triatomines transmit the parasite to a new host via
parasite-contaminated feces deposited on the skin or mucous membranes of the new
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host during a blood meal. Domesticity is a key determinant of vector capacity, and less
than a dozen of the over 140 Triatominae species are known to be well adapted to hu-
man dwellings, being the major vectors.

3.3 Evolution of the Triatominae

Triatominae is a subfamily of Reduviidae (assassin bugs), which aremostly predators of
other arthropods, while triatomines have evolved hematophagy of nest-dwelling verte-
brates. It is unclear whether this hematophagy arose once (monophyletic origin)26e28

(Fig. 15.7), or several times (paraphyletic/polyphyletic origin)29,30 within the subfamily.
Studies including species from the Alberproseniini, Bolboderini, and Cavernicolini
tribes are needed to fill gaps in the comprehensive picture of the evolution of
the Triatominae.

Panstrongylus
megistus

Rhodnius prolixus

Triatoma brasiliensis

Triatoma sanguisuga

Triatoma dimidiata

Triatoma protracta

Triatoma infestans Triatoma sordida

Figure 15.6 Approximate distribution of triatomine species of major epidemiological
relevance.
Map adapted by permission from Macmillan Publishers Ltd: Heredity 108:190e202, copyright
(2011). Photos: R. prolixus, P. megistus, T. brasiliensis, T. infestans and T. sordida: Laborat�orio
Nacional e Internacional de Referência em Taxonomia de Triatomíneos (Oswaldo Cruz Institute,
FIOCRUZ, Brazil); T. dimidiata and T. sanguisiga: H. Baquet; T. protracta: J. Schmidt.
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Figure 15.7 Bayesian phylogeny of the Triatominae.28 Triatoma sp. 1 is an undescribed taxon,
morphologically similar to T. gasayana, with short wings, found by F. Noireau in the Bolivian
Chaco. Triatoma sp. 2 is an undescribed taxon collected from mammal dwelling in Sucumbios,
Ecuador.30
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3.3.1 The Five Triatominae Tribes

Triatominae are classified into 5 tribes and 15 genera and include 147 described spe-
cies31 (Table 15.3); most (w125) occur exclusively in the New World. However,
members of the rubrofasciata complex are worldwide, likely spread on ships, and a
few others are found only in Asia. The species most important for human transmission
are: Triatoma brasiliensis and Triatoma infestans in South America, Triatoma dimi-
diata and Rhodnius prolixus in Central America and northern South America
(Fig. 15.6), which belong to the tribes Triatomini and Rhodniini.

The Triatomini tribe is the most diverse, with over 100 described species including
Triatoma and Panstrongylus, the most diverse and epidemiologically important
(Table 15.3). Few morphological differences separate the Triatomini genera32 and
some rank assignments are still unresolved31,33; no cladistic analysis is available to
date. T. dimidiata is the most important vector in southern Mexico, Central America,
and a secondary vector in northern South America (Fig. 15.6). Triatoma infestans and
T. brasiliensis are important vectors across South America and in Brazil, respectively
(Fig. 15.6).

Two genera comprise the Rhodniini tribe: Rhodnius and Psammolestes
(Table 15.3). Known molecular phylogenies include Psammolestes within the Rhod-
nius clade34 despite its morphological adaptations associated with living in bird nests.
Rhodnius is morphologically quite different from the other Triatominae, especially in
the head morphology; many species are difficult to distinguish.35 Rhodnius prolixus is
currently the main Chagas vector in Colombia and Venezuela and appears to have been
introduced (and now eliminated from) Central America.36

3.4 Cytogenetics of the Triatominae

Most Triatominae species have a diploid nuclear genome of 20 autosomes and XY sex
chromosomes.37 The number of sex chromosomes varies across the species, due to the
fragmentation of the X-chromosome in some species into two or three fragments
(Fig. 15.8), and the amount and localization of heterochromatin varies considerably
among and even within some species. For example, Andean T. infestans specimens
present 50% more C-banded heterochromatin and 30% more DNA content than
non-Andean,37 which has led to the suggestion that the Bolivian Andean valleys are
the origin of T. infestans. Chromosomal differences were also important in supporting
a cryptic species in T. dimidiata.38 The diversity of triatomine chromosome structure
makes it a model system for understanding chromosome structure and its evolution,
and the role of heterochromatin.

3.5 Genetic Diversity of the Triatominae

In general, T. infestans and R. prolixus populations show less genetic diversity than
T. dimidiata and T. brasiliensis (Table 15.4). A diminished genetic repertoire in largely
domestic populations (T. infestans and R. prolixus) would be predicted due to founder
effects and genetic drift in isolated populations39 and greater genetic variability in
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Table 15.3 Updated List of Triatominae Described Species and Group Assignment Based166

Tribes Genera Group Complex Subcomplex Species

Number
of
Species

Alberproseniini Alberprosenia goyovargasi, malheiroi 2

Bolboderini Belminus corredori, costaricencis, ferroae,
herreri, laportei, peruvianus,
pittieri, rugulosus

8

Bolbodera scaborsa 1

Microtriatoma borbai, trinidadensis 2

Parabelminus carioca, yurupucu 2

Cavernicolini Cavernicola lenti, pilosa 2

Rhodniini Pasmmolestes arthuri, coreodes, tertius 3

Rhodnius prolixus barretti, dalessandroi, domesticus,
milesi, montenegrensis, nasutus,
neglectus, neivai, prolixus,
robustus

10

pictipes amazonicus, brethesi, paraensis,
pictipes, stali, zeledoni

6

pallescens colombiensis, ecuadoriensis,
pallescens

3

Triatomini Dipetalogaster maxima 1

Eratyrus cuspidatus, mucronatus 2

Hermanlentia matsunoi 1

Linshcosteus carnifez, chota, confumus, costalis,
kali, karupus

6
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Table 15.3 Updated List of Triatominae Described Species and Group Assignment Based166dcont’d

Tribes Genera Group Complex Subcomplex Species

Number
of
Species

Panstrongylus chinai, diasi, geniculatus, guentheri,
howardi, humeralis, lenti,
lignarius, lutzi, megistus,
mitarakaensis, rufotuberculatus,
sherlocki, tupynambai

14

Paratriatoma hirsuta 1

Triatoma rubrofasciata phyllosoma
(Meccus)

dimidiata dimidiata, hegneri, brailovskyi,
gomeznunezi

4

phyllosoma bassolsae, bolivari, longipennis,
mazzottii, mexicana,
pallidipennis, phyllosoma,
picturata, ryckmani,

9

flavida
(Nesotriatoma)

flavida, bruneri, obscura 3

rubrofasciata amicitiae, bouvieri, cavernicola,
leopoldi, migrans, pugasi,
rubrofasciata, sinica

8

protracta barberi, incrassata, neotomae,
nitida, peninsularis, protracta,
sinaloensis

7

lecticularia gerstaeckeri, indictiva, lecticularia,
recurva, rubida, sanguisuga

6
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dispar dispar bolviana, carrioni, dispar,
nigromaculata, venosa

5

infestans infestans brasiliensis brasiliensis, juazeirensis, melanica,
melanocephala, petrochiae, lenti,
sherlocki (tibiamaculata?)
(vitticeps?)

9

infestans delpontei, infestans, platensis 3

maculata arthurneivai, maculata,
pseudomaculata, wygodzinskyi

4

matogrossensis baratai, costalimai, deaneorum,
guazu, jatai, jurbergi,
matogrossensis, vandae, williami

9

rubrovaria carcavalloi, circummaculata, klugi,
limai, oliveirai, pintodiasi,
rubrovaria

7

sordida garciabesi, guasayana, patagonica,
sordida

4

spinolai
(Mepraia)

breyeri, eratyrusiformis, gajardoi,
parapatrica, spinolai

5

147
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Figure 15.8 Current knowledge of Triatominae karyotypes across the diversity mapped onto a
Bayesian phylogeny of the Triatominae indicating that multiple X-chromosomes have
appeared several times during Triatominae evolution. Colors indicate number of chromo-
somes; no color, information not available. The reader is referred to the online version
for color.
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Table 15.4 Mitochondrial and Nuclear Diversities in Triatomine Populations

Region Species Marker
No.
Populations n

No.
Haplotypes

Haplotype Diversity
Hd References

North and Central
America

T. dimidiataa cyt b 12 24 21 0.960 167

T. dimidiata cyt b 7 58 15 0.901 50

T. sanguisuga cyt b 1 54 37 0.978 168

T. dimidiataa ITS2 93 190 39 0.918 169,167

T. dimidiata ITS2 7 58 1 0 50

South America T. dimidiata COI 12 82 63 0.985 51

T. dimidiata ND4 22 228 155 0.991 52

T. infestans cyt b 43 98 11 0.737 170,171

T. infestans cyt b 20 211 19 0.727 40

R. prolixus cyt b 34 551 15 0.518 42

T. brasiliensis cyt b 4 361 29 0.905 172

T. brasiliensisb cyt b 17 136 35 0.920 173

T. infestans ITS2 31 35 5 0.591 174

T. infestans ITS2 20 193 3 0e0.476 40

aMay include a cryptic species.
bIncludes three proposed species: T. brasiliensis/macromelasoma, T. juazeirensis, and T. melanica.
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populations found in diverse habitats (T. dimidiata and T. brasiliensis), due to distinct
selective pressures in each habitat. Surprisingly, sylvan T. infestans40,41 and
R. prolixus42 show lower, or comparable genetic diversity with that of domestic pop-
ulations. The strong selective pressure of insecticide application can result in dimin-
ished,43 an increased, or no effect on the genetic variability of a population.44,45

3.6 Population Structure of the Triatominae

Active (flying up to 2 km46) and passive transport (by human activity and perhaps
migratory birds) have been important in spreading and mixing triatomine populations.
Overall, studies in T. dimidiata and T. infestans show that at larger geographical scales
(populations>50 km apart) there is generally a gradient of allele frequency differences
among populations consistent with an “isolation by distance” model.47 At smaller
geographical scales, the picture is more complicated, varies geographically, and
may be affected by the insecticide application history.

Triatoma dimidiata appears to be a highly mobile species, whether moving among
domestic habitats,48 or between domestic and sylvan habitats49 with little subdivision
among nearby populations. Across large geographical areas and both ecotopes, strong
genetic structure was reported.50,51 In Colombia, genetic differentiation did not
strongly correlate with distance (Isolation by Distance model), instead subdivision
may be more influenced by demographic history, such as the formation of the Isthmus
of Panama and the upwelling of the Andes.52 Less movement is apparent in
T. infestans populations,53 for example, following pesticide treatment of houses,
nearly all “reinfestants” are survivors or migrants from nearby peridomestic
sites,43,44,54,55 and sylvan T. infestans populations are highly structured.40 Although
largely a domestic species, sylvan R. prolixus move readily between houses and
palm trees.42 Where sylvan or peridomestic populations are likely to reinfest, an Eco-
health approach to control, such as wall plastering and cement flooring that make the
houses refractory to the insects, can provide a community-engaged, cost-effective,
environmentally friendly, and long-term approach to vector control2,56,57 (Fig. 15.9).

3.7 Conclusions and Future Directions

More than 100 years after its discovery, and despite notable successes of intergovern-
mental control initiatives, Chagas disease remains the most serious of the parasitic dis-
eases affecting Latin America. Substantial challenges remain, such as emergence of
insecticide resistance, secondary vectors replacing eliminated primary vectors, and
the spread of Chagas as a result of deforestation, climate change, and global travel.
Completion of the first Triatominae genome, R. prolixus,58 tissue-specific
transcriptomes59e62 and studies that are underway will provide many new tools to
address these challenges. Comparative studies promise advances in understanding
the genetic basis of vector competence/capacity, reproductive isolation among sympat-
ric species, as well as genes and proteins involved in the switch to hematophagy,
domestication, and insecticide resistance.63 New hope for eventual elimination of
Chagas disease comes from an integrative approach combining new tools in “-omics”
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with mathematical modeling to design evidence-based interventions, in conjunction
with community-based development approaches.

4. The Anopheles gambiae Complex

4.1 Introduction

The Anopheles gambiae species complex was initially described as containing six
cryptic (morphologically indistinguishable) species: A. gambiae sensu strico Giles,

Figure 15.9 Photos of the same house before and after the Ecohealth house improvements that
make the houses refractory to the triatomine vectors.
Reproduced with permission from C. Monroy.
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Anopheles arabiensis Patton, Anopheles bwambaeWhite, Anopheles melas Theobald,
Anopheles merus D€onitz, and Anopheles quadriannulatus Theobald. Species in the
complex are distributed throughout sub-Saharan Africa (Fig. 15.10). The status of
these species was initially established via the demonstration of F1 hybrid sterility
among crosses between different A. gambiae sensu lato populations.64e67 Subsequent
studies revealed that these six species could be distinguished on the basis of fixed dif-
ferences in chromosomal inversions.67e69 Three additional species were later
described: Anopheles comorensis Brunhes, le Goff & Geoffroy based on subtle
morphological features70; Anopheles amharicus Coetzee, Hunt & Wilkerson71 based
on hybrid male sterility in crosses with A. quadriannulatis72; and Anopheles coluzzii
Coetzee, Hunt & Wilkerson, on the basis of an X-linked molecular marker.73

(A) (B)

(D)(C)

Figure 15.10 Geographical distribution of species in the Anopheles gambiae complex (A, C,
and D). (Adapted from Ayala FJ, Coluzzi M. Chromosome speciation: humans, Drosophila,
and mosquitoes. Proc Natl Acad Sci USA 2005;102(Suppl. 1):6535e42.) (B) Illustrates the
distribution of A. gambiae s.s., A. coluzzii, and hybrids and provides information of the relative
abundance of each.
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Of the nine species, threedA gambiae sensu stricto, A. coluzzii, and
A. arabiensisdhave the broadest geographical distribution (Fig. 15.10) and are
the most important vectors of human malaria. A. coluzzii and A. gambiae s.s. have
been the most studied with respect to molecular and population genetics. The
whole-genome sequence of A. coluzzii was published in 2002.74 Although the
original genome sequence publication was described as being A. gambiae, the strain
used to generate this sequence (PEST) was an A. gambiae/A.coluzzii hybrid that
had the A. coluzzii type X-linked diagnostic sequence, making this technically the
A. coluzzii genome, not A. gambiae.

4.2 Population Genetic Structure in Anopheles gambiae

Anopheles gambiae s.l. is structured (i.e., departs from random breeding or panmixia)
in at least three ways: (1) temporaldthere are seasonal variations in population size
and composition; (2) geographicaldthey mate locally, with little migration among vil-
lages; and (3) nondimensionaldeven within the same location and time, mating is
nonrandom.

4.2.1 Temporal Structure

There are seasonal differences in abundance and composition of A. gambiae s.l. For
example, in Banambani, Mali, A. arabiensis and A. gambiae s.s. are present in large
numbers during the rainy season, with a progressive increase of A. gambiae s.s. during
the rainy season and A. arabiensis in the drier months.75 Evidence suggests that
A. coluzzii estivate as adults during the dry season,76 while A. gambiae s.s. is likely
to recolonize after local extinction.77 The pattern varies somewhat from place to place,
and is especially different in irrigated areas.78

4.2.2 Geographical Structure

The geographical structure is complex and is poorly understood through much of the
species range. Gene frequencies at nine microsatellite loci showed that the Rift Valley
of East Africa imposes a huge barrier to gene flow among populations of A. gambiae
s.s.79 A cluster analysis of a more extensive study based on gene frequencies for 11
microsatellite loci revealed a major subdivision among A. gambiae populations in Af-
rica80: They identified a northwestern (NW) population group, containing populations
in Senegal, Ghana, Nigeria, Cameroon, Gabon, Democratic Republic of Congo, and
western Kenya and a southeastern (SE) group including populations in eastern Kenya,
Tanzania, Malawi, and Zambia (Fig. 15.11). Differentiation between these two popu-
lation groups was relatively high (FST > 0.1). A later study81 corroborated the subdi-
vision between NW and SE groups.

4.2.3 Nondimensional Structure

There is extensive nonrandom mating among genetically distinct subpopulations of
A. gambiae s.s.75 and possibly within A. coluzzii,82 known as chromosomal and/or
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molecular forms. The amount of gene flow among these populations and between spe-
cies in Mali has been measured,83 and gene flow between forms seem internally
consistent. However, the amount of hybridization varies considerably from location
to location. Because some forms are more persistently present than others, and even
absent at some locations, the amount of crossing will vary from place to place. But
there are apparently intrinsic factors that also play a role in the degree of between-
form hybridization.

4.3 The Unique Relationship Between Anopheles coluzzii and
Anopheles gambiae

Although the distributions of many of the sister species within the A. gambiae complex
overlap (Fig. 15.10), the occurrence of interspecific hybrids is very rare. One exception
is A. gambiae and A. coluzzii in which hybrids between these two species have been
frequently observed (Fig. 15.10B). The unique relationship between A. coluzzii and
A. gambiae merits special consideration.

Anopheles gambiae was long known to exist in nature as two distinct and sympatric
populations. Initially described as the M and S molecular forms, these are now recog-
nized as distinct species, designated A. coluzzii and A. gambiae, respectively.71 The
two exhibit varying degrees of reproductive isolation (RI) across their range.84e87 As-
sortative mating is thought to be the major force maintaining RI88; however, studies
reported in 2013 provide strong evidence for reduced hybrid fitness in nature as an
important additional isolating factor.87

Divergence in the genomes of A. gambiae and A. coluzzii is highest at three small
regions (w3% of genome) located near the centromeres (pericentromeric), described
as islands of speciation, one on each of the three chromosomesdX, 2, and 3.89,90

These have been described as “islands of speciation” because they are hypothesized
to contain genes important in maintaining RI between the two species. This hypothesis
has been supported by a 2015 study demonstrating an important role for the
X-chromosome island of speciation with respect to mate choice in A. coluzzii and
A. gambiae.91 A large-scale study utilizing the multiple species-specific SNPs demon-
strated that levels of gene flow between A. coluzzii and A. gambiae are spatially het-
erogeneous.87 A longitudinal survey, which was part of this study, revealed temporal
heterogeneity as well, with long periods of strong reproductive isolation periodically
interrupted by episodes of hybridization (abrupt appearance of F1 genotypes), fol-
lowed by the disappearance of hybrid genotypes and reestablishment of disequilib-
rium. A different pattern emerged following an episode of hybridization that
occurred in 2006 where SNPs on the X-chromosome and on chromosome 3 returned
to disequilibrium, but chromosome 2 SNPs, previously fixed in A. gambiae, intro-
gressed into the A. coluzzii genome.92 This genome region was found to contain the
knockdown resistance (kdr) locus important for resistance to DDT and pyrethroid in-
secticides, and the resistance allele was present in A. gambiae, but absent in A. coluzzii.
It is thought that in this case, the kdr gene was transferred across the species boundary
from A. gambiae into A. coluzzii via a process known as adaptive introgression.92,93
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4.4 Significance of Anopheles gambiae Population Genetics to
Malaria Transmission and Control

Ultimately, malaria control efforts in Africa will have to be conducted on a large
geographical scale. Sub-Saharan Africa includes a wide variety of ecological zones.
It is not surprising that A. gambiae s.l., with a distribution across the continent, is high-
ly diverse. The success of malaria control strategies aimed at controlling or manipu-
lating its vectors will have to include knowledge of diversity in vector populations,
how this diversity is distributed in time and space, and the forces limiting gene flow
and maintaining diversity among populations.

Analyses of the genetic structure of A. gambiae s.l. populations have contributed to
understanding the distribution of phenotypic variation in the complex and at the subspe-
cific level. The description of A. quadriannulatis as a distinct species and recognition
that it is primarily zoophyllic provided an explanation for variation in host preference.94

The evolution of insecticide resistance in populations of A. coluzzii poses a serious chal-
lenge to current malaria control programs that rely on impregnated bed nets and indoor
spraying for vector control.95,96 The differential distribution of resistance genes, such as
kdr, among A. coluzzii and A. gambiae s.s. populations establishes the importance of
recognizing population structure to insecticide resistance monitoring.97e99

The availability of the A. gambiae s.s. whole-genome sequence74 has ushered in the
advent of population genomics in vector biology. The promise of establishing the rela-
tionship between phenotype and genotype is attainable through the powerful new
approach of association mapping. Early work aimed at identifying genes directly
responsible for phenotypes of interest involved the use of laboratory strains selected
for those phenotypes.100,101 In the studies reported in the late 1990s it was pointed
out that this approach has serious limitations and that studies based on natural popu-
lations provide far more useful information.102,103 It is well known that the presence of
population structure can result in “spurious associations” between a phenotype and
markers that are not linked to any causative loci (e.g., Refs. 104e107). This becomes
a problem when these subpopulations are not recognized so that a sample being used in
an association mapping study consists of a mixture of individuals originating from two
or more diverged subpopulations.

The movement of genes, including the use of gene-drive vehicles (e.g., homing en-
donucleases,108 clustered regularly interspaced short palindromic repeats (CRISPR)-
associated protein 9 (Cas9)-mediated gene-drive108) from one lineage or population
to another, depends on mating between an individual carrying the gene and one that
does not. Although designs for novel approaches to target vector populations of
mosquitoes are interesting and potentially useful, the population genetics component
is very poorly understood. Critically, most conceptual models for genetic control as-
sume that the mosquito population into which a refractory gene system is to be released
represents a single, randomly mating unit. We have summarized the evidence that nat-
ural populations of A. gambiae are subdivided by barriers to reproduction and that
gene flow via migration among geographical populations is limited. Field studies
designed to estimate levels and patterns of gene flow within and among natural vector
populations are needed to provide a foundation for predicting the potential utility of
new molecular-level approaches, and for designing field trials to evaluate their efficacy
under natural conditions in Africa.
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4.5 Conclusions

With respect to current concepts toward describing the genetics of populations of
A. gambiae s.l.:

• Reproductive isolation among A. coluzzii and A. gambiae species group appears to be asso-
ciated with relatively small genomic “islands of divergence” located near the centromere on
the X-chromosome and possibly other “islands” located on chromosomes 2 and 3.

• Hybridization between A. coluzzii and A. gambiae is far more frequent than described in the
literature.

• Rates of hybridization between A. coluzzii and A. gambiae vary both spatially and
temporally.

5. Genetics of the Order Ixodida

5.1 Introduction

Ticks (subphylum Chelicerata; subclass Acari; order Ixodida) are global pests
affecting human and animal health. Ticks are obligate, blood-feeding ectoparasites
recognized for their ability to transmit the broadest spectrum of pathogens including
viruses, bacteria, protozoa, fungi, and nematodes to their vertebrate host.109 Among
arthropods, ticks are considered second only to mosquitoes in terms of their impor-
tance to public health.110 The incidence of tick-borne diseases is increasing worldwide
and many are considered emerging zoonoses and recognized as potential threats to bio-
security. For reviews, see Refs. 109,111. Diseases transmitted by ticks include Lyme
disease (LD), tick-borne relapsing fever (TBRF), babesiosis, anaplasmosis, Rocky
Mountain spotted fever (RMSF), Boutonneuse fever, Queensland tick typhus, Q fever,
and numerous arboviruses.112 Also of importance are tick-transmitted zoonoses, such
as anaplasmosis, babesiois, theileriosis, and African swine fever that impact livestock
production worldwide.113

Despite the importance of ticks, little is known about the molecular mechanisms
that underpin parasitic processes and pathogen transmission among members of this
group. Genetics has been limited by the lack of genetically tractable systems, genetic
markers and maps, and transformation tools. Next-generation sequencing (NGS) tech-
nologies have enabled major advances in genomic studies of the Acari. This progress
has facilitated an improved understanding of tick biology at the molecular level and
enabled genetic analyses for many species.

5.2 Systematics, Biogeography, and Medical/Veterinary
Significance

The Acari is a diverse group comprising the lineages Acariformes (includes disease-
transmitting chigger mites) and Parasitiformes (includes ticks and other medically
important mites). The vast majority of species are harmless to humans or beneficial
in ecosystems. Approximately 250 species cause health problems for humans and
domestic animals.114 The superorder Parasitiformes includes the order Ixodida
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comprising the families Ixodidae (hard ticks), Argasidae (soft ticks), and the Nut-
tallielidae (represented by a single species). There are about 907 valid species of
ticks; the majority of species are ectoparasites of wildlife and about 10% are recog-
nized as vectors of disease to humans and animals or for their ability to cause direct
damage or paralysis. The family Ixodidae comprises two lineages, the Prostriata
consisting of the single genus Ixodes (w249 species) and the Metastriata (w464
species, 11 genera) and includes many vectors. The Ixodes ricinus species complex,
one of the most important affecting public health globally, is comprised of 14
closely related taxa that are distributed in almost all geographical regions of the
world.115

5.3 Cytogenetics

Most hard ticks studied have an XXeXO (femaleemale) sex-determination system,116

whereas sex determination is typically XXeXY in soft ticks.117 Of the tick species
examined,118 the number of somatic chromosomes ranged from 2 to 36 and the sex
chromosome systems included XXeXY, XXeXO, and X1X1X2X2eX1X2Y variants.
Studies of Ixodes scapularis chromosomes revealed 2n ¼ 28 karyotype and an
XXeXY sex-determination system.119e121 An XXeXO sex-determination system
was reported for Rhipicephalus microplus (southern cattle tick) with 22 diploid chro-
mosomes in females and 21 in males.118 The first fluorescence in situ hybridization
(FISH)-based karyotype for R. microplus was produced in 2009122 and for
I. scapularis in 2010.123 These studies are a step toward a comprehensive understand-
ing of genome organization in pro- and metastriate ticks and the production of inte-
grated physical, genetic, and sequence maps.

5.4 Phylogenetics and Molecular Diagnostics

Numerous studies have analyzed the phylogeny, evolution, and historical zoogeog-
raphy of the Ixodida.124 Determination of biosystematic relationships using pheno-
typic methods has proved difficult. Phylogenetic studies have been limited by the
lack of fossil evidence, specimens, and molecular data, and basal relationships within
the order remain poorly understood. It has been proposed that the Ixodida evolved
from free-living, saprophytic mites125 and that hard ticks evolved from bird-feeding
soft ticks.126 Several hypotheses have been proposed to explain the origin of the
hard ticks.127,128 The Prostriata are considered a paraphyletic clade with one clade
comprising Australasian species and the other, non-Australasian species.127 The meta-
striata contains four subfamilies, and several revisions to the phylogeny have been pro-
posed.129,130 The complete evolutionary history of the Ixodida was described by Mans
et al.131 based on analyses of genes, biochemical systems, morphological characteris-
tics, and phenotypes.

Phylogenetic relationships of the Ixodida have been explored at the genus, family,
and subfamily levels using a variety of mitochondrial and nuclear ribosomal DNA
(rDNA) markers. For reviews covering the scope of marker-based research on ticks
and mites, see Refs. 132e134. Mitochondrial rDNA was used to derive a molecular
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phylogeny for the Argasidae and Ixodidae that largely supported the work of Hoog-
straal and Aeschlimann.135,136 Phylogenetic relationships of hard and soft ticks at
the subfamily level have been explored using nuclear 28S and 18S rDNA128,137,138

and across the superorder Parasitiformes.139 Variation in the internal transcribed spacer
(ITS) has been employed to distinguish species in multiple genera.140e142 Biochemical
and molecular techniques are available to identify ticks143 and DNA barcoding capa-
bilities are under development for the Ixodidae,144 but molecular diagnostic tools
remain a significant need for multiple species.

5.5 Genetic Diversity and Population Genetics

Studies of genetic diversity have been reported for at least 22 tick species from six
genera, representing the Argasidae and Ixodidae.134 Observed levels of population ge-
netic structure range from negligible to high across the Ixodida, and for some species,
suggest a correlation to host movement and significant host-race adaptation.134 Poly-
morphic microsatellite loci have been identified in I. scapularis, I. ricinus, and Ixodes
uriae145,146 and may prove useful for resolving genetic variation at the inter- and intra-
species level. Thousands of single nucleotide polymorphism (SNP) markers have
enabled detailed analyses of genetic diversity in I. scapularis populations147e149

and these markers will have broad utility for studies across the Acari.
The evolutionary history of I. scapularis has been inferred based on mitochondrial

16S and other DNA markers.150 Studies indicate I. scapularis was restricted to south-
ern North America during Pleistocene glaciation events with recolonization of north-
ern North America by founding populations after the recession of ice sheets.148,151

Two distinct clades are recognized that exhibit behavioral and morphological varia-
tions. The “All American Clade” occurs in northern and southern states and the
more genetically diverse “Southern Clade” is found only in the southern United
States.152 Analyses involving hundreds of SNP markers revealed signatures for migra-
tion of northern ticks into southern populations148 and raised concerns given the
greater ability of northern I. scapularis to vector Borrelia burgdorferi. An extensive
analysis of genetic diversity was conducted among eight populations of
I. scapularis from the northeast, mid-west, and southeast regions of the United States
using the restriction siteeassociated DNA sequencing (RADseq) technique.149 Results
suggest low levels of inbreeding between populations and support a single species
classification across North America as previously proposed.119 Genome-wide analyses
of population structure revealed five clades and signatures of northesouth structure
(Fig. 15.12). Results support a genetic component associated with differences in the
natural history of I. scapularis populations and a correlation to the prevalence of hu-
man LD cases, and highlight opportunities to identify loci associated with pathogen
transmission by the tick.

5.6 Genomics and Genetic Mapping

Among the Acari, progress in genome sequencing has been greatest for species of
mites. Assembled and annotated genomes are available for the two-spotted spider
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mite Tetranychus urticae,153 honey bee parasite Varroa destructor,154 house dust mite
Dermatophagoides farinae,155 predatory mite Metaseiulus occidentalis,156,157 and
scabies mite Sarcoptes scabiei var. canis.158 The assembly and annotation of the about
2.1 Gbp I. scapularis genome149 is the first such project for a tick vector
(ABJB010000000). Approximately 20% of I. scapularis gene models are unique to
the tick and are a source of potential novel targets for discovery of new vaccines
and insecticides. Sequencing of the about 7.1 Gbp R. microplus genome has also
been proposed,159 making this tick the representative species for genomic research
within the metastriate lineage.160

In the postgenomic era, research has been aimed at understanding genome evolu-
tion and composition at finer scale. Several large-scale gene duplication events in
I. scapularis may be critical to the success of ticks as parasites.161 Progress in gene
discovery for pro- and metastriate ticks, as well as soft ticks, has been extensive133

with an emphasis on elucidating gene products associated with tickehostepathogen
interactions.162e164 The preliminary I. scapularis linkage map146 represents an impor-
tant tool to identify genes associated with host preference, vector competence, and
acaricide resistance and is the only such resource available for any tick in the order
Ixodida. Efforts are ongoing to develop a high-density linkage map based on thou-
sands of SNP markers reported by Gulia-Nuss et al.149 (Hill pers. comm.). The devel-
opment of genetic markers and mapping populations for other species of ixodid ticks,
particularly R. microplus, is a priority and will support mapping of quantitative trait
loci (QTLs) and the assembly of physical- and sequence-based maps.133
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Figure 15.12 Population structure of Ixodes scapularis across North America. (A) Tick
sampling sites in Indiana (IN), Massachusetts (MA), Maine (ME), North Carolina (NC), New
Hampshire (NH), Wisconsin (WI), Florida (FL), and Virginia (VA) overlaid against reported
Lyme disease cases in 2012. (Modified from CDC: http://www.cdc.gov/lyme/stats/maps/
map2012.html.) (B) Membership probabilities in bar plots for individual I. scapularis
comprising different clusters and showing separation of genetic groups based on 34,693
RADtag SNP markers. SNP, single nucleotide polymorphism; WK, I. scapularis, WIKEL
reference strain. (Image reprinted by permission from Gulia-Nuss M, Nuss AB, Meyer JM,
Sonenshine DE, Roe RM, Waterhouse RM, et al. Genomic insights into the Ixodes scapularis
tick vector of Lyme disease. Nature communications 2016;7:10507. http://dx.doi.org/10.1038/
ncomms10507. Macmillan Publishers Ltd., copyright 2016.) The reader is referred to the
online version for color.
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5.7 Perspectives for Control and Future Directions

As of 2016, the notable accomplishments in the field of tick genetics and genomics
in the last several decades include the development of molecular phylogenies,
studies of genetic population structure and descriptions of the transcriptome and
proteome of important vectors, functional studies of multiple gene products, and
more recently, whole-genome sequencing and population genomics.133,149 We can
anticipate the field embracing genetic control strategies (e.g., CRISPR/Cas9 gene
editing) for manipulating populations of major pests. Key to these efforts will be
studies to pinpoint loci associated with phenotypes of interest. Also on the horizon
is the translation of genetic data into highly specific vaccine and acaricide products
for disease control.149 The development of genetic resources such as phenotypic and
molecular markers, physical, sequence, and linkage maps, genetic lines and map-
ping populations, in vitro and in vivo transformation capabilities, and tools to model
and manage control strategies within population frameworks will be essential for
tick and tick-borne disease control.

Glossary

Allopatric taxa are occupying distinctly different geographical ranges.
Association mapping is a method of gene mapping that utilizes historic linkage

disequilibrium (linkage) to associate phenotypes to genotypes.
Cryptic species are species that are identical or nearly identical in appearance, but

can be discovered by genetic divergence as indicated by mating incompatibilities
or sterile matings in interspecific crosses.

Cytoplasmic incompatibility refers to sterile matings between Wolbachia-infected
males and uninfected females. Females carrying reproductive parasite Wolbachia
are fertile when mated with uninfected or Wolbachia-infected flies. In this way
the maternal host lineages with Wolbachia can displace uninfected, maternal line-
ages if their Darwinian fitnesses are adequate.

Effective population size (Ne) and gene flow Ne is the hypothetical number of
reproducing organisms in an ideal population (i.e., obeying HardyeWeinberg as-
sumptions) that corresponds to the population under investigation. Gene flow is
the number of effective migrants Nem exchanged per generation among subpopu-
lations. Nem ¼ (1eFST)/4FST for diploid loci.

FST and FIS are inbreeding coefficients. FST measures departures from random
mating among subpopulations and is inversely related to gene flow. FIS measures
departures from random mating within subpopulations.

Incipient species populations evolving toward complete reproductive isolation and
therefore distinct biological species status.

Introgression is introduction of genetic material from another species or variant into
a population by hybridization followed by repeated backcrossing.
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Isolation by distance the probability of mating between two individuals decreases
with increasing distance between them, resulting in a direct relationship between
geographical and genetic distance.

Molecular forms are populations of A. gambiae s.s. that differ with respect to
specific sequence in a region of the intergenic spacer segment of the ribosomal
gene, as visualized using diagnostic PCR methods.

Monophyletic taxon is a group of organisms including the most recent common
ancestor of all those organisms and all the descendants of that common ancestor.

Paracentric chromosome inversion of a segment of a chromosome does not
include the centromere. A pericentric inversion does include the centromere.

Peridomestic habitats are the area surrounding houses, for example, wood piles,
animal corrals, and so on.

Polyphyletic taxon is a group of organisms derived from two or more ancestral
lineages.

Polytypic species is a species that contains several variant forms, especially
geographically or temporally differentiated subspecies or varieties, which would
normally interbreed if present in the same time and place.

Population genomics sampling of numerous, or all, variable gene loci within a
genome to infer those evolutionary forces responsible for observed patterns of
variation.
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1. Introduction

The ability to accurately distinguish between strains of infectious pathogens is crucial for
efficient epidemiological and surveillance analysis, studying microbial population struc-
ture and dynamics and, ultimately, developing improved public health control strategies.1

To further such general goals, several molecular typing methods have been proposed that
can identify isolates worldwide (global epidemiology) and/or in localized disease out-
breaks (local epidemiology); see Foley for a review.2 Nonetheless, since 1998, the estab-
lished standard for molecular typing is multilocus sequence typing3 (MLST). MLST was
built on the well-established population genetic concepts and methods of the multilocus
enzyme electrophoresis (MLEE) technique, but provides significant advantages over
this and other typing approaches (see Section 4 for advantages and caveats). MLST exam-
ines nucleotide variation in sequences of internal fragments of usually seven housekeeping
genes: that is, those encoding fundamental metabolic functions (see Section 2 for molec-
ular design and development of MLST). For each gene, the different sequences present
within a species are assigned as distinct alleles and, for each isolate, the alleles at each
of the seven loci define the allelic profile or sequence type (ST). Each isolate is therefore
unambiguously characterized by a series of seven integers, which correspond to the alleles
at the seven housekeeping loci. Most bacterial species have sufficient variation within
housekeeping genes to provide many alleles per locus, allowing billions of distinct allelic
profiles to be distinguished using just seven loci. Alternatively, isolate identification and
tracking can be performed using the nucleotide data directly, although this approach is
more frequently used for population studies (see Section 5 for methods of analyses).

MLST is widely used for molecular typing.4e7 Numerous examples exist of their
use for describing the population structure of pathogens, vaccine studies, tracking
transmission of epidemic strains, and identifying species and virulent strains associ-
ated with disease (see Section 6 for applications). This was made possible by three
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improvements in molecular microbiology4 involving: (1) bacterial evolution and pop-
ulation biology knowledge (discussed later); (2) high-throughput nucleotide
sequencing (see Section 2 for molecular basis); and (3) internet databases
(see Section 3). The bacterial population studies undertaken from the 1980s onward
were central to the development of MLST. Those studies showed that genetic
exchange among bacteria was more common than previously thought, leading to a
reassessment of the role of sexual processes in the structuring of bacterial popula-
tions. Using sequence data, it has been shown that recombination (mosaic genes)
was frequent not only in genes under diversifying selection (e.g., antigen-encoding
and antibiotic-resistant determinant genes), but also in genes under purifying selec-
tion (housekeeping genes). This suggested that the clonal model (variation can
only arise by mutation) was not universal and led to the proposal of new nonclonal
or panmictic (variation is mainly generated by recombination) and partially clonal
models of bacterial population structure. Consequently, typing methods needed to
accommodate a broader spectrum of population structures and be able to distinguish
among them, hence providing not only discriminatory power but also information
about the clonal structure of the organism under study. Therefore, only molecular
techniques that can contrast results across independent markers (such as MLST)
would be adequate for bacterial typing and population genetic inferences.

In the following sections, we describe in more detail all the epigraphs mentioned in
this introduction. We also refer the reader to other reviews on MLST for complemen-
tary information.1,4e6,8e13

2. Molecular Design and Development of Multilocus
Sequence Typing

The principal element in the design of an MLST scheme is the choice of genetic loci.
The selection and number of loci is based on principle, precedent, and practice. Since
MLST was developed as an updated version of MLEE, which indexes variation of
multiple core metabolic or housekeeping genes at the protein level, the selected loci
typically correspond to housekeeping genes encoding proteins for core metabolic func-
tions. Furthermore, housekeeping genes are expected to be somewhat conserved and
vertically transmitted and thus should reveal genetic relationships among strains
without concern for the influence of host or environmental factors. For instance,
such influences might occur when genes encoding hypervariable surface proteins
are subject to immune-driven diversifying selection or genes under antibiotic selection.
The genes should be physically spaced around the genome in order to minimize ge-
netic linkage of loci.

As a matter of principle and practicality, multiple loci of sufficient length need to be
surveyed in order to provide a high level of discrimination. The first MLST scheme
was designed by Maiden and colleagues3 and included six, later expanded to seven,
loci. Most investigators have followed this precedent and developed schemes of seven
loci. The length of nucleotide sequence amplified for each locus is generally in the
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range of 400e600 bp and is determined largely by the parameters of automated
sequencing instruments available at the time the first MLST scheme was developed
in 1998. Most MLST nucleotide sequence data are generated by the Sanger sequencing
method, however, high-throughput technologies such as pyrosequencing,10,14

sequencing-by-synthesis, and single-molecule sequencing5,15 will likely be the
methods of choice in the future for both targeted-amplicon and whole-genome
sequencing. Those technologies are capable of generating accurate read lengths of
w500 bp to 10 kb (PacBio RS II and Sequel systems) and up to 25e50 million
paired-end reads (Illumina MiniSeq/MiSeq platforms) per run. Moreover, the design
of barcoded primers allows simultaneous and efficient sequencing of homologous
products from hundreds of samples in the same run16; see also www.pacb.com and
Chen et al.15

The development of a new MLST scheme from scratch involves four initial steps
(Table 16.1): (1) identification of loci, (2) PCR primer design, (3) survey of a small
number of representative strains, and (4) analysis of nucleotide sequence data to

Table 16.1 Stages in the Design of an MLST Scheme

Actions Criteria

Analyze reference genome to identify 12e18
candidate loci

• Single-copy gene
• Putative core housekeeping gene
Genes evenly spaced in genome

Design nested PCRs using primer select
software

• Outer PCR product about 1000e1500 bp
• Inner PCR product about 400e600 bp

Select 20e25 representative strains • Isolated in different years and different
geographic sites

• No known epidemiological linkage by
transmission or shared phenotypic
characteristics

Perform nested PCRs of the 20e25 strains
and redesign primers as needed

Analyze nucleotide sequence data • Rank loci by level of nucleotide poly-
morphisms and select 7e9 loci with high
level of polymorphism

Select 75e100 strains using the previously
mentioned criteria, type using the 7e9
loci, and perform analysis

• Confirm loci are under purifying
selection

• Assign each unique sequence an allele
number

• Assign each isolate an ST
• The greater the number of STs, the
greater the discriminatory power of the
MLST
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establish neutral evolution of loci and level of strain discrimination. For many bacterial
species, the selection of loci is greatly aided by the availability of annotated whole ge-
nomes, which allows ready identification of housekeeping genes and their physical
location in the genome. An absolute requirement for loci included in an MLST scheme
is that there is only a single copy of the gene in the genome. It is advisable to choose
more than seven loci because not all loci will pass subsequent tests of utility, and typi-
cally 12e18 loci are selected for subsequent tests. As much as possible, the loci should
be evenly spaced across the genome and certainly separated by several tens of thou-
sands of base pairs, although no rules allow a precise estimate of the maximum size
of bacterial genomic fragments that can undergo recombination. The physical location
of loci within genomes may differ among strains, so use of a single reference strain,
which is often all that is available, is at best an approximation. The design of primers
is greatly assisted by the availability of open access and commercial software for
primer design but ultimately depends on trial and error.17,18 Most MLST schemes
use a nested PCR design both to increase sensitivity for samples with a low bacterial
DNA copy number and, more importantly, to provide a high-quantity and high-quality
PCR product for sequencing. The initial evaluation of candidate loci is most easily
accomplished with a small number of strains (20e25), and the strains should not be
epidemiologically linked or share defining characteristics, such as antibiotic resistance,
that might lead to over-sampling of a clonal population. Temporally and geographi-
cally separated strains provide one likely basis for accomplishing this goal. The data
from this small set of strains should allow the stratification of loci on the basis of ef-
ficiency of detection by nested PCR and level of genetic variation. They also provide
the opportunity to optimize primer design.

At least 7e9 loci that could be amplified from all test strains and showed a reason-
ably high level of genetic diversity5,19 should then be evaluated with a larger data set
of 70e100 strains to accomplish the initial data analysis for evolutionary neutrality
and level of strain discrimination. The same rules for selection of strains apply here
as mentioned earlier. A representative collection of strains should be used, but in prac-
tice it is only possible to avoid obvious pitfalls, such as selecting strains from a known
outbreak. The purpose of the initial analysis of MLST data is to confirm that the cho-
sen loci are under purifying selection, to assess the level of polymorphism at each lo-
cus, and to determine whether a sufficient level of discrimination is achieved for
epidemiological studies. The number of unique nucleotide sequences among the
70e100 strains tested establishes the level of polymorphism, and alleles that are
the most polymorphic will provide the greatest degree of discrimination among
strains. While low levels of polymorphism are a reason to reject an allele for inclusion
in an MLST scheme because they will provide little discriminatory power, the seven
most polymorphic alleles are not necessarily the best choice. Ideally, all seven loci
will contribute equally to the discriminatory power of the method and a very high
level of variation may be indicative of diversifying selection pressure. On the other
hand, evolutionary neutrality is a desirable, but not absolutely necessary, character-
istic of loci used in an MLST typing scheme. In fact, most other methods for strain
typing use highly polymorphic loci, which are often known to be subject to selection
pressure. If one or more of the initially selected loci fail the test of neutrality, or no
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combination of 6e7 loci provides sufficient strain discrimination, other loci surveyed
in the test set can be evaluated with the larger data set, and a new 6e7 loci MLST
scheme can be designed. Finding the right balance in terms of efficiency of PCR
amplification, locus neutrality, strain discrimination, and comparability of polymor-
phisms across loci is ultimately a matter of judgment rather than the application of
precise rules.

Once candidate loci have been chosen and the MLST scheme defined, application
of the method in the context of epidemiological studies will establish its reliability in
typing large numbers of diverse strains and its ability to provide sufficient strain
discrimination to address epidemiological questions of interest. For strains that
cannot be typed using the initial PCR primers, it is generally easy to design new
primers. Although the choice of loci used in the MLST scheme could be modified
as more strains are typed (e.g., to increase discrimination), one of the strengths of
MLST as a typing method would be sacrificed; namely, the comparability of data
generated over time and by multiple investigators. Because the sequence type or
ST is defined by the set of distinctly numbered alleles at the seven loci, changing
loci would result in new STs that could not be directly compared to STs defined using
the previous MLST scheme. In that regard, using in silico MLST approaches based
on whole-genome data allows us to compare different typing schemes for the same
group or even integrate genomic inferences with information-rich MLST
databases.20e23

If an epidemiological study requires discrimination of closely related strains, as
may be necessary to examine short-term transmission of antibiotic-resistant isolates,
rather than add to or change the loci in an MLST scheme, a better strategy is to sup-
plement MLST with additional highly polymorphic markers, such as genes encoding
antigens, cell surface proteins, ribosomal genes, or tandem repeats.11,19,24e26

Over the last few years, other typing approaches have been developed based on
similar principles as MLST. Multilocus Variable number of tandem repeats Analysis
(MLVA) uses polymorphic repeated sequences (VNTR) instead of housekeeping
genes. Comparative studies between MLVA and MLST have yielded similar results,
for example, van Cuyck et al.,27 and in recently originated species, the MLVA
approach may have higher discriminatory power.28 Similarly, the Ribosomal Multilo-
cus Sequence Typing method (rMLST) has also been proposed to index the molecular
variation of 53 genes encoding bacterial ribosome protein subunits.11 This method pur-
sues the integration of a taxonomic and typing method in a similar curated MLST
scheme. Although more expensive, the rMLST is likely to provide better resolution
than previous methodologies. Likewise, core-genome (cg) MLST has been developed
to overcome lack of resolution of MLST schemes of certain taxa. By collecting a sam-
ple of genome sequences representing extant diversity, the cgMLST scheme uses
>1000 genes to create sequence types that provide increased resolution for clonal pop-
ulations of bacteria.29 Finally, in order to achieve even greater resolution, other ap-
proaches have been developed based on core/accessory genes or distributed genes
among bacterial species that have the same MLST profile.30,31 This new approach
could skip the laborious and time-consuming steps needed to develop bacteria-
specific MLST schemes.
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3. Multilocus Sequence Typing Databases

One of the goals of the MLST approach was the development of online platforms con-
taining MLST databases to which public health officials and researchers could both
have access and contribute; and from which clinical, epidemiological and population
studies could benefit.3,4,8 The first MLST websites were based on single databases
implemented in the MLSTdB software32; but as MLST schemes began to expand,
several limitations became apparent: redundant information (each record contained
the ST designation and the allelic profile), isolate bias (single databases were domi-
nated by specific studies), and access (all databases were stored at a single location).
To overcome these limitations, a new network-based database software,
MLSTdBNet,33 was developed and implemented on the PubMLST site (http://
pubmlst.org/). This site is served by two databases: (1) a profiles database that contains
the sequences of each MLST allele for each locus linked to an allele number, and (2) an
allelic profiles database with their ST designations. The profile database can then serve
other isolate databases. For each scheme on the PubMLST site there is a PubMLST
isolate database that aims to include at least one isolate for each ST. MLST databases
are hence different from other depository databases, such as GenBank, not only in or-
ganization but also in that they are actively curated for accuracy. It is important to
highlight that MLST databases do not embody the global diversity of an organism
but the extent of its diversity at the time they are accessed. Moreover, stored data is
unstructured and does not necessarily represent natural populations either. As high-
throughput sequencing becomes more affordable, PubMLST is increasingly including
whole-genome sequences, for example, BIGSdb.34

Several other websites are accessible through the PubMLST site. The PubMed
(NCBI) is linked to PubMLST databases, so original publications describing MLST
schemes can be retrieved. The AgdbNetdantigen sequence database software for bac-
terial typing35dis also integrated into the system. Other websites are available for the
storage and access of MLST data. At the time of writing, 93 MLST schemes (82 for
bacteria, 9 for eukaryotes, and 1 each for plasmids and bacteriophage) could be
accessed via the PubMLST site. The PubMLST primary site is also mirrored in four
locations, three in UK and one in Pittsburg (USA). This provides access to MLST
data globally and assures that databases are stored in multiple locations. A detailed
description of the MLST databases, their structure, and most of the published
MLST schemes can be found in Maiden.4

Other websites (www.spatialepidemiology.net/ and beta.mlst.net/Instructions/
mlstmaps.html) have also been developed that incorporate geospatial information in
bacterial epidemiological studies. Those websites provide precise locality data related
to strain distribution and a map-based interface for displaying and analyzing epidemi-
ological information. Moreover, the portal www.eMLSA.net enables species identifi-
cation by means of a taxonomic platform. The integration of genomic and
epidemiological data together with geographic information through MLST databases
will greatly improve our ability to track and prevent infectious pathogens and associ-
ated diseases.
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4. Advantages and Disadvantages of Multilocus
Sequence Typing

As the number of schemes available has increased, MLST has become the most
commonly used method of pathogen typing. In comparison to older methods (serotyp-
ing; MLEE), the use of genetic variation gives MLST the advantage of producing var-
iable data (more resolution) that are universally comparable (within schemes), easily
validated, and readily shared across laboratories. The use of generic sequencing tech-
nology makes MLST a broadly applicable methodology that can be fully automated
and scalable from single isolates to thousands of samples. Because the materials
needed for MLST analysisdDNA or dead cellsdare easily transported among labo-
ratories without the problems associated with infective materials, both the biological
samples and the resulting data are highly portable. Furthermore, the use of online elec-
tronic databases (see Section 3) to store and curate MLST schemes makes them a glob-
ally accessible resource.

MLST targets variation at multiple housekeeping loci. The number of loci that need
to be evaluated to confidently assign an ST has been minimized to reduce the expense
and time required for characterization, with most studies using 6e10 loci. If performed
manually, evaluating even this many loci can be time consuming. However, fully auto-
mated systems, for example, robotics36 provide a high-throughput pipeline for data
collection that can run large volumes of samples with increased reliability. Likewise,
commercial solutions, such as Ion Torrent AmpliSeq panels targeting MLST schemes,
can reduce costs down to cents per marker (www.ampliseq.com). As sequencing tech-
nology progresses, we expect the cost of automation to decrease, so data interpretation,
rather than data generation, will be the likely limiting factor in our understanding of
pathogen population dynamics.

By focusing on sequence variation, MLST provides a highly replicable and repro-
ducible typing method. Additionally, the focus on housekeeping genes provides signif-
icant amounts of genetic data that can be used to calculate pathogen population genetic
parameters (see Section 5) at both local and global scales. Those parameters can be
then used to construct more sophisticated models of pathogen evolution and epidemi-
ology that will improve our understanding of how to control the spread of disease.
However, there is no single set of universal housekeeping genes that can be used
for all pathogens as the recombination rates, substitution rates, and levels of selection
vary across loci and species.13 Therefore, a unique set of loci must be identified for
each novel, untyped pathogen under study. The rapid increase of available microbial
genomes will make data mining for housekeeping genes more feasible, reducing the
time and cost required for constructing new MLST schemes.

Currently, the main drawback of the MLST method is that the selection of house-
keeping loci requires reference genomes.37 Moreover, not all pathogens are suitable
for MLST methods. Some pathogens (e.g., Mycobacterium tuberculosis and Yersinia
pestis) exhibit very little variation throughout their entire genome, most likely repre-
senting “evolutionarily young” pathogens that have not yet accumulated sufficient ge-
netic variation to differentiate strains. For typing these pathogens, more rapidly
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evolving loci (e.g., insertion sequences or antibiotic-resistance determinants) or more
markers (genome-wide SNPs) are needed. Conversely, some bacterial genomes have
accumulated so much variation that MLST housekeeping genes do not provide
adequate information for typing. As we advance MLST schemes in the postgenomic
era, we should be able to combine information-rich and widely adopted schemes
with cost-effective whole-genome sequencing.

5. Analytical Approaches

There are two basic strategies to the analysis of MLST data (Fig. 16.1), one relies on
allele and ST designations to estimate relatedness among isolates (allele-based
methods), and so ignores the number of nucleotide differences between alleles; and
the other relies on nucleotide sequences directly to estimate relatedness and population
parameters (nucleotide-based methods). The allele-based approach has been adopted
from the analysis of MLEE data and so methods based on this strategy were the first
applied to the analysis of MLST data.3,38 The allele-based approach is thought to work
well in nonclonal organisms (e.g., Helicobacter pylori), while nucleotide-based

Figure 16.1 Pipeline showing data and tasks (boxes) and databases and computer programs
(circles) commonly used in the analysis of MLST data.
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approaches are preferable for clonal organisms (e.g., Escherichia coli) since the former
are likely misleading.4 But in practice, most microbes show some degree of clonality
(clonal complex) in their populations; hence, in our opinion, both types of analyses
should be conducted in population and epidemiological studies, for example, Loubna
et al.39 In this section, we present a brief description of some of the most commonly
used approaches for analyzing MLST data. We refer the reader to previous reviews
for a more detailed description.9

5.1 Allele-Based Methods

Since alleles are the unit of analysis, all these methods first require assigning an allele
number to each DNA sequence from each locus. This is done by matching our se-
quences against those stored in public MLST databases (see Section 3). If no match
is found, a new number is assigned in order of discovery. Several computational pro-
grams have been developed for this task, although Sequence Typing Analysis and
Retrieval System (STARS) seems to be very functional and widely popular.9 The
STARS interface was specifically designed for typing and allows the assembly of large
number of sequences at once.

Once alleles have been assigned, data are entered in the MLST websites to acquire
an ST profile. At this point, exploratory analysis (e.g., allele and profile frequencies,
polymorphism estimates, and codon usage) of the data can be performed. The software
package Sequence Type Analysis and Recombinational Tests (START2) can perform
all these tasks.40 Relatedness among STs can be then displayed using methods of clus-
ter reconstruction, such as the Based Upon Related Sequences Types (eBURST)
approach and the simple Unweighted Pair Group Method with Arithmetic Mean
(UPGMA). eBURST41 is based on a simple model of clonal expansion and diversifi-
cation. It first identifies mutually exclusive groups of related STs and attempts to iden-
tify the founding ST of each group. Bootstrap estimates are also calculated to assess
confidence in the groupings. The algorithm then predicts the descent from the pre-
dicted founding ST to the other STs in the group, displaying the output as a radial di-
agram, centered on the predicted founding ST. A globally optimized version
(goeBURST) is also available that identifies alternative patterns of descent using a
graphic matroid approach.42 In 2012, a new approach (PHYLOViZ) was released
for microbial epidemiological and population analysis that allows for the integration
of allelic profiles from MLST or MLVA methods (although Single Nucleotide Poly-
morphism data can also be included) and associated epidemiological data.43 PHYLO-
ViZ uses goeBURST for representing the possible evolutionary relationships between
strains.

The traditional UPGMA method relies on a matrix of distances to estimate isolate
relatedness. Distances are calculated for each pair of STs based on the number of allele
differences, and groups are then sequentially clustered in order of similarity (i.e.,
allelic matches). Additional distance and parsimony methods have been proposed to
estimate relatedness based on allele frequencies, but note that distance methods gener-
ally outperform parsimony methods.44
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Allele-based methods have the advantage of simplicity and speed, which are crucial
for efficient epidemiological surveillance and public health management, but disregard
much of the evolutionary information contained at the nucleotide level. A larger and
more sophisticated plethora of nucleotide-based methods exist to estimate isolate rela-
tionships and key population parameters.

5.2 Nucleotide-Based Methods

Any analysis of nucleotide data usually begins with a multiple sequence alignment
(MSA) (i.e., estimation of the homologous nucleotide sites). Since the loci used for
MLST usually evolve very slowly and code for proteins, this step becomes trivial,
particularly at the amino acid level. If needed, several fast and accurate iterative align-
ing strategies are implemented in MAFFT45 and MUSCLE.46

Once an alignment has been generated, we have to determine the model of evolu-
tion that fits the data the best. Model choice is a critical issue and the implemented
model (or lack thereof) will affect all subsequent phylogenetic47 and population ana-
lyses (following two sections). This issue is usually assessed within a phylogenetic
framework, see Posada et al.48 Since mid-1990s substitution models have increased
in complexity, as parameters reflecting new information on nucleotide substitution
processes are added to candidate models.49 Furthermore, model selection can consider
confidence sets of models (model averaging).48 Several criteria have been proposed for
choosing models, such as Akaike Information Criterion (AIC), Bayesian Information
Criterion (BIC), Decision Theory (DT), and Hierarchical Likelihood Ratio Test
(hLRT).50 Although AIC is the most broadly used method for evaluating model fit,
BIC and DT should be preferred.51 These strategies are implemented in the well-
established program jModelTest2.50

5.2.1 Phylogenetic Relatedness

Phylogenetic reconstruction methods can be divided into two types, those that proceed
algorithmically through distances, for example, UPGMA and neighbor joining (NJ)
and those based on optimality criteria. Here, we focus on those that implement
maximum likelihood and Bayesian optimality criteria and allow for the implementa-
tion of multiple data partitions each under its best-fit model. We find this feature partic-
ularly important for analyzing MLST data.

Maximum likelihood (ML) inference attempts to identify the topology that explains
the evolution of a set of aligned sequences under a given substitution model of evolu-
tion with the greatest likelihood.52 RAxML53 implements the ML criterion efficiently
and accurately and can handle large data sets of>1000 sequences with>20 kb.54 Con-
fidence in the estimated relationships (i.e., clade support) is usually assessed using a
nonparametric bootstrap procedure,55 which must be repeated >1000 times to achieve
reasonable precision. RAxML can also rapidly estimate bootstrap proportions.
Another well-established ML framework is PhyML,56 which can internally optimize
diverse evolutionary parameters.

Although similar to ML inference, Bayesian inference (BI) combines the prior
probability of a phylogeny with the likelihood to produce a posterior probability
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distribution of trees, which can be interpreted as the probability of those trees (or tree)
being correct.57 Clade support is estimated by summarizing this distribution of trees
through consensus analysis. Bayesian phylogenies are estimated using Metropolis-
coupled Markov chain Monte Carlo (MCMC) methods and both are implemented in
programs such as MrBayes.58 The output of the BI analysis must be evaluated to assure
the MCMC chains have mixed well and converged; such tasks can be performed in
Tracer.59 Importantly, the best fitting model can vary across sites. For this reason, pro-
grams such as RAxML or MrBayes implement partition-specific (i.e., sites or genomic
regions) models that can improve the accuracy of phylogenetic inferences.60

Often, gene trees differ even when sampled from the same population. This can be
the result of molecular processes (e.g., recombination) or stochastic variation (e.g.,
lineage sorting). Whatever the case, one may want to check if individual gene topol-
ogies are significantly different since ignoring these processes may lead to biased
parameter inferences.61 Multiple ML topological tests have been developed for such
purpose and several are implemented in CONSEL.62

New coalescent approaches have been developed to deal with stochastic variation in
gene trees from multilocus molecular data and to estimate gene trees and species tree.
Among such, BEST63 and *BEAST64 consider the effect of incomplete lineage sorting
(ILS) by implementing the multispecies coalescent model into a Bayesian hierarchical
model. When estimating evolutionary relationships among microbes using DNA se-
quences, the reticulating impact of recombination becomes a significant issue. If
recombination is substantial, the evolutionary history of those sequences no longer
fits a bifurcating model as those described before, and therefore a tree representation
may fail to accurately portray a reasonable genealogy.65 Under such circumstances,
network approaches66 can be used instead. Recently, Woolley et al.67 have revised
the most common algorithms for building phylogenetic networks and concluded
that the union of maximum parsimonious (UMP) trees68 performed the best. TCS69

and SplitsTree70 also performed well at estimating network gene genealogies. Finally,
Didelot and Falush71 have developed a Bayesian coalescent approach (ClonalFrame)
that also takes homologous recombination into account while inferring clonal relation-
ships between the members of a sample.

5.2.2 Population Dynamics

The evolution of DNA sequences in natural populations can be described with param-
eters such as recombination, mutation, growth, and selection rates. Indeed, the accurate
estimation of these parameters is key for understanding the dynamics and evolutionary
history of those populations, their epidemiology, the potential for and mode of evolu-
tion of antibiotic resistance, and ultimately for applying efficient public health control
strategies. Population parameters are more efficiently estimated using explicit statisti-
cal models of evolution, such as the coalescent approach, hence here we describe some
population parameter estimators based on such models.

Recombination is generally defined as the exchange of genetic information between
two nucleotide sequences. It influences biological evolution at many different levels as
well as affects the estimation of other parameters. Comprehensive assessment of sta-
tistical methods for detecting and estimating recombination rates were presented in
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Martin et al.72 and Posada et al.73 These studies concluded that one should not rely on a
single method to detect or estimate recombination. With this idea in mind, software
packages such as RDP474 have been developed to implement a variety of methods
for the same data set. RDP4 is a package that includes 12 recombination estimators
and allows the user to draw conclusions based on the outcome of multiple tests.
Another ML method to detect recombination is GARD,75 which outperformed previ-
ously developed methods. In addition, programs such as LAMARC, LDhat, CodABC,
and OmegaMap76 (described in Pérez-Losada et al.77) can be used to estimate recom-
bination rates and, therefore, to quantify the amount of observed recombination. Simi-
larly, these methods can estimate genetic diversity, the most important population
parameter. Reviews of classical and newer statistical methods for estimating genetic
diversity have been published elsewhere.78e81

Another key parameter for characterizing microbial population dynamics is the
growth rate, which reflects the variation of genetic diversity over time. Growth rates
can be estimated under a certain demographic model (e.g., exponential) or without
dependence on a prespecified model, for example, Skyride.82 The latter approach is
implemented in BEAST,83 which also allows for the analysis of temporally spaced
sequence data. Exponential growth rates and genetic diversity can also be estimated
in LAMARC.

The standard method for estimating selection in protein-coding DNA sequences is
through the nonsynonymous (dN) to synonymous (dS) amino acid substitution ratio dN/
dS (u). u > 1 indicates adaptive or diversifying selection, u < 1 purifying selection,
and u z 1 lack of selection (neutral evolution). u is usually estimated within an ML
phylogenetic framework and assuming an explicit model of codon substitution. Such
models can be very complex, allowing, for example, u to vary across amino acid sites
and/or tree branches, for example, Yang.84 If significant evidence (usually obtained
through likelihood ratio tests, LRT) of adaptive selection is obtained, then Bayesian
tests can be applied to detect amino acid sites under selection, for example, Yang
et al.85 Such methods are implemented and described in more detail in the software
package PAML.84 However, if recombination is suspected in the data, it should be
considered when estimating u to avoid false positively selected sites.61 Thus, one
could estimate recombination and selection rates simultaneously with OmegaMap or
CodABC, or account for the former while estimating the latter, for example,
HYPHY.86

Other key factors in microbial dynamics are time of emergence (e.g., pathogen out-
breaks) and geographic distribution of pathogens. New probabilistic models were
developed within the Bayesian framework87 for inference and hypothesis testing of
divergence times, ancestral locations and historical patterns of migration (i.e., phylo-
geographical history). Such models are implemented in BEAST and SPREAD88 and
visualized using virtual globe software, such as Google Earth; they have already begun
to be applied to the analysis of MLST and/or genome and SNP data.89,90

Most of the nucleotide-based methods described earlier, and others, have been
implemented in user-friendly web servers, such as CBSU (cbsuapps.tc.cornell.edu),
CIPRES (www.phylo.org), Datamonkey (www.datamonkey.org), or PhyML (www.
atgc-montpellier.fr/phyml/).
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6. Applications of Multilocus Sequence Typing

MLST analysis and databases are standardized and broadly used, filled with historical
information, and firmly established in molecular and clinical laboratories worldwide.
Consequently, new typing applications are seeking to integrate existing MLST
schemes with whole-genome shotgun data to characterize microbial populations,
rather than creating from scratch new typing methods. MLST is probably the most
flexible typing method since it can be implemented in small laboratories with standard
equipment (PCR þ Sanger sequencing), as well as in medium-sized facilities with
vanguard infrastructure (targeted-amplicon sequencing; AmpliSeq panels, robotics,
and so on) or laboratories with whole-genome sequencing capability (in silico MLST).

Although primarily developed for the characterization of organisms (typing),
MLST sequence data have also been applied to other endeavors such as molecular
epidemiology (e.g., disease transmission and surveillance programs) and public health
(e.g., monitor and evaluate vaccination programs), as well as to other areas such as
phylogenetics, taxonomy, speciation, population genetics, biosafety, and even to the
inference of human migrations.

6.1 Molecular Epidemiology and Public Health

MLST has gained widespread popularity as a typing method and its use has advanced
understanding of bacterial evolution and has provided insights into the epidemiology
of bacterial diseases. In the context of surveillance and management of disease out-
breaks, being able to quickly type and track infectious diseases is of paramount impor-
tance. Many studies exemplify the use of MLST in these circumstances: emergence of
zoonosis,89,90 detection of disease outbreaks,91,92 estimation of prevalence rates,93,94

and the origins of virulence factors (vertical or horizontally transmitted).95,96

MLST data have been also used to infer population structure and study the emer-
gence and spread of antibiotic resistance.97 For example, MLST has been used to di-
agnose human-associated population structure in the opportunistic pathogen
Ochrobactrum anthropi. Romano et al.98 developed an MLST scheme for this path-
ogen and used the evolutionary information inherent in the DNA sequences to identify
a human-associated subpopulation from their collection of clinical and environmental
isolates. Likewise, MLST has been used to track drug-resistance variants through pa-
tients. Oteo et al.99 collected 162 isolates of Klebsiella pneumoniae from five hospitals
in Spain and used the MLST data to demonstrate the spreading of this bacteria as path-
ogen and colonizer of newborns and adult patients with multilocus resistance acquired
through recombination. Similarly, Lee et al.100 used MLST to identify epidemic and
virulent ciprofloxacin-resistant E. coli clones and their population structure in Korea
causing urinary tract infections.

In a number of studies, MLST data have been used to reveal the epidemiological
history of infectious diseases. For example, MLST has been successful in identifying
clinically important strains of Neisseria meningitides, that is, hyperinvasive line-
ages.101 MLST has been applied to a number of clinically important bacterial popula-
tions, including hospital-acquired strains of Enterococcus faecalis and
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Enterococcus faecium,102,103 and Streptococcus pneumoniae strains associated with
invasive disease.104 In some cases, MLST has failed to distinguish clinically relevant
populations. For example, Staphylococcus aureus isolates from persons with nasal car-
riage, community-acquired pneumonia, and hospital-acquired invasive disease are
evenly distributed among clonal complexes.105 Similarly, there is a poor correlation
between MLST data and tissue tropisms (throat or skin) of Streptococcus pyogenes
isolates.106 For phenotypes that are based on one or a few genes, such as antibiotic
resistance, correlations with MLST data have been large. The evolutionary history
of methicillin-resistant S. aureus (MRSA) has been clarified by MLST data, including
the typing of the methicillin-resistance genetic element, SCCmec.107 Along the same
lines, MLST has been used to identify transmission chains as demonstrated by Choud-
hury et al.108 where the authors identified outbreak sources and characterized out-
breaks of gonorrhea. They typed consecutive gonococcal strains from London STI
clinics over a 9-month period. Clusters of patients with the same strain showed simi-
larities in behavioral and demographic features, suggesting that different strain clusters
represent localized transmission chains.

New phylogenetic coalescent models have been developed allowing researchers to
infer from genetic data more familiar parameters, such as the reproductive number of
viruses,109 as well as to model epidemiological dynamics that describe changes in pop-
ulation size or date of origin.110e113 Lastly, examples of MLST and whole-genome
sequencing integration abound (see Pérez-Losada et al.5). In molecular epidemiology,
studies since 2010 combine MLST data with in silico MLST in an effort to put new
isolates in context without losing the resolution and insight gained by having the
full genetic complement of the bacteria in question.114e117

6.2 Species Diagnosis and Phylogenetics

MLST data have been used to distinguish similar species, to inform the division of a
genus into species, and to ask whether bacterial species exist. The MLST data are espe-
cially useful for species diagnoses as they provide both genealogical information as
well as information on recombination.118 Indeed, even when the MLST are not as
discriminating as other approaches, the phylogenetic information available through
MLST provides novel insights into species and strain relatedness that impact public
health decisions. In a study of Clostridium difficile, for example, Marsh et al.28 found
MLST less discriminatory compared to MLVA or restriction endonuclease analysis
(REA) although concordant, but the combination of MLST with MLVA provided
novel insights into the origins and evolutionary relationships bearing clinical and pub-
lic health importance. Similarly, a phylogenetic analysis of concatenated sequences of
seven MLST loci for Bacillus pseudomallei and Bacillus thailandensis, both soil sap-
rophytes, and Bacillus mallei, the cause of glanders, showed that all B. pseudomallei
strains were tightly clustered and well resolved from all B. thailandensis strains.119

However, B. mallei clustered with B. pseudomallei and, although designated as a “spe-
cies,” can be considered to be a strain (or clone) of B. pseudomallei. Other examples of
bacterial species that are actually clones with distinctive biology and ecology include
Bacillus anthracis120 and Salmonella typhi.121 Neisseria gonorrhoeae strains form a
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tight cluster at the end of a long branch arising from the meningococcal cluster,122 sup-
porting the hypothesis that gonococci arose relatively recently as a strain of human
pharyngeal Neisseria species that acquired the ability to colonize the genital tract
and be transmitted by the sexual route.123 MLST has also proven useful in the context
of taxonomic groups with low genomic representation, for example, neglected diseases
or industrial microbes,124,125 and on studies where large numbers of samples are
analyzed.126,127 For instance, Nu~nez et al. interrogated the genetic structure of the bio-
leaching microbe Acidithiobacillus caldus and found overall low genetic diversity
from different geographic locations, which supports current taxonomic assignments
and suggests that bioprocesses constrain genetic diversity.125

7. Conclusions and Prospects

MLST has become a standard and flexible approach for characterizing bacteria and
some eukaryotes mainly due to the existence of comprehensive databases and its broad
implementation in clinical laboratory settings, from basic research laboratories
(PCR þ Sanger) to core sequencing facilities (cgMLST; in silico MLST). MLST
has expanded its basic scheme to incorporate more and new molecular markers,
such as ribosomal proteins and large matrices of orthologous genes (gene-by-gene
approach), and more recently, to integrate pan and core-genome concepts as well as
draft and full genomes. Two-tier strategies currently being applied to human micro-
biome research where investigations start by using MLST to type as many samples
as possible, and continue by delving further into isolate groups of particular interest
by using whole-genome sequencing are already in practice.117,128

NewMLST-genome strategies will also provide more accurate and robust estimates
of population genetic parameters under more complex and realistic statistical models
such as those based on the coalescent model.129 Moreover, within this framework,
epidemiological data can also be integrated; hence more comprehensive and faster as-
sessments of pathogen dynamics can be achieved. Microbial genomics is expanding
outside research laboratories into clinical practice and molecular diagnostics.130,131

One can only assume that classical or expanded forms of MLST will remain a key
component of the microbial genomicist’s toolkit toward understanding the ecology
and evolution of infectious diseases.
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1. Analyzing Big Data

Bioinformatics has been around for nearly 40 years and started as the study of infor-
matics processes in biotic systems.1,2 As most of biology and medical sciences is
becoming more and more “big data”, the introduction of bioinformatics in almost all
subdisciplines has led tomultiple interpretations of what bioinformatics actually entails.
It is clear that bioinformatics has played an important role in analyzing the vast expanse
of sequenced genomes and in particular in meaningful comparative analyses of many
large datasets. It is simply no longer feasible to analyze such datasets by hand. However,
with immense computational power at hand, there is a danger of overinterpreting data,
and a good biological understanding of the system under study is still essential.

At the heart of bioinformatics is the generation of vast amounts of sequence data. It
is clear that the development of ever more efficient and capable sequencing platforms
resulted in the production of many sequences. Only recently, data from newer
sequencing platforms has overtaken “standard” GenBank submission (see
Fig. 17.1). Bioinformatics is tasked with making sense of this data, mining it, storing
it, and disseminating it, and ensuring valid biological conclusions can be made.

Many fields have benefitted from these developments. Genomics has obviously
been at the forefront but also large-scale transcriptomics studies have allowed a
glimpse into the inner workings of cells under different growth conditions. Evolution,
epidemiology, and ecology are all fields that require bioinformatics to accurately pro-
cess and place the various sources of data into context.

In this chapter, we aim to discuss relevant examples from infectious disease
research that have benefitted from the next-generation sequencing surge and how bio-
informatics enabled the dissemination of this information.

2. Comparative Genomics

Genome sequencing is now taken for granted as being a rather routine procedure.
However, this has not always been the case and the first genomes were scientific
achievements of the first order. These first-sequenced genomes were those from
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several bacteriophages such as MS23 and 4X1744 and the Simian virus 40 genome.5

These were relatively small and any larger genomes were at the time hampered due to
considerable technical challenges. After Applied Biosystems produced the first auto-
mated sequencers in the late 1980s, biologists could finally tackle “real” genomes.
Obviously, the first bacterial genomes that were completed were those of pathogens.
The bacterial pathogens Haemophilus influenza,6 Mycoplasma genitalium,7 and Heli-
cobacter pylori8 were sequenced in close succession. In addition to pathogens, the ge-
nomes of model organisms such as Saccharomyces cerevisiae9 and Caenorhabditis
elegans10 were completed early on as well. When we write this chapter (Spring
2016), Genbank lists over 66,000 prokaryotic genomes and nearly 3000 eukaryotic ge-
nomes, so it is clear that sequencing has taken off considerably since mid-1990s.
Nowadays it is clearly the case that “what you do with it” is more important than sim-
ply having produced a genome and it certainly will not result in a publication in sci-
entific journals, such as Nature or Science, as the early genomes easily did. The
following examples are infectious disease genome projects where clear hypotheses
were formulated utilizing vast amounts of sequence data.

Malaria is still a major killer and although numbers of deaths have come down
considerably in the last decade, it still claims the lives of nearly half a million people
annually.11 The main causative agent is the apicomplexan parasite Plasmodium falcip-
arum and it is now clear that this parasite originated in the African apes.12 However,
comparative analyses were mainly limited to mitochondrial genome sequences.
Although the P. falciparum genome has been available for over a decade,13 only
recently the high-quality genome of a chimpanzee-infecting Plasmodium species,
Plasmodium reichenowi, became available.14 Both genomes are near identical in
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Figure 17.1 The growth of sequence submissions to GenBank. In June 2014, the number of
whole-genome sequences (WGS) overtook the number individual submitted sequenced. The
current growth and low price for whole genome sequences likely means that the WGS sub-
missions keep increasing dramatically. For further information see http://www.ncbi.nlm.nih.
gov/genbank/statistics/.
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size and gene content. When the subtelomeric regions are ignored, both genomes
demonstrate a complete genomic synteny, clearly suggestive of their recent shared
ancestry. Both Plasmodium species share about 5000 genes. Three genes that are pre-
sent in P. reichenowi are missing in P. falciparum and only one gene in the latter is not
present in the P. reichenowi genome. The human parasite contains 16 genes that are
now pseudogenes in P. reichenowi and this is the case for 19 genes in the opposite di-
rection. It is clear that these genomes are indeed very similar. Nonetheless, one is a
chimpanzee parasite while the other is a human pathogen. Host-specific genes in
P. falciparum are known to reside in the subtelomeric region of the genome. Many
of these genes are exported to the host erythrocytes and it would be expected that
this might be a region where the chimpanzee parasite differs from the human one.
However, almost all P. falciparum genes could be assigned an ortholog in the
P. reichenowi genome while only a few on the latter genome were pseudogenes. There
were differences in the sizes of two multigene families that encode proteins that are
presented on the surface of infected erythrocytes. The rif and stevor gene families
are present in all Plasmodium species despite the fact that their function is not
known.15 The chimpanzee parasite contains close to 600 rif genes and 66 stevor genes
while the human Plasmodium species has 185 and 42, respectively. So, although these
genes clearly play some role in the hostepathogen interface, the human parasite man-
ages to maintain a successful infection despite a reduced gene set in these two multi-
gene families. When analyzing both genomes for selective pressures to retain genes,
77% of the top 100 most divergent genes had no known function compared to 38%
of genes on the whole P. falciparum genome. Of these 100 genes, 31 contained motifs
suggesting a role in erythrocyte import. The genes that are missing or that are pseudo-
genes in P. reichenowi are present in this 100-gene set of most divergent genes and all
are members of gene families involved in erythrocyte invasion. Hence, it is clear that
many of the genes identified to be different between the chimpanzee and human Plas-
modium species are involved in red blood cell invasion. This genome comparison iden-
tified some clear candidate genes for further studies and might shed additional light on
the crucial interactions that occur at the hostepathogen interface.14

Many infectious agents are transmitted by ticks; in fact, ticks are transmitting a
larger variety of disease agents than any other blood-feeding arthropod.16 Tick-
borne diseases, such as the notorious Lyme disease, result in thousands of animal
and human deaths each year. However, ticks also transmit other diseases such as babe-
siosis and granulocytic anaplasmosis. The 2016 completed genome of the tick Ixodes
scapularis provided insight into the biology and adaptations of this very successful
parasite of mammals.16 During a blood meal, ticks can increase near 100-fold in
body weight while during periods off their host, they are able to survive without
feeding for several months.16 As ticks feed for a period lasting many days, they
need to be able to securely attach themselves to their hosts while fending off any at-
tempts by the host to attack the parasite. When comparing salivary gland products,
it is clear that ticks have evolved mechanisms to enhance their survival. The tick
genome encodes the largest repertoire of Kunitz domain17 containing proteins. These
domains are involved in protease inhibition, inhibiting coagulation, angiogenesis, and
vasodilation. The tick genome contains 74 genes in this class compared to less than
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nine in the medically important mosquito vectors, such as Aedes, Culex, and Anoph-
eles.16 Ticks are not able to produce heme, a likely consequence of their ability to scav-
enge heme from their hosts. However, some heme biosynthetic genes were identified
on the tick genome, but these may be remnants of a once-complete pathway.18 More
interesting is their mode of hemoglobin digestion that results in total degradation into
dipeptides and amino acids. Ticks employ similar enzymes as found in other hemoglo-
binolytic organisms. Cathepsin D and L and serine carboxypeptidases are all present in
multiple copies16 suggesting their importance for the organism. The unique hemoglo-
bin degradation involving specialized organelles (hemosomes) might therefore be bet-
ter targets when developing antitick drugs. Especially the special enzymes involved in
heme storage during the long periods between feeding and egg development, such as
hemelipoglyco-carrier proteins and vitellogenins, might be interesting in this respect.
Although blood feeding is an effective strategy to obtain nutrient, the blood of hosts
might contain many dangers for the parasite. The tick genome contains 206
CYP450 genes, which is a record of possible detoxifying CYP genes for any organ-
ism.16 In addition, the tick immune system contains several strategies to prevent path-
ogen invasion. The Toll system, several other immune pathways, and RNAi were
found in the genome. Nonetheless, pathogens such as the Lyme diseaseetransmitting
Borrelia burgdorferi manage to evade these systems and maintain a presence within
the tick. Ticks spend extended periods off host and their survival is crucially dependent
on their ability to sense the proximity of new host. Ixodes contains 62 gustatory recep-
tors to aid in host sensing. These genes fall in three clades, one of them contains 42
genes and this clade is unique to ticks.16 Interestingly, the tick genome project also
included the complete genome of a bacterial endosymbiont, a Rickettsia species spe-
cific to ticks.

A 2016 international collaborative effort was initiated to investigate the Ebola virus
disease outbreak in West Africa.19 The team used mobile laboratories and portable
nanopore sequencers to sequence and analyze Ebola.19 They used 11e19 primer pairs
to generate amplicons that covered >97% of the Ebola genome and these were subse-
quently sequenced using the MinION (Oxford Nanopore Technologies). The genome
sequencing workflow, including amplification, sequence library preparation, and
sequencing could be performed within 1e2 days. Within the first 10 days of real-
time sequencing, they concluded that the persisting Guinean Ebola cases belonged
to two major lineages (GN1 and SL3). Lineage GN1 was found to be largely confined
to Guinea, whereas previous research indicated that lineage SL3 was derived from Si-
erra Leone in 2014 and moved to Guinea toward the end of that year.20 Integration of
these MinION sequence datasets with other previously published data suggested that
both lineages had also been seen in Sierra Leone early in 2015, suggesting transmis-
sion between the countries. A dedicated website showing real-time analysis of Ebola
evolution was established (http://ebola.nextstrain.org/) and updated throughout the
study to provide the latest developments in the evolution of the virus. This real-time
genomic surveillance study demonstrates the state-of-the-art in real-time, long-read
sequencing of highly infectious global pathogens and could serve as a basis for re-
sponses to future outbreaks. Indeed, this framework is currently being used to study
the Zika virus outbreak that is currently ongoing in Latin America.
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3. Transcriptomics

Having access to an organism’s genome can be a valuable resource informing further
studies. However, not all genes will be expressed at any given moment, and the actual
environment plays an important role in which genes are being expressed at any one
time. Gene expression analysis (transcriptomics) can be used to study the responses
of an organism to a given environment or, for example, during hostepathogen inter-
actions. By investigating changes in gene expression patterns during an infection pro-
cess or over the life cycle of pathogens, key molecular processes/pathways or
individual (virulence) genes can be discovered. Transcripts (mRNA, but also noncod-
ing RNAs) from both the host and pathogen can be analyzed simultaneously, poten-
tially shedding light on important processes leading to disease.21

The causative agent of Denman Island disease, a notifiable disease of commercially
important oysters, is the parasite Mikrocytos mackini.22 M. mackini is a nondescript
organism known as a microcell. Its taxonomic placement has been unclear and the
standard molecular marker for taxonomic classification, the small subunit ribosomal
RNA gene, is highly divergent in this organism.23 Burki et al. embarked on a large-
scale RNA-Seq approach to shed light on the taxonomic placement of this commer-
cially important pathogen and also to understand the cell biology of this rather
primitive-looking organism.24 As an environmental sequencing approach is fraught
with danger, the authors carefully removed any sequences that appeared to be host
derived or possibly prokaryotic in origin. This left over 15,000 possible M. mackinie
specific sequences. From this set, they identified over 250 that had been used in other
large-scale phylogenetic studies. Single-gene phylogenies were all poorly resolved and
hinted at an accelerated rate of evolution for Mikrocytos genes. Bioinformatics ana-
lyses of these genes resulted in just over 100 that seemed suitable for further analyses.
Irrespectively, initial results suggested a relationship with the rhizarian supergroup25

that resulted in the authors adding 16 rhizarian-specific genes to the dataset. The final
dataset to identify the taxonomic placement of M. mackini contained 119 protein-
encoding genes and over 23,000 amino acid positions.24 This large-scale concatenated
phylogenetic analysis clearly placed this parasite as a member of the Rhizaria and also
as one of the most fast-evolving eukaryotes known.24 Mikrocytos’ simple cell biolog-
ical features22 rekindled questions about its mitochondrial status.26 In order to address
this, the authors analyzed all 15,000 or so genes using a mitochondrial-prediction pipe-
line.27 This resulted in 88 putative mitochondrial proteins (instead of thew1000 found
in typical mitochondriate eukaryotes) and after manual curation, only four were found
to be genuine mitochondrial proteins with apparent amino-terminal mitochondrial tar-
geting signals.24 As all four identified proteins are involved in the genuine mitochon-
drial iron sulfur cluster assembly pathway,28 it seems that M. mackini does have
mitochondria of some sort despite earlier cell biological studies.22 Although localiza-
tion studies remain to be conducted to confirm the presence of a mitochondrion, this
study clearly shows how directed transcriptomics studies can inform further cell bio-
logical studies. The large-scale phylogenetic study also aids attempts to identify
possible drug targets as its inclusion within the Rhizaria, which includes other oyster
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pathogens, such as Haplosporidium, might direct a more focused approach to prevent
or treat this notifiable disease.

Another strength of transcriptomics is the possible comparative approach under-
standing the transcriptomic response to different environmental stimuli or during
developmental stages. The human intestinal parasite Entamoeba histolytica is the third
most leading cause of protistan death and responsible for up to 100,000 deaths annu-
ally.29 Entamoeba has a biphasic lifestyle alternating between a motile feeding stage
called trophozoite and an immotile survival stage called cyst. Cysts are produced in
the lower parts of the intestinal tract and allow Entamoeba to survive the environ-
mental conditions outside its host. Poor sanitary conditions ultimately lead to the up-
take of cysts via contaminated drinking water and thereby completing the life cycle of
this parasite. The actual cues that induce cyst formation are not clear and more frustrat-
ingly, it is currently not possible to induce cyst formation for E. histolytica. For this
reason, the lizard pathogenic species Entameoba invadens is used to study cyst forma-
tion as it can be induced in vitro in the laboratory.30 In order to understand the under-
lying molecular events that lead to the production of cysts, Ehrenkaufer et al.
conducted a comparative transcriptomics during encystation using next-generation
SOLiD sequencing.31 Their paper also reported a Sanger genome for E. invadens
with an only fourfold average coverage. Although poor coverage, most main features
could be compared with the genome of the human pathogen E. histolytica.32 The high-
quality SOLiD data was more interesting especially as the authors took samples from
various time points during cyst formation. RNA was extracted at 0, 8, 24, 48, and 72 h
post induction. There were two biological replicates but as the cyst formation process
cannot be synchronized, the authors were forced to investigate major gene regulation
patterns. As many years of Entamoeba research had produced a good, but sparse, list of
genes known to be involved in cyst formation, the authors could benchmark their more
recent high-throughput data. The over 11,000 putative E. invadens genes were fol-
lowed during cyst formation, and up- and downregulations were assessed. Nearly
10,000 genes were expressed at least one time point during this developmental pro-
cess. These genes were clustered based on expression profiles and during early stages
of cyst formation, more genes were upregulated than downregulated compared to their
expression profiles in trophozoites (time ¼ 0 h). During later stages of encystations,
the reverse was true and more genes were downregulated compared to trophozoites.
This suggests a developmental program for cyst formation being activated during early
stages of the cyst formation process. Based on which genes were differentially regu-
lated, it was clear that main metabolic enzymes were being shut down in the later
stages of cyst formation, probably in preparation for the dormant cyst stage.31 This
work was also compared to two other studies focusing on encystations in Entamoeba,
a proteomic study33 and a metabolomic study.34 Both studies were somewhat limited
in scope compared to the Ehrenkaufer et al. study and only some overlap was identi-
fied. This was partly due to the fact that proteomic study was conducted on
E. histolytica and possible orthologs were difficult to identify. The major discovery
was the possible important role of phospholipase D (PLD) in very early cyst-
forming stages. PLD is involved in membrane events and cleaves the phosphodiester
bond in structural phospholipids. This results in the production of phosphatidic acid
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that can act as a secondary messenger and can relay intracellular signals.35 Functional
experiments demonstrated indeed that cyst formation is affected when PLD is inhibited
by adding n-butanol to the induction medium.31 The work by Ehrenkaufer et al. has
produced a working-list of possible essential encystation genes, and further work,
both in E. invadens and E. histolytica, will be required to see if the life cycle of this
important parasite can be disrupted.

4. Single-Cell Technologies

Since the previous edition of this book was published, massive progress has been
made in the single-cell sequencing field. Up to now, most sequencing efforts focused
on multiple cells. The yeast genome9 was not the genome from one yeast cell but
from a culture. The human genome36,37 was not from one cell either. Obviously,
the ability to sequence single cells stands or falls with the ability to reliably isolate
one cell and then obtain enough material to do meaningful sequencing. Despite a
quick start, a realization is now crystallizing that at many stages artifacts can be
introduced and that some startling papers have perhaps been too hasty in celebrating
their achievements.38 One of the big challenges has been the isolation of single cells.
Cells can be obtained by enzymatic digestion to remove them from surrounding tis-
sue, by laser-capture microdissection, by fluorescence-activated cell sorting (FACS),
or by microfluidics.39 It is important that wells are inspected as to make sure there is
a cell in a well or to be certain there is not more than one cell in each well to avoid
erroneous results creeping in at this early stage. The next critical step that is prone to
artifact introduction is the whole genome amplification step. Artifacts such as
chimeric sequences, mutations, and amplification errors can seriously hamper
identification of genuine sequence diversity. Principally, there are two methods, a
PCR-based approach or an isothermal amplification approach (a third method is a
combination of the two). For the PCR approach, the genome is amplified using
known genome-wide sequences, an adaptor ligated to sheared DNA, or using
random primers. The main problem with this approach is the nonrandom distribution
of primer sites and/or PCR bias due to GC content.39,40 The isothermal amplification
method uses j29 polymerase which results in greater genome coverage with lower
error rates. However, errors are introduced because initial amplification products get
overrepresented in the final DNA.39 In addition, some chimeric products are being
produced as well. The hybrid method uses a combination of the PCR-based and
isothermal approaches and produces intermediate results, and it is this method and
the isothermal method that seemed to be most used.39 However, the main problem
remains that introduced artifacts will make it difficult to separate these from genuine
genomic features. A pragmatic approach is to sequence at least three cells to discrim-
inate artifacts from genuine base substitutions. Obviously, this will make the discov-
ery of very rare variations quite challenging.40

An important rationale to conduct single-cell transcriptomics is that standard tran-
scriptomics approaches (using populations of cells), will only result in trends gene
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expression. Mutually exclusive gene sets will never be discovered unless single-cell
transcriptome data is available.40 A key challenge in transcriptomics is that estima-
tions suggest that only 5e25% of mRNAs are converted into cDNA.41 In addition,
it may be difficult to amplify or sequence extremely low-level transcripts, or, at
the bioinformatics stage, the low number of reads representing these transcripts
may be considered as noise by some software tools and undesirably removed from
the dataset.40 As direct sequencing approaches for nucleic acids are being developed
and optimized,42 perhaps the amplification steps that introduce artifacts are no longer
needed in the (near) future.

Due to the small genome sizes, most viral genomes are readily sequenced (see the
Ebola section in this chapter). Several studies benefitted from this and were able to
follow genome evolution in populations and even within patients. The classic case
of the Florida dentist and HIV transmission43 and the more recent spread of Ebola20

are all clear examples of live tracking of genome evolution. A 2014 study using direct
sequencing of eukaryotes to understand variation within malaria patients44 brings in-
fectious disease research to a new level. People living in endemic areas of infectious
diseases are often exposed to multiple infection events. Malaria patients bitten by a
mosquito carrying different Plasmodium species or strains can develop complications
as the new infection might carry drug resistance for example. Although these multiple-
genotype infections are well known, their effect on drug resistance, virulence evolu-
tion, intrahost dynamics, and recombination rates is not known.44 Nair et al. exploited
the fact that Plasmodium lives inside erythrocytes to isolate single cells of the malaria
parasite. Being aware of potential pitfalls, they tested 14 different combinations of cell
sorting, whole genome amplification, and analytical methods to identify the most
robust approach to perform single-cell genomics. This took 260 single-cell implica-
tions. Using rarefaction curves, the authors concluded that after 10e15 cells, they
did not obtain new genotypes and suggested that sequencing more than 50 cells would
not be recommended.44 It needs reminding that this is dependent on the rate of change
and number of infections present, and for other systems this number might be lower, or
higher. Comparative analyses between single-cell genomes and deep sequence clonal
genomes indicated that their approach effectively captured all present haplotypes. On
average, for Plasmodium vivax, the authors obtained>30% coverage of the genome at
a 10-fold sequence depth. For P. falciparum, this number was >50%. As they also
deep sequenced several P. falciparum strains, they could match nearly 99% of all
SNPs based on the single-cell genomes.44 Interestingly, the original P. falciparum
genome was affected by the parasite’s high AT-content13 but this sequence bias did
not affect the single-cell genomes. As one of the questions about multiple-genotype
infections is whether it affects spread of drug resistance, the authors compared alleles
known to be involved in drug resistance within their single cell genomes. Although
most alleles were fixed, some demonstrated intrahost polymorphism. One mutation
was identified in a gene that has been linked to artemisinin resistance.44 Although
perhaps early days, but when direct nucleic acid sequencing becomes a routine
method, real-time tracking and identification of infectious diseases within patients
and personalized medicine will become a reality.
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5. High-Throughput Sequencing

Since mid-2000s, advances in sequencing technologies have made it possible for DNA
sequencing to take place outside large dedicated sequencing centers (e.g., The Sanger
Institute). Genomics studies are no longer restricted to the use of model species, and
nonmodel environmental species can be relatively easily sequenced using a benchtop
sequencer (e.g., Illumina MiSeq). It is now possible to sequence the entire genome of a
bacterial or viral pathogen, assemble the raw sequence reads, perform automated anno-
tation, and visualize the results within a couple of days to weeks. At the same time
(indeed even on the same sequencer), it is also possible to selectively sequence the
transcriptome (RNA-seq), regions of DNA bound to protein (ChIP-Seq), or, for rele-
vant species, methylated DNA to study epigenetic effects, as well as small RNA mol-
ecules. It is also possible to perform the very same sequencing upon the host organism
at the same time, facilitating studying hostepathogen interactions.

Bioinformatics algorithms and tools are crucial in analyzing such unprecedented
volumes of data. These data volumes have emerged as a result of next-generation se-
quencers, such as the Roche/454, Illumina, and ABI/SOLiD systems. While useful in-
formation can be extracted by single researcher by targeted analysis of the sequencer
output, to gain the most information out of such data, it is becoming increasingly com-
mon for multiple researchers or research groups with widely differing areas of exper-
tise to collaborate. This collaboration is absolutely crucial if relevant insights are to be
gained from large-scale datasets. As a result, a vast array of data is generated, which is
required to be annotated and curated as well as analyzed for information relevant to
any particular experiment. In addition, this information needs to be stored, shared,
and distributed in a manner that enables reanalysis if and when new hypotheses are
generated.

Experiments including high-throughput sequencing should be carefully designed
and it is important that the bioinformatician(s) responsible for the data analysis are
involved in this process to ensure, for example, that enough replicates are being
included and/or that the genome or transcriptome to be sequenced is sufficiently
covered and is at a suitable read depth. Not all pathogens can be cultured or isolated
from host tissues and it is highly recommended to concentrate or (semi-)purify the
pathogen before sequence library preparation. Even though it is possible to remove
reads representing host sequences in silico, host DNA will be over-represented and
sequenced, especially when the pathogen number in the tissue is low.

One of the first steps in the analysis of high-throughput sequences is the assessment
of the quality of the reads. The most commonly used tool is FastQC (http://www.
bioinformatics.babraham.ac.uk/projects/fastqc/), which processes the raw fastq
sequence files and generates a report that shows various aspects of QC, including de-
tails on the number of reads, read length, Phred score quality, and GC-content along
the whole read and potential adapter contamination. This provides a good overview
of the overall quality of the dataset. In most cases, the reads will then need to be
quality-trimmed, and many tools have been developed to achieve this (e.g., Trimmo-
matic45 and Trim Galore!; http://www.bioinformatics.babraham.ac.uk/projects/trim_
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galore/). These software packages will remove any remaining adapter and low-quality
sequences, trim leading and/or trailing sequences, and remove reads that are below a
desired length. Many recent bioinformatics pipelines already include quality-trimmers
and use error-correction methods, so it is not always required to do this separately.

6. De Novo Genome Assembly

A large array of programs is now available to assemble genomes and transcriptomes de
novo. All of those are not listed in detail here as there are many considerations,
including sequencing platform used, the read length in use, the expected genome
size, length of longest repetitive elements, GC-content, and whether paired-end reads
are in use. Examples of tools that have been optimized for bacterial and/or viral
genome assemblies include the A5-MiSeq pipeline46 for bacterial and viral genomes
and the Iterative Virus Assembler (IVA47) , which assembles virus genomes (that
have no repeat sequences) from mixed populations at extremely high and variable
depth. When the genome contains regions of low complexity and/or repeat regions,
significant gaps may be left in the final assembly when using short (paired) reads pro-
duced by, for example, Illumina sequencers only. For many analyses, especially for
prokaryotic organisms, these gaps are generally not considered to be an issue as often
the sequence information is used for the typing of bacterial strains based on a set of
conserved genes (multilocus sequence typing), screening for the presence of resistance
genes, and/or the identification of the core- and pan-genome. However, in cases where
closure of these gaps is desirable, the addition of long sequence reads produced by, for
example, PacBio or MinION sequencing can significantly improve the quality of the
final genome assembly. The genomes of the emerging oomycete pathogen, Pythium
insidiosum, and Staphylococcus aureus Tager 104 were sequenced and assembled us-
ing a combination of Illumina and PacBio reads and assembled using SPAdes.48e50

Koren and Phillippy51 reviewed the three leading long-read sequencing technologies
(PacBio, Illumina synthetic long-read sequencing,previously known as Moleculo,
and Oxford Nanopore MinION), their characteristics, and the algorithms that are
currently available for long-read assembly.

7. Whole-Genome Sequence Analysis

Many different types of analysis can be performed using whole-genome sequence
(WGS) data, including whole-genome annotation, strain typing using multilocus
sequence typing (MLST) or WGS phylogenetic analysis, detection of variants (e.g.,
SNPs and indels), identification of the core-and pan-genome (as well as recombining
regions in bacterial strains), and phylogeography analysis.

A selection of tools is available to annotate assembled genomes, including Prokka, a
command-line software tool that uses a combination of gene and motif prediction tools
to rapidly annotate prokaryotic and viral draft genomes.52 It produces a set of standard
output files, including FASTA files containing all identified gene and protein sequences,
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as well as Genbank and GFF files. Online annotation tools are also available, including
RAST, which can be used to annotate bacterial and archaeal (draft) genomes.53

Since the late 1990s, MLST analysis has been used to characterize bacterial iso-
lates54 and with the ever-increasing number of bacterial sequences being generated,
this type of analysis will become more specific. MLST analysis can be performed us-
ing BLAST searches against MLST databases derived from http://pubmlst.org/, either
using custom scripts or as part of larger analysis pipelines, for example, nullarbor
(https://github.com/tseemann/nullarbor).

Phylogenetic analysis based on whole bacterial or viral genome alignments can be
performed to classify different species and, when used for bacterial sequence typing, it
is even more accurate than MLST analysis as it uses all of the sequence information for
comparisons, rather than a small selection of conserved loci. The first step is to identify
the core-genome (the part of the genome that is shared across all strains/isolates),
which can be determined using, for example, the Harvest suite,55 followed by phylo-
genetic inference (using, e.g., RAxML56). Variants (SNPs and indels), potentially
explaining virulence or resistance of particular pathogenic strains/isolates, can be iden-
tified by mapping reads to a reference genome sequence (e.g., by using BWA57 or
Bowtie),58 viewed using genome visualization tools (e.g., IGV59 or Tablet),60 and
filtered using variant calling software tools (e.g., SAMtools,61 Varscan 2,62 snippy
(https://github.com/tseemann/snippy), or the GATK pipeline).63

Nullarbor (https://github.com/tseemann/nullarbor) is a bioinformatics pipeline that
performs many of the analyses described earlier and it cleans Illumina sequence reads
and performs de novo assembly of bacterial isolates. In addition, it attempts to identify
the species (by comparison to all known bacterial genome sequences) and species type
(using MLST analysis), variants (SNPs), and resistance genes, and the results are then
summarized in a comprehensive report.

While studying bacterial genome sequences, further characterization analysis can be
done, including the identification of the core- and pan-genomes across strains (e.g., us-
ing Roary)64; identification of recombining regions (e.g., clonalFrameML)65; and iden-
tification of antimicrobial-resistant genes (e.g., Ref. 66). Furthermore, comprehensive
phylogeography analysis can be performed to study genome evolution of pathogens
during outbreaks using BEAST.67 Great examples of applications of the latter method
are demonstrated in studies on the outbreak of Legionella pneumophila in Spain over
an 11-year period68 and the Ebola virus disease epidemic in West Africa.19

As was mentioned earlier, it is crucial that data are shared among the scientific com-
munity. An excellent example of an online tool that facilitates the sharing, visualiza-
tion, and exploration of WGS data using trees, maps, and timelines is microreact
(http://microreact.org/).

8. RNA-Seq (Transcriptomics)

Gene expression analysis (transcriptomics) can be used to study hostepathogen inter-
actions and to identify important cellular processes or metabolic pathways that are
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important during the infection process. When a reference transcriptome is available for
the species of interest, reads derived from different samples (e.g., infected vs. nonin-
fected or infected tissue samples over time) can be mapped to this transcriptome and
abundances for each gene compared in order to identify differentially expressed genes/
transcripts. When a reference transcriptome is not available, a de novo transcriptome
can be generated. De novo transcriptome assembly involves the reconstruction of
gene transcripts, which is more complex compared to genome assembly because of
the presence of isoforms and alternatively spliced transcripts. The Trinity RNA-Seq
de novo assembly software package69 is a widely-used pipeline for de novo assembly
of transcriptomes and it is well supported by the developers. Trinity contains a selec-
tion of scripts that allow the user to generate a de novo transcriptome from raw
sequence reads, estimate read abundance across a selection of samples, and perform
differential gene/transcript expression analysis. It uses the most commonly used tools,
including RSEM70 and Kallisto71 for read mapping and abundance estimation and
edgeR,72 limma,73 and DESeq274 for differential gene/transcript expression analysis.
The transcripts generated by Trinity can be annotated using Trinotate (https://
trinotate.github.io/), which in turn contains a number of software tools to perform ho-
mology searches against public gene and protein sequences, screen for conserved pro-
tein motifs, and identify transmembrane regions and signal peptides.

Although progress in next-generation sequencing is fast, software development is
even faster and the sell-by date of this section is likely to be in the near future. How-
ever, some software tools have been around for quite some time and so will several
newer ones. Anyone interested in embarking on a next-generation project should
not only look at the technical abilities of their sequencer of choice, but also include
a bioinformatician from the start to make sure data can be analyzed.

9. Concluding Remarks

Remarkable progress has been made in the last decade due to enormous technological
advancement in the sequencing field. Next-generation sequencers are now common-
place in many research institutes, and several commercial services provide relatively
cheap sequence solutions. Our treatment of this field is not exhaustive and several
good reviews about the technicalities of new sequencing platforms have been written
on the topic.75,76 We have attempted to show some recent case studies in infectious
disease research that have been published in recent years using various next-
generation sequencing approaches. In addition, the final sections provide a brief over-
view of bioinformatics solutions to the overwhelming data flow that next-generation
sequencing platforms produce. Especially this last field is very fast-moving and new
software solutions are written regularly. Many of the packages are community sup-
ported and those who are interested are invited to visit websites and Internet fora to
familiarize themselves with this field. Despite the current pressures in science to pro-
duce and chase impact, the community spirit that once was synonymous with science
is still present on the Internet. Embrace the technology that can help make a change in
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infectious disease research, but please remember to now and then look down a micro-
scope to remember what parasites look like!
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1. Introduction

Genomics is the science of studying genomes of living organisms. The main driver of
companies that specialize in genomics is human-genome sequencing and most of the
technology breakthroughs have been achieved to improve the speed and quality of hu-
man whole-genome sequencing (WGS) and to reduce its cost and turnaround time.
However, noneukaryotic genomics, and especially pathogen genomics, have made
considerable progress since mid-1980s, and the first whole genome ever sequenced
was from an RNA-virus, the bacteriophage MS2.1 This was just 1 year before the in-
vention of dideoxy chain terminator sequencing by Fred Sanger, which was the first
breakthrough in pathogen genomics. The first bacterial whole-genome sequence was
obtained in 1995 from Hemophilus influenza.2 Applied Biosystems Inc. (ABI), now
one of the various brands of Thermo Fisher Scientific Inc. (Middlesex, MA, USA),
has been the most renowned company providing sequencing instruments and reagents
during nearly 2 decades. This was the era of de novo reference quality genome
sequences.

The availability of such reference genomic data for prokaryotic and eukaryotic or-
ganisms has led to the second breakthrough in pathogen genomics: genome resequenc-
ing using microarrays which allowed the comparison with a reference genome of
specific species and the detection of variants: single nucleotide polymorphisms
(SNPs), insertions, or deletions with a potential impact on the phenotype. As of
February 2016, 31,633 scientific articles using the Affymetrix (Santa Clara, CA,
USA) proprietary microarray technology have been listed on the website of the com-
pany (www.affymetrix.com). Affymetrix still proposes whole-genome genotyping
chips, the Genome-Wide Human SNP Array 5.0 that provides information on
500,000 SNPs and also contains 420,000 probes to provide additional data such as
copy number variation. However, microarray technologies are now mostly used for
targeted resequencing of specific genes, most often in a custom-based approach.

The microarray technologies have been supplanted by next-generation sequencing
(NGS). NimbleGen, now part of Roche Sequencing (Pleasanton, CA, USA), manufac-
tured DNA chips from 1999 but stopped this activity in 2012, and Affymetrix has been
recently acquired by Thermo Fisher Scientific. NGS represents the third breakthrough
in pathogen genomics and has brought high throughput to sequencing. As it is the case
for DNA chips, the short length of reads generated by the first NGS technologies,
either sequencing-by-synthesis (SBS) or semiconductor sequencing, makes them
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resequencing technologies rather than de novo sequencing technologies. However,
NGS has been a real revolution. Sanger sequencing was used for the 13-year-long Hu-
man Genome Project, which resulted in the first whole-genome sequence in 2003 for a
budget of $2.7 billion. Five years after, the same result was obtained in 5 months for
just $1.5 million.3 These progresses were largely due to the introduction of the first
NGS platform by 454 Life Sciences (now part of Roche Sequencing) in 2005. Inter-
estingly, NGS technologies and instruments were first used to sequence the whole
genome of human pathogens, Mycoplasma genitalia4 and Escherichia coli.5 Because
of the high throughput of NGS platforms, as of February 2016, more than 75,000 com-
plete genome sequences from 5375 viruses and more than 2000 complete bacteria ge-
nomes from more than 500 genera are available in the NCBI database (http://www.
ncbi.nlm.nih.gov/), and these numbers grow rapidly, the emphasis being on species
that are pathogenic for animals or plants.

The National Human Genome Research Institute (NHGRI) part of the NIH
awarded in 2008 more than $20 million in grants (the $1000 genome grants) to
develop innovative sequencing technologies inexpensive and efficient enough to
sequence a person’s DNA as a routine part of biomedical research and health care
for less than $1000. The cost of a human WGS dropped dramatically and, as of
October 2015, was estimated by NHGRI at $1245 (Fig. 18.1). The same cost drop
applies to smaller genomes such as those of microorganisms as the cost to sequence
1 Mb is now estimated at $0.014 and a target for the sequencing of a bacterial

Figure 18.1 Human whole genome cost drop over the years.
Data from the National Human Genome Research Institute, NIH, USA, http://www.genome.
gov/sequencingcosts/ (last visited February 11, 2016).
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genome could be as low as $1.6 Currently, the cost of sequencing a bacterial genome
is between $140 and $180.7

In 2011, the median turnaround time to obtain a human whole-genome sequence
was just 68 days (http://www.completegenomics.com/). The turnaround time of bacte-
rial WGS is now around 1 day and Ebola virus could recently be sequenced from a
clinical specimen in less than 24 h, the sequencing itself being completed in
15e60 min.8

The fourth breakthrough in genomics is the single-molecule real-time
sequencing (SMRT) technologies proposed by companies such as Pacific Biosci-
ences (Menlo Park, CA, USA) and Oxford Nanopore (Oxford, UK; http://www.
nanoporetech.com) since 2014, which achieve high-throughput long-read length
sequencing. With these techniques, still less accurate than high-throughput, short-
read length sequencing, genomics comes back to the era of whole-genome reference
sequences.

All manufacturers now target benchtop format instruments, and small-sized and
portable sequencers may allow sequencing in clinical laboratories for diagnosis as
well as “in the fields,” during large epidemics for genomic surveillance.

Of course, massively parallel sequencing generates enormous amounts of data and
bioinformatics technologies for quality control, genome assembly, comparison with
reference genomes, sequence mapping, and annotation, and analysis of sequence var-
iations has also evolved together with sequencing technologies. “Big data” must, in
addition, be stored somewhere and companies now propose cloud computing
solutions.

Understanding hosts, vectors, and pathogens’ genomes, as well as their transcrip-
tomic and epigenomics modifications following infection, during the course of the dis-
ease, and under treatment will ultimately lead to personalized medicine for which
genome characteristics will be important to tailor treatments.9

Several biotech companies have been created since 1990s to develop and market
systems for the analysis of genomes, many of them by scientists issued from uni-
versities. Since then, we witness a very important concentration of technologies,
both NGS and microarrays, in the hands of few large manufacturing or service
companies that propose solutions for chemistry, instruments, and software for
data analysis.

2. Technologies and Instrument Platforms

2.1 Sanger Sequencing

Sanger sequencing uses the SBS approach in which a DNA polymerase generates
DNA reads from a template that is the DNA molecule to be analyzed. The nature of
the nucleotide at a given position is now determined using specific dyes.

Sanger sequencing, although too laborious and expensive for WGS, remains
routinely used when sequencing of specific genes or fragment of genes is needed,
for example, for viral or bacterial genotyping or for resistance testing when SNPs
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are associated with specific genome regions. For bacterial WGS, biological amplifica-
tion by culture and single colony picking is needed whereas PCR amplification of spe-
cific genes is done for both viruses and bacteria before amplicons are sequenced. Since
1987 and during the last four decades, Sanger sequencing has been mostly done on
ABI sequencers (Thermo Fisher Scientific) instruments, a brand that now proposes
a series of capillary electrophoresis sequencers ranging from 1 to 96 capillaries and
covering the needs of different laboratories in terms of throughput. All current ABI
DNA sequencing kits use cycle sequencing protocols with two different chemistries:
dye primer chemistry or dye terminator chemistry.

2.2 Next-Generation Sequencing Based on Sequencing-by-
Synthesis

NGS is parallel sequencing of clonally amplified or single DNA molecules by iterative
cycles of polymerase-based extension or oligonucleotide ligation that takes place in
flow cells. These technologies have revolutionized all aspects of genomics:

WGS, targeted resequencing, metagenomics, gene expression profiling, epigenom-
ics, and DNAeprotein interactions study (ChIP-Seq). The main characteristics of NGS
technologies and platforms are described in Table 18.1. For a detailed description of
NGS technologies, see Metzker M.L. (2010).10

2.2.1 Short-Read Sequencing: Reversible Termination
Sequencing-by-Synthesis

This method is in principle similar to Sanger sequencing although the chain termina-
tion process is rendered reversible by using special fluorescently labeled terminator nu-
cleotides. This technology allows high throughput and accuracy and is the
predominant method used in pathogen genomics.

454 Life Sciences (Roche Sequencing) has been the first company to commercialize
an NGS platform in 2005. The company now sells two instruments using the same
chemistry: GS FLX, which is recommended for genomic analysis of complex organ-
isms or samples with multiple bacterial genomes and GS Junior, which is recommen-
ded for genomic analysis of viruses, bacteria, and fungi. The FLX system can perform
high-throughput sequencing of 100s to 1000s of samples and loci, whereas the Junior
system is limited to targeted sequencing of 10s to 100s of samples and loci. However,
the latter benchtop instrument is more suited to microbiology laboratories. Automation
using the magnetic beads technology simplifies emulsion-PCR and allows library
preparation of genomics samples in hours in a single tube, eliminating cloning, and
colony picking. Currently, 671 articles using the 454 technology for microorganism
genomics have been published (http://sequencing.roche.com/).

Illumina (San Diego, CA, USA) was created in 1998 to exploit rights on the
BeadArray technology developed at Tufts University. Its first NGS, the Genetic
Analyzer II, platform has been released in 2007. Currently, the company proposes
a complete range of systems including a small benchtop format (MiniSeq), MiSeq,
especially designed for targeted and small genome sequencing (including the first
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Table 18.1 Main Characteristics of Current NGS Platforms

MinIION PacBio RS II (Pacific 
Biosciences)

Ion 520 Ion 530 Ion 540 Ion 314 Ion 316 Ion 318 (Oxford Nanopore) 1 to 4 cells
Read length 10 Kb (up to 300 Kbp) > 20 Kbp

200 bp 0.6–1 Gb 3–4 Gb 10–15 Gb 200 bp 30–50 Mb 300–600 Mb 600 Mb–1Gb 36 bp 540-610 Mb 2 × 75 bp 3.3–3.8 Gb 700 bp 70 Mb 600 bp llecrepbG1/bM005bM054
400 bp 1.2–2 Gb 6–8 Gb – 400 bp 60–100 Mb 600 Mb–1Gb 1.2–2 Gb 2 x 25 bp 750-850 Mb 2 × 300 bp 13.2-15 Gb 1,000 bp 700 Mb 

2 x 150 bp 4.5-5.1 Gb
2 x 250 bp 7.5-8.5 Gb

Reads (million) 3–5 15–20 60–80 0,40–0,55 2–3 4–5.5 0.6 0,055 per cell

36 bp
> 90% bases 

higher than Q30 
2 × 75 bp 

> 85% bases 
higher than Q30 

600 bp
99.995% (x 15 

coverage)
> 99,999 (QV50)

2x25 bp
> 90% bases 

higher than Q30 
2 × 300 bp 

> 70% bases 
higher than Q30 

1,000 bp 
99.997% (x 15 

coverage)

2x150 bp
> 80% bases 

higher than Q30 

2x250 bp
> 75% bases 

higher than Q30 
200 bp 1 hr 2.5 hr 5 hr 200 bp 2.3 hr 3.0 hr 4.4 hr 36 bp 4 hrs 2 × 75 bp 21 hrs 600 bp 10 hours Real �me Real �me
400 bp 2 hr 4 hr – 400 bp 3.7 hr 4.9 hr 7.3 hr 2 x 25 bp 5.5 hrs 2 × 300 bp 56 hrs 1,000 bp 23 hours 2 minutes to 48 hours 30 minutes to 6 hours

2 x 150 bp 24 hrs 
2 x 250 bp 39 hrs 

Dimension          
(W x D x H)  cm

10,5 x 2,3 x 3,3 61.3  x 91.3  x 66.5 

6 Gb (48 hours run)

up to 96%

(Roche)

MiSeq (Illumina)

68,6 x 52,3 x 56,5

36 bp/2x25 bp/2x150 bp/2x250 bp

Q20 read length of 
700 bases (99% 
accuracy at 700 

bases and higher for 
preceding bases)

GS FLX+ 

74.3  × 69.8 × 36.1 

1

700 bp 18 hours

0.1

GS Junior Plus 
System 

(Roche)

40 x 60 x 40 61 x 51 x 5330.8 x 69.8 x 44.4

Ion PGM (Thermo Fisher)Ion S5 XL (Thermo Fisher)

pb004/pb002400 bp/pb002

Analysis �me

Reagent Kit V2 Reagent kit V3

24-30 44-50 

Output

700 bp 600 bp/1000 bp

atadonatadonQuality scores

Bold means read length.
Data from manufacturers’ websites.
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FDA-approved NGS instrument and a fully validated system for forensic geno-
mics), the NextSeq and HiSeq series for higher throughput analysis, and WGS of
complex organisms. After library preparation, cluster generation is done on the
NeoPrep Library Prep System, which significantly reduces hands-on time compared
to emulsion PCR. As of 2016, nearly 2500 articles have been published using Illu-
mina technology for microbial genomics (www.illumina.com/).

Semiconductor sequencing is an alternative to nonoptical methods, such as 454 or
Illumina, which reduces costs. The most popular system based on semiconductor is Ion
Torrent with the Ion PGM System and Ion Proton systems (Thermo Fisher Scientific),
which monitors the release of hydrogen ions, another by-product of DNA synthesis
when a particular nucleotide is incorporated in the DNA chain. The Ion PGM system
is recommended for de novo microbial sequencing, bacterial typing research, multilo-
cus typing (MLST), and viral typing research.

More recently, the company has released a new system: The Ion S5 System that is
dedicated to infectious diseases. This system enables sequencing of whole bacterial ge-
nomes from isolates or the direct sequencing of specific viral, bacterial, or fungal genes
(e.g., 16S genes or antibiotic resistance genes) from biological samples without the
need for culturing, in as little as 24 h.

For a detailed description of Ion Torrent semiconductor technology, see http://www.
ebi.ac.uk/training/online/course/ebi-next-generation-sequencing-practical-course/what-
next-generation-dna-sequencing/ion-torre.

2.2.2 Single-Molecule Sequencing: Real-Time, Long-Read
Sequencing-by-Synthesis

Single-molecule, long-read sequencing is the newest approach of NGS. The first
commercially available system, the PacBio RSII system, was released by Pacific Bio-
sciences (Menlo Park, CA, USA; http://www.pacb.com/) in 2011. In this system, a sin-
gle DNA molecule is added to a well with a single DNA polymerase molecule.
Nucleotides with a dye molecule attached to its phosphate are used and allow uninter-
rupted DNA synthesis. This real-time approach generates reads that are hundreds of
times longer than those obtained with other NGS techniques. Even if throughput is
lower, single-molecule, real-time sequencing has been used in applications where ac-
curate long sequence reads are required, such as the project of Public Health England
in partnership with the Wellcome Trust Sanger Institute to sequence its complete
collection of bacterial strains (http://www.sanger.ac.uk/resources/downloads/
bacteria/nctc/).

2.3 Nanopore-Based Sequencing

This technology which also generates single-molecule long-reads does not rely on SBS
but on the use of nanopores through which a single DNA molecule passes. Each base
going through the nanopore deviates an electrical current to an extent that is specific
and measurable so that the technique can determine the sequence. Oxford Nanopore
Technologies (Oxford, UK) has recently released the MinION, a USB driveesized
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platform, which is based on that principle. It has been tested in many laboratories
through an access program11 and has recently been used to sequence Ebola virus
from 142 samples collected during the recent epidemics. Results were generated in
less than 24 h (15e60 min only for sequencing). This short turnaround time combined
with portability of the equipment makes MinION particularly suitable for real-time
genomic surveillance and outbreak monitoring.

The main characteristics and performances of NGS platforms are detailed in
Table 18.1. The data presented here are provided by manufacturers on their websites.
However, performances claimed by manufacturers may be overestimated. Harismendy
et al.12 have compared the platforms of 454 Life Sciences, Illumina, and Sanger
Applied Biosystems on a 260 kb human-genome sample. Using the current versions
of these platforms, although the Illumina and Applied Biosystems produced the largest
amounts of data, only 43% and 34% of them, respectively, are usable after quality
filtration. In contrast, 95% of the data generated by the 454 platform were usable.
As expected, ABI Sanger sequencing had an error rate of about 7%. The overall
sequencing accuracy of NGS platforms was very high (99.99%), but the ability to
detect variant was 95% for the 454 platform (which had the lowest sensitivity),
100% for the Illumina platform, and 96% for the ABI platform, the last two technol-
ogies being less specific.

2.3.1 Microarrays

At least 36 companies providing microarrays were identified in 2009. Most of them
proposed low- to medium-density custom arrays, which are glass plates or beads
with DNA probes either spotted or synthesized in situ using a variety of technolo-
gies, including printing with fine-pointed pins onto glass slides, photolithography
using premade masks, photolithography using dynamic micromirror devices, ink-
jet printing, or electrochemistry on microelectrode arrays. For a review on the
use of microarrays for clinical microbiology, see Miller and Tang.13 Two com-
panies were proposing high-density DNA-Chips, Affymetrix (Thermo Fisher Scien-
tific), and NimbleGen (Roche Sequencing). Affymetrix still commercializes
microarrays, but none is currently intended for the analysis of pathogen genomes
whereas, in 2011, more than 1500 publications could be retrieved from the Affyme-
trix database with the key words “virus,” “bacteria,” “parasite,” and “fungi.” Roche
NimbleGen stopped manufacturing microarrays in 2012 and is now focusing on
SeqCap Target Enrichment brand for targeted DNA sequencing, bisulfite
sequencing, and transcriptome sequencing.

2.4 Software

The different sequencing approaches required different bioinformatics treatments. The
first wave of genomic data targeting de novo WGS required tools for genome assem-
bly, gene calling, and annotation, such as Phred, Phrap, Glimmer, or Artemis.14e16

NGS now rather compares an incomplete sequence to a reference sequence, and soft-
ware such as Newbler, SOAPdenovo, or Velvet are designed to analyze short reads.17
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3. Customers and Their Needs

Customers of companies involved in pathogen genomics are both public and private
organizations. Final users may be either research laboratories, clinical laboratories,
forensic laboratories, public health laboratories, hospital laboratories involved in infec-
tion control, and pharmaceutical companies. However, because pathogen genomics in-
tegrates different competencies for preanalytical, analytical, and data analysis, and
because investment needs in equipment and software are high, major customers of
companies that commercialize genomics solutions are very often organizationsd
public or privateethat provide services to the previously cited laboratories, such as
the Institute for Genomic Research, the US Department of Energy’s Joint Genome
Institute, the Whitehead Institute and the Broad Institute in the USA, the Welcome
Trust Sanger Institute in the UK, the Genoscope in France, or the Beijing Genomics
Institute in China. However, because of the evolution toward benchtop formats,
smaller laboratories tend to equip themselves and less and less outsource sequencing.

3.1 Research

The first need of scientists is to sequence microbe genomes and build databases of se-
quences. WGS has been made possible by using Sanger sequencing and now single-
molecule sequencing. Comparative genome sequencing, and targeted resequencing
allow the comparison of the sequence of whole genomes or specific genes to a refer-
ence sequence and to identify SNPs, insertions, and deletions (indels) as well as large
chromosomal rearrangements (structure or copy number changes). Some of these poly-
morphisms determine phenotypic characteristics of a strain or an isolate.18 Scientists
will use these data for fundamental research: to annotate all genes, understand genome
organization, classify species, and study their evolution. The knowledge of genome or-
ganization, combined with functional genomics, is the basis to understand pathological
properties of infectious agents. Among downstream applications are the development
of new drugs, vaccines, and diagnostics including the establishment of resistance and
escape profiles.

A new field of investigation is the study of microbiomes or metagenomics,19 which
consists in the systematic sequencing of all nucleic acids in a given ecological
“niche”dgut, upper respiratory tracts, and skindto identify all microbes. This allows
to characterize the “normal” flora, for example, at different ages in life, and interactions
between this flora in pathogenic agents during infection, in particular the exchange of
genetic material conferring resistance and virulence. Applications by pharmaceutical,
diagnostic, and agrofood companies are very important.

Transcriptome analysis is the characterization of all coding and noncoding tran-
scriptional activity in any organism without a priori assumptions through annotation
of SNPs and mapping to reference genomes, characterization of transcript isoforms,
regulatory RNAs, or splice junctions and determination of the relative abundance of
transcripts (gene expression analysis). Analysis of differential gene expression is
important in hosts and pathogens as well as in vectors of transmissible diseases (mostly
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insects). Human, plant, or animal cells can be studied when they are confronted to
infection to identify the mechanisms targeted by the pathogen and those by which
they resist infections. Pathogens’ gene expression during infection of the cell is an
important area of investigation as it may reveal pathological mechanisms and targets
for new drugs.

Epigenome analysis is the study of chromatin structure and gene regulation by CpG
methylation, histone modifications, or DNAeprotein interactions.

3.2 Clinical Biology and Public Health

Sequencing is generally not the first-line technology to identify a bacterial infection
except mycobacterial infections whereas viral diagnosis makes often use of molecular
biology and sequencing. WGS will probably not add more to existing diagnosis tech-
niques. On the contrary, metagenomics may prove useful in analyzing all sequences
from a given sample and identifying pathogens that could be at the origin of the disease
without any culture step. There have already been examples of the use of metagenom-
ics for the identification of pathogens in severe gastrointestinal brain and lung
diseases.20e23 This approach may also identify new or unknown pathogens in clinical
specimens. However, there are still a number of obstacles. First, the number of small
sequences generated requires complex computational approaches that are costly and
time consuming. It is also difficult to separate microbial DNA from human DNA
and the amount of DNA from a given pathogen may be very low, requiring complex
extraction methods to allow the high-depth coverage of its genome required for assem-
bly. Finally, the detection of a genome is not sufficient to identify it as the true or
unique cause of a disease.

The use of WGS may be of value for antimicrobial susceptibility testing. It was
shown in a 2013 study that WGS of Staphylococcus aureus isolates was able to predict
resistance to different antibiotics with a correlation of 97% with phenotypic testing.24

Of course, this use of WGS requires prior culture and updated databases of resistance
genes.

Genomics already finds applications in public health, for example, in the surveil-
lance and control of emerging infectious control, including resistant pathogens.
WGS sequencing of thousands of Streptococcus pneumoniae strains, which is done
at the Sanger Institute can analyze and predict the impact of pneumococcal vaccina-
tion. Genomic epidemiology has already been proven useful, and probably easier to
use than current typing methods, for outbreak investigations in the hospital or the com-
munity (see examples in Ref. 7). By giving hospitals an improved understanding of the
genetic markers of virulence and resistance, this service can help them understand how
bacteria are transmitted, while enabling better containment of an epidemic, limiting the
spread of infectious agents and improving surveillance approaches.

3.3 Other Applications of Genomics

Genomics can be used by pharmaceutical companies for R&D and quality control. Of
course, results generated by research laboratories using genomic technologies can find
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industrial applications such as new and better tailored drugs and vaccines. Reverse
vaccinology is a good example. Pharmaceutical companies that need to verify sterility
of injectable drugs and vaccines, for example, vaccines produced by viral culture, may
take advantage of metagenomics analysis of their bulk solutions. Diagnostic com-
panies can base the identification of new biomarkers for diagnosis or treatment moni-
toring disease on genomics.

The study of microbiomes also has a potential application for forensics:
sequencing the “bacteriome” in traces left on can be used to identify people as
the flora present on the skin is a signature depending on food habits, environment,
and diseases.

4. Industry Landscape

Since the invention of Sanger sequencing in 1977, many start-up biotechnology com-
panies have been created to develop and manufacture chemistry solutions and instru-
ment platforms to automate sequencing. Most of them have been created by scientists
or engineers from universities. As seen in Fig. 18.2, which presents a chronology of
companies’ creation along with release of sequencing platforms breakthrough of geno-
mics in microbiology, many of these start-up have been incorporated in larger com-
panies. Applied Biosystems Inc. has been acquired by Perkin Elmer and later,
through its merger with Invitrogen, became Life Technologies, which in turn was ac-
quired by Thermo Fisher Scientific. Thermo Fisher Scientific also acquired Ion Torrent
and Affymetrix to become a major player in genomics. Similarly, Roche acquired 454
Life Sciences as well as NimbleGen. The third major genomics player is Illumina that
claims on its website that its SBS chemistry is the most widely adopted NGS technol-
ogy, generating approximately 90% of global sequencing data (http://www.illumina.
com/). All these companies integrate bioinformatics and cloud computing in their
offer. Several companies such as Helicos Biosciences Corporation (Madison, MA,
USA) which was the first to release a single-molecule sequencing platform have dis-
appeared. Some technologies such as the SOLiD NGS platform developed by Applied
Biosystems or NimbleGen microarrays also no longer exist. However, new start-up
companies emerged in the recent years that propose promising technologies, such as
Oxford Nanopore or Pacific Biosciences, which already commercialize instruments,
and others, such as NABSys (Providence, RI, USA; http://nabsys.com/) or BASE4
Innovation (Cambridge, UK; http://www.base4.co.uk/), currently develop new con-
cepts for genomics. The current efforts of the whole genomics industry are obviously
on performances in terms of read length, read depth and genome coverage, accuracy,
quality of base call, throughput, and turnaround time. The trend is also to develop
smaller, portable low-cost machines that will be especially suitable for applications
in microbiology.

Research laboratories from universities or institutes have different needs, which
were, up to now, impossible to address with a single technology or instrument. Due
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to high prices of equipment and maintenance and frequent needs for instrument up-
grade, platforms serving the needs of several research laboratories and providing ser-
vices to the scientific community have emerged, which provide a full set of equipment
and dedicated human resources. The Wellcome Trust Sanger Institute (Cambridge,
UK) is an example where such a platform, linked to bioinformatics resources serves
different research projects, including a pathogen genetic group exploring parasites,
especially malaria and virus genomics. The Broad Institute (Cambridge, MA, USA)
is another example with a genome-sequencing platform that also considers fungi, bac-
teria, and virus genomes. The J. Craig Venter Institute, a not-for-profit private organi-
zation based in Rockville, Maryland (USA), has more than 500 scientists and staff,
more than 250,000 square feet of laboratory, and operates several resource centers
(sequencing, genotyping, functional genomics, and bioinformatics) for infectious dis-
ease genomics. Probably the largest NGS service company, the Beijing Genomics
Institute (BGI; Shenzhen, China), a spin-off from the Chinese Academy of Sciences,
has more than 230 sequencing platforms, mostly from Illumina and Thermo Fisher
Scientific (Ion Torrent) and has acquired, in 2013, Complete Genomics Inc. (Mountain
View, CA, USA), a major supplier of DNA sequencing technology in the USA. BGI is
a publiceprivate company (http://bgi-international.com/). Such large institutes are not
very numerous worldwide. However, they attract large international budgets that
generate important sells for genomics companies in terms of instruments, maintenance,
and reagents.

A nonexhaustive list of 228 companies and public facilities that provide DNA-
sequencing services in different parts of the world can be found at http://grouthbio.
com/Genome_Software_Service.php (last update in January 2016). Many of them
are compliant with good clinical practices (GCP), good laboratory practices (GLP),
and good manufacturing practices (GMP), or for clinical diagnostic services to the
Clinical Laboratory Improvement Amendments (CLIA) regulations. Some of these
companies have specialized in genomics of infectious diseases and provide expertise
and R&D solutions to customers with particular needs, such as the identification of
pathogens in clinical specimens with very low concentrations or in very degraded
specimens (see, e.g., http://www.viroscan3d.com/).

bioMérieux (Marcy-l’Etoile, France), a world leader in the field of in vitro diagnos-
tics, and Illumina recently announced the launch of bioMérieux EpiSeq, a service dedi-
cated to the epidemiological monitoring and control of healthcare-associated
infections. Hospitals facing a suspected epidemic or health crisis will be able to
send bacterial isolates to a service laboratory designated by bioMérieux and equipped
with an Illumina MiSeq sequencer. The genomic data is stored in a secure cloud plat-
form and analyzed using the database and software developed by bioMérieux. Results
showing the genomic profile of the infectious agents and the genetic variations iden-
tified by sequencing will be sent by bioMérieux to healthcare professionals in a
customized, easy-to-interpret report. It is likely that in vitro diagnostic companies
involved in infectious diseases will progressively enter the field of genomics with
either manufacturing or services offers.

The total market of NGS was evaluated to be $484 million in 2008 (Vernet25). It
was estimated at $3.3 billions in 2015 with a predicted annual growth rate of 21.3%

432 Genetics and Evolution of Infectious Diseases



between 2015 and 2020 (http://www.researchandmarkets.com/reports/3388723/
global-next-generation-sequencing-ngs-market#pos-0).

5. Conclusion

Genomics has now found its place in all domains of activities in the field of infectious
diseases, from basic to translational research, through disease diagnosis and surveil-
lance, molecular epidemiology for outbreak investigation, and emerging infections
monitoring. The current trend to instrument size reduction, portability, and cost and
turnaround time reduction will change the landscape in the coming years by allowing
smaller and decentralized laboratories to access NGS technology. Companies
providing services will specialize on aspects that require strong R&D, such as spec-
imen preparation and pathogen DNA enrichment or data analysis. In vitro diagnostic
companies have started to enter the field and will probably take a growing part of the
market. Manufacturing industries are experiencing concentration with a few leading
companies, although innovation is still carried on by small biotech companies, often
spin-offs of university laboratories. The market has a prediction of strong growth in
the coming years.
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1. Introduction

Following ingestion of standard doses of medication, interindividual variation in both
desired and toxic effects is often observed. Factors contributing include age, gender,
ethnicity, body mass index, physiological status, comorbidity, dietary factors, and
coprescribed medication. The genetic contribution to interindividual variability was re-
ported to range between 20% and 95%.1 In infectious diseases, the most commonly
studied variants are SNPs in genes implicated in drug absorption, distribution, meta-
bolism, and excretion (ADME) pathways. There is increasing interest in nuclear recep-
tors that regulate the expression of ADME genes, in human leukocyte antigen (HLA)
subtypes in hypersensitivity reactions (HSRs), and in genes implicated in the develop-
ment of metabolic toxicity.

2. Pharmacogenetics of HIV Therapy

The genetic contribution to variability in plasma concentration of antiretroviral
drugs was assessed in 2015 using the relative genetic contribution (rGC) method.2

Using this approach, the rank order for genetic contribution was efavirenz (EFV)
> nevirapine (NVP) > etravirine > tenofovir disoproxil fumarate (TDF) >
atazanavir (ATV) > ATV/ritonavir (ATV/r) > maraviroc (MVC) > lopinavir/
ritonavir (LPV/r) > raltegravir (RAL), indicating that class-specific differences
in rGC may exist.

2.1 Nucleoside/Nucleotide Reverse Transcriptase Inhibitors

Worldwide, there has been a move away from first-generation nucleosides, such as
stavudine (d4T), zalcitabine (ddC), didanosine (ddI), and zidovudine (AZT), toward
better-tolerated, less-toxic NRTIs, such as TDF, abacavir (ABC), and emtricitabine
(FTC). First-generation nucleoside analogues are associated with the potential devel-
opment of peripheral lipoatrophy, nonalcoholic steato-hepatitis, lactic acidosis,
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pancreatitis, and peripheral neuropathy, through mitochondrial toxicity.3,4 The newer
generation NRTIs are better tolerated, but ABC is associated with HSRs, as well as
cardiovascular disease (CVD) in some observational studies,5,6 and TDF is associated
with renal tubular toxicity7 and bone density changes.8 A newer tenofovir prodrug,
tenofovir alafenamide (TAF), can be given at much lower doses and is associated
with smaller declines in bone mineral density and more favorable changes in kidney
biomarkers than TDF.9

ABC and zidovudine10 are predominantly metabolized via hepatic glucuronidation
while TDF and 3 TC undergo renal excretion. NRTIs are substrates for multidrug
resistance protein 4 (MRP4/ABCC4), multidrug-resistant protein 5 (MRP5/
ABCC5), and breast cancer-related protein (BCRP/ABCG2).11e13 ABCC4 variants
have been reported to be associated with higher intracellular zidovudine triphosphate
(ABCC4 3724G>A) and lamivudine triphosphate (ABCC4 4131T>G).14

HLA B*5701 is a strong predictor of the ABC HSR.15 Caucasian patients receiving
ABC have an 8% chance of developing potentially fatal HSRs within 6 weeks of initi-
ating treatment.7 The prospective screening for HLA B*5701 in a predominantly
Caucasian population before commencing ABC has a high negative predictive value
and significantly reduces the incidence of ABC HSR.16 Although the carriage of
HLA B*5701 and the subsequent rate of ABC HSR is less frequent in Black popula-
tions,17,18 HLA B*5701 carriage has been reported to be 100% sensitive as a marker of
immunologically confirmed ABC HSR in Black patients in the United States.19 HLA
B*5701 is, however, virtually absent among sub-Saharan Africans, and genetic testing
is not recommended.20

The excretion of tenofovir in the kidneys is facilitated by both influx and efflux
transporters, that is, human renal organic anion transporters (hOAT; SLC22 A),21

located on the basolateral border of the proximal tubule and ABCC (MRP) transporters
located on the brush border of the proximal renal tubule,21,22 and the role of trans-
porters for this drug was reviewed in 2014.23 The ABCC2 CATC haplotype (at
positions �24, 1249, 3563, and 3972) and the allele �24C>T have both been associ-
ated with an increased incidence of tenofovir-associated tubular toxicity in predomi-
nantly Caucasian populations.24 In a study in Japanese patients, the ABCC2 24T>C
and 1249G>A were found to be protective for tenofovir-induced kidney toxicity,25

but no association with glomerular filtration rate was observed in a Thai patient
group.26 The associations with ABCC2 variants are difficult to rationalize, as tenofovir
is not a substrate for ABCC2, although it may be that an endogenous substrate for
ABCC2 exacerbates the toxicity of tenofovir or competes with tenofovir for transport
by ABCC4 out of the cell. These genetic variants may also be in linkage disequilibrium
with other SNPs in genes coding for unidentified factors exacerbating tenofovir
toxicity.23 Several studies have failed to identify an association between ABCC4 poly-
morphisms and tenofovir renal toxicity.24 ABCC10 (coding for MRP7) polymor-
phisms have been associated with renal toxicity27 and urinary to plasma tenofovir
ratio.28 Another study in Japanese patients did not replicate the association with renal
toxicity,25 but a case report of two vertically HIV-infected patients affected by kidney
tubular dysfunction showed they both carried allelic variants in the ABCC2, ABCC4,
or ABCC10 genes.29
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2.2 Nonnucleoside Reverse Transcriptase Inhibitors

Until late 2000s, EFV was the preferred third agent in first-line regimens across
resource-rich settings.30,31 It has now been downgraded from recommended to alterna-
tive agent in favor of the protease inhibitors (PIs) and integrase inhibitors (InSTIs) in
most guidelines.32,33 It remains recommended as first-line third agent in resource-poor
settings alongside NVP, which is also prescribed in the prevention of mother to child
transmission (PMTCT).34 Unfortunately, these drugs have a fragile genetic barrier to
the development of resistance and a single-drug resistance mutation can confer high-
level resistance to all first-generation NNRTIs.35 The main difference between the two
drugs lies in their toxicity profiles. The use of NVP is characterized by an idiosyn-
cratic, potentially fatal, immune-mediated HSR, which occurs in about 5% of treated
individuals during the first 6 weeks of therapy. This HSR can manifest as hepatotox-
icity, fever and/or a StevenseJohnson rash, and occasionally death. It is more likely in
females with CD4 counts greater than 250 cells/mm3 and in males with CD4 counts
greater than 400 cells/mm3.36,37 The use of EFV on the other hand is characterized
by the development of central nervous system (CNS) side effects in about 40% of
treated patients.38 Most of these symptoms (insomnia, dizziness, headache, and vivid
dreams) are self-limiting and often disappear within the first 12 weeks of therapy,39 but
they can lead to treatment discontinuation and may also negatively impact upon
compliance to therapy. However, the Encore I study in 2014 assessed the reduction
of dose from 600 to 400 mg once daily and showed a lower incidence of adverse
events without compromising efficacy.40

NVP is primarily metabolized by the cytochrome P450 3A4 (CYP3A4) and 2B6
(CYP2B6) enzymes into its major metabolites 2-hydroxyNVP and 3-hydroxyNVP,
respectively, with a minor contribution from CYP3A5.41 CYP3A4 (in concert with
CYP2D6 and CYP3A5) is also involved in the biotransformation of NVP to
8-hydroxyNVP and 12-hydroxyNVP, both minor metabolites.41 EFV on the other
hand is predominantly metabolized by CYP2B6 into 8-hydroxyEFV with a minor
contribution from CYP3A4.42 The biotransformation of EFV to 7-hydroxyEFV, its
minor metabolite, is via CYP2A6 with a minor contribution from CYP2B6.42 Addi-
tionally, UDP-glucuronosyltransferase (UGT) 2B7 has been identified as the main
enzyme involved in EFV N-glucuronidation and has been shown to predict EFV
plasma concentrations.43 The role of influx and efflux transporters in the disposition
of NNRTIs is not fully characterized. Isolated studies have shown that both drugs
inhibit p-glycoprotein (MDR1; ABCB1),44 ABCG245 and ATP-binding cassette,
subfamily C, member 1 (MRP1; ABCC1).46 However, there are conflicting reports
on whether either of these two NNRTIs are ABCB1 substrates.47,48 The nuclear recep-
tor, the constitutive androstane receptor (CAR), correlates with CYP2B649 and
CYP2A650 expression in liver, even in the absence of enzyme inducers and xenobi-
otics. Activators of CAR have also been shown to induce UGT2B genes in vivo51

and so CAR appears to play a role in basal and inducible regulation of all the enzymes
involved in EFVmetabolism. An SNP in CAR (CAR C/C genotype) has been shown to
be associated with EFV plasma concentrations52 and early treatment discontinuation of
EFV-containing regimens.53

Pharmacogenetics of Infectious Disease Therapy 437



CYP2B6 is primarily expressed in the liver and is one of the most polymorphic
CYP genes in humans. Its variants have shown to affect transcriptional regulation,
splicing, mRNA and protein expression, and catalytic activity.54 Three CYP2B6 poly-
morphisms in particular (516G>T, 983T>C, and 15,582C>T) predict increased
plasma EFV exposure. The various combinations of these loss-of-function alleles,
which are common in all race/ethnicity, define 10 plasma EFV concentration strata
spanning an about 10-fold range.55,56 The impact of the CYP2B6 516G>T SNP on
the pharmacokinetics and pharmacodynamics of EFV is well described.57 Heterozy-
gous and homozygous carriers of the variant allele have been shown to express up
to fourfold less CYP2B6 protein in comparison to the individuals homozygous for
the common allele, resulting in increased EFV levels. A number of studies have shown
that the 516G>T SNP is also associated with NVP plasma concentrations.58e61

The CYP2B6 983 T>C SNP, predominantly found in West African populations, re-
duces expression of CYP2B662,63 and is associated with up to threefold higher plasma
concentrations of EFV, which rises to up to fivefold if the CYP2B6 516 G>T SNP is
also present.62 Heterozygosity for the 983T>C SNP has also been reported to be associ-
ated with significantly higher NVP plasma levels in Black patients.64 In a 2015 study, a
novel haplotype of CYP2B6 consisting of three polymorphisms (rs10403955,
rs2279345, and rs8192719) was shown to be more strongly associated with EFV concen-
trations above the reported minimum toxic concentration (4000 ng/mL) than the 516G>T
polymorphism.65 Similarly, CYP2B6 polymorphisms have been found to be associated
with extremely high concentrations of EFV in Japanese patients receiving a standard
dose allowing a dose reduction to 200 mg without loss of antiviral efficacy and improve-
ment in CNS symptoms.66,67 Importantly, efficacy was not associated with CYP2B6 poly-
morphisms within the Encore I study, even in patients with the highest genetic
susceptibility receiving 400 mg once daily.68,69

In the presence of CYP2B6 slow metabolizer genotypes, EFV clearance depends on
secondary pathways such that CYP2A6 (�48T>G) and UGT2B7 (735A G/G homo-
zygote) associate with even greater EFV concentrations. In a 2015 study, this was seen
in all subjects, and in Black subjects and White subjects analyzed separately. It was
also independent of CYP2B6 slow metabolizer genotype subgroup (i.e., 516 TT,
516 T/983C, and 983CC).70 There is a reported weak association between CYP3A4
(�392A>G) and CYP3A5 (6986A>G) variants and EFV exposure, which is dimin-
ished when the study population is stratified by ethnicity.57,71 The Swiss HIV cohort
have also demonstrated that in the presence of defective CYP2B6 metabolism, there is
a significant association between EFV exposure and CYP3A4 and CYP2A6
variants.72,73

Higher plasma concentrations of EFV are associated with central nervous system
side effects.74e77 CYP2B6 516G>T is associated with EFV-induced CNS toxicity dur-
ing the first week of therapy.57 A composite CYP2B6 516/983 “slow metabolizer” ge-
notype has also been shown to correlate with a higher rate of CNS side effects in
Caucasians,78 and CYP2B6 polymorphisms influence EFV (but not metabolite) con-
centration in cerebrospinal fluid.79 A number of studies have attempted to individu-
alize EFV dosing using prospective CYP2B6 516G>T genotyping,66,80,81 some
showing that CYP2B6 genotyping can decrease CNS side effects and can also reduce
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treatment costs.55,72 A genetic association study involving over 1000 AIDS Clinical
trials (ACTG) participants suggested that most patients could receive less than
600 mg doses of EFV.56

A 2014 study showed an association with the CYP2B6 983 T>C SNP- and NVP-
induced Steven Johnson syndrome but no other skin hypersensitivity in Malawian and
Ugandan HIV-infected individuals.82 As CYP2B6 983T>C has a frequency of 5e10%
in a variety of African populations, but is not observed in Caucasians, this represents
an ethnic-specific predisposing factor; it also highlights that genetic-susceptibility
markers differ for NVP liver events and skin events without liver involvement.83 A
retrospective study on a pediatric cohort on NVP-based regimens demonstrated that
the percentage increase in CD4 cell count was 3 times higher in patients with the
CYP2B6 516 TT genotype compared to those with the 516 GG genotype.61

In one study, HLA-DRB1*0101 predicted the development of NVP hepatotoxicity
in a cohort consisting of predominantly Caucasian patients with CD4 cell percentages
of greater than 25%.84 In this study, the occurrence of an isolated rash was not asso-
ciated with CD4 cell percentage or HLA-DRB1*0101. In another study, the occur-
rence of an isolated rash in Caucasian patients on EFV and NVP-based regimens
was associated with the presence of HLA-DRB1*0101 but was not associated with
CD4 cell percentages.85 In the latter, 83% of the participants presenting with isolated
rashes were HLA-DRB1*0101 positive as compared to the 7% in the tolerant group.
HLA-cw8 has been reported to be a significant predictor of NVP HSR in Sardinian and
Japanese populations.86,87 Additionally, despite the lack of a defined role for ABCB1
in the disposition of NNRTIs, ABCB1 3435C>T has been reported to be associated
with a decreased risk of NNRTI-associated hepatotoxicity.88,89

Finally, etravirine and rilpivirine are second-generation NNRTIs. The influence of
several SNPs at CYP3A4, CYP2C9, CYP2C19, and UGT genes on etravirine plasma
levels was examined in 2013; only the CYP2C19*2 haplotype caused a 25% reduction
in the hepatic clearance of the drug, which is considered not clinically relevant.90 No
published studies have yet robustly assessed pharmacogenetic determinants of rilpivir-
ine pharmacokinetics and response.

2.3 Protease Inhibitors

Before the development of newer drug classes, PIs represented the “last option” and
were often used in various combinations to offer patients salvage therapy. Most of
them caused considerable gastrointestinal symptoms and are associated with a meta-
bolic syndrome including dyslipidemia, impaired insulin resistance, and lypodystro-
phy.91 Patients receiving either ATV or indinavir have an increased risk of
developing unconjugated bilirubinemia. Indinavir therapy is associated with the devel-
opment of renal calculi while tipranavir and darunavir can be associated with signifi-
cant hepatotoxicity.92 However, with more favorable toxicity and tolerability profiles
and once-daily dosing, darunavir and ATV are the main PIs prescribed today. LPV re-
mains second-line therapy in developing countries.34

PIs are principally metabolized by CYP3A enzymes93 and are normally adminis-
tered with a potent CYP3A4 inhibitor (either a low dose of ritonavir or more recently
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cobicistat) to improve their bioavailability.94 They are highly protein bound to both
albumin and a1-acid glycoprotein (AAG; orosomucoid; ORM1)95 and are ABCB1
substrates.96 They have also been shown to be substrates for influx transporters
OATP1A2, OATP1B1, and OATP1B3.97

CYP3A5 expressors (defined as individuals with the A allele for the CYP3A5
6986A>G polymorphism) have been reported to show faster oral clearance of indin-
avir14 and saquinavir.98e100 Nelfinavir is predominantly metabolized by CYP2C19
into its major metabolite M8 with a minor contribution from CYP3A4.101 There is a
confirmed association between CYP2C19 681G>A and higher nelfinavir expo-
sure.102,103 However, since these PIs are no longer used frequently, these data are of
more mechanistic than clinical value. ABCB1 is thought to be an important efflux
transporter in expelling PIs from the cell. The most studied variant, ABCB1
3435C>T is a synonymous SNP, which is believed to change substrate specificity.104

It has been associated with increased ATV plasma levels and hyperbilirubinemia in
Spanish patients.105 In 2014, the intracellular/plasma concentration ratio of ATV
was found to be higher in GG carriers compared with those with GT and TT genotypes
of the ABCB1 2677 G>T SNP in an Italian study.106 However, the impact of ABCB1
variants on the expression and function of ABCB1, and the pharmacokinetics of its
substrates remain controversial.

It has been speculated that the high protein binding associated with PIs may also
contribute to the intraindividual variability of PI disposition. AAG variants have been re-
ported to increase the apparent clearance of both LPV and indinavir to varying degrees,
without impacting on the cellular exposure of either drug.107 The significance of these find-
ings remains unclear. Several groups have also associated SLCO1B1 (coding for
OATP1B1) polymorphisms with LPV plasma concentrations,62,97,104,108,109 and the
521T>C polymorphism, while rare, appears to have a profound impact on the drug expo-
sure.110 A 2014 study showed the combined influence of SLCO1B1 polymorphisms with a
relatively recently characterized metabolic variant, CYP3A4*22.111 In a 2014 study it was
found that polymorphisms in SLCO1B1 was associated with pharmacokinetic exposure to
darunavir.112 Finally, a pregnane X receptor (PXR) polymorphism was associated with
plasma concentrations of unboosted ATV.113,114 Since PXR influences the expression
of ABCB1 and CYP3A4 in the liver (even in the absence of enzyme inducers), there is
a biologically plausible mechanism for this association.115,116

ATV inhibits UDP-glucuronosyltransferase 1A1 (UGT1A1)emediated bilirubin
glucoronidation and 20e50% of patients develop unconjugated hyperbilirubinemia
to a moderate degree while taking ATV, through a mechanism that mimics that of Gil-
bert’s syndrome.117 A few patients, however, develop overt, stigmatizing jaundice suf-
ficient to consider discontinuation of therapy (6%).117 A promoter polymorphism in
UGT1A1 (UGT1A1*28) predicts reduced UGT1A1 expression and is associated
with the occurrence of unconjugated hyperbilirubinemia in Swiss and Spanish patients
on ATV and indinavir.118e120 In contrast with Caucasians, the 211G>A polymor-
phism (UGT1A1*6) is a better predictor of jaundice in Asian patients treated with
ATV.120 Genotyping for UGT1A1 and for ABCB1 (notwithstanding the previously
mentioned caveats for the latter) may help identify patients at high risk of
hyperbilirubinemia.121
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Therapy containing boosted PIs has long been associated with dyslipidemia and
metabolic disorders. Genetic predispositions include the ABCA1 296A>G SNP,
which has been associated with increased HDL-cholesterol plasma levels after ritona-
vir boosted PI therapy in the Swiss HIV cohort.122 The contribution of other SNPs
associated with dyslipidemia in the general non-HIV-infected population has also
been studied. SNPs in polymorphic lipid transport proteins Apolipoprotein A5
(APOA5 -1131T> and 64G>C), APOE E (three major isoforms: apo ε2, apo ε3,
and apo ε4), and APOC3 (�482C>T, 455T>C, 3238C>G) have been shown to
contribute to increased plasma triglycerides, HDL cholesterol, and/or LDL cholesterol
during ART.122e127 The Swiss HIV cohort used scoring algorithms to correlate the de-
gree of hyperlipidemia with the number of unfavorable polymorphisms. In one study,
individuals with unfavorable APOE isoforms (ε2 or ε4) as well as more than two of the
APOC3 variants were observed to have significant hypertriglyceridemia (>6 mmol/L)
if they received ritonavir-containing antiretroviral regimens.123 In a subsequent study,
the same group added APOA5 (non*1/*1 haplotypes), ABC transporter A1 (ABCA1;
2962A>G), and cholesteryl ester transfer protein (CETP; 279G>A) variants to create
a scoring algorithm containing the ABCA1/APOA5/APOC3/APOE/CETP genotype
composite score and the type of antiretroviral therapy patients were on.122 Both longi-
tudinal studies were performed in predominantly Caucasian cohorts and therefore vali-
dation studies should also explore the associations in other ethnicities.

2.4 Entry and Integrase Inhibitors

Maraviroc is a CCR5 antagonist, which is metabolized by CYP3A4 and CYP3A5.128

Therefore, many of the associations described earlier for PIs may be relevant to this
drug also. Indeed, hepatic uptake of Maraviroc is influenced by the action of the carrier
protein OATP1B1, encoded by the SLCO1B1 gene. Moreover, 521T>C polymor-
phisms in SLCO1B1 is correlated with higher plasma MVC concentrations.121 In addi-
tion, a 2014 work indicated a role of CYP3A5 polymorphisms in influencing MVC
exposure,129 although the clinical relevance of this has been debated.130,131

Raltegravir (RAL), Elvitegravir (EVG), and Dolutegravir (DTG) are among the
latest drugs introduced into the HIV armamentarium. RAL is predominantly metabo-
lized by UGT1A1.132UGT1A1*28 increases RAL concentrations but with little conse-
quence, given its wide therapeutic range and intrinsic potency.133e135 RAL diffusion
into the cerebral spinal fluid was not affected by variability at genes ABCB1, ABCC2,
SLC22A2, and/or SLC22A6 that encode for drug transporters.135,136 The rGC for RAL
was shown to be low2 but this may be heavily influenced for this drug by variability as
a result of issues with intestinal pH, tablet dissolution, and interactions with
antacids.137,138

DTG is also conjugated by UGT1A1 and homozygosity for the same UGT1A1 pro-
moter variant correlates with about 50% greater plasma DTG concentration,139 which
has been judged not to be clinically significant. However, such information might be
useful in patients receiving concomitant medications that increase (e.g., ATV) or
decrease (e.g., DRV) dolutegravir exposure, or when underlying integrase inhibitor
resistance suggests the need for higher daily dose.83
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3. Pharmacogenetics of Antimalarial Therapy

3.1 Artemisinin Compounds

Artemisinin-based combination therapies (ACTs) are recommended by WHO as the
first-line treatment for uncomplicated Plasmodium falciparum malaria.

The metabolism of artemisinin derivatives is complex. Artesunate, artemether, and
arteether are primarily metabolized by CYP3A4, CYP3A5, and CYP2A6 with a minor
contribution from CYP2B6 to form dihydroartemisinin, the active compound.140

Dihydroartemisinin is subsequently inactivated via UGT1A9 and UGT2B7.141

Artemisinin on the other hand is primarily metabolized by CYP2B6 with a minor
contribution from CYP3A4 and CYP2A6.142,143 Artemether, artemisinin, arteether, and
dihydroartemisinin have all been shown to induce CYP3A4, CYP2B6, and ABCB1
through activation of PXR and constitutive androstane receptor (CAR).143e145 Despite
the increasing call for pharmacogenetic-guided policies in the treatment of malaria in
endemic areas, pharmacogenetic data with clinical endpoints on artemesinin compounds
are still sparse.146 However, associations described with antiretroviral compounds may
also be relevant given the similarity in drug disposition pathways.

For instance, CYP2A6 is a major metabolizer of artesunate (AS) to its active metab-
olite, while CYP2B6 plays a more minor role.147 The CYP2A6 slow metabolizer status
is associated with treatment failure and is thought to contribute to apparent “artemisi-
nin resistance” in southeast Asia.148 Conversely, in a 2012 study, Malaysian subjects
carrying the CYP2A6*1B variants, responsible for ultrarapid metabolism of AS, suf-
fered a significantly higher incidence of adverse events, secondary to accumulation
of the active metabolites.149 Finally, in a study of Burmese patients, the proportion
of individuals with adequate clinical and parasitological response who had the
CYP2B6 516G>T genotype (poor metabolizer genotype) was significantly lower
compared with those with late parasitological failure (14.0% versus 19.0%).150 These
findings were, however, not reproduced in a study involving Cambodians and Tanza-
nians.151 CYP2B6 516G>T has also been associated with raised plasma concentrations
of artemesinin and artmether.147,152 The CYP3A4*1B variant allele, which is associ-
ated with higher expression of CYP3A4, is associated with poor metabolism of arte-
mether, lumefantrine.145,151 Finally, CYP3A5*3 has also been suggested as a poor
metabolizer allele for artemether, arteether, and artemisinin.147,153 Overall, however,
pharmacodynamic data with parasitocidal activity and toxicity correlations for these
associations is still lacking.

Lumefantrin is an importing partner drug in ACT and is administered exclusively
with artemether for the treatment of uncomplicated malaria by P. falciparum. It is
mainly metabolized by CYP3A4 to the pharmacologically active desbutyllumefantrine
and has very variable bioavailability. A 2016 study reported that due to long-term
CYP3A induction, EFV-based ART cotreatment significantly reduces lumefantrine
plasma exposure leading to poor malaria treatment response in HIV coinfected individ-
uals, this was more pronounced in CYP2B6 slow metabolizers (516 G>T). In this
study, NVP coadministration did not show decreased lumefantrine levels, which
may reflect its milder effect on CYP3A4 induction.154 The authors highlighted the
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importance of pharmacogenomics in the management of malaria and HIV cotreatment,
particularly in resource-poor settings where the main burden for both diseases stands
and where EFV is first-line ARV treatment.

3.2 Primaquine

Primaquine is used in patients with Plasmodium ovale and Plasmodium vivax infec-
tions to clear the latent hepatic hypnozoite stage of the parasite and prevent relapse
and transmissibility. It is primarily metabolized by CYP1A2 and CYP3A4.155

Although ethnicity has been found to be significantly associated with plasma levels
of primaquine, the genetic polymorphisms underpinning this variability, or their
impact on efficacy or toxicity are yet to be characterized.39,156,157

The first records of variability in response to antimalarials dates back to World
War II when AfricaneAmerican soldiers were found to experience higher rates of
acute hemolysis when they received primaquine compared to their Caucasian coun-
terparts.158 The basis of these observed differences was later attributed to glucose-6-
phosphate dehydrogenase (G6PD) deficiency, an X-linked recessive disorder,159

common in sub-Saharan Africans (w10e25%).160 The G6PD locus is highly
polymorphic, so in clinical practice, prospective qualitative and quantitative tests
are performed in patients requiring primaquine.161

3.3 Amodiaquine

Amodiaquine, combined with artesunate, is commonly used in Africa. It is primarily
metabolized by CYP2C8 into its active form162 and exhibits huge interindividual vari-
ability in plasma drug concentrations.163,164 More specifically, the CYP2C8*2 and
CYP2C8*3 alleles have been associated with a reduction in amodiaquine metabolism
(CYP2C8*3 most significantly). Toxic metabolites (quinoneimines; QNMs) are more
likely to be formed in this setting of CYP2C8 slow metabolizer genotypes,147 poten-
tially exacerbating agranulocytosis and severe liver damage. In late 2000s, in vivo
studies have shown that extrahepatic metabolism by CYP1A1 and CYP1B1 may
also generate QNMs165,166 but no genetic data on their variability are currently avail-
able. Of note, CYP2C8*2 is the variant most common in African populations while
CYP2C8*3 is the variant most common in Caucasian populations.167,168 In early
2010s an association between host CYP2C8*3 carriage and parasitological relapse
with P. falciparum carrying the amodiaquine resistance (via pfmdr1) was re-
ported,169,170 providing an example of how host genetic variation may influence the
selection dynamics of a pathogen’s drug resistance.

3.4 Mefloquine

Mefloquine is primarily metabolized by CYP3A4171 to pharmacologically inactive
metabolites and is suspected to be a ABCB1 substrate.172 It is used in chemoprophy-
laxis and as accompanying agent to artenusate in ACT; the most common side effects
are dose-dependent neuropsychiatric effects. The ABCB1 1236 TT/2677 TT/3455 TT
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haplotype has been reported to be associated with increased neuropsychiatric events in
a homogenous Caucasian cohort, which were not related to mefloquine serum concen-
trations.173 It is thought that a lower expression of ABCB1 in individuals carrying var-
iants174 results in lower mefloquine efflux from the brain, exposing individuals to high
tissue concentrations related to neuropsychiatric symptoms. This finding might sug-
gest the important role of local ABCB1 expression at the bloodebrain barrier that
leads to the CNS accumulation of mefloquine without affecting systemic exposure.147

However, as discussed earlier, ABCB1 associations are controversial and it is difficult
to understand why a systemic effect would not be observed. A 2015 study identified
carboxymefloquine, the major and pharmacologically inactive metabolite of meflo-
quine, as a PXR activator in vitro leading, in turn, to the induction and expression
of drug-metabolizing enzymes and transporters at the mRNA and protein levels,
with potential impact drugedrug interactions.175

3.5 Proguanil

Proguanil is a component of the widely prescribed malarone (atovaquone-proguanil),
which is used in both chemoprophylaxis and in treatment of malaria. The bioactivation
of proguanil is primarily through CYP2C19 with a minor role from CYP3A4.
CYP2C19 variants have been associated with proguanil plasma concentrations176,177;
for instance in a study in Gambian adults, ultrarapid metabolizers (CYP2C19*17 homozy-
gotes) had higher AUC and Cmax values for the active metabolites.178 However, other
studies have shown no correlation with clinical outcomes or adverse events.147,179,180

3.6 Quinine

Despite good efficacy,181 quinine is no longer a WHO-favored agent for the treatment
of P. falciparum infection, secondary to its poor toxicity and tolerability profiles.182

Adverse events, if present, include prolonged QT interval, hypoglycemia, cinchonism,
tinnitus, and vomiting.183 Quinine is metabolized by CYP3A isoforms to its primary
metabolite, 3-hydroxyquinine.184,185 A study comparing the impact of CYP3A5 geno-
types on the hydroxylation of quinine between Tanzanians and Swedes found lower
hydroxylation in Tanzanians that were homozygous for CYP3A5*3.185 This finding
is yet to be confirmed in other populations. Other potential associations include
ABCB1 polymorphisms with quinine neurotoxicity and OCT-2-related pancreatic in-
sulin secretion in quinine-induced hypoglycemia.145,147

4. Pharmacogenetics of Antituberculous Therapy

Resistance is a big issue in tuberculosis (TB), especially with the emergence of
multidrug-resistant TB (MDR TB) and more recently, in 2016, extensively drug-
resistant TB (XDR TB). The unprecedented reemergence of TB with the HIV
pandemic complicates matters further. The drugs used in first-line therapy have
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remained unchanged for over half a century. A number of newer agents are now in
development and the challenges for clinical assessment were reviewed.186

During the early 1950s, individuals receiving isoniazid (INH) for the treatment of
TB were noted to have marked differences in the amount of isoniazid excreted in their
urine.187 The basis of these differences was later attributed to differences in an individ-
ual’s ability to acetylate isoniazid188 via arylamine N-acetyltransferase 2
(NAT2).189,190 The status of NAT2 activity is genetically controlled and depends on
the number of alleles. Variant alleles (NAT2*5, *6, *7, *14, and *19) produce impaired
NAT2 enzyme with lower activity.190 Isoniazid toxicity mainly manifests itself as
peripheral neuropathy and hepatotoxicity.191,192 Slow acetylators are prone to
isoniazid-related adverse events and, conversely, treatment failure is more likely in
rapid acetylators (i.e., two active alleles), which are more frequent in Asian than in
Caucasian populations.193 While pharmacogenetics-based therapy models have been
successfully piloted in some populations,190,194 NAT2 testing is not currently done
in routine clinical practice. To prevent the development of peripheral neuropathy,
however, pyridoxine is prescribed, alongside isoniazid, in all patients.

Hepatotoxicity is the most frequent side effect of first-line antituberculous com-
pounds (1e33%).195 A metaanalysis looking at reported associations between antituber-
culous drug-induced liver injury (ADLI) and drug-metabolizing variants identified
homozygotes for variants of NAT2, CYP2E1, and GSTM1 as significant predictors of
hepatotoxicty.196 However, it is worth noting that most of these studies were performed
in Asian populations, on varying anti-TB medications with unstandardized definitions of
hepatotoxicity and uncharacterized environmental factors. Indeed, studies in early 2010s
in diverse populations have not always replicated these results; for instance, there was no
association between increased risk of ADLI and the presence of slow NAT2 polymor-
phisms in Caucasian patients in a case control study197 but there was with a GSTT1 ho-
mozygous null genotype in an earlier study.198 In other studies in Indian199,200 and
Korean200 populations, neither GSTM1 nor GSTT1 null genotypes were associated
with anti-TB drug-induced hepatotoxicity. Further clarification is therefore needed.

Finally, rifampicin is a substrate of drug transporters, such as ABCB1 and
OATP1B1, which are transcriptionally regulated by nuclear receptors, such as PXR
and CAR.189 In one study, the pharmacokinetics of rifampicin were shown to be asso-
ciated with a polymorphism within the SLCO1B1 gene.201 In this report, the rifampicin
AUCwas about 36% lower in patients with the SLCO1B1 463CA genotype compared to
patients homozygous for the C allele. Importantly, SLCO1B1 polymorphisms associated
with lower rifampicin exposure were more frequent in Black subjects. Additionally, in a
study in South Africa, patients heterozygous and homozygous for the variant allele of
SLCO1B1 (rs4149032) polymorphism had lower rifampicin bioavailability of 20%
and 28%, respectively. Simulations revealed that an increase in rifampicin dose of about
30% in patients harboring the polymorphism would result in plasma rifampicin levels
similar to those in noncarriers. Other polymorphisms in ABCB1, PXR, and CAR did
not exhibit any significant impact on the pharmacokinetics of rifampicin.202 Limited
studies are available for newer rifamycins but a 2015 study indicated that SLCO1B1
polymorphisms may also influence rifabutin pharmacokinetics.203 In 2015, the pharma-
cogenetics of tuberculosis therapy and special populations was reviewed.204
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5. Summary and Perspective

In infectious diseases, pharmacogenetic testing should ideally be implemented in
conjunction with pathogen resistance testing and the characterization of a compound’s
pharmacokinetic and pharmacodynamic attributes. Apart from the idiosyncratic HSRs
seen with ABC and NVP, most studied clinical phenotypes are much more subtle,
develop over time, and are multifactorial in etiology. Current general challenges within
infectious diseases include antimicrobial resistance and limited effective therapies for
emerging, reemerging, and neglected infections. Pharmacogenetic studies of both hu-
man host and disease pathogens may help tackle the resistance issue, and genome-wide
studies to identify new drug targets for emerging, reemerging, and neglected infections
are warranted.
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1. Introduction

Genetic exchange has now been demonstrated experimentally in the so-called
TriTryps, three of the trypanosomatids for which genome sequences have been
published1e3: Trypanosoma brucei, Trypanosoma cruzi, Leishmania major, and
also within and between other Leishmania species.4 As well as in these human
pathogens, the related bumble bee parasite, Crithidia bombi, has also been shown to
undergo genetic exchange.5 For T. brucei and Leishmania spp. genetic exchange
occurs in the insect vector and appears to follow Mendelian rules of inheritance.6e8

In contrast, for T. cruzi genetic exchange has been demonstrated experimentally in
infected mammalian cell cultures, and hybrid formation appears to result from fusion
of diploid cells followed by genome erosion.9

Before the experimental confirmation of genetic exchange in these parasites, evidence
for the natural occurrence of hybrids had accumulated from molecular epidemiological
analysis of isolates collected from the field. Tait10 showed that isoenzyme data from
T. brucei conformed to HardyeWeinberg equilibrium and concluded that the population
was undergoing random mating. Later analyses threw doubt on the extent of panmictic
mating in T. bruceiwith the widespread acceptance of the concept of clonality in parasitic
protozoa.11 However, genetic exchange was considered to have led to demonstrably
hybridT. cruzi recovered from thefield,12e15 includingTcVandTcVI interlineagenatural
hybrids, subsequently indicated to be of relatively recent origin.16 Natural hybrids were
also demonstrated between several Leishmania species and subspecies.17e19

Here, we review results from these two complementary avenues of studydanalysis
of naturally occurring hybrids among field isolates and experimental genetic exchange in
the laboratorydfor the pathogenic trypanosomatids, T. brucei, T. cruzi, and L. major.

2. Trypanosoma brucei

2.1 Genetic Crosses

Compelling evidence for mating in T. brucei sensu lato came from population genetics
studies based on isoenzyme data. Gibson et al.20 described isoenzyme patterns
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consistent with those expected from homo- and heterozygotes in an extensive analysis
of T. brucei isolates from East and West Africa, and Tait10 showed that similar data
from 17 Ugandan isolates of T. brucei conformed to HardyeWeinberg equilibrium,
indicating that the population was undergoing random mating. The first successful
laboratory cross was reported in 1986 when Jenni et al. cotransmitted two genetically
distinct clones of T. brucei s.l. through tsetse flies and demonstrated hybrid progeny
that had inherited a mixture of genetic markers from both parents.7 The hybrids
were found among metacyclics recovered from the salivary glands showing that
genetic exchange had occurred sometime during the trypanosome’s developmental
cycle in the tsetse fly. However, the metacyclic population contained a mixture of
parental and hybrid genotypes indicating that mating is not an obligatory event in
the life cycle. This contrasts with the situation for the malaria parasite, Plasmodium
spp., where gamete formation and production of a zygote is a normal part of the
transmission cycle.

Subsequent trypanosome crosses have followed the same general plan: two
genetically distinct parental trypanosome clones are fed to groups of newly emerged
tsetse flies in their first blood meal (Fig. 20.1). Tsetse flies are typically refractory to
trypanosome infection, but are at their most susceptible as very young flies before
they have fed.21 Not all flies become infected after the infected feed and only some
infected flies produce hybrids. Thus large numbers of flies and trypanosome
populations need to be screened to identify those containing hybrids. To avoid the
laborious job of identifying hybrid-producing flies by screening every fly, selectable
markers were incorporated into the experimental design. This became feasible
following the development of methods for the stable transformation of trypanosomes

Parent 1 Parent 2

Figure 20.1 Design of an
experimental cross for
Trypanosoma brucei. The two
parental trypanosomes are
cotransmitted via tsetse flies, and
hybrid trypanosomes are found
among the infective metacyclics
from the salivary glands.
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with exogenous DNA in the early 1990s.22e24 In the cross described by Gibson and
Whittington,25 each of the parental clones was transformed with a different construct
designed to integrate a gene for drug resistance into the tubulin locus by homologous
recombination. In this way, parental clones resistant to the antibiotics hygromycin or
G418 were created. After cotransmission through the fly, hybrid progeny were selected
by resistance to both drugs. This strategy has obvious advantages over the previous
“finding a needle in a haystack” approach, and was used for the discovery of hybrids
in L. major.6

The discovery of green fluorescent protein (GFP) and the development of methods
to image the protein in living cells opened up exciting new approaches for studying
genetic exchange in trypanosomes. Incorporation of genes for GFP in one parental
line and red fluorescent protein (RFP) in the other led to the production of hybrids
with both genes, which appear yellow making them immediately distinct from the
parental cells by simple fluorescence microscopy of live cell preparations. This
approach was a boon for the analysis of T. brucei hybrids within the tsetse fly and
allowed the location and timing of genetic exchange to be determined precisely.26

It has proved possible to cross all subspecies of T. brucei except the human
pathogen T. brucei gambiense Group 1. The difficulty in setting up crosses of T. b.
gambiense Group 1 is that it transmits poorly or not at all through Glossina morsitans
ssp., the standard laboratory tsetse fly.27,28 The more virulent Group 2 T. b. gambiense
is readily transmissible via G. morsitans ssp. and has featured in several crosses,
including the original cross of Jenni et al.,7 where the parents were T. brucei brucei
STIB 247 and T. b. gambiense Group 2 STIB 386 (TH114). T. b. gambiense Group
2 (TH2) was also mated with both T. b. brucei and T. brucei rhodesiense.29,30 Several
crosses have involved parental lines of T. b. brucei,26,31e34 or T. b. brucei and T. b.
rhodesiense.25,35,36 Inheritance of the trait for human infectivity has been analyzed
in crosses of T. b. brucei and T. b. rhodesiense,37 and T. b. brucei and Group 2 T.
b. gambiense.38 A single gene, SRA (serum resistance associated), confers human
infectivity on T. b. rhodesiense,39,40 and it was possible to follow the inheritance of
this gene, along with the trait of human serum resistance, in crosses of T. b. brucei
and T. b. rhodesiense.35

2.2 Location of Genetic Exchange

Jenni et al.7 originally showed that genetic exchange took place in the fly, since cloned
metacyclics from the saliva of infected flies were hybrid; however, the exact location
and lifecycle stage remained undefined. While there were reports of hybrid formation
in mixed midgut procyclic populations both in vitro and in vivo,41e43 the bulk of
evidence pointed to the salivary glands as the site of genetic exchange. Firstly, the
timing of hybrid appearance: hybrids were most likely to be found in flies infected
for at least 28 days, that is, sufficient time for salivary gland invasion and colonization,
despite there being a large population of procyclic trypanosomes continuously present
in the midgut throughout this time.25,30,44 Selection by double-drug resistance revealed
that hybrids were present in populations derived from the salivary glands but not from
the midgut.25,30,45 The direct visualization of trypanosome hybrids using fluorescent
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reporter proteins unequivocally established that hybrids are formed in the salivary
glands and are not present in the midgut or among the migratory stages in the proven-
triculus and foregut.26,29

The use of red and green fluorescent reporters also explained why hybrids are found
infrequently, with less than a quarter of infected flies producing hybrids.46 In order to
mate, both parental trypanosomes need to reach and colonize the same salivary gland,
and it became evident that this is not always the case. While most flies coinfected with
red and green fluorescent trypanosomes developed a mixed midgut infection, only
about a third of these flies also had a mixed infection in the salivary glands.26,47 In
a number of cases, the composition of the trypanosome population in the two salivary
glands of the pair differed, perhaps with only one salivary gland infected, or a mixed
infection in one gland but not the other. Interestingly, all progeny from the red/green
cross were hybrid and no trypanosomes with parental genotypes were recovered as in
the previous crosses.26 The design of this cross may have increased the probability of
finding hybrids, as analysis could be focused on salivary glands containing both
parental genotypes, not possible in previous crosses.

These observations highlight the fact that few trypanosomes complete the journey
from the midgut to the salivary duct, and only some of these then succeed in establish-
ing an infection in either of the salivary glands. When together as epimastigotes in the
same salivary gland, the trypanosomes readily mate, as demonstrated by the fact that
most salivary glands with a mixed infection of red and green trypanosomes also con-
tained yellow fluorescent hybrids.26 Compatibility of different trypanosome strains
may then depend on them reaching the salivary glands simultaneously. In some early
crosses, the two parental clones differed substantially in their speed of colonizing the
salivary glands.25,30,44 The fact that mating in T. brucei occurs among epimastigotes in
the salivary glands makes the prospect of producing hybrids in vitro more remote, as
reliable culture systems do not exist for the life cycle stages that occur in the salivary
glands.

2.3 Mendelian Inheritance and Meiosis

It is generally accepted that T. brucei is diploid with respect to the 11 pairs of large
chromosomes that contain the housekeeping genes, although this arrangement prob-
ably does not apply to the intermediate and minichromosomes.1,48,49 Analysis of the
inheritance of genetic markers in the hybrid progeny from crosses of T. brucei is
consistent with Mendelian genetics for the most part,8,33,34,36,45,50 leading to the
assumption that meiosis occurs. Indeed, genetic linkage maps for T. b. brucei and
Group 2 T. b. gambiense have been constructed from detailed analysis of microsatellite
inheritance and frequency of crossing over.51,52

It has proved more difficult to directly visualize trypanosomes undergoing meiosis.
While hybrids were easily detected in a cross of red and green fluorescent trypano-
somes from day 13 onward,26 putative intermediate stages were neither abundant
nor obvious, necessitating an alternative approach to detect trypanosomes undergoing
meiosis. Phylogenomic studies had identified the presence, in T. brucei, of homo-
logues of several genes crucial for meiosis in yeast and in other eukaryotes, such as
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Spo11, Hop1, Dmc1, and Mnd1.53 By constructing fusions of the T. brucei homo-
logues with the gene for yellow fluorescent protein (YFP), expression of these putative
meiosis genes was monitored through the developmental cycle of T. brucei in the fly.
Expression was observed only among trypanosomes during the early stage of coloni-
zation of the salivary glands, consistent with the first appearance of hybrids and was
localized to the nucleus.54 Surprisingly, the meiotic trypanosomes occurred with
similar frequency in both single and mixed strain transmissions and it seems
probable that meiosis is a normal part of the trypanosome developmental cycle in
the fly. Expression of meiosis-specific genes has now been observed in all subspecies
of T. brucei, including T. b. gambiense Group 1.55 The identification of trypanosomes
undergoing meiosis was the first step in elucidating the mechanism of genetic
exchange in T. brucei at the cell biology level, and eventually led to the identification
of haploid gametes55; this stage had initially proved elusive.56e58 Observation of
trypanosomes from the early phase of salivary gland colonization, when meiotic stages
are present, revealed the presence of distinctive pear-shaped cells with a long flagel-
lum; in mixtures of red and green fluorescent trypanosomes, these cells were seen
to interact by intertwining their flagella, and transfer of cytoplasmic material was
also evident as some cells had yellow fluorescence.55 Measurement of DNA contents
of individual nuclei showed that the pear-shaped cells had half the nuclear DNA
content of metacyclics, which are nondividing trypanosomes arrested in G0. Curiously,
about half the haploid cells observed had one nucleus and two kinetoplasts (1N2K),
but only a single flagellum; the rest were 1N1K cells with one flagellum.55 It is not
yet clear how these two types of haploid gametes arise from the trypanosomes under-
going meiosis and what intermediates are involved. The meiosis-specific genes that
trypanosomes express (MND1, DMC1, and HOP1) are characteristic of meiosis I,
and therefore another round of division should follow, yielding four haploid nuclei.
Whether this division also involves replication of the kinetoplast, basal body, and
flagellum is not known.

Previously, indirect evidence for haploid nuclei came from the observation that
many T. brucei ssp. crosses produced triploid hybrid progeny, which most probably
arose from fusion of a haploid nucleus with one that is diploid.25,30,45,59,60 Hybrids
with high DNA contents relative to the parents were found even in the first experi-
mental cross,7 which created some initial confusion about the mechanism of genetic
exchange.61,62 Analysis of progeny clones with high DNA contents from several
further crosses demonstrated that these hybrids were triploid with DNA contents
that clustered at the 3N value, and, in addition, trisomy was confirmed for several
chromosomes.25,30,45,59,60

As well as triploid hybrids, several tetraploid hybrids were recovered from a cross
of red and green fluorescent trypanosomes.26 While the presence of triploid hybrids
was obvious from the demonstration of three alleles at some loci, only two microsat-
ellite alleles were present in each of the tetraploid hybrids. They were therefore not
formed by the fusion of the two diploid parental genomes, but appear to be the prod-
ucts of genome endoreplication, for example, by fusion of gametes before they have
undergone reduction division at the end of meiosis I.26 While triploids appear to be
stable during growth and fly transmission,59,62 the tetraploids may be unstable, as

Genetic Exchange in Trypanosomatids 463



flow cytometry analysis of the DNA contents of tetraploid clones frequently revealed
an extra G1 peak at the 2N position.26

Intraclonal mating was initially thought not to occur in T. brucei except in the pres-
ence of outcrossing trypanosomes, leading to the hypothesis that some kind of diffus-
ible factor produced by non-self-recognition induced mating.30,63 Intraclonal mating
explained the occasional anomalies where hybrid progeny were homozygous instead
of heterozygous as expected if the parents were different homozygotes.45,64 Experi-
ments reported in 2009 using red and green fluorescent clones of a single T. brucei
strain have shown that intraclonal mating occurs with some frequency in the absence
of a second trypanosome strain.65 The assumption that a T. brucei clone can be tsetse-
transmitted without change is therefore doubtful.

In other protists, such as ciliates, strain compatibility is determined by a system of
mating types, but the question of trypanosome mating types remains open. Analysis of
a series of F1 and back crosses revealed no systematic pattern of compatible matings.66

When red and green haploid gametes from intraclonal crosses were observed, they
behaved exactly like the gametes from interclonal crosses, coming into close proximity
and intertwining their flagella, except that no mixing of cytoplasm (yellow fluores-
cence) was evident among gametes of the same trypanosome strain.66

2.4 Inheritance of Kinetoplast DNA

Kinetoplast DNA (kDNA) is the mitochondrial DNA of trypanosomatids and consists
of an interlocked network of about 50 (20e25 kb) maxicircles and 5000 (1 kb) mini-
circles (reviewed by 67). The kDNA is contained within an organelle, the kinetoplast,
which is inside the mitochondrion. Initial results supported the hypothesis that inher-
itance of kDNA was uniparental, with the kDNA of either parent being passed on to
the hybrid progeny.36,50,64 However, detailed analysis of both maxi- and minicircles
showed that although maxicircles were of a single parental type, the minicircles had
been inherited from both parents.68,69 To explain this result, it was assumed that the
hybrid kDNA network initially consists of both maxi- and minicircles from both
parents in an equal proportion; the small number of maxicircles resolves to a single
type by random segregation during subsequent mitotic divisions, while the much
greater number of minicircles endures as a hybrid network. This idea is supported
by the observation that hybrids at an early stage of growth have mixed maxicircle
networks.26,70

The initial formation of the hybrid kDNA network remains an intriguing problem.
The first requirement is fusion of the mitochondria from both parental trypanosomes to
allow the kDNA to mix. Then mini- and maxicircles from both parental kDNA
networks would need to combine into a single hybrid kDNA network, which would
involve detachment and reattachment of all the individual DNA circles. An alternative
hypothesis is that only some minicircles are swapped while the kDNA networks of the
two parents are adjacent, leaving the core maxicircle network intact; the partially
hybrid kDNA networks would then be inherited by individual progeny
trypanosomes.67 However, this hypothesis does not fit with the observation of mixed
maxicircle networks mentioned earlier.
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2.5 Implications for Epidemiology

Although genetic exchange in T. brucei has been amply demonstrated in the labora-
tory, its importance in natural trypanosome populations remains controversial. One
problem has been sampling bias, with collection of trypanosome isolates usually
focused on epidemics of human disease rather than collecting all the T. brucei strains
circulating in an area.71e74 In epidemics of human trypanosomiasis caused by T. b.
rhodesiense, transmission may well be direct from human to human rather than
from an animal reservoir, or involve only local cattle reservoir hosts, allowing the
clonal expansion of particular trypanosome genotypes. This is very different from
the endemic scenario where humans and their livestock are occasional hosts in the nat-
ural circulation of T. brucei ssp. strains in wild mammals and tsetse.

Through the analysis of trypanosome mating in the laboratory, we can now define
the biological circumstances in which genetic exchange will be found: at least two
trypanosome strains must be present in the salivary glands of a tsetse fly for mating
to occur; since flies are most readily infected on their first blood meal,21,75 a mixed
infection is likely to be acquired from one infected mammal carrying multiple trypano-
some strains. Few mixed infections have been reported from humans,76,77 but mixed
infections of more than one trypanosome strain or species are frequently encountered
in livestock,78,79 tsetse,80e83 and presumably also occur frequently in the large wild
mammals that sustain many tsetse populations. In-depth analysis of trypanosome sam-
ples from these transmission cycles would be informative.

Even though the frequency of genetic exchange in natural populations may be low,
there is potential for significant epidemiological consequences. For example, the trait
of human infectivity in T. b. rhodesiense is conferred by a single gene, SRA.39,40 Any
cross between T. b. rhodesiense and T. b. brucei would place this key virulence gene in
new genetic backgrounds, thus creating new genotypes of T. b. rhodesiense. There is
abundant evidence of strain heterogeneity in T. b. rhodesiense from several foci of
human trypanosomiasis in East Africa,73,84e87 and quite different T. b. rhodesiense
genotypes have been found in neighboring foci in Uganda and Kenya.85,86,88 We
know little about the genetic basis of most phenotypic characteristics of T. brucei
s.l., but undoubtedly, genetic exchange provides the opportunity for more virulent,
pathogenic, or fly-transmissible strains of T. b. rhodesiense to arise. Population
genetics analysis of T. brucei ssp. strains from across Africa provided strong evidence
of genetic admixture between SRA-positive T. b. rhodesiense and SRA-negative T. b.
brucei in East Africa,89 and transfer of the SRA gene was demonstrated in several T. b.
rhodesiense x T. b. brucei laboratory crosses, thus creating new genetic strains of the
human pathogen.35

3. Trypanosoma cruzi

3.1 Trypanosoma cruzi Diversity

Trypanosoma cruzi is considered to be a single species, but is comprised of six distinct
genetic lineages (also referred to as discrete typing units, DTUs). The definition of
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these six T. cruzi subgroups was originally on the basis of phenotyping using
multilocus enzyme electrophoresis (MLEE).90,91 Subsequently, the same six genetic
lineages were supported by comparative analyses of a wide range of nuclear DNA
targets. Messenger et al.92 provide a history of research on the diversity of T. cruzi,
and the methods used in analyzing such diversity have also been described in detail.91

The current international consensus nomenclature for the six T. cruzi lineages is
TcIeTcVI.93

TcIeTcVI show broadly distinctive but not entirely exclusive geographical,
ecological, transmission cycle and disease associations; overlaps occur, and mixed
infections are reported from humans, reservoir mammal hosts, and arthropod
vectors.92,94e98 TcI is the principal agent of Chagas disease in Latin America north
of the Amazon basin, whereas TcII, TcV, and TcVI are the main causes of Chagas
disease in the Southern Cone countries of South America.92,99e103 The sylvatic TcI
transmission cycles are widespread throughout Latin America and are largely arboreal;
the common opossums (Didelphis species) are obvious and abundant reservoir hosts
but many other mammal species may be infected, with some transmission among
rodent species and triatomines with terrestrial habitats.97 The natural transmission
cycles of TcII, TcV, and TcVI appear to be rare or difficult to discover and charac-
terize; however, the presence of TcII in primates of the Atlantic forest region of Brazil
has been confirmed by a combination of genotyping and T. cruzi lineageespecific
serology104,105 (Kerr et al., unpublished). TcIII is predominantly sylvatic and seldom
infects humans. TcIV is a secondary cause of Chagas disease in Venezuela, after
TcI.106 TcIII appears to have the most clearly defined and exclusive natural ecological
and host association, with the burrowing armadillo, Dasypus novemcinctus, and rarely
infects humans.92,97

The various T. cruzi isolates that were characterized to establish this intraspecific
genetic diversity were collected from disparate geographical locations and usually
with small numbers of isolates gathered from each site. Although this striking genetic
heterogeneity of T. cruziwas a landmark discovery, which has transformed subsequent
research on the epidemiology of Chagas disease, this sampling strategy was not ideally
suited for determining the structure of T. cruzi populations. Nevertheless, repeated
analyses of the molecular diversity of T. cruzi based on such samples have supported
the discrete nature of the six genetic lineages and demonstrated strong linkage disequi-
librium between them.11 These observations fostered the tenet that T. cruzi was prop-
agated clonally, both between and within the genetic lineages, and that genetic
exchange, if occurred, was rare and of little epidemiological consequence.107 On the
other hand, despite this clonal theory, even the early MLEE analyses indicated that
TcV and TcVI resembled natural interlineage hybrids between TcII and TcIII.108

The application of multilocus DNA sequencing eventually confirmed that TcV and
TcVI are hybrid lineages,13,109 and probably with a relatively recent origin.16 Howev-
er, this was not before the TcVI reference strain “CL Brener” had been selected for the
first attempt at obtaining a full T. cruziegenome sequence, as part of the TriTryp
genome sequencing project. As discussed later, TcV and TcVI are endemic agents
of Chagas disease across much of the Southern Cone region, making the study of
recombination in T. cruzi of profound epidemiological relevance.
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3.2 Genome Sequence of a Natural Hybrid

The hybrid nature of the CL Brener strain made the task of sequencing its genome partic-
ularly challenging since most genes were represented by two divergent copies.2 This
complicated the assembly of the genome and eventually required additional sequence
data from a representative of one of the parental groups, for which the TcII strain
“Esmeraldo” was chosen. This allowed the putative parental TcII (“Esmeraldo-like”)
and TcIII (“non-Esmeraldo-like”) sequences to be partially deduced from the single
hybrid genome sequence. The initial assembly of the genome was further complicated
by the large number of repetitive surface protein gene families that were found
throughout the T. cruzi genome. The CL Brener haploid genome contained about
12,000 genes and was about 55 Mb in size, considerably larger than either T. brucei
(26 Mb),1 or L. major (33 Mb).3 The reassembled CL Brener sequence has produced
fewer, larger contigs compared to the original assembly.110 Other T. cruzi genomes
have now been sequenced and focus on the remaining genetic lineages, which have
less complex genomes.111,112 Due to its degree of divergence and epidemiological
importance as an agent of Chagas disease, particularly north of the Amazon, TcI is of
special interest. With the aid of new sequencing technologies, the TcI genome has
now been assembled to virtually chromosome-sized contigs, and with high resolution
of complex multiple gene families (Talavares et al., in preparation).

3.3 Genetic Crosses

In contrast with T. brucei, only a single successful genetic crossing experiment has so
far been reported for T. cruzi. The earliest, and unsuccessful, attempts at genetic
crosses involved passaging the TcI and TcII together in vitro, through triatomine
bugs, or through mice, followed by phenotypic analysis of the resultant populations.108

As with T. brucei, such experiments were revolutionized by the ability to genetically
transform T. cruzi strains to carry different drug resistance markers, permitting
selection of any double drugeresistant populations emerging from genetic crossing
experiments. Perhaps the best experimental strategy for application of this new
technology would be an attempt to cross T. cruzi strains from within the same
DTU, an approach encouraged by the discovery of both putative hybrid and parental
TcI phosphoglucomutase isoenzyme phenotypes among clones of T. cruzi isolates
from a single undisturbed locality in Amazonian forest.12 Accordingly, a pair of these
putative TcI parental isolates was selected, biological clones were prepared, and they
were transfected to carry different episomal drug resistance markers for hygromycin
and neomycin (G418). The transgenic parental isolates were passaged together
through triatomine bugs, mice, and mammalian cell cultures, and the recovered
populations were cultured in a media containing both the drugs to select possible
hybrids. The only double drugeresistant clones were derived from the mammalian
cell cultures.113 MLEE, karyotyping, gene sequencing, and microsatellite profile anal-
ysis demonstrated that the six double drugeresistant clones were hybrids of the two
parental strains.9 Thus, it was demonstrated experimentally for the first time that
T. cruzi has an extant capacity to undergo genetic exchange, at least within TcI.
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The availability of multiple fluorescent protein markers with distinct excitation and
emission spectra provides a means to study genetic exchange in greater detail. As
described earlier, crosses between T. brucei cell lines carrying either a GFP or an
RFP gene led to readily identifiable hybrid organisms expressing both reporters
such that they appear yellow in composite images of tsetse salivary glands.26 Red
and green fluorescent lines of T. cruzi and the closely related species T. rangeli,
with strong and stable expression of fluorescence and drug resistance markers, have
been generated by integrating reporter constructs into either the ribosomal RNA
gene array114 or the tubulin locus.115 Just as T. brucei mating only occurs between
strains residing in the same tsetse fly salivary gland, it is expected that experimental
crosses in T. cruzi will only be successful if two strains can be brought into close phys-
ical proximity at the appropriate point of their life cycles. The use of red and green
fluorescently labeled T. cruzi cell lines has already enabled the tracking of coinfections
of mammalian cell cultures in vitro and in mice and triatomine bugs in vivo indicating
that there should be few technical barriers in identifying coexpressing “yellow”
hybrids114,115 (Fig. 20.2). Indeed, mammalian cell cultures simultaneously infected
with several different pairs of red and green transgenic strains commonly display
coinfections of individual cells.

3.4 Location of Genetic Exchange

In the successful experimental T. cruzi cross described by Gaunt et al.,9 nonconfluent
mammalian cell cultures were infected with T. cruzi cultures containing both infective
metacyclic trypomastigotes and noninfective epimastigotes. Once the metacyclic
trypomastigotes had invaded the mammalian cells, the epimastigotes were removed
by washing the cell monolayers. The infected mammalian cell cultures were
maintained for more than 20 days, allowing completion of several rounds of intracel-
lular replication, each of which may take as little as 5 days. The double drugeresistant
hybrids were recovered from the culture supernatant, which contained trypomastigotes
released from lysed mammalian cells. Thus, the most obvious interpretation is that hy-
bridization took place intracellularly in a coinfected host cell, and that it therefore
involved either amastigotes or trypomastigotes. However, it is also conceivable that
genetic exchange could have taken place between extracellular forms prior to host
cell invasion (i.e., epimastigotes or metacyclic trypomastigotes), or after infected cells
had ruptured (i.e., new trypomastigotes, including short or slender forms).

In terms of opportunity in endemic areas, where natural recombinants do exist,
mixed interlineage T. cruzi infections and multiclonal intralineage infections are by
no means rare in humans or other mammals.9,92,94,116e118 Furthermore, sylvatic
mammals are likely to be subject to multiple challenge infections, some of which
may be orally acquired by consuming triatomine bugs. Didelphis can have anal gland
infections that include morphological stages typically restricted to the insect vector.
Nevertheless, by analogy with T. brucei and Leishmaniawhere genetic exchange takes
place in the tsetse or sand fly vectors, respectively, it would be surprising if genetic
exchange in T. cruzi did not occur in its insect vector. There would be abundant
opportunity for T. cruzi to undergo genetic exchange in triatomine bugs. While tsetse
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flies have limited susceptibility to T. brucei and most readily acquire infection during
their first feed, triatomine bugs may acquire T. cruzi infection at any of the five
nymphal stages or as adults. Each bug takes many feeds, any one of which may be
infective; infection rates rise with instar examined, overall infection prevalence rates
are often 50% and may be much higher; as for mammals, mixed infections in bugs
are common.94,96,98 Although infection of the triatomine salivary glands is not
described for T. cruzi, there is analogous intense infection of the rectum with abundant
epimastigotes attached to the epithelium and free in the lumen, as well as metacyclic
trypomastigotes. Salivary gland infections cannot be considered a prerequisite for

Figure 20.2 Transgenic Trypanosoma cruzi cell lines expressing red or green fluorescent
protein markers. Top panels show mixed samples of extracellular flagellate forms; bottom
panels show mammalian cells coinfected with amastigote forms. Panels on the left show
phase microscopy, with red fluorescence, green fluorescence, and DNA staining; panels on
the right show red and green fluorescence only. DNA is stained with Hoechst 33342, a blue
fluorescent dye.
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genetic exchange to occur in triatominesdthey are not a feature of the Leishmania life
cycle in sand flies and many examples exist of genetic exchange in other protozoan
flagellates in the gut lumen of insect species.119 There are also prominent candidate
physiological triggers in triatomines, for example, hormonal changes that govern
molting, known to precipitate genetic exchange in flagellates of other insects, or
starvation/nutritional depletion, which appears to encourage dispersive flight in male
triatomine bugs.

Clearly, the occurrence of genetic exchange in T. cruzi during the vector stage of the
life cycle deserves further investigation. With approximately 127 of the 140 or more
triatomine species native to the Americas and at least six T. cruzi genetic lineages,
there are multiple scenarios to be explored and indubitably new discoveries to be
made, aided by the latest technological advances.

3.5 Behavior of Experimental Hybrids

The phenomenon of hybrid vigor (heterosis), in which hybrids tolerate unusually
severe conditions or thrive and outcompete nonhybrids, is well known for a variety
of organisms.120 On the other hand, hybrids may have significantly reduced
viability and be difficult to recover from experimental or natural populations.
Hybrid vigor was explored theoretically for a naturally occurring hybrid T. cruzi
by comparing the catalytic efficiency of the three individual glucose phosphate
isomerase isoenzymes in hybrids, and against the individual isoenzymes in nonhy-
brids.121 Although the isoenzymes clearly differed in temperature stabilities, their
catalytic efficiencies appeared to be similar. Comprehensive phenotypic compari-
sons of natural TcV and TcVI hybrid strains with TcII and TcIII representative
parental strains will be required to establish whether heterosis contributed to the
success of TcV and TcVI in becoming established in domestic transmission cycles.
In this context, it is clearly of interest to know whether experimentally derived
hybrid T. cruzi clones have decreased or increased vigor. The experimental hybrid
clones described by Gaunt et al.9 grew vigorously in vitro, and in preliminary
in vivo comparisons in immunocompromised SCID (severe combined immunode-
ficiency) mice, the hybrids readily established infections and produced abundant
pseudocysts in heart and skeletal muscle; pseudocysts were also seen in smooth
muscle of the alimentary tract.122 The hybrid clones therefore appear to be at least
as virulent as their parents. Genotype of the infecting strain or mixture of strains
may have an important impact upon disease pathology in humans, for instance,
as a result of differences in tissue tropism.118,123 Results from experimental inves-
tigations of mixed infection dynamics also suggest that dual-clone mixtures of
T. cruzi behave differently than would be expected simply based on the behavior
of each clone individually, both in bugs,124,125 and in animal models.126e128 Imag-
ing of transgenic bioluminescent biological clones of T. cruzi parents and derived
hybrid progeny now provides a means of following their comparative behavior
and virulence in vivo, throughout the acute and prolonged chronic phases of mouse
model infections.129
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3.6 Mechanism of Genetic Exchange in Experimental and
Natural Hybrids

The mechanism of genetic exchange that produced the six experimental hybrid T. cruzi
clones is at least partially well understood. MLEE, karyotype analysis, random ampli-
fication of polymorphic DNA (RAPD), and multilocus microsatellite typing (MLMT)
clearly showed that the hybrids had not inherited alleles in typical Mendelian ratios,
that is, one allele per locus from each parent.9 In fact, for most loci tested, the hybrids
had inherited at least two alleles from both parents, although a minority of the parental
alleles were absent. Trypanosoma cruzi hybrid clones each displayed one of the
parental mitochondrial maxicircle genotypes but not both, as is reported (earlier) for
T. brucei; the dynamics for inheritance of minicircles remains unexplored in
T. cruzi but may well involve reassortment flow cytometric analysis of DNA content
demonstrated that the hybrid clones were subtetraploid (about intermediate between
3N and 4N), and that DNA content was relatively stable after passage through
mice.122 However, following long-term in vitro culture, progressive and gradual
decline in DNA content has been observed without any evidence of a meiotic reduction
division, which would be expected to result in the halving of ploidy in a single step
(Lewis et al., unpublished data). This situation is in contrast with the general consensus
for the typical program of genetic exchange in T. brucei, which evidently does involve
meiosis and Mendelian inheritance. Furthermore, analysis of natural T. cruzi hybrids
(TcV and TcVI) showed that their genotypes were consistent with their being typical
meiotic F1 progeny from a TcII � TcIII cross.16 Nevertheless, more than one mecha-
nism may occur; hybridization and genome erosion do have a biological precedent in
the parasexual mechanism of genetic exchange in the pathogenic yeast Candida
albicans.130 In C. albicans the genome erosion following fusion of diploids is by
random, concerted loss of whole chromosomes over the course of repeated mitotic
replication and results in diploid or near-diploid recombinants.

The mechanism of genome erosion in T. cruzi requires more extensive comparative
genotyping of hybrids and parents. The full extent of recombination and mosaic
formation that took place, at chromosomal and intragenic levels, during the
experimental T. cruzi cross is also not clear and requires further investigation. Both
genetic exchange and genome erosion mechanisms should be revealed by comparative
sequencing of the entire TcI parental and derived experimental progeny genomes,
which is currently in progress (Talavares, Lewis et al., unpublished). In the context
of these observations on T. cruzi, it is interesting to note that a proportion of polyploid
progeny may also occur as products of genetic crossing experiments with T. brucei and
Leishmania. As described earlier, haploid gametes of T. brucei were reported,55 sug-
gesting that in T. brucei triploid progeny may be the result of fusion prior to reduction
division of gametes.

The interesting results of the DNA content analysis of the experimental cross, in
particular, the elevated subtetraploid DNA content of the hybrids, led us to undertake
a much wider study of DNA content among field isolates representing all six of the
known T. cruzi genetic lineages. As described by Lewis et al.,122 and in agreement
with the pioneering observations by,131 extraordinarily wide diversity in DNA content
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was observed (Fig. 20.3). Some trends were observed relating to the DNA content of
cloned strains from the different genetic lineages, for example, TcI on average clearly
had the lowest DNA content, with few outlying isolates, while TcII and TcIV
presented a wide range of DNA contents. The key question, however, was whether
naturally occurring hybrid TcV and TcVI strains had elevated DNA contents, compat-
ible with the fusion of diploids, as deduced from the experimental cross. This proved
not to be the case. TcV and TcVI had DNA contents equivalent to those of their
parental TcII and TcIII lineages, implying diploidy. This was confirmed by genome-
scale MLMT and DNA sequencing of nuclear and mitochondrial (maxicircle) genes
in TcII, TcIII, TcV, and TcVI isolates, which indicated TcV and TcVI carried one
TcII allele and one TcIII allele per locus, with only rare instances of allelic aneu-
ploidy.122 TcV and TcVI present very little intralineage diversity, but the extensive
genotyping clearly shows they are distinct from each other, confirming the original
MLEE-based distinction. TcV and TcVI thus resemble normal F1 meiotic progeny
of hybridization events between TcII and TcIII that have undergone clonal expansion
within the domestic nichedthey are essentially diploid with fixed heterozygous geno-
types comprising equal proportions of TcII and TcIII alleles. There are therefore
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Figure 20.3 Variation in DNA content within and between Trypanosoma cruzi genetic lineages
or DTUs. Each diamond indicates a different T. cruzi clone. Flow cytometry was used to
measure the relative DNA content of parasites labeled with the fluorescent dye propidium
iodide. Genome sizes were estimated based on the predicted size of the CL Brener genome.161

Adapted from Lewis MD, Llewellyn MS, Gaunt MW, Yeo M, Carrasco HJ, Miles MA. Flow
cytometric analysis and microsatellite genotyping reveal extensive DNA content variation in
Trypanosoma cruzi populations and expose contrasts between natural and experimental hybrids.
Int J Parasitol 2009;39:1305e17.
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contrasts with the aneuploid experimental hybrids. These could stem from mechanistic
differences in interlineage, as opposed to intralineage, recombination. Alternatively,
the physiological cues that might be required for meiotic reductive division may
well have been absent under the conditions used for experimental crosses. It is not
known how the diploid state was reached by TcV/VI and so operation of the fusione
erosion mechanism or other genetic exchange mechanisms in natural recombination
events should not be ruled out at this stage.

The existence of TcV and TcVI clearly shows that natural recombination events
have been a feature of the evolution of T. cruzi. Whether it is a contemporary phenom-
enon in active transmission cycles remains an open question. However there is
evidence that recombination may be more frequent than previously thought. For
example, molecular dating analyses indicated that the TcV and TcVI hybrids conser-
vatively have an origin within the last 60,000 years.16 Comparisons between the
nuclear and mitochondrial genotypes of TcI, TcIII, and TcIV have revealed several
striking instances of mitochondrial introgression.13,92,132 Multilocus sequence typing
(MLST) of reference strains has now shown that TcIII and TcIV could be descended
from ancient hybridization between TcI and TcII,15,92 although this has been
questioned.133 Furthermore, unexpectedly high levels of homozygosity within sylvatic
populations of TcI and TcIII may be compatible with the occurrence of natural
intralineage recombination.132,134,135 Perhaps most importantly, genetics studies using
more intensive sampling at the micro-scale of individual undisturbed transmission
cycles have finally revealed evidence of sexually recombining T. cruzi popula-
tions.136,137 In summary, as of 2016, recent research suggests that genetic exchange
is more frequent among natural populations than so far described, with significant
consequent epidemiological implications.138e140 Messenger and Miles132 provide a
concise review of evidence for genetic exchange in natural populations of T. cruzi.

3.7 Implications for Epidemiology

The successful experimental T. cruzi genetic cross was a significant research milestone
in that it proved this organism has an extant capacity for genetic exchange, with conse-
quent epidemiological implications, and the unusual genetic mechanism continues to
be of considerable fundamental interest. However, the main implications of genetic
exchange in T. cruzi come not from examination of the experimental hybrids but
from genetic analysis of natural populations. The hybrid DTUs, TcV and TcVI,
have thrived and spread dramatically among human populations in Bolivia, Argentina,
Chile, Paraguay, and the extreme south of Brazil, where severe clinical manifestations
of Chagas disease are common, including chagasic cardiomyopathy, megaesophagus,
megacolon, and congenital transmission90,141 (Messenger, 2015 #3383). TcV and
TcVI have probably been propagated in conjunction with the dispersion of Triatoma
infestans, the principal domestic triatomine vector in the Southern Cone region, which
was itself spread in association with the activities and migration of humans.142,143

There is therefore a potentially great epidemiological risk attached to the emergence
of new recombinant lineages, which would have unpredictable phenotypes, for
example, with respect to pathogenicity or transmission potential. Furthermore, new
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high impact hybridization events cannot be excluded as the dynamics of sylvatic and
domestic transmission cycles alter with development, environmental change, and
migration of human populations.

4. Leishmania

4.1 Evidence of Genetic Exchange in Natural Populations

Numerous species of Leishmania have been named as agents of leishmaniasis. The
multiple species of Leishmania and their complex taxonomy contrasts with T. cruzi
as the sole designated species causing Chagas disease. This taxonomic contrast is
despite the remarkable diversity of the T. cruzi genetic lineages, exceeding the level
of diversity that is used to support definition of several distinct Leishmania species.90

In fact, there has been a tendency to describe new Leishmania species based on minor
genotypic differences; some species have been shown to be synonyms (e.g.,
L. infantum and Leishmania chagasi; Leishmania donovani and L. archibaldi) and
several other species are of questionable validity.144e146 Nevertheless, molecular
methods have also revealed hitherto unexpected genetic diversity within species, for
example, within L. donovani.

The two subgenera of Leishmania, subgenus Leishmania and subgenus Viannia,
were initially distinguished based on differences in clinical presentation, and subse-
quently on the distribution of infection within the alimentary tract of the sand fly
vectors. The L. donovani complex (subgenus Leishmania; L. donovani and
L. infantum) causes human visceral leishmaniasis (VL, kala-azar), which is the most
devastating form of human leishmaniasis. Leishmania infantum is also responsible
for widespread severe canine visceral leishmaniasis (CVL). Symptomatic human
VL is nearly always fatal in the absence of treatment, and an estimated 500,000 symp-
tomatic cases occur annually. Several other species of the subgenus Leishmania are
responsible for diverse clinical presentations of cutaneous disease in both the Old
World (L. major, Leishmania tropica, Leishmania aethiopica) and the New World
(Leishmania amazonensis, Leishmania mexicana), occasionally presenting with
disseminated cutaneous lesions (L. aethiopica, L. amazonensis).

The subgenus Viannia is confined to the New World, where Leishmania brazilien-
sis causes the most severe form of the cutaneous disease, mucocutaneous leishmaniasis
(MCL), with potentially catastrophic metastatic invasion and destruction of the naso-
pharynx. Leishmania peruviana is very closely related to L. braziliensis but is more
prevalent in higher altitude regions of Peru, where in contrast it is associated with
simple, self-healing cutaneous lesions. Infections of Leishmania guyanensis and
Leishmania panamensis, both within the subgenus Viannia, may spread beyond the
initial site of infection but are usually less aggressive than L. braziliensis.

In parallel with research on T. cruzi diversity, a similar range of molecular
methods has been applied to the genus Leishmania. Historically, as with T. cruzi,
population structure of all Leishmania has been considered to be fundamentally
clonal. However, evidence for genetic exchange in natural populations of
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Leishmania has repeatedly emerged in the form of both interspecific and intraspecific
hybrids bearing recombinant genotypes. For example, natural hybrids have been
described between L. braziliensis and L. panamensis in Nicaragua,17 between
L. braziliensis and L. guyanensis in Venezuela,147 and between L. braziliensis and
L. peruviana in Peru.148 In the latter case, the L. braziliensis/L. peruviana hybrids
were highly prevalent among patients, and occurred in some patients with mucosal
disease. Furthermore, nine hybrid genotypes were discovered in a single Peruvian
endemic region.149 In the Old World, L. major/Leishmania arabica hybrids have
been described,18,150 and L. major/L. donovani hybrids (originally designated
L. major/L. infantum hybrids) from patients with HIV infection.19 Putative parental
and hybrid phenotypes of the L. donovani complex (L. donovani; “L. archibaldi”)
occur sympatrically in East Africa, and sequencing of housekeeping genes encoding
enzymes shows mosaic characters across such strains.151 A widespread lineage of
L. tropica appears to be disseminated from a recent recombination event.152

Inbreeding was detected in natural populations of both L. braziliensis and
L. guyanensis based on linkage disequilibrium (LD), with a deficit of heterozygosi-
ty.153 Comparative genome sequencing to detect recombination showed evidence of
hybridization and subsequent selfing among vector-isolated L. infantum from South-
eastern Turkey.154 Multilocus sequence typing and microsatellites confirmed the
presence of sympatric putative parents and hybrid progeny in an endemic focus of
VL in Ethiopia.155 In heroic comparative genomics of 204 strains of L. donovani
from the Indian subcontinent, Imamura et al. (2016) found evidence of genetic
exchange, associated with the spread of the LdAQP1 mutation marker of resistance
to antimonials. Thus, there is an accumulation of evidence of intra- and interspecific
genetic exchange in natural populations of Leishmania.

4.2 Genetic Crosses

Akopyants et al.6 finally demonstrated recombination in Leishmania experimentally.
They cotransmitted pairs of transgenic L. major strains resistant to different selective
drugs through the natural sand fly vector, Phlebotomus duboscqi, and recovered
parasites that were resistant to both drugs. Nine double drugeresistant populations
were recovered directly from coinfected sand flies and two from mice bitten by
such flies; these yielded a total of 18 progeny clones. Genetic analysis of homozygous
parental markers, assigned to several chromosomes, showed that all clones carried
both parental alleles, proving they were hybrid. Maxicircle kDNA genotypes were
uniparentally inherited. Phenotypic analysis also demonstrated clear segregation of
dominant traits in different hybrid progeny. The genotypes were consistent with
canonical meiosis generating heterozygous F1 progeny. However, 7 of the 18 clones
were triploid. Experimental crosses using parental clones carrying red and green
fluorescent markers in conjunction with separation of single cells by fluorescence-
activated cell sorting revealed the presence of “yellow” hybrid cells with the
expression of both fluorescent markers.156

Subsequently, it was shown that genetic crosses, in both the natural vector
P. duboscqi and a nonnatural permissive vector Leishmania longipalpis, could be
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performed with facility and between geographically diverse L. major strains, with
similar efficiencies in all pairwise crosses.157 Of 96 derived clonal lines, the majority
were diploid but some were triploid or tetraploid. A low frequency of uniparental
allelic inheritance, more so in the nonnatural vector species, was attributed to loss
of heterozygosity. Again, only uniparental maxicircle inheritance occurred. No
distinct male or female gametes have been described, but of the developmental stages
in the sand fly (procyclic, nectomonad, haptomonad, and metacyclic), the nectomo-
nad stage is considered to be the most likely stage at which genetic exchange takes
place.157

Consistent with the observation of L. major/L. donovani hybrids in natural
populations,19 Romano et al.4 achieved interspecies crosses of L. major and
L. infantum in the permissive vector L. longipalpis, yielding hybrid progeny that
displayed similar patterns of inheritance and ploidy among hybrids from the
L. major crosses. Most importantly, trait segregation of cutaneous or visceral
dissemination and pathology was seen among the progeny. Finally, Calvo-
Alvarez et al.158 showed that intraclonal crosses of L. infantum in a natural vector
Phlebotomus perniciosus could produce a viable hybrid, somewhat less virulent in a
mouse model than the parental clone. Many hybrid L. donovani clones have
recently been generated experimentally in other sand fly species (Sadlova et al.,
unpublished data as of mid-2016).

4.3 Implications for Epidemiology

Research progress on genetic exchange in Leishmania and in trypanosomes has now
been dramatic and far reaching, albeit much remains to be done to understand precise
alternative mechanisms. L. major/L. donovani hybrids have increased transmission po-
tential, since they were transmitted efficiently by the otherwise L. majorespecific vec-
tor, Phlebotomus papatasi.159,160 Such results highlight the potential epidemiological
impact of genetic exchange in Leishmania: hybrids may have the disturbing potential
to expand transmission of visceral disease and invade new geographical regions.

Thus, the fact that Leishmania spp. can undergo genetic exchange is of profound
epidemiological importance.90 Genetic exchange has implications for heterosis (hybrid
vigor), the emergence and spread of virulent strains, resistance to chemotherapeutics,
exploitation of different vectors and hosts, and adaptation to new ecological niches that
may provide a selective advantage. As with T. brucei and T. cruzi, virulent clones may
emerge and predominate in some epidemiologically important populations. However,
the perception that genetic exchange is rare and of little evolutionary or extant epide-
miological consequence is no longer tenable.

Abbreviations

MLEE Multilocus enzyme electrophoresis
MLMT Multilocus microsatellite typing
MLST Multilocus sequence typing
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1. Introduction

1.1 Overview of Plasmodium Phylogeny and Description of
Species Infecting Homo sapiens

The protozoan genus Plasmodium comprises chromalveolate protists of the phylum
Apicomplexa, order Haemosporida, family Plasmodidae. Members of the genus are
obligate parasites of vertebrate hosts including lizards, snakes, birds, rodents, and
primates. Amphibians, marsupials, carnivores, and ungulates are major vertebrate
groups not known to host Plasmodium sp. parasites. Natural infections of Homo
sapiens are caused by six species: Plasmodium falciparum, Plasmodium knowlesi,
Plasmodium malariae, Plasmodium vivax, and the two closely related species Plasmo-
dium ovale curtisi and Plasmodium ovale wallikeri, which are genetically distinct.1,2

In naive human hosts each of these six parasites cause an acute febrile illness of
varying severity and duration, known as malaria.

The evolution of the genus Plasmodium was punctuated by a series of host transi-
tions, as the radiation into more than 270 current species occurred through a variety of
vertebrate hosts. The primate malarias are probably the best-studied group of species,
and have been well described both in natural infections of simian, ape, and human
hosts,3e6 and in experimental infections in chimpanzees, baboons, rhesus, and Aotus
monkeys.7 Investigations of the biochemistry and cell biology of P. falciparum have
been possible in vitro since a system for continuous culture was devised by Trager &
Jensen,8 and this is therefore by far the best characterized of the primate malaria
parasites. However, as P. knowlesi has now been successfully adapted to continuous
culture in human erythrocytes,9 analysis of parasite biology in vitro can be derived
from two contrasting members of the genus, and is of indirect use in understanding
the comparative evolutionary history of all members of the genus.

Due to the significant number of severe and fatal cases of malaria caused by
P. falciparum, and its ability to be propagated as blood-stage parasites in vitro, Lav-
eran’s parasite remains the most closely studied of the human-infecting plasmodia.
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Geographically widespread, the parasite occurs well north of the Tropic of Cancer
(e.g., Afghanistan) and also south of the Tropic of Capricorn (e.g., South Africa,
Namibia). Human blood-stage infections display a 48 h cycle in experimental infec-
tions in volunteers, such as those studied in detail in the Georgia State Penitentiary
in the mid-20th century,7 hence the term “malignant tertian” malaria, referring to
the periodicity of fevers in P. falciparum. Two particular biological features of this
parasite distinguish it from the other human malaria infections. The first is that
parasite-encoded adhesins, capable of binding to host endothelium, are expressed on
the surface of the infected erythrocyte from the mid-trophozoite stage right through
to schizogony and release of merozoites. This enables the mature forms of the parasite
to sequester in small blood vessels in a variety of host tissues, for a period of 30e36 h,
and thus only the young trophozoites (“ring forms”) are observed in smears of periph-
eral blood whereas, for other human malaria species, intraerythrocytic parasites at all
stages of maturity circulate in the periphery. The second distinguishing feature of
P. falciparum is the production of crescent-shaped gametocytes (transmissible stages),
which do not develop in synchrony with the asexual parasite stages, but appear late in
infection after an extended period of development (typically 6e10 days) sequestered
in bone marrow and other endothelial beds in various tissues by virtue of the rigid
undeformability of these stages, which is reversed on gaining maturity, allowing
release into the peripheral circulation in order to have access to biting mosquitoes.10

Plasmodium vivax infection occurs across the broadest geographical range of all the
human malaria parasites, aided partly by an important survival strategy that this para-
site shares with P. ovale: the ability of liver schizonts to arrest development and remain
dormant for weeks, months, or years as hypnozoites. Reactivation of hypnozoites
sometime after the primary infection following an infective mosquito bite can thus
initiate a fresh blood-stage malaria infection in a subsequent season favorable for trans-
mission to mosquitoes. This mechanism is thought particularly important for the
continued transmission of P. vivax in temperate areas with a long winter in which
anophelines are scarce or absent3,7 or in areas with extreme or extended dry, hot sea-
sons, such as Mauritania.11 Malaria caused by P. vivax shares the 48 h periodicity of
falciparum malaria, but is responsible for many fewer severe or fatal cases, hence the
label “benign tertian” malaria. There is no appreciable stage-specific sequestration of
parasitized erythrocytes, and all asexual and sexual forms of P. vivax are seen in pe-
ripheral blood smears. The lack of a reliable continuous in vitro culture system has
hampered research on this parasite, but transient 48 h schizont maturation cultures
have been useful in studying antimalarial drug response phenotypes in P. vivax.12

P. malariae occurs in humans throughout malaria endemic regions of the world,
and has earned the name “quartan malaria” for its 72-h fever periodicity (reviewed
in Collins and Jeffery13; Mueller et al.14). This species occurs at low parasite density
in the peripheral blood, frequently occurs with P. vivax or P. falciparum as mixed in-
fections, causes generally a relatively mild malaise compared to other species,3 and is
likely to be substantially underreported due to misdiagnosis as P. vivax or
P. falciparum.15 Plasmodium malariae also occurs as a well-described zoonosis in
American monkeys, under the species designation Plasmodium brasilianum. Although
generally considered a minor species, P. malariae is very common in some locations in

488 Genetics and Evolution of Infectious Diseases



PNG, Indonesia, and Africa, contributing substantially to overall malaria
morbidity.14,16,17 One of the most puzzling aspects of the biology of P. malariae is
the ability to recur years, and even decades, after the last possible exposure of the in-
dividual to an infected mosquito bite.18,19 Analysis of imported P. malariae infections
in three nonendemic countries has led to the suggestion that this species may also,
under certain circumstances, form latent liver-stages analogous to the hypnozoites
of P. vivax and P. cynomologi.20

Ovale malaria is now understood to be caused by two closely related but distinct
parasite species, P. ovale curtisi and P. ovale wallikeri.1 First described by Stephens
in 1922,21 P. ovale spp. cause acute febrile malaria with a tertian periodicity, but
only rarely are associated with severe or life-threatening complications.14,22 Ovale ma-
laria does not occur outside of the tropics, and is not known in the Americas, but ben-
efits in seasonal and arid settings from the ability to form hypnozoites.11 The absence
of P. ovale transmission in temperate zones despite its ability to form hypnozoites
suggests that the mosquito stages of this parasite are not able to complete development
at lower temperatures. Relapse episodes of ovale malaria can occur months or years
apart,23,24 and therefore this species may pose a particular challenge for the eradication
of malaria from sub-Saharan Africa.1

Dubbed by some as “the fifth human malaria,” P. knowlesi, whose natural host is
certain species of Asian macaques, is now recognized as a relatively common agent
of both clinical malaria and chronic asymptomatic parasitemia in humans in Southeast
Asia.25e27 Human infections have been described in almost all countries in Southeast
Asia where macaques occur.28e32

1.2 Population Genetics and Design of Public Health
Interventions

While much attention has been paid to population-level studies of polymorphic
protein-coding genes as a means to empirical identification of potential candidate
vaccine antigens in both P. falciparum and P. vivax, these studies have also provided
invaluable insights into the nature and complexity of historical selective forces in
shaping populations of Plasmodium parasites.33e37 These insights from population
genetics inform not only the design of vaccines, but also the processes used to monitor
the efficacy over time of vaccines put into widespread use.

Population genetic tools have also been powerfully deployed to assist understand-
ing of the spread over recent decades of gene variants encoding parasite resistance to
antimalarial drugs, particularly chloroquine (CQ) and sulfadoxineepyrimethamine
(SP).38,39 Further, with the determination by shotgun capillary sequencing of the
genome sequences of P. falciparum, P. vivax, and P. knowlesi,40e42 and the recent
assembly from Illumina short-read data of potential reference genome sequences for
P. ovale curtisi, P. ovale wallikeri, and P. malariae,2,43 genome-wide variation can
now be studied among all Plasmodium species infecting humans. The utility of these
data is enhanced by our capacity to perform direct sequencing of full parasite genomes
directly from malaria patients without ex vivo culture.44
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1.3 Genomic Signals of Selection due to Host Immunity

Coevolution of Plasmodium species and their vertebrate hosts has left significant signals
of selection on the host genome, well-known examples being the hemoglobin structural
variants of Homo sapiens (such as sickle-cell anemia, the thalassemias, and G6PD
deficiency), which provide a measure of protection against malaria. These genotypes
have therefore become established in populations with ancient or recent history of
Plasmodium infection risk (reviewed by Weatherall et al.45). Conversely, both mamma-
lian and insect hosts have imposed selection upon the Plasmodium parasite genome as
their respective immune systems adapt to minimize the harmful effects of parasitization.
Perhaps one of the most spectacular examples of this is the genus-wide expansion of
genes encoding large families of proteins involved in immune evasion. The SICAvar
antigens of P. knowlesiwere the first such proteins to be discovered, followed by a num-
ber of families in other members of the genus, notably including the PfEMP1 proteins of
P. falciparum, encoded by the w60-strong var gene family, the surf family (N ¼ 10),
and the Pfmc-2tm family (N ¼ 11).46 Genome analysis of a number of Plasmodium
species genomes has identified members of the pir (Plasmodium interspersed repeat)
family of small variant proteins, and among the parasites of primates these reach their
greatest expansion in P. ovale curtisi and P. ovale wallikeri.43 Thus subtelomeric
gene families have expanded to encode hundreds of protein variants per genome,
suggesting that the benefit of avoiding immune responses from the vertebrate host
has outweighed the cost of amplifying up such large gene families, and developing
the complex gene regulatory pathways required to express them effectively.

Single-copy genes throughout Plasmodium genomes also bear signals of immune
selection, and these are exemplified by diversification of the well-characterized
nucleotide sequences in both P. falciparum and P. vivax that encode the immunogenic
merozoite adhesion/invasion proteins, such as AMA1, MSP2, MSP3, EBA-175, and
the duffy-binding proteins.33,35e37,45 Other single-copy genes displaying evidence
of selection for diversification include those coding for the sporozoite protein
thrombospondin-related protein (TRAP), and SURFIN4.2, a protein expressed in late
stage intraerythrocytic asexual parasites.46,47 In contrast, evidence for balancing selec-
tion is not seen in population genetic analyses of the locus encoding circumsporozoite
protein (CSP), despite its high degree of polymorphism.48

1.4 Summary of Genomic Studies of the Genus

Genomic studies per se of the genus Plasmodium began in the 1990s and eventually
led to the full genome sequence being assembled across three sites.40 Subsequent Plas-
modium sp. genome projects for P. vivax and P. knowlesi utilized capillary sequencing
of genomic DNA shotgun-cloned into Escherichia coli plasmids.41,42 As genome
sequencing technologies have become cheaper to perform at higher throughput,
reduced dependence on large preparations of very pure parasite DNA, and the capacity
to derive genomic information from samples in laboratory archives49 have led to an
explosion of genome-level information for Plasmodium spp. Adequate description
of these expanding datasets and the analyses enabled by them would require an addi-
tional chapter in this book; this must wait for another opportunity.
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2. Evolution of Plasmodium: The Last 10 Million Years

2.1 Role of Host Transitions in Speciation Events Within the
Genus

A species is a group of organism that can mate to produce fertile offspring. For speci-
ation to occur, two populations of a species must become reproductively isolated,
thereby preventing gene flow between them. The result of reproductive isolation is
that over time the two populations will accumulate private mutations, which will result
in the inability to form viable offspring should interpopulation breeding occur again at
some time after the original separation. Allopatric speciation occurs when reproductive
isolation is a direct result of the geographical separation of two (or more) populations
through a physical barrier, such as an ocean. In contrast, sympatric speciation has a
genetic origin, preventing admixture within two populations found in the same
location. Putative mechanisms for sympatric speciation may include temporal isolation
through a shift in the timing of gamete release, behavior isolation through different
courtship routines, physical isolation through noncompatible genitalia, and gametic
incompatibility mediated by mating incompatibility loci in plant, fungi, and marine
organisms, such as the sea urchin Echinometra and marine diatoms.50,51 For an
obligate parasite, an obvious mechanism for sympatric speciation is host-switching.
In the case of Plasmodium, such genetic isolation would be exacerbated if the two
vertebrate hosts are targeted by different species of vector, given that genetic recom-
bination between parasite genotypes occurs exclusively in the mosquito midgut.

Experimental infections, the comparison of Plasmodium and host phylogenies, and
transgenic manipulation of parasites have all shed light on the role of host-switching in
the evolution of the genus. Phylogenetic studies have allowed the evolution of
mammalian and bird malarias to be elucidated and the common origin of these species
to be calculated at between 120 and 160 million years ago (mya).52 Such a time point is
much later than the divergence of sauropsid (ancestral linage of mammals) and synap-
sid (ancestral lineage of birds, lizards, and snakes) vertebrate lineages some
315 million years ago, suggesting that host-switching has occurred during this time
period. Human malaria species themselves appear not be monophyletic but instead
have multiple independent evolutionary origins. At least three separate simian to hu-
man host transitions are apparent from the phylogenetic reconstruction of mammalian
malarial mitochondrial sequences, when only P. vivax, P. knowlesi, and P. malariae
are considered.53 Recent studies on both bird and bat malaria species also show evi-
dence for both host plasticity and host-switching.54e56

2.2 Plasmodium falciparum and Plasmodium reichenowi:
Divergent Host Specificities?

The closest relative of the human malaria parasite P. falciparum is the chimpanzee
parasite P. reichenowi. The ancestors of Homo sapiens sapiens (modern day humans)
and Pan troglodytes (chimpanzees) are thought to have diverged around 4e8 mya
according to phylogenetic and fossil evidence.57,58 This time point has often been
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used as a date for the divergence of P. falciparum and P. reichenowi, a time point
which has in turn been used to date other nodes within phylogenetic studies. When
P. reichenowi was discovered in 1917 in the blood of wild chimpanzees and gorillas,
it was morphologically indistinguishable from P. falciparum. However, in vitro exper-
iments showed that humans could not be infected with P. reichenowi, and nor could
chimpanzees be infected with P. falciparumeparasitized patient blood.59 The two in-
fections were therefore deemed to be separate species, a view that was subsequently
supported by genetic analysis of the csp (circumsporozoite protein) locus.60

As early as 1977, differences in the erythrocyte receptors of humans and chimpan-
zees were postulated as the driving force behind the apparent species specificity of
P. reichenowi and P. falciparum,61 and this has since been related to differences
in the sialic acid structure of Glycophorin A between humans and chimpanzees.59

However, recent insights gained from studies of the genomes of the Laveranian
parasites P. reichenowi and P. gaboni from DNA fragments isolated from wild
ape feces show that P. falciparum has only recently transferred into Homo sapiens,
and shows relatively little genetic diversity compared to the former two species, or
even compared to P. falciparumelike parasites from wild gorillas.62,63 This strongly
suggests a more profound basis to speciation than Miller’s concept based on special-
ized erythrocyte invasion, which is more likely to be a recent adaptation after the
original host transition.

While early experiments showed that chimpanzees were refractory to
P. falciparum, experimental infections can be established in splenetcomized chim-
panzees. Indeed, several isolates of P. falciparum including Vietnam Oak Knoll
and Uganda Palo Alto64,65 have been adapted by serial passage through New World
monkey hosts for use with animal models. The last few years have also seen the
discovery of P. knowlesi infections in humans,25 confirmation of P. falciparum
infection in both great apes and monkeys,4,62 and both P. malariae and P. vivax in
chimpanzees,66,67 suggesting that the host specificity of certain Plasmodium species
may be more fluid than was once thought: such infections, at the very least, suggest
that mechanisms such as specific adaptation to erythrocytic receptors specific to a
particular primate host may be insufficient to fully explain host-switching and poten-
tial sympatric speciation events.

What alternatives are there to host-switching that would facilitate the genetic isola-
tion of sympatric populations? Mutations within mating incompatibility loci are
known to produce genetic isolation within sympatric populations of animals and
plants. The surface gamete proteins Pfs48/45 are known to be critical for the fertility
of male microgametes in P. falciparum,68 and gene distributions at this locus show
significant skewing at the population level.69 Following fertilization, a diploid
ookinete is formed, which buries into the mosquito midgut and undergoes meiotic
reduction to form a sporozoite-filled oocyst. Analysis of Pfs48/45 allele frequencies
in oocysts gathered from Tanzanian mosquitos shows a significantly higher inbreeding
coefficients (F(IS)) compared with 11 unlinked microsatellite loci locus. Thus it would
appear that assortative mating is occurring in these populations,70 raising the possibil-
ity that genetic isolation may occur through mutations in gametic surface receptors at
the time of host-switching by the novel species.
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2.3 Speciation Between Plasmodium ovale curtisi and
Plasmodium ovale wallikeri: Separate Host Transitions?

The parasites previously defined as P. ovale, on the basis of their morphology when
viewed on Giemsa-stained blood films, are now known to comprise two genetically
distinct, nonrecombining species that diverged around 2 mya. These two newly
recognized species were shown to be sympatric at country level in their distribution,
thus ruling out classic allopatric barriers as an explanation for the current pattern of
endemicity, and suggesting that reproductive isolation between the two parasites is
due to other mechanisms, such as host-partitioning.1 Nevertheless, as only country-
level distribution data was available for this first study of the dimorphic parasite
species, it could not be ruled out that continuing physical separation between the
two species is maintained due to more subtle mechanisms, such as microgeographical
discontinuities or specific habitat or seasonal requirements preventing admixture of the
two types in the present. Subsequent examination of parasites from clinics in Congo-
Brazzaville, and community parasitological surveys in Equatorial Guinea and two sites
in Uganda demonstrated conclusively that both P. ovale curtisi and P. ovale wallikeri
occur in different people in the same village at the same time, providing stronger
support for the existence of a robust biological barrier (or barriers) between the two
parasite species.71

It is prudent to recognize that whatever the current barriers to mating and recombi-
nation might be, it is not necessarily true that these were also the cause of the original
speciation event. In our view, the most parsimonious explanation for the existence of
these two related but distinct parasite lineages in the same primate host, Homo, is that
their common ancestor in the most recent nonhuman primate host (P. ovale sensu
stricto) underwent successful transit to Homo on two separate occasions. The two
lineages antecedent to the P. ovale curtisi and P. ovale wallikeri species were thus pre-
vented from recombination because each occupied a different primate host, and so the
two lineages never occurred simultaneously in a single mosquito blood-meal, the ab-
solute requirement for hybridization. During this time apart, differences arose, which
meant that recombination was no longer possible, once both lineages had become par-
asites of humans. It is also valid to argue an alternative to our favored “two transition
hypothesis,” namely that separation was due to a geographical separation of two pop-
ulations after host transition to Homo (or the ancestors of Homo). This could be
dubbed the “transient allopatry hypothesis,” in that it requires sympatric, early
Homo-parasitizing (hypothetical) P. ovale s.s. populations to have developed into
two geographically isolated lineages that came back into sympatry due to migration
of the hominid hosts or expansion of the separated parasite populations. During the
period of separation, the pair of lineages underwent sufficient divergent evolution
for differences to arise, and these now keep the two lineages apart, despite their current
close cohabitation across a global range.1,2,71,72

What could be the nature of these differences that maintain the species barrier
between P. ovale curtisi and P. ovale wallikeri now that they exist in sympatry?
This is a matter of great interest, and a number of explanations can be hypothesized,
and eventually tested. Here, we briefly consider five (see also Sutherland,2 Box 1).
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• The two species remain physically separated by classic allopatry, or by a cryptic allopatry
brought about by different patterns of seasonal emergence.

• Special requirement of each species for different species of mosquito vectors.
• Special requirement of each species for different human subsets defined by blood groups of

erythrocyte surface molecules.
• P. ovale curtisi and P. ovale wallikeri essentially propagate clonally due to very frequent

self-fertilization, and this explains why both exhibit very little intraspecies polymorphism.
• Through genetic drift, divergence of specific molecules required during the mating process,

or gross changes at chromosomal level that prevent viable chromosome pairing at meiosis.

The last of these five hypotheses is the only one we now consider plausible: that
divergence in genome primary and secondary structures during a period of separation
prevents effective meiotic pairing between the two current lineages, now that they are
circulating in the same host species (Homo sapiens). Thus recombination does not
occur between P. ovale curtisi and P. ovale wallikeri. We have previously postulated
that human blood groups may delineate mutually exclusive subsets of human hosts.1

Species-specific restriction to different subsets of the human population had appeared
to be a plausible mechanism for the current maintenance of the species barrier between
P. ovale curtisi and P. ovale wallikeri. A precedent exists in the form of the well-
described reliance of P. vivax on the Duffy blood group antigen for invasion of host
reticulocytes. Weak support for this notion came from the observation that the two
ovale homologs of the P. vivax gene encoding the reticulocyte-binding protein
pvrb2, implicated in blood-stage invasion and thus potentially host cell selection,
have accumulated a number of nonsynonymous mutations.71 Thus P. ovale curtisi
and P. ovale wallikeri might be expected to exhibit phenotypic differences in erythro-
cyte/reticulocyte invasion, including different patterns of blood group restriction in
selecting host red blood cells for invasion.1 However, evidence from field studies
shows that both species can be identified simultaneously in a single individual,17,73

findings that disprove the blood group restriction hypothesis.
Species-specific restriction of P. ovale curtisi and P. ovale wallikeri to different

species of Anopheles mosquito is also unable to explain the lack of recombination
between the two parasites. There are a large variety of competent malaria vector
species within the genus Anopheles, and the malaria vectors of medical importance
differ within and between nations, and within and between continents. Thus the distri-
bution of both P. ovale curtisi and P. ovale wallikeri in Asia, Africa, and the Pacific
demonstrates unequivocally that both parasites are transmitted by a variety of mos-
quito species across this broad range.1,32,73 Mosquito host restriction, although
possibly important in some endemic localities, therefore cannot explain the observed
lack of recombination between the two ovale species.

Allopatric speciation events can generate two related taxa, physically separated,
which can become secondarily sympatric due to migration or changes in the extent
of suitable habitat (Section 2.1). If during the period of separation, substantial genetic
drift occurs in the sequences of genes determining mating compatibility, or chromo-
somal rearrangements occur, interrupting synteny such that hybrid offspring are
extremely unlikely to be viable, then the species barrier will remain intact, and recom-
bination between the two forms will not occur. As argued earlier, we consider that the
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most likely reason for the evolution of two forms of ovale malaria parasite is that at
least two independent host transitions into ancestors of modern humans occurred,
separated by a lengthy period of time. This scenario is of course analogous to allopatry,
in that the two lineages would have been “physically” separated by occupying different
hosts during the period between the first and second transitions. Thus the lack of
recombination between 21st century human-dwelling populations of P. ovale curtisi
and P. ovale wallikeri is most likely due to genomic changes accrued over this period
of separation, thus rendering meiotic chromosome pairing impossible, and hybrid
zygotes unviable. The recent genomic data of Ansari et al.43 does identify divergence
among the greatly expanded subtelomeric oir genes, encoding members of the PIR
super family of variant antigens found in all members of the genus, and areas of
syntenic discontinuity, that together could hinder effective homologous chromosome
pairing in heterologous matings between the two ovale parasite species.

These genomic studies are therefore poised to answer important questions about
genome-wide interspecies polymorphismsdwhich loci have diverged the most
between P. ovale curtisi and P. ovale wallikeri? Are erythrocyte invasion molecules
prominent among them? Are the greatly expanded oir loci, located in the subtelomeres
that accrue diversity and structural rearrangements at a faster rate than other chromo-
somal regions, helping to prevent efficient meiotic pairing between the two species?2

Finally, we will also be able to compare contemporary 21st century isolates of P. ovale
curtisi with the partial capillaryesequenced isolate collected in Nigeria over 30 years
previously (http://www.sanger.ac.uk/cgi-bin/blast/submitblast/p_ovale), and thus also
gain new understanding of intraspecies polymorphism, in both time and space, at the
genome level. Close examination of intraspecies polymorphism will directly address
the hypothesis of clonal propagation in ovale parasites. It is certainly true that, to
date, there is little evidence that either ovale parasite species is highly diverse genet-
ically, and our first study of interspecies genetic variation found only a very low level
of diversity at the seven loci examined.1 However, the genes studied were mostly iden-
tified due to their high degree of sequence conservation with homologous loci in other
better characterized Plasmodium species; such genes are likely to be under purifying
selection and thus poor candidates with which to estimate levels of linkage disequilib-
rium, and coefficients of inbreeding. Some intraspecific polymorphism has now been
found in the potra locus,71,74 cox173 and msp1.75 Thus, although it remains possible
that frequent clonal propagation has exacerbated the isolation of these two genomes,
this is very unlikely to be an explanation for the existence of a species barrier per se.

2.4 Importance of Host Specificity

Understanding the mechanisms of host specificity, and host-switching, will allow a
greater understanding of the pathology of Plasmodium spp. infections, identifying
key genes required for both asexual and sexual reproduction, and possible targets
for disruption through the production of novel vaccines and chemotherapeutics. The
establishment of SARS, HIV, Ebola, and Zika viral infections in human populations
shows how host-switching can lead to the emergence of a highly virulent pathogen,
and a relatively recent switch to human hosts might explain the increased
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pathogenicity of P. falciparum compared to P. ovale, P. vivax, and P. malariae.
Ultimately, detailed understanding of the parasite genes contributing to the vertebrate
host specificity of each Plasmodium parasite species may come from careful compar-
isons among the genomes now being sequenced. Given the current understanding of
the importance of erythrocyte-binding proteins and their specificity for certain host
receptors (Section 2.2), elucidation of the reticulocyte-binding proteins, Duffy-
binding proteins, and erythrocyte-binding protein families in each species is a good
place to start. In fact, it now appears that cultured lines of P. knowlesi that have
been adapted to propagate in human erythrocytes express particular variants of the
reticulocyte-binding protein, suggesting different phenotypes are favored compared
to parasites adapted to macaque erythrocytes.9,76,77 However, we should bear in
mind that an uncomfortably large proportion of each Plasmodium genome thus far
sequenced encodes for “hypothetical proteins” of unknown function; it may be that
comparative empirical approaches are required to identify many of the key molecules
involved in parasite host specificity.78

3. Evolution of Plasmodium: The 21st Century in Three
Courses

3.1 Entree: ZoonosesdA Legacy of Habitat Destruction for Wild
Primates?

Host transitions in malaria parasites require contact between the novel vertebrate host
species and insect vectors that have bitten infected individuals of the primary
vertebrate host species. Thus human (and prehuman) migration, settlement, and the
resulting encroachment of human activity into the habitats of different nonhuman
primates have been the probable driving force behind the prehistorical transitions
discussed in Section 2. In the 21st century, human migrations still occur, and encroach-
ment into the habitats of wild simian and ape populations continue. Coupled with a
recent improvement in our ability to discern the presence of unusual Plasmodium
species in both humans and nonhuman primates, these continued close encounters
between humans, and the parasites of beasts, will be more commonly recognized.
Further, the destruction of habitat and the resulting decline in numbers of the great
apes means that the parasite species dependent on them as hosts are under selective
pressure to expand their host range. This may increase the likelihood of new transitions
into human-centered parasitism.

On the other hand, the human parasite P. falciparum is known to be present in wild
African apes, with identification of this “human” parasite in bonobos (Pan paniscus)
from the Democratic Republic of Congo,79 in Gorilla gorilla diehli from Cameroon
and G. g. gorilla from Gabon6 and other central African locations.62 Genetic analyses
of these strongly suggest continued cycling of the Laverania grouping of malaria par-
asites among different hominids, including Homo, in Africa. Conversely, as these
studies also identified additional examples of P. reichenowi in three subspecies of
Pan in Ivory Coast and Cameroon, and a closely related parasite in a bonobo from
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DRC, as well as two new species, P. billbrayi and P. billcollinsi, the possibility now
occurs that a variety of hitherto overlooked parasite species, with Pan and Gorilla as
primary hosts, may be zoonotic in humans. This poses two interesting questions. First,
have we seriously underestimated the number of malaria parasite species that naturally
infect humans in central Africa, by ignoring the possibility of frequent zoonotic infec-
tions? Secondly, will the great apes provide an eradication-proof reservoir of human
malaria parasites, particularly P. falciparum, P. ovale curtisi, and P. ovale wallikeri
(Section 4; Duval et al.4,5)?

The recent descriptions of contemporary wild isolates of P. reichenowi6,63 raises the
possibility that human infections with this parasite may occasionally occur in some
parts of Africa, but have failed to be recognized. This is not least because remnant pop-
ulations of the nonhuman hominids exist in relatively remote locations, where people
suffering from malaria who do come in contact with health services are likely to be
treated (if at all) without any diagnosis, and certainly without a species-specific
one.1 The prospect of such previously unrecognized zoonoses occurring is an inter-
esting one from a scientific point of view, but may also have important evolutionary
and public health consequences. Although at least one recent study found no evidence
of ape parasites among human communities near populations of wild apes in Gabon,80

studies of likely vectors in the forest canopy do suggest there is no entomological
barrier to zoonotic transmission of these ape parasite species to humans.81 As long
as such infections are at least possible, the evolutionary change to permit efficient
human-to-human transmission of a previously ape-confined species may occur.
From a public health point of view, this could lead to rapid expansion of a “new”
malaria pathogen in human populations with no species-specific immunity; this threat
is even more relevant were malaria elimination/eradication to occur in these regions in
the near future. Removal of human parasite species through vector control, immuniza-
tion, and effective drug deployment will lead to a human population with no naturally
acquired immunity, and perhaps with greatly reduced access to effective malaria treat-
ment as the number of cases dwindle. Thus understanding of these zoonotic pathogens
should be vigorously pursued not only because of its great scientific interest, which
would be enough for most of us, but through human self-interest, which may be
needed to persuade science funders.

3.1.1 Emergence of Plasmodium knowlesi Zoonosis

As mentioned earlier (Section 1.1), the story of P. knowlesi in Southeast Asia is one
particularly important example, becoming well understood only during 2000s, of a
zoonotic malaria parasite being recognized as a significant public health problem for
humans. The parasite was thought to only naturally infect long-tailed and pig-tailed
macaques, which are widely distributed across Southeast Asia and in which infection
is benign,7 despite one or two sporadic reports of human cases in Singapore and penin-
sular Malaysia.3 It had been demonstrated during the use of induced malaria infections
for syphilis therapy in the early 20th century that P. knowlesi would infect humans
with effective blood-stage multiplication, and cause full-blown clinical malaria,3 but
the true extent of naturally occurring human cases had not been understood, and
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was assumed to be negligible. Molecular investigations during a malaria epidemic in
Malaysian Borneo in the late 1990s confirmed P. knowlesi as the causative agent of a
significant number of human cases.25 Molecular studies have since identified human
cases of P. knowlesi in several Asian countries in addition to Malaysia, including
Myanmar, the Philippines, Singapore, Vietnam, and Thailand.28e31,82 P. knowlesi in-
fections in humans can cause severe and fatal disease,26 but it is now becoming clear
from studies in Malaysian Borneo,27 Myanmar, and Sumatra (Lubis and Sutherland,
unpublished results) that P. knowlesi infections can occur widely as asymptomatic
chronic infections in communities in proximity to macaque populations.

It is probably the case that infections of humans in areas where macaques abound
have always occurred, and that human P. knowlesi infections may have been either
ignored, or extensively misdiagnosed in the past.83 However, as there is as yet no
evidence of human-to-mosquito transmission, the disease is best described as a
well-established zoonosis with a measurable public health impact in some areas.
Should efficient human-to-vector transmission arise de novo, then P. knowlesi could
easily spread via human movements beyond the current range, which for now is
absolutely restricted by the distribution of suitable host macaque species. Such a
“break-out” of this species may carry a threat of substantial mortality, as this parasite
has a very rapid replication cycle and can reach life-threatening parasite densities in a
small proportion of infected human individuals.26

3.2 Plat du Jour: Chemotherapy and the Evolution of
Drug-Resistant Parasites

3.2.1 Lessons Learned From the Evolution of Parasite Resistance
to Chloroquine

A well-studied example of recent evolution in the genus Plasmodium is the worldwide
development of resistance to the antimalarial drug CQ during the latter half of the 20th
century. The evolutionary aspects of this drug selection has been well examined,84 but
some important principles can be drawn out, which are relevant to understanding the
likely impact of antimalarial drugs in the present century.

First, although there is evidence that CQ-resistant alleles of the transporter gene
pfcrt evolved in different lineages of P. falciparum on multiple occasions, one or
two of these alleles were particularly successful, spreading through contiguous parasite
populations, and moving intercontinental distances, presumably in human travelers, to
dominate parasite populations worldwide.85 Interestingly, in the case of the allele
which encodes the amino acid haplotype SVMNT at codons 72e76 of pfcrt, it now
seems likely that heavy use of the related amino-quinoline drug amodiaquine (AQ)
in some countries in the mid-20th century provides a plausible alternative explanation
for the spread of this parasite type.86 Thus CQ resistance per se may be a secondary
characteristic of the CRT protein variant encoded by this allele.

Secondly, antimalarial selection is far from uniform in endemic areas, and so there
are both temporal and geographical variations in the intensity of drug pressure, broadly
meaning the proportion of infected people likely to use a particular drug type. This
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modulates the selective advantage enjoyed by parasites carrying drug-resistant alleles
of key genes, particularly if there is a fitness cost to the development of resistance.
Thus poor access to treatment, high levels of antiparasite immunity leading to asymp-
tomatic parasite carriage (particularly in African adults), and extended periods in the
dry season with no transmission of new infections have contributed to the successful
survival and continual transmission of wild-type, CQ-sensitive P. falciparum in many
parts of Africa throughout the period that CQ was the main treatment option for
malaria.87 In the extreme case of complete removal of CQ from an entire health
system, as was achieved in Malawi, the fitness advantage of wild-type CQ-sensitive
parasites ensures their relatively rapid resurgence to replace CQ-resistant genotypes
that no longer have a survival advantage.88

Thirdly, different antimalarial regimens generate different, sometimes opposite,
selective forces on the parasite genome.89,90 Thus as drug use diversifies in the current
post-CQ era, the parasite genome appears to be showing evidence of “balancing selec-
tion” at drug resistance loci, a concept in direct opposition to the theoretical notion that
drug pressure always drives advantageous alleles to “fixation” (Section 3.2.2).

Finally, although genetically determined resistance to CQ has been described in
several species of Plasmodium, only in P. falciparum are mutations in the crt locus
directly linked to altered response to the drug. Stable resistance to CQ in both
P. vivax and in P. chabaudi has been described, but the pvcrt and pccrt loci, respec-
tively, remain unchanged in resistant parasites.91,92 This is in contrast to resistance
to the antifolate drugs pyrimethamine and sulfadoxine, which involve nonsynonymous
mutations in the dhfr and dhps loci of each Plasmodium species so far investigated.
Thus the use of model hosteparasite systems, and even in vitro studies of drug
sensitivity, may not provide adequate understanding of drug resistance of Plasmodium
parasites in vivo.

3.2.2 Evolution of Parasite Resistance in the Artemisinin
Combination Therapy Era

As CQ use across malaria endemic regions becomes less common, there is in effect a
rapid diversification of the selective drug pressure upon malaria parasites, after
decades of intense directional selection on the Plasmodium genomes for resistance
to CQ and to the antifolate-fixed combination drug SP. A major contributor to this
diversification is the introduction of ACT by a majority of governments as the main
replacement for CQ and SP in the formal health service of most endemic countries.
The most frequently used ACT in Africa are artemetherelumefantrine (AL) and
artesunateeamodiaquine (ASAQ), and, importantly, there is good evidence that the
partner drugs lumefantrine and amodiaquine exert strong selection on the pfmdr1 locus
in opposite directions. This gene encodes the ABC transporter PgH1, which is homol-
ogous to the multidrug-resistant proteins of mammalian cells, and involved in modu-
lating the effects of multiple antimalarial drugs. Thus whereas recurrence of
parasitemia after AL treatment is associated with the pfmdr1 haplotype NFD at codons
86, 184, and 1246, amodiaquine selects for the haplotype YYY (Table 4 in Humphreys
et al.90). At the same time, in the private sector, both artemisinin monotherapies and a
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variety of ACT are available in shops and pharmacies, many of whom continue to sell
CQ, SP, amodiaquine, oral quinine, and other antimalarials. Newer ACT formulations,
including dihydroartemisininepiperaquine and artesunateepyronaridine have also
entered the marketplace, and have been adopted by Government health services.
The selective pressure exerted by these regimens on pfmdr1, pfcrt, and other loci of
importance in determining drug response in P. falciparum is now starting to become
clear. Studies from the Greater Mekong area and in East Africa provide evidence that
partner drugs piperaquine, amodiaquine, and lumefantrine are able to exert pressure on
populations of P. falciparum,93e95 leading to change in population prevalence esti-
mates of key resistance-associated genoypes.96

The previous paragraph gives consideration to the variety of partner drugs used in
different ACT formulations. However, what about the selective effect of the use of
the artemisinin compounds themselves? The emergence of P. falciparum parasites
in Cambodia with markedly increased survival time in vivo following artesunate
monotherapy has caused great alarm, and there have been important efforts to
systematically monitor parasite clearance times across the global range of
P. falciparum, to both artesunate alone and to ACT.97,98 Despite the coverage
afforded by partner drugs, the almost universal adoption of ACT in endemic coun-
tries does effectively guarantee that selection on parasite genomes by artemisinins
is essentially worldwide. Interestingly, these slow clearance phenotypes, associated
with specific mutations in the propeller domain of the P. falciparum K13 kelch
protein, appear to have arisen more than once in Southeast Asia under artemisinin
selection, rather than spreading from a single focus.99 Further, in African settings,
no association between treatment failures and pfk13 mutations have been shown to
date.100 Rather, multigenic haplotypes including variants at the loci pfcrt, pfmdr1,
pfap2mu, and pfubp1 have been implicated in at least one East African study.94

Thus, although pfk13 polymorphisms are not currently a threat to African parasite
drug susceptibility, it remains possible that parasites with extended post-
artemisinin survival times will continue to evolve, and could spread rapidly over
intercontinental distances, as was seen for CQ resistance in the 20th century. Several
strategies could minimize the impact of such newly evolving ART resistance, and
these largely rely on the expectation that evolution of resistance involves a fitness
cost for the parasite:

• Partner drug diversification should be deployed in ACT, so that parasites less susceptible to
one combination are likely to be contained if treated with a different combination.

• The use of triple combination extended regimens should be considered where indicated by
falling ACT efficacy, deploying two different ACT sequentially, so that treatment comprises
6 days of artemisinin and two partner drugs in total.

• Continued development of new drugs must take place, for additional partners to
combine with the artemisinins, and for potent new compounds to replace the artemi-
sinins should their failure be catastrophic at some point in the future.

Following these three strategies will assist in managing the evolution of resistance in ma-
laria parasites, in order to maximize the duration of the public health benefit currently
enjoyed due to the effectiveness of ACT.
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3.3 Dessert: Selection for Immunological Escape Variants by
Malaria Vaccines: A Real or Imagined Threat?

At the time of writing, 2016, a single registered vaccine, RTS, S/AS02, which offers
partial protection against clinical malaria episodes in young children, is due to become
available. However, the increased investment in malaria vaccine development from
private, governmental, and intergovernmental funding agencies since 2000, which
led to the successful development of this vaccine, has pushed malaria vaccine research
forward and greatly improved the chances of having other products to deploy during
the next decade. A theoretical obstacle to effective vaccination against malaria is that
the parasite will exploit the existing polymorphism of target antigens against which
vaccines are currently being developed to escape vaccine-elicited immunity, and there
is concern that this problem may not be easily overcome.101,102 For the RTS, S vac-
cine, there has been no evidence in any study thus far of strain selection for parasites
encoding particular escape variants of the CSP vaccine antigen, but there is evidence
that the vaccine is more effective against parasites carrying pfcsp genes similar or iden-
tical in sequence to that in the vaccine construct.103 Thus, allele selection may occur in
the future if the vaccine is widely deployed. An advantage of whole parasite vaccine
strategies, such as the SPZ series of sporozoite vaccines currently under development,
is that such genotype selection is far less likely due to the complexity of the antigens
delivered during vaccination.104

4. Evolution of Plasmodium, and the Eradication Agenda

As malaria eradication programs are envisaged for implementation around the
malaria endemic world, evolutionary biologists are pondering the potential of
uniform, large-scale interventions to force the parasite genome through selection
bottlenecks. An example of such a bottleneck is the impact of the antimalarial CQ,
which for decades in the 20th century exerted monolithic selection on the
P. falciparum genome for a handful of advantageous alleles of pfcrt and pfmdr1.
Some questions arise:

Will the eradication agenda pose a straightforward challenge that the parasite is
more than able to meet? To avoid this outcome, it is essential that multiple tools are
deployed, including not just antiparasite but also antivector methods, and interventions
to prevent human behaviors that enhance risk of exposure to malaria.

Will malaria continue to exert selection for new mutations on the human genome, as
it has in the past? This seems unlikely, as relatively few people are prevented from
reproduction by malaria, and hopes are high that efforts toward eradication will rapidly
bring this number down even further. Nevertheless, there is ample evidence that
already existing variants, such as the thalassemias, G6PD deficiency, and sickle-cell
Hb, are maintained at stable frequencies in human populations by offering protection
against malaria.

Will zoonotic primate malaria infections lead to a reservoir of hit-and-run malaria
cases on the fringes of forests in Africa and Asia, and might these species adapt to
anthropocentric transmission? This fascinating and potentially dangerous scenario
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cannot be ruled out, and, should human malaria be eradicated at some time in the
future, will require careful vigilance in human populations that frequent the forest
fringes of Southeast Asia and central Africa.
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1. What Is Integrated Genetic Epidemiology?

As authoritatively illustrated by this book, the impressive progress of molecular
megatechnologies (high-throughput sequencing, microarrays, postgenomics) and the
concomitant development of bioinformatics have considerably improved our knowl-
edge on infectious diseases. However, there is a strong tendency toward compartmen-
talization in the research effort: scientists working on human (and other hosts) genetic
susceptibility to infectious diseases are generally not aware of research on the role
played by pathogens and vectors in the case of vector-borne diseases. This results in
each community of scientists tending to overemphasize the role of its study material.
This compartmentalization is all the more distressing since coevolution between hosts,
pathogens, and vectors should be considered a unique biological phenomenon. The
term “integrated genetic epidemiology”1 has been coined to designate the approach
consisting in simultaneously analyzing the impact of the host’s, the pathogen’s, and
the vector’s genetic diversity on the transmission and severity of infectious diseases
as well as the coevolution processes between the three. The present chapter aims to
show that Chagas disease (CD) is an excellent model to develop this approach.
It briefly summarizes what is presently known about (1) human genetic susceptibility
to CD, (2) the vectors’ species and population diversity, and (3) the parasite’s genetics
and evolution. Then it demonstrates how these three components could be merged in a
unique approach.

2. Chagas Disease: A Major Health Problem in Latin
America and Other Countries

CD remains by far the most serious health problem in Latin America. Control of the
disease has been improved, but several million people remain at risk or are stricken
by the disease.

From a clinical point of view, CD is a very serious illness. After infection by the
parasite (see Section 3), patients develop an acute phase, which actually corresponds
to parasitic septicemia. Mortality at this stage is about 5%. After a few weeks, patients
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who survive enter the indeterminate phase, with no symptoms. About 70% of patients
will never exhibit any symptoms again. However, 30% of them will develop symptom-
atic CD. The most worrisome symptom is Chagasic cardiopathy, which leads to a se-
vere cardiac insufficiency. Other clinical forms involve the digestive system
(megacolon, megaesophagus) and cause severe functional abnormalities.

The health problem of CD is worsened by its being a “neglected disease” according
to official classifications. As for the infectious diseases predominant in the South, ma-
laria, AIDS, and tuberculosis receive special attention from WHO and other interna-
tional health authorities, while other diseases tend to be underprioritized. However,
the dispersion of CD from Latin America to nonendemic countries by population
movements has started to create new epidemiological, economic, social, and political
challenges as Trypanosoma cruzi has spread throughout the world2. In the domain of
scientific research, it is notable that the scientific community involved in CD research,
although very productive, is tiny, but hopefully will expand.

3. The Chagas Disease Cycle

The CD cycle is only briefly summarized here, since this chapter is not intended to be
an exhaustive review of what CD is, but rather attempts to explain why this disease is a
valuable model for integrated genetic epidemiology.

The causative agent of CD, a parasitic protozoan of the family Kinetoplastidae,
which also includes Trypanosoma brucei, the agent of sleeping sickness (African
trypanosomiasis) and the Leishmania, agents of the various forms of leishmaniosis.

T. cruzi is transmitted by “true” bugs, heteropterous insects of the family Reduvi-
dae, subfamily Triatominae. This subfamily has specialized in obligatory blood
feeding. It is worth noting that Chagas vectors include many different species and three
principal genera, namely Triatoma, Rhodnius, and Panstrongylus. Vectors are infected
by ingesting blood that contains the parasite. They transmit the parasite, not through
their biting, but by their feces, which contains the infecting forms. Most vector species
present the particularity of depositing feces while they feed on their host. The parasite
enters the host by excoriations, through the mucosa, even through intact skin.

Hosts comprise virtually all mammalian species, either domestic or sylvatic,
including of course humans.

4. Host Genetic Susceptibility to Chagas Disease

Host, vector, and pathogen genetic diversity will differ in the magnitude of their influ-
ence on the outcome of vector-borne infectious diseases. There are indications of a hu-
man genetic component to CD from mouse models, and evidence from testing specific
human genes. The contribution of human genetics to phenotypic variability is
measured as heritability, although for CD there is a paucity of such “family studies.”

There are a number of phenotypes that have been used in genetic studies of CD.
Investigations have concerned genetic control of infection per se, and also genetic
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control of chronic disease phenotypes. An individual defined as resistant must neces-
sarily have been exposed, and many studies employ anti-T. cruzi antibody levels to
classify individuals as seropositive or seronegative. Those who are seropositive will
have had the acute phase and entered into the chronic phase of disease. Some studies,
less satisfactorily, use “healthy controls” rather than individuals tested as seronegative,
although both groups are relying on individuals being exposed. Of those individuals
for whom disease progresses from a quiescent phase and enters into the chronic phase,
the most common phenotype studied is that of cardiomyopathy (chronic Chagas car-
diomyopathy, CCC). Other phenotypes used for the chronic forms of disease include
digestive forms and mixed cardiomyopathic and digestive forms. A phenotype that has
received little attention to date, which we might speculate has a genetic component to
susceptibility, is congenital CD. However, the vast majority of the work on suscepti-
bility to CD and disease progression, and the work cited here, have been carried out
using qualitative, usually dichotomous, traits such as seropositivity versus seronega-
tivity, or presence versus absence of CCC.

There were early estimates of a heritable component to immunoglobulin levels in a
CD infected Brazilian population,3 and an effect of sibling history on Chagas-
associated cardiopathy.4 For CD, while there are uninfected individuals in areas
with a high prevalence of disease, this is not necessarily due to genetic resistance
and environmental risk factors require consideration. In a study of seropositivity for
T. cruzi in 716 Brazilian adults, 525 of whom were assigned to 146 pedigrees, an es-
timate of the heritability of infection of 56% was obtained, with a further 23% of the
variation due to shared environment/common household.5 Another Brazilian study re-
ported on 41 families with 526 individuals found evidence of familial clustering of
seropositivity to T. cruzi, with 15 families showing seropositivity in >50% of individ-
uals.6 A sporadic model of seropositivity was clearly rejected, although the causes of
familial aggregation could not be established.

Some of the best supported estimates of heritability for infectious diseases, other
than CD, do not concern genetic control of infection per se but particular outcomes
of infection, sometimes years later. Whilst most CD work has focussed on qualitative
traits, Williams-Blangero et al. have analyzed quantitative traits to determine heritabil-
ities for antibody response to T. cruzi and traits obtained from ECGs, in an ongoing
longitudinal study of >1300 individuals.7 The heritability for seropositivity to
T. cruzi rose from 56%, obtained using a dichotomous trait, to 64%. Electrocardiog-
raphy (ECG)-related traits were also highly heritable, though surprisingly less heritable
than seropositivity. There was no good evidence that genes controlling antibody
response to T. cruzi also controlled cardiovascular traits.7

In the context of heritability of susceptibility to infectious disease per se, an esti-
mate of 64% is very high. However, sometimes such high heritabilities have been re-
ported for immunoglobulin/antibody levels, and a high estimate gives some cause for
optimism that a hunt for genes might be worthwhile.

4.1 Candidate Gene Approach

This is not an exhaustive review of all published association studies, which were
reviewed in early 2010s.8e10 Most publications on CD are candidate gene studies
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with often a single-nucleotide polymorphism (SNP) tested per gene. Where the SNP is
highly informative (highly heterozygous), and there is functional evidence that the
SNP itself is functionally relevant, good information has been obtained. Nevertheless,
some studies use a single SNP with poor information content, and without evidence of
functionality or linkage disequilibrium with a functional variant (LD), cannot be taken
to be conclusive. Many studies have had small sample sizes and while there are a num-
ber of reported associations in the literature, not all are statistically significant. One
additional consideration for CD is the heterogeneity of the populations tested. Candi-
date genes have included genes involved in innate and adaptive immunity, coding for
signaling molecules and receptors, those involved in signal transduction and cell
migration, and genes determining immunomodulatory molecules. This topic has
received attention for over 30 years, but the number of published studies is still rela-
tively small when compared to other chronic conditions such as leprosy, and there are
insufficient studies for meta-analysis in most instances.

4.2 Classical HLA Associations

Genes in the classical MHC regions typically code for antigen-presenting molecules,
highly relevant to development of an appropriate immune response. Class I and class II
molecules present T. cruzi antigens and heterozygosity at these loci is likely to be
beneficial. The principle loci receiving attention are HLA-A, HLA-B, and HLA-C for
class I, and HLA-DRB1, HLA-DQA1, HLA-DQB1, and HLA-DPB1 for class II.
Most genotyping has been carried out using sequence-specific oligonucleotide
(SSO) and sequence-specific primer (SSP) technologies, and results are published
for a number of populations.

Associations are reported for class I alleles and susceptibility/protection versus
infection per se,11e13 for class I alleles and susceptibility/protection versus
CCC,12,14e17 for class II alleles and susceptibility/protection versus infection per
se10,12,16e21 and for class II alleles and susceptibility/protection versus
CCC.12,13,15,18,19,22 There is a minority of studies including digestive and mixed
pathologies.13,15

While there are more publications for the MHC than for other loci, there are still
relatively few, and they are not sufficiently comprehensive for our understanding of
reported associations across diverse populations. Many of the associations have not
been repeated, and small sample numbers used in some instances are particularly
limiting for these highly polymorphic loci. Due the number of genes of interest within
the MHC, one or many of which may be relevant to susceptibility, and LD, interpre-
tation of findings may be difficult. Associations need to be considered in depth to
pinpoint the primary association, and in this context, some studies have considered
combinations of alleles or haplotypes.14,15,21 More comprehensive studies are needed.

4.3 Further MHC Associations

The only two loci within the MHC class III region with more than one report in the liter-
ature are tumor necrosis factor (TNF) and lymphotoxin-alpha (LTA). TNF, coding for the
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proinflammatory cytokine TNF-a, is perhaps the most widely studied cytokine gene for
multifactorial diseases with an immune etiology. TNF and LTA on chromosome 6 have
an extensive infectious disease literature. Most studies on TNF and CD concern suscep-
tibility to CCC and test SNPs in the promoter region at positions �1031, �308,
and �238.23e30 The only use of survival analysis for CD is on a small Brazilian sample
set and TNF.23 All bar one study investigate TNF-308 despite the poor information con-
tent of this marker which, together with relatively small sample sizes used, may
contribute to the conflicting TNF polymorphism associations reported across popula-
tions. If there are associations, then the relative risk of disease afforded by carriage of
particular TNF alleles is low. A small meta-analysis has been described.8

LTA is less investigated than TNF, despite the fact that the commonly used
LTAþ252 polymorphism is more informative than the TNF-308 SNP and the two
are in LD.30e32 Because of this LD, studies of both TNF and LTA are often accompa-
nied by the measurement of TNF-a production. The two main reports provide some
indication of association for LTAþ252*G with CCC.31,32

There is also LD between class III loci and genes in the class I and class II regions. The
21-hydroxylase alleleCYP21A2*15was found to be in strongLDwith anHLA resistance
haplotype B*1402-DRB1*0102 (31). Since the same reporting group had previously re-
portedHLA-B*14-DRB1*01 to be associatedwith resistance to chronicCDphenotypes, a
new primary contribution to resistance of CYP21A2*15 was ruled out.15,33

4.4 Cytokine and Cytokine Receptor Genes

Investigations of cytokine genes often rely on prior knowledge obtained from human
immunological studies. In simple terms, a Th1 response predominates in the acute
phase of disease, whereas in the chronic phase, both Th1 and Th2 responses are
evident, with Th2 response associated with a better outcome. With the exception of
one sequence-based study on IL4,34 investigations have used SNPs, and in some in-
stances, only a single SNP is employed. Comparisons have been drawn between sero-
negatives, asymptomatics, and CCC patients, but there are no studies of digestive or
mixed cases.

There are two reports on the IL1 gene cluster, which includes IL1A, IL1B, and
IL1RN,35,36 the larger of which found an increase in the G allele and GG genotype
for IL1Bþ5810, and IL1B haplotypes with increased risk of CCC.35 The paucity of
studies for this proinflammatory cytokine is unexpected, since for other infectious dis-
eases reports often mirror the abundance of those for TNF in the MHC class III region.

Some of the loci tested relate to Th1 responsiveness and IFN-g production such as
IL18.37,38 Surprisingly, there is only a single study on IFNG with one SNP tested in a
Colombian population.39 The A allele at position 874, associated with reduced IFN-g
production, was at a higher frequency in patients compared to seronegatives, although
there was no difference in frequency between asymptomatics and cardiomyopathy pa-
tients.39 Genetic studies on cytokines have benefitted from prior work on mouse
models where knockout mice are available and have been infected with T. cruzi. A
good example is a large Colombian study on IL17A testing five SNPs and finding as-
sociations with disease per se and CCC.40
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However, any gene, whether affiliated to Th1 or Th2 responsiveness, could be
contributory to susceptibility since alleles at any one locus may determine high or
low levels of a particular cytokine with consequences for the immune response. Since
for cytokines per se it is likely that levels of production will influence disease outcome,
variants tested often lie within promoter regions, perhaps determining levels of cyto-
kine production themselves, rather than in coding regions lying in LD with causative
variants. Accompanying functional studies are often reported in this context, although
genetic background is sufficiently diverse that it is hard to draw firm conclusions, and
individuals infected with T. cruzi may also be mounting immune responses to other
infecting pathogens.

Genes coding for cytokines, other than those in the IFN-g pathway have been exam-
ined. Although TGFb1 is typically described as a “down-regulatory” cytokine, its role
in the development and progression of CD is complex. A thorough study of TGFB1
using five functionally relevant SNPs found association of a single SNP with suscep-
tibility to disease per se.41

Perhaps surprisingly, there is a single reported study testing for the influence of a
cytokine receptor gene IL4RA42 with one of four SNPs showing a weak association
in a comparison of cardiomyopathic versus asymptomatic patients. This gene has
been widely studied in the context of asthma and allergy. The two loci coding for
chains of the IFN-g receptor might be well worth study. Very rare variants in these
loci, and loci such as IL12B, which has been shown to be associated with CCC, cause
very severe phenotypes.43 It has been speculated that rare variants cause rare severe
phenotypes as single-gene disorders, whereas common variants in the same loci
may control susceptibility/resistance to more common disorders with a genetic compo-
nent such as CD.

4.5 Chemokine and Chemokine Receptor Genes

The only chemokine/chemokine receptor gene as the subject of more than two reports
is CCR5.44e50 CCR5 is a good example of a candidate gene selected for potential rele-
vance to a particular pathology, CCC, and all reports compare frequencies in seroneg-
atives or asymptomatic patients with CCC. Most commonly tested are the D32 variant,
widely studied in the context of HIV1 susceptibility, and the 59029 promoter polymor-
phism. While the CCR5D32 can prove uninformative, there is some evidence for as-
sociation with the promoter polymorphism.44e46 Suggestion of an effect of variation in
CCL2 with CCC also merits further investigation.49,51

4.6 Associations and Other Genes

Especially, in the context of integrated genetic epidemiology, some interesting loci for
investigation are those coding for proteins that directly interact with T. cruzi. T. cruzi is
known to activate the TLR system, especially TLR2 and TLR4. TLR2 and TLR4, when
represented by a single SNP, failed to show association with susceptibility to disease
per se or to CCC, TLR2 in three studies and TLR4 in two of the same three studies,
although the information content was low.52e54 However, there is evidence that
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MAL/TIRAP coding for an adaptor protein involved in the downstream signaling from
TLR2 and TLR4 may be associated. Heterozygosity for the S180L variant was asso-
ciated with a low risk of developing CCC,53 and homozygosity for 1 of 5 tagSNPs in
the 30UTR in LD with the S180L variant supported this finding.49 Nevertheless sup-
port was not maintained by a 2012 small study.52 The full biological basis of these ob-
servations has yet to be evaluated.

Mannose-binding lectin (MBL) is a soluble pattern recognition molecule that binds
to sugar residues on T. cruzi, and other pathogens, activating complement. The ge-
netics of MBL has a long history and protein levels are linked to SNPs inMBL2. There
is one small Chilean study (50) and one larger Brazilian study55 of the consequences of
variation in MBL2 after infection with T. cruzi, the former using SNPs reporting asso-
ciation with disease per se (50), and the latter a sequence approach reporting protection
of genetically controlled MBL deficiency against the development and progression of
CD.55 Although both studies report association,MBL2*C, a low producing allele, pro-
tects against CD and is absent in CCC patients in the larger study,55 whereasMBL2*B,
a low producing allele, has a higher frequency in CD patients compared to healthy con-
trols in the smaller study.52 MBL activates complement through the MBL-associated
serine protease MASP2 and the same Brazilian group has also studied six SNPs in
MASP256 Haplotypes were related to MASP-2 levels and MBL/MASP-2/C4 com-
plexes in the context of CCC. Despite positive findings of genotypes with low
MASP-2 levels associated with CCC, it remains difficult to relate SNPs to expression
levels on diverse haplotypic backgrounds across populations. Similar problems have
occurred in other genes, most notably TNF.

Also related to the complement system is L-ficolin, encoded by FCN2. L-Ficolin
binds to acetylated sugars on T. cruzi, enhancing both phagocytosis and lysis
through complement. A study on Brazilian patients with a range of disease pheno-
types looked at four variants within FCN257 Associations were tested and inter-
preted together with L-ficolin levels in patients. Whether there is prognostic
value in complex associations remains to be established. Nevertheless further inves-
tigation is warranted.

Two immunomodulatory molecules that have each been studied in two populations
are CTLA-4, coded for by CTLA458,59 and haptoglobin, coded for by HP60,61 but both
with mixed results. As for the cytokine genes, among these other genes examined, pro-
tein expression levels are often related to disease outcome, although causality is not
established. Brazilian studies have considered patients with digestive and mixed phe-
notypes, as well as those with CCC.55e58

4.7 A Genome-Wide Approach

Across all multifactorial disorders, the period 2000s have seen a rapid rise in the
number of publications of genome-wide association studies (GWAS) from use of
SNP chips, with association relying on LD between genotyped SNPs and causal
variants. Studies are mainly caseecontrol design. Replication is key and a
good proportion of GWAS should incorporate a second dataset to test for
reproducibility. There are a number of sites cataloging GWAS results to enable
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scientists to see genes highlighted in multiple studies (GWAS Central at www.
gwascentral.org and https://www.ebi.ac.uk/gwas/). Diseases with an immune
component often “share” genes with other conditions, and results from GWAS
may stimulate more targeted candidate gene approaches. Issues, such as population
heterogeneity, are common to both GWAS and candidate gene studies. The GWAS
approach is described further by Bush et al.62 and the first five years reflected on by
Visscher et al.63

There is a single reported GWAS for CD, specifically for cardiomyopathy in
T. cruzi seropositive subjects.64 Of the 600 Brazilian samples tested, 221 were clas-
sified as CCC, 311 had no cardiomyopathy, and 68 were inconclusive. Genotyping
used an Affymetrix array with more than 800,000 SNPs, with a further 5 million
SNPs imputed. Seven phenotypes were analyzed including anti-T. cruzi antibody
levels, cardiomyopathy and parameters from ECG. For cardiomyopathy, the final
analysis was on 207 CCC and 306 non-CCC samples with population admixture
quantified for each individual. Two SNPs were highlighted in SLCO1B1, coding
for a solute carrier that plays a role in drug metabolism, with respect to
cardiomyopathy. A total of 46 SNPs in novel genes were described as associated
with the seven traits, but none of the SNPs reached accepted genome-wide signif-
icance levels and this is almost certainly due to the low power of this dataset. More
typical numbers for a GWAS would be 2000 cases and 2000 controls, with
additional numbers for a replicate dataset. Any further work will rely on a collab-
orative approach.

4.8 The Future

Despite nearly 30 years of interest in the genetics of susceptibility to CD per se and
chronic disease such as CCC, we are still in the early stages of investigation. Although
estimates of heritability are encouraging that the search for genes contributing to dis-
ease susceptibility will be possible and prove useful, the numbers of studies indicating
a genetic component to phenotypic variance are few.

Candidate gene studies are providing some clues as to potentially contributory loci.
Nevertheless, ethnic diversity in regions where CD is endemic, and the problems of
collecting suitable numbers of samples, when chronic disease may be slow to develop,
are evident. There is a need for more studies with greater numbers of samples and poly-
morphisms. Changing laboratory technologies should enable investigators to replicate
and expand the number of candidate genes considered, improving coverage of these
loci and, with this, new questions will be asked.

Undoubtedly larger GWASs would be worthwhile. Since GWASs often detect new
loci, but have been known to miss proven susceptibility loci, candidate gene and
GWAS approaches can be regarded as complementary. However, there are few strong
candidate genes for CD, it appears unlikely that a single gene will account for a large
proportion of the heritability and the risk conferred by each contributing locus will be
small. Positive associations are likely to provide information on the biology of CD and
should contribute to our understanding of the epidemiology.
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5. Vector Genetic Diversity

CD exhibits a specific epidemiological feature, namely that the parasite can be trans-
mitted by an impressive range of different vectors. They all pertain to the category of
“true bugs” (order Hemiptera, suborder Heteroptera). They are all included in the sub-
family Triatominae, family Reduviidae. While other Reduviidae are predators, the Tri-
atominae have specialized in obligatory blood feeding, including adults of both sexes
and larvae. Within the subfamily Triatominae, three main genera of unequal ecogeo-
graphic distribution can transmit CD, namely Triatoma, Rhodnius, and Panstrongylus.
Each of these genera includes various species that are able to transmit the disease.

The genetic diversity of the vectors at both the genera and the species levels is there-
fore considerable (see Chapter 15, this volume, for more information).

At the subspecific level, many studies have explored the diversity of many species,
both by population genetic markers (see Chapter 15, this volume) and by computer-
assisted morphometric analysis; therefore, the diversity of CD vectors at the subspe-
cific and population level is fairly well known.

However, little is known about the differential vectorial capacity of the various tri-
atomine species and of different populations within species. The null hypothesis that
all species and all populations of a given species are equally able to transmit T. cruzi
and its various genotypes (see Section 6) can be ruled out. It is highly conceivable that
refined coevolution phenomena have occurred, meaning that local vectors are better
able to transmit local parasite genotypes. This remains to be explored. It is worth
noting, however, that a North American vector (Triatoma protracta) is fully able to
transmit a Latin American strain of T. cruzi in experimental conditions.65

6. Parasite Genetic Diversity

It is interesting to note that, although the scientific community working on CD is
small compared to the numbers working on AIDS, malaria, or tuberculosis, this path-
ogen has long been among the pioneer species explored by advanced approaches
such as molecular typing and population genetics. Therefore, this parasite is probably
the pathogen whose evolutionary biology is the best known, together with Escheri-
chia coli. It can therefore be suggested as a paradigmatic biological model, as has
been done with E. coli, Drosophila melanogaster, Mus musculus, and Caenorhabdi-
tis elegans.66

Pioneering molecular studies on T. cruzi explored isoenzyme variability as early as
the beginning of the 1970s.67 Although a now out-of-fashion technique, multilocus
enzyme electrophoresis has clearly discriminated three principal variants or zymo-
demes within T. cruzi.68 It is interesting to note that this observation remains current,
since these three zymodemes continue to be recorded today in T. cruzi natural popu-
lations, although their denomination and evolutionary status has changed substantially.
This permanency of multilocus genotypes over space and time is one of the strongest
arguments in favor of predominant clonal evolution (PCE; see later).
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The interpretation of isoenzyme diversity in terms of population genetics and
evolutionary biology has made it possible to clarify the evolutionary status of the
zymodemes. The model of PCE has been proposed for T. cruzi69 and for other para-
sitic protozoa.70 Recent developments have made it possible to extend the PCE
model, from eukaryotic pathogens (parasitic protozoa and fungi)71 to bacteria and vi-
ruses.72 The evidence for PCE in T. cruzi was mainly based on the observation of a
considerable linkage disequilibrium (nonrandom association of genotypes occurring
at different loci). Linkage disequilibrium is the very manifestation of very limited or
absent genetic recombination. The PCE model stipulates that offspring multilocus
genotypes are virtually identical to the parental genotypes and are stable in space
and time, whatever the precise cytological mechanism of propagation. The model
therefore includes not only mitotic propagation, but also various forms of partheno-
genesis, extreme homogamy, and self-fertilization in haploid organisms.70 Extreme
inbreeding is not an alternative model to clonal evolution,73,74 but rather a particular
case of it.72

The main relevance of the model concerns molecular epidemiology (tracing multi-
locus genotypes (strains) with molecular tools for epidemiological follow-up). If PCE
inhibits recombination, as stated earlier, the multilocus genotypes are stable in space
and time, even at an evolutionary scale, and therefore constitute convenient targets
for molecular epidemiology.

Since its inception, the clonal model has stated that it was compatible with occa-
sional bouts of genetic recombination. Recombination has long been suspected in nat-
ural populations of T. cruzi75 and has been experimentally evidenced.76 However, it is
clear that such hybridization events interfere only at an evolutionary scale. The stabil-
ity of T. cruzi multilocus genotypes in the long run, with its extreme manifestation of
strong parity between phylogenetic trees designed from different genetic markers77 is
incompatible with frequent genetic recombination.

It has been suggested that T. cruzi genotypes are distributed into six different clus-
ters78,79 (Fig. 22.1), which cannot be equated with real clades because some of them
clearly originate from former hybridization events,80,81 further stabilized by clonal
propagation. The term “discrete typing unit” (DTU)1 has been coined to designate
sets of stocks that are genetically closer to each other than to any other stock and
are identifiable by common molecular, genetic, biochemical, or immunological
markers called tags. The six T. cruzi clusters match this definition. Their validity
was confirmed at a meeting of CD experts.82,83

In the light of these developments of the PCE model,72 we have proposed that one
of the main consequences of PCE was the generation of “near-clades,” or clades which
discreteness is somewhat clouded by occasional hybridization/genetic exchange. Since
occasional genetic exchange almost always is observed in pathogenic microorganisms,
too demanding cladistic criteria are inappropriate to explore their subspecific genetic
variability. However, the presence of near-clades can be conveniently evidenced by
a flexible phylogenetic approach relaxing cladistic demands. Such an approach is
based on a congruence criterion inspired from the principle of genealogical concor-
dance between independent genes proposed for the recognition of biological taxa.84

According to this congruence criterion, adding more relevant data (e.g., more loci,
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Figure 22.1 Double phylogenetic tree depicting the evolutionary relationships among Trypanosoma cruzi genotypes: isoenzymes (left) and RAPD
(right). The fair parity between the two trees is a clear evidence of linkage disequilibrium and predominant clonal evolution.
From Brisse S, Barnabé C, Tibayrenc M. Identification of six Trypanosoma cruzi phylogenetic lineages by random amplified polymorphic DNA and
multilocus enzyme electrophoresis. Int J Parasitol 2000;30:35e44.
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or more molecular markers, or data obtained from different phylogenetic approaches),
will evidence an increasing phylogenetic signal in the population under study. We
have proposed that such a growing phylogenetic signal, which is easy to evidence
with appropriate data, is the criterion for defining a “clonality threshold,” beyond
which the impact of clonal evolution definitely surpasses that of genetic recombina-
tion.85 The clonality threshold concept makes it possible to abandon vague, subjective
terms such as “gross” incongruences (between phylogenetic trees),86 “widespread ge-
netic exchange,”87 “intense lateral exchange of genetic information,”88 and others, and
to rather rely on a cleardcut parameter that identifies the “clonality border.” T. cruzi
DTUs perfectly fit the definition of near-clades. The near-clade concept, by compari-
son with the DTU concept, presents the advantage of having a clear evolutionary
meaning. It is widely applicable to many pathogenic microorganisms, including not
only parasites, but also fungi, bacteria, and viruses.72

A seventh T. cruzi near-clade, referred to as “Tc-Bat” (because it has been observed
only in bats) has been recently evidenced.89e92 Tc-bat has been recorded in Brazil,
Colombia, Ecuador, and Panama years apart, in various bat species, which illustrates
the stability in space and time of the near-clades. Lastly, the classification into seven
near-clades was challenged93 on a broad sample of strains, but with a limited set of

Figure 22.2 “Russian doll” pattern. When population genetic tests are performed with adequate
markers (of sufficient resolution) within each of the near-clades that subdivide the species
under study (large tree, left part of the figure), they evidence a miniature picture of the whole
species, with the two main PCE features, namely linkage disequilibrium and lesser near-clades
(small tree, right part of the figure). This is evidence that the near-clades are not cryptic bio-
logical species, and that they also undergo predominant clonal evolution.
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genetic markers (one nuclear gene and two mitochondrial genes). This proposal should
obviously be explored with a broader set of genetic markers. However, it clearly shows
that even in the extremely well-studied species T. cruzi, evidencing near-clades is far
from being “self-evident.”88

Developments of the PCE model in 2013 shown a “Russian doll pattern” in T. cruzi,
as well as in other microorganisms,94 that is to say: within the near-clades, PCE also
operates, and leads to a within-near clade miniature picture of the population structure
of the whole species, with lesser near-clades, linkage disequilibrium and clonal popu-
lation structure (Fig. 22.2).

From the points of view of molecular epidemiology, experimental evolution, and
integrated genetic epidemiology, the population structure of T. cruzi summarized
earlier can be illustrated by two keywords: stability and discreteness. T. cruzi nat-
ural clones, and the near-clades into which they are distributed, are genetic entities
that are both stable in space and time (up to the evolutionary scale) and strictly
separated from each other, with rare occasional bouts of genetic exchange.
T. cruzi near-clades have been taken as units of analysis to explore the variability
of experimental parameters95 and the differential expression of genes through pro-
teomic analysis.96,97

7. Concluding Remarks

The data described herein were not intended to be a comprehensive review of our pre-
sent knowledge on the genetic diversity of CD hosts, vectors, and parasites. Instead,
the goal was to briefly highlight why these data make CD a good model for the inte-
grated genetic epidemiology of infectious diseases, as already proposed long ago.98

The keyword here again is discreteness: discreteness of the clinical phenotypes of
CD in humans, discreteness of T. cruzi clonal genotypes and near-clades, discreteness
of the many different species that are hosts (mammals) and vectors (triatomine bugs) of
CD. All these discrete entities can be used as units of analysis, keys on the keyboard to
be played in many different situations that can be analyzed, both in surveying natural
Chagas cycles and in designing experimental evolution protocols.

There are several possible examples.
When natural cycles are considered, possible protocols could be to compare T. cruzi

genotypes isolated from (1) cardiac versus digestive versus asymptomatic patients; (2)
different mammal species; and (3) different triatomine bug species.

Experimental evolution protocols are easy because (1) T. cruzi is easy to culture; (2)
many triatomine bug species are easy to raise; and (3) several experimental animal
models are available, and one can compare, for example, different breeds of mice,
whose genetic distinctness results in differing susceptibility to CD.

All this makes the integrated genetic epidemiology of CD an extremely promising
field of research that has until now been underexplored. It could constitute a paradig-
matic example to develop similar approaches in other infectious models.
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Glossary

Clade Evolutionary lineage defined by cladistic analysis. A clade is monophyletic
(it has only a single ancestor) and is genetically isolated (which means that it evolves
independently) from other clades.
Isoenzymes, multilocus enzyme electrophoresis Protein extracts of given
biological samples are separated by electrophoresis. The gel is then processed
with a biochemical reaction involving the specific substrate of a given enzyme. This
enzyme’s zone of activity is then specifically stained on the gel. From one sample
to another, migration differences can appear for this same enzyme. These different
electrophoretic forms of the same enzyme are referred to as isoenzymes or isozymes.
These differences reflect sequence differences in the genes coding for the involved
enzymes.
Multilocus genotype The combined genotype of a given strain or a given individual
established with several genetic loci.
Phenotype All observable properties of a given individual or a given population
apart from the genotype. The phenotype is not limited to morphological characteristics
and can include, for example, physiological or biochemical parameters. The pathoge-
nicity of a microorganism is a phenotypic property, as are the different clinical forms
of a given disease. The phenotype is produced by the interaction between genotype and
the environment.
Phylogeny, phylogenetic Evolutionary relationships among taxa, species, organ-
isms, genes, or molecules.
Population genetics Analysis of allele and genotype frequency distribution and
modifications under the influence of natural selection, mutation, genetic drift, and
gene flow.
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1. Overview: Disease and Mycobacterial Genetics

The Mycobacterium genus belongs to the phylum Actinobacteria, and it comprises
Gram-positive species with a high genomic content (GC) (ranging from 69% to
58%). In contrast to other Gram-positive bacteria, mycobacteria possess a multilayered
cell envelope rich in uncommon lipids responsible for their distinctive ZielheNeelsen
staining. Mycobacteria are widely distributed in either the environment or infecting
different hosts and they are subdivided into rapid- and slow-growing species, based
on their ability to develop colonies in less or more than 7 days, respectively. Fast-
growing species are in general opportunistic or nonpathogenic bacteria, whereas
slow growers include major human pathogenic mycobacteria, such as Mycobacterium
tuberculosis,Mycobacterium ulcerans, orMycobacterium leprae causing tuberculosis
(TB), Buruli ulcer or leprosy, respectively. This chapter focuses on theM. tuberculosis
complex (MTBC) comprising a group of closely related subspecies or ecotypes adapt-
ed to cause tuberculosis (TB) in different mammalian hosts including humans.

To better understand mycobacterial genetics, we briefly describe the TB infectious
cycle. TB in humans is not restricted to the lungs since it may affect any organ. Also, as
is detailed in the following paragraphs, other hosts aside from humans are also suscep-
tible to TB. Since our clinical and scientific knowledge comes primarily from human
samples, we will predominantly refer to human pulmonary TB, albeit readers must be
conscious that other manifestations exist. The infectious cycle starts transmitting the
tubercle bacilli by respiratory route. When a patient with active pulmonary disease
coughs, sneezes, or even speaks, the aerosolized bacteria are then inhaled by neigh-
boring individuals and they reach the alveoli where resident macrophages phagocyte
them. The fate of most bacteria in the phagosome is often fatal but M. tuberculosis
is able to survivedand even to escapedfrom the phagosome. Once engulfed,
M. tuberculosis triggers a hostepathogen cross talk causing a specific activation of
the host immune system resulting in a nucleus of infected macrophages surrounded
by a mantle of activated T cells and enclosed by a fibrous cuff. Within this structure
called granuloma, M. tuberculosis can survive for decades in an asymptomatic state
and it is estimated that one-third of the human population are latent carriers of the
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tubercle bacilli. In order to transmit from person to person, this containment must fail,
which usually happens as a consequence of immune system weakening. Then, the
granuloma breaks down causing a lesion in the lung where M. tuberculosis multiplies
extracellularly, reaching the airways where bacilli can spread and the infectious cycle
continues in a new infected person. The maintenance of M. tuberculosis in the host
population relies on the ability to tightly regulate rounds of infection, reactivation to
disease, and transmission. As an illustrative example, disease occurs in about
5e10% of the infected individuals, which likely represent the optimal percentage to
ensure M. tuberculosis survival in the human population. It is possible that higher dis-
ease rates would decimate susceptible hosts, while lower rates would not ensure proper
transmission rates. As is discussed in this chapter, TB-causing bacteria have likely
adapted their virulence and consequently their transmissibility depending on the
population density. Unlike other microorganisms that rely on antigenic diversity to
escape from the immune system, MTBC members have emerged from a genetic
bottleneck and consequently show little DNA diversity. This is particularly well
applied to the repertoire on human T-cell epitopes, which are hyperconserved among
M. tuberculosis strains and point at this bacterium as a professional pathogen evolved
for being recognized by the host immune system.

Our genetic knowledge of TB-causing bacteria required the development of suit-
able genetic tools (plasmids, phages, transposons, and gene replacement systems).
These pioneering studies were initiated by two independent laboratories led by Wil-
liams R. Jacobs at Albert Einstein Institute (New York)1 and Brigitte Gicquel at Pas-
teur Institute (Paris).2 Subsequent genetic studies sought to restore virulence to an
M. tuberculosis attenuated straindnamely H37Radthrough genomic complementa-
tion with DNA from its virulent counterpartdnamely H37Rvdresulting in the iden-
tification of a genomic segment with a potential role in virulence.3 Another founding
study identified the IS6110 transposon in M. tuberculosis and demonstrated its utility
as epidemiological marker based on its exclusive presence in MTBC members and the
variation in copy number and location of this transposon between different strains.4

This study paved the way for “modern” molecular epidemiology in TB and today,
25 years after its original description, IS6110 is worldwide used in M. tuberculosis
epidemiology.5

Pregenomic studies used subtractive hybridization of an “interrogated” genome to a
reference genome to identify large deletions in the “interrogated” DNA. Using this
approach, several deletions (designated Regions of Difference, RD1 to RD3) were
identified in the BCG vaccine relative to its parental Mycobacterium bovis strain or
to M. tuberculosis.6,7 RD1 was latter demonstrated to be the main contributor to
BCG vaccine attenuation. A genome map of the M. tuberculosis H37Rv reference
strain was delineated using a combination of pulse field electrophoresis and hybridiza-
tion with cosmid libraries. This study also allowed the identification of “hot spots”
sites for IS6110 transposition and a genomic comparison withM. leprae.8 Subsequent
studies used bacterial artificial chromosomes (BACs) to refine genome maps. Further,
since this BAC library achieved almost total coverage of the M. tuberculosis chromo-
some, it was a powerful tool for the H37Rv genome-sequencing project.9 BAC li-
braries also allowed to gain resolution in subtractive hybridization experiments to
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identify seven novel RD deletions (RD4 to RD10) inM. bovis relative to H37Rv. Some
RD deletions were found in Mycobacterium africanum (RD7 to RD10) and M. bovis
(RD4) and this pioneering study defined the evolutive steps suffered by MTBC mem-
bers to adapt to specific hosts.10

More than a century after the initial description ofM. tuberculosis by Robert Koch,
the complete genome sequence of theM. tuberculosis H37Rv strain was deciphered. It
consists of a 4.4 Mb genome coding for 3959 ORF, 45 tRNA, and 1 rRNA operon. The
65% G þ C content impacts on the biased amino acid composition. An important pro-
portion of the M. tuberculosis genome is devoted to lipogenesis and lipolysis, which
reflects the particular lifestyle of the bacterium. Another finding from the genome
sequence is the high content of proteins with repetitive structures whose role has
not yet been elucidated.11

2. HostePathogen Coevolution of the Tubercle Bacillus

Publication of the genome sequence ofM. tuberculosis H37Rv11 was a scientific land-
mark to start deciphering the biology of M. tuberculosis since it opened new perspec-
tives and enabled “omic” approaches. Development of H37Rv DNA probes for
microarrays were used to either compare transcriptomes or to analyze genomes from
related mycobacteria by comparative genomics. Identification of variable regions in
Mycobacterium species and the finding that these genomic deletions does not occur
independently in the different strains of the MTBC, led to propose an evolutionary
landscape for the MTBC. This phylogeny is based on the idea of irreversible loss of
genetic regions that cannot be compensated by horizontal gene transfer (HGT). The
pattern of reductive evolution is associated with an intracellular lifestyle (which is
well reflected in the obligate pathogenM. leprae possessing a highly reduced genome)
and also consistent with the presence of a genetic bottleneck at the split between
MTBC and the progenitor population.

According to distribution of RD deletions, MTBC species can be classified into
human-adapted (M. tuberculosis, M. africanum) and animal-adapted species
(M. bovis and related ecotypes).12 This evolutionary scenario allowed to revisit the
pre-existing hypothesis that human-infecting mycobacteria arose through zoonotic
transmission of M. bovis during cattle domestication. In contrast, this phylogeny
revealed that M. bovis (and animal-adapted strains) have accumulated deletions with
respect to human-adapted lineages and consequently derive from these latter. Archae-
ological records also conflict with the zoonotic hypothesis since evidences for human
TB have been found in human remains dating prior to animal domestication
(Fig. 23.1A and D).

Analysis of whole genomes from 259 MTBC strains has served to establish a
genome-based phylogeny that is congruent with deletion-based phylogeny. MTBC
comprises eight major lineages (L1 to L8) which include the human-adapted ecotypes
M. tuberculosis (L1 to L4 and L7), M. africanum (L5 and L6) and the animal-adapted
ecotypes M. bovis, Mycobacterium caprae, Mycobacterium microti, Mycobacterium
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Figure 23.1 (A) Deletion-based phylogeny of the MTBC showing the human- and animal-adapted lineages. With the exception of RD1 and Gly71Ile
in phoR, the remaining deletions and polymorphisms have been omitted for clarity. Please note that Mycobacterium canettii does not belong to the
MTBC. (B) Phylogeographical distribution on the main MTBC lineages causing TB in humans. L2, L3, and L4 strains are globally distributed, while
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L1, L5, L6, and L7 lineages are geographically restricted. (C) Polymorphism-based phylogeny of the MTBC. Note the similarity with deletion-based
phylogeny. (D) Timeline showing the main historic events of humankind in relation to MTBC evolution. Orange boxes (grey in print version) indicate
relevant archaeological and molecular evidences for MTBC in human and animal remains. Dark blue boxes (dark grey in print version) indicate
estimates about the origin of Mycobacterium prototuberculosis and the MTBC.
Images have been adapted from Comas I, Coscolla M, Luo T, Borrell S, Holt KE, Kato-Maeda M, et al. Out-of-Africa migration and Neolithic
coexpansion of Mycobacterium tuberculosis with modern humans. Nat Genet 2013;45(10):1176e82; Comas I, Chakravartti J, Small PM, Galagan J,
Niemann S, Kremer K, et al. Human T cell epitopes of Mycobacterium tuberculosis are evolutionarily hyperconserved. Nat Genet 2010;42(6):
498e503; Broset E, Martin C, Gonzalo-Asensio J. Evolutionary landscape of theMycobacterium tuberculosis complex from the Viewpoint of PhoPR:
implications for virulence regulation and application to vaccine development. MBio 2015;6(5).
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pinnipedii, Mycobacterium orygis, and Mycobacterium mungi grouped into L8
(Fig. 23.1C). Similar to L8 species that have evolved to infect specific mammals,
human-adapted strains have evolved to cause TB in human subpopulations. Accord-
ingly, Mycobacterium canettii was originally isolated in the horn of Africa,13

M. africanum L5 and L6 strains are commonly found in west African countries,14

M. tuberculosis L7 is frequent in Ethiopia, L1 in the Indian Ocean rim and L2, L3,
and L4, which show wider distribution, predominantly infect people from east Asia,
east India, and AmericaeEurope, respectively15 (Fig. 23.1B). A detailed look at the
evolution of the Beijing lineage (L2), which is associated with the massive spread
of drug resistance in Eurasia, suggest that worldwide colonization with this lineage
started with the onset of agriculture in China, Korea, and Japan about 6000 years
ago. Drug resistance associated with L2 strains appears to be related with positive se-
lection of single-nucleotide polymorphisms (SNPs) in selected genes.16

Phylogenies of the MTBC are useful to estimate the most recent common ancestor
(MRCA) of the tubercle bacillus. Mycobacterium canettii (or Mycobacterium prototu-
berculosis) predated the clonal expansion of the MTBC, and therefore, this species is
considered the progenitor of the tubercle bacillus. The origin of M. canettii is situated
2.6e2.8 million years ago. Thus, TB is older than plague, typhoid fever, or malaria
and might have affected early hominids. Consistent with this hypothesis, Australopithe-
cus and Homo habilis were present 3 million years ago in the horn of Africa, a region
where most M. canettii strains have been isolated17 (Fig. 23.1D). M. canettii presents
particular genomic characteristics with respect to MTBC members: (1) there are evi-
dences for HGT and recombination events, (2) it presents larger genome sizes in contrast
with the reductive evolution of the MTBC, and (3) there is a 25-fold higher frequency of
SNPs compared to MTBC. These features suggest that M. canettii diverged from the
MRCA of the tubercle bacilli before the clonal expansion of the MTBC.18

Assuming a constant mutation rate, it has been possible to date the origin of the
MTBC speciation. However, there is still debate about the exact date when speciation
occurred. Some studies situate this origin less than 6000 years ago,19 while others pro-
pose a more ancient origin around 70,000 years ago.15 The oldest archaeological ev-
idence of MTBC comes from a bison bone dated back 17,000 years ago and
molecular clocks should predate this irrefutable proof. Domestication of cattle began
10,500 years ago and molecular evidences for the presence of MTBC DNA in this
ancient bison reinforce the idea that even if TB arose as a zoonosis, it predated animal
domestication (Fig. 23.1D). Considering the ancient origin and genomic features of
M. canettii, the genetic bottleneck of the MTBC prior to animal domestication and
the lack of evidence for human-to-human transmission of M. canettii, it has been pro-
posed an opportunistic infection from an environmental reservoir for the progenitor of
the tubercle bacilli. Eventually, this opportunistic bacterium would have evolved as a
professional pathogen in mammalian hosts.20

On another scenario, assuming thatM. bovis and other animal-adapted strains derive
from M. tuberculosis, this implies that the MRCA was adapted to humans and conse-
quently humans would have given TB to animals via “reverse” zoonosis.21 Supporting
this hypothesis, since M. africanum lies somewhere between M. tuberculosis and
animal-adapted species in the phylogenetic tree, together with the high prevalence of
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M. africanum inWest African countries and the sporadic isolation ofM. africanum from
monkeys and cows in this region,14 we can hypothesize that these isolates represent an
opportunistic spill over transmission into animals from humans.

Association of MTBC members with specific mammals represent an attractive
example of hostepathogen adaptation. Considering the highly conserved genome of
MTBC species, it is intriguing to think that two humans chosen at random have twice
(0.1%) the sequence diversity than human-adapted M. tuberculosis and cattle-adapted
M. bovis (0.05%). However, after a critical examination of these numbers, a 0.05%
sequence divergence is translated into about 2000 polymorphisms between two MTBC
strains. Considering that these species code for roughly 4000 genes, it is inferred that
half of the genes are virtually affected by polymorphisms. Even if some polymorphisms
represent silent mutations, it is tempting to assume that some polymorphisms might have
determined the host range of MTBC. As detailed in Section 6, the profound implications
in virulence for a single amino acidmutation inM. bovis andM. africanumwith respect to
M. tuberculosis strains22 was recently demonstrated (Fig. 23.1A).

Hereafter, we focus on the hostepathogen evolution for the most relevant MTBC
species that cause TB in humans and other mammals.

2.1 Mycobacterium tuberculosis

This bacterium is the major, but not the unique, cause of TB in humans. TB caused 20%
mortality between the 17th and 19th centuries and remains today the most lethal infec-
tious disease. The close association ofM. tuberculosiswith humans is demonstrated by
the striking similarity of the phylogenetic trees from 220 strains of theMTBC and 4.955
mitochondrial genomes representative of the main human haplogroups. The incidence
of TBwas not only markedly increased as a consequence of the Neolithic expansion but
also this period triggered an increment in the population diversity of the MTBC and
humans. Therefore, it is suggested that changes in human demography have shaped
the evolution ofM. tuberculosis as demonstrated by the existence of different lineages
with specific geographical distribution. Further, dating estimates of the different line-
ages remarkably correlate with human migratory movements. Dispersal of modern
humans occurred in two major waves: an initial dispersal around the Indian Ocean dur-
ing 62,000e75,000 years ago and a later dispersal into Eurasia 25,000e38,000 years
ago. The first wave would have given rise to L1 (East Africa, Philippines, and Indian
Ocean rim) and the second wave to L2 (East Asia), L3 (East Africa, Central Asia),
and L4 (Europe, America). Later migrations, conquests, and slave trade would have
contributed to the worldwide spread of L4 strains into America and Africa. The L7
(Ethiopia) might have arisen among a human population that remained in or returned
to Africa. The African origin of modern humans and the coalescence of all MTBC
branches in this continent reinforces the hypothesis of the human origin of TB.15,20

2.2 Mycobacterium africanum

The two lineages of M. africanum (L5 and L6) constitute the second major cause of
human TB (Fig. 23.1B). Although M. africanum has been identified alongside
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M. tuberculosis in human remains from Egypt dating back 4000 years ago, today
M. africanum is geographically restricted to West Africa where they show a prevalence
ranging to 21e66%. Out-of-Africa cases of M. africanum-related TB are rare and
frequently linked to African immigrants.14 This highlights the exquisite adaptation
of this species to a geographically restricted population. It has been reported that
although M. tuberculosis and M. africanum L6 are equally transmitted in the Gambia,
a 2-year follow-up demonstrated a fivefold reduction in M. africanum L6 relative to
M. tuberculosis in progression to active disease.23 It is also remarkable that
M. africanum did not established in the New World despite massive slave trade
from 15th to 19th centuries, which likely indicates that M. africanum was readily out-
competed by M. tuberculosis in the New World. Further, the phylogenetic relatedness
of M. africanum with animal strains, the evidence of M. africanum-infected animals
and the low transmission to disease in humans might point at this specie either as a spill
over transmission to animals by reverse zoonosis or an animal reservoir for
M. africanum.

2.3 Mycobacterium canettii

It is important to note thatM. canettii is considered an ancestral lineage from which the
MTBC emerged and consequently does not belong to this latter. Alongside
M. tuberculosis and M. africanum, M. canettii cause human TB. In contrast,
M. canettii exhibit distinctive smooth colony morphology in culture media and human
isolates are geographically restricted to East African populations. It is estimated that
this species emerged 2.8 million years ago, which mean that early hominids in East
Africa would have been infected with a TB-like disease (Fig. 23.1D).17 At the genome
level, M. canettii strains have distinctive features compared with the MTBC. Whole-
genome sequencing of five representative isolates from different subtypes (A, D, L, J,
and K) showed a similar organization and synteny with MTBC genomes. However,
M. canettii genomes are 10e115 kb larger than those of the MTBC and they present
evidences for HGT and recombination that resulted in a genetic mosaicism of
M. canettii inherited by MTBC. Phenotypically, M. canettii strains grow faster than
M. tuberculosis especially at low temperatures (30�C) and show reduced persistence
in the mouse model of aerosol infection. These features reflecting broader environ-
mental adaptability, but lower virulence and transmission makes us to think on
M. canettii as a missing link between the obligate pathogens of the MTBC and a pu-
tative progenitor environmental mycobacteria.18 Genomic comparison of M. canettii
strains belonging to a pathogenic outbreak, has raised the question about the eventual
increased virulence of particular strains. This study suggests that current epidemic
clones of M. canettii might mimic an earlier phase before MTBC speciation. Thus,
the eventual acquisition of the appropriate mutations, either in the environmental reser-
voir or within an infected host, would enable person to person transmission of
M. canettii.24 In this line, a study has described a role for lipooligosaccharide (LOS)
synthesis in hostepathogen interaction and in M. canettii virulence. Smooth
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M. canetii variants producing LOS are less virulent than rough variants lacking LOS.
Further insight into the biological mechanism indicates that recombination between
two pks5 genes is responsible for this loss of LOS. Altogether this recombination-
mediated surface remodeling might represent an evolutionary step to shift from the pu-
tative generalist M. canettii to the professional pathogens of the MTBC.25

2.4 Mycobacterium bovis

TB in animals is mainly known from cases in cattle caused by M. bovis and referred
to as bovine TB. M. bovis is 99.95% identical to M. tuberculosis, the about 2000
polymorphisms, insertions, and deletions present between both strains clearly bias
the host tropism. M. bovis requires pyruvate when glycerol is the primary carbon
source due to an inactive pyruvate kinase. This finding in addition to have implica-
tions during laboratory work will surely have functional implications in the infection
of the cattle host. Bovine TB has been documented across all continents except
Antarctica leading to the general assumption that bovine disease is present where cat-
tle are found. Historical data suggest that bovine TB could have emerged in Europe,
and thereafter, it would have been distributed to European colonies by exportation of
infected animals. Aside from being an economic problem for farmers, bovine TB has
historically represented a primary cause of human TB through consumption of unpas-
teurized milk. Pasteurization of milk and epidemiology control measures that implies
test and slaughter of infected cows have served to substantially reduce the incidence
of M. bovis-related TB in humans.26 Today, three major M. bovis complexes (African
1, African 2, and European 1) exist with characteristic phylogeographical distribu-
tion.27 These complexes are likely the result of founder effect by which a clone is
introduced in a new territory and subsequently flourishes in the absence of competi-
tion. The African 1 (Af1) subtype is characterized by the loss of RDAf1 and is
frequently found in West-Central Africa. However, typing has demonstrated that
each country has unique population structures indicative that transhumance move-
ments have not substantially contributed to disperse and homogenize the Af1 popu-
lation. The African 2 (Af2) subtype is characterized by the loss of RDAf2. Af2
isolates are dominant in East Africa and similar to Af1 strains, there exist unique
population structures suggesting that population mixing is infrequent. Altogether
Af1 and Af2 are mutually exclusive since they do not share phylogenetic history
and rarely found out of Africa. The European 1 (Eu1) subtype lacks a specific chro-
mosomal deletion (RDEu1) and it is worldwide distributed in America (with the
exception of Brazil), East Asia, Australia, New Zealand, South Africa, and the British
Isles. The dominant presence of Eu1 in the British Isles and British colonies suggests
that Eu1 subtype was distributed from the former. This hypothesis is supported by
trading records of Hereford beef cattle, which was exported by United Kingdom
since the early 19th century. It remains to be answered the M. bovis specialization
to infect different cattle hosts and the contribution of social, historical, and agricul-
tural factors to the current scenario of bovine TB.27
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2.5 Other Animal-Adapted Strains: Mycobacterium caprae and
Mycobacterium pinnipedii

Disease in goats caused byM. caprae is the second major source of animal TB and an
important source of zoonosis. AlthoughM. caprae was originally considered a subspe-
cies of M. bovis, genetic evidences support the elevation of M. caprae as a separate
member of the MTBC. Indeed, if we look at the deletion-based phylogeny M. bovis
lacks RD4 region with respect to M. caprae, pointing at caprine isolates as ancestors
of bovine isolates28 (Fig. 23.1A). Considering that goat and cattle domestication
started 10,000e11,000 years ago, it remains unanswered whether bovine TB is the
result of a spillover transmission from infected goats or a scenario where M. bovis
and M. caprae arose independently to infect specific hosts. Genome data from
M. bovis and M. caprae are limited, but the advent of next-generation sequencing is
filling the gap in the knowledge of animal-adapted strains. A 2015 study of the genome
of threeM. bovis and oneM. caprae field isolates has served to validate the ancestry of
M. caprae relative to M. bovis by a genome-based phylogeny.29

Mycobacterium pinnipedii infects marine mammals (seals and sea lions).30 It has
been reported that sea mammals could have played a role in transmitting TB to
humans in the Americas across the ocean. Phylogenetic data indicate that modern
strains of M. tuberculosis from America are closely related to those from Europe
(L4) supporting the assumption that TB in the New World was introduced during
colonization. However, archaeological evidences of TB in pre-Columbian and Peru-
vian human mummies are incompatible with this notion since these 1000 years old
skeletal samples were present before European contact. Genome sequencing
revealed that an MTBC member closely related to M. pinnipedii was causative of
human TB in these ancient Peruvian population (Fig. 23.1D). This scenario is sup-
ported by zoonotic transmission of M. pinnipeddi to humans and also with the
transmission of M. pinnipedii to Australian seal colonies through transatlantic
movements.19

3. Evolution of the Mycobacterium tuberculosis
Complex From a Genomic Perspective

The growing availability of mycobacterial genomes has been useful to understand
which driving forces have shaped the MTBC evolution. The strict clonality and the
reductive evolution by accumulating genetic deletions might be indicative of bacterial
adaptation to the intracellular environment. As an example, the obligate and noncultiv-
able intracellular pathogen M. leprae has a drastic gene reduction resulting in barely
1600 ORF compared to 3900 ORF inM. tuberculosis. On the other side, if we hypoth-
esize that the ancestor of MTBC species was an environmental bacterium, HGT is
likely to have occurred between this ancestor and other microorganisms living in
the same environment. A study based in determination of G þ C content, codon usage,
and genomic signatures identified genomic islands present in the M. tuberculosis
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genome but absent from closely related species not belonging to the MTBC (Mycobac-
terium marinum andM. ulcerans).31 Importantly, not allM. canettii strains carry these
genomic islands, suggesting that they could have been acquired by HGT before the
speciation of the MTBC. A large 13 kb genomic island coding for 15 ORF encom-
passes the rv1041c-rv1055 genes, and some genes from this HGT region are involved
in virulence either in cultured macrophages or immunodeficient mice, pointing as a
pathogenicity island.31 Fixation of an HGT-transferred region frequently relies upon
conferring a selective advantage to the recipient bacteria. HGT transfer in the
MTBC ancestor might have helped this bacterium to invade and persist within environ-
mental protozoan phagocytes, which would have evolved to survive within mamma-
lian phagocytic cells. This notion is supported by the observation that pathogenic but
not avirulent mycobacteria survive and persist into amebas.32 Further validating the
assumption that the ancestor of MTBC evolved through HGT, it has been demon-
strated that different subtypes of M. canettii vary in the presence and location of
DNA regions, conferring a composite, mosaic-like structure to the ancestor of the tu-
bercle bacillus.17

The split between MTBC and its ancestral progenitor is characterized by a genetic
bottleneck that reduced to a minimum the genetic diversity. Speciation in the MTBC
entails a host preference and the strict clonality in the MTBC could be either an adap-
tation or a consequence of pathogenicity in a restricted host population. The evolu-
tionary scenario of the MTBC indicates a reductive evolution (Fig. 23.1A and C)
suggesting the fixation of different polymorphisms during speciation.12,15

However, despite the prevailing view that MTBC genomes have evolved by genetic
decay and polymorphism fixation, studies have revealed large-scale duplications in
M. tuberculosis. It was initially thought that genome duplications were exclusive of
the Beijing (L2) lineage, but our cumulative genomic knowledge has allowed the iden-
tification of large genome duplications also in L4 strains. The finding that the rv3128c-
rv3644 region is prone to duplication events in M. tuberculosis might suggest a
selective advantage for strains carrying duplications.33 Supporting this fitness advan-
tage, it has been demonstrated that drug resistance and virulence is associated with
gene duplication events in different bacteria.34 However, it has been also documented
the opposite effect for gene duplication; the finding that a 350 kb duplication in L2
strains is selected when bacteria are grown in vitro, but it results in lower virulence
for mice argue against a overall fitness advantage for gene duplication events.35

Gene duplication also occurs in the H37Rv laboratory strain ofM. tuberculosis, indic-
ative that these polymorphisms are not exclusive of human isolated strains, and conse-
quently, it is an inherent feature of the M. tuberculosis chromosome. Although
boundaries of some duplicated regions are flanked by repetitive or transposable ele-
ments, the precise mechanism for gene duplication remains elusive.

Another mechanism contributing to genome evolution in the MTBC are deletions
mediated by the mobile element IS6110. This transposon is exclusively present in
MTBC members in variable number and localization making it an invaluable tool
for molecular epidemiology of TB.5 The presence of two adjacent IS6110 copies
can lead to recombination with the concomitant loss of the genomic region between
them.36 In order to detect or predict IS6110-mediated deletions, it is required to
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know the precise insertion sites across the chromosome. This task is hardly accom-
plished by current next-generation sequencing methodologies due to the repetitive na-
ture of IS6110, being necessary to locate insertion sites by molecular biology methods.
In addition to contribute to the genome plasticity of MTBC members, the mobile
element IS6110 has a function as a mobile promoter, and this effect is more prominent
in an intracellular environment.37 Since transposition frequency in M. tuberculosis is
higher than the mutation rate in this species, it is expected that IS6110-mediated
changes (either deletions or increased expression of flanking genes) are important
driving forces in the evolution and host adaptation of the MTBC.

4. Evolution in the Laboratory Environment and In Vitro
Attenuation of Bacteria From the Mycobacterium
tuberculosis Complex

In terms of pathogenesis, it is tempting to think that bacterial evolution is exclu-
sively focused on host adaptation. However, in the context of the MTBC, there
are two interesting examples of bacterial attenuation in the laboratory that deserve
attention: H37 dissociation and development of BCG. These historic landmarks
have provided mycobacteriologists with laboratory reference strains and a vaccine
against TB.

The M. tuberculosis H37 parent strain was originally isolated from a patient with
chronic pulmonary disease by Edward R. Baldwin in 1905. In 1934, Steenken and col-
laborators reported that repeated subculture of the H37 strain in solid egg media at
pH ¼ 6.2 resulted in two different colony morphologies. The passages continued until
two stable variants were obtained. One of these variants was completely attenuated
when inoculated in guinea pigs, a highly sensitive model of TB. Accordingly, these
strains were designated H37Rv (v for virulent) and H37Ra (a for avirulent).38 Both
strains were maintained at Trudeau Institute (New York) for many years and were later
deposited in the American Type Culture Collection. Historically, H37Rv and its atten-
uated counterpart H37Ra have been widely used as reference strains for virulence
studies of M. tuberculosis since 1940. The genetic basis for H37Ra attenuation
remained unclear until 2008 when its genome sequence was publicly available
10 years after deciphering the genome sequence of its H37Rv counterpart. When
compared with H37Rv, H37Ra acquired multiple point mutations, deletions, and/or
genomic rearrangements during in vitro passage. Although the precise role for every
polymorphism in H37Ra attenuation is elusive, it has been reported that a point muta-
tion resulting in a single aminoacid substitution (Ser219Leu) in the phoP gene have
significantly contributed to H37Ra attenuation.39 As a consequence of this mutation,
the PhoP-PhoR virulence system is nonfunctional in H37Ra, and accordingly, this
strain lacks immunomodulatory lipids and does not secrete ESAT-6.40,41 However,
even if these phenotypes are key contributors to the avirulence of H37Ra, they fail
to explain the complete attenuation of this strain. Thus other polymorphisms arisen
during in vitro passages (for example, those leading to loss of the phtiocerol
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dimycocerosate (PDIM) virulence lipid) likely contribute together with the phoP mu-
tation to the avirulent phenotype of H37Ra.

The BCG vaccine receive this name from Bacille de Calmette et Guérin from the
scientists who developed this strain almost a century ago. In 1900, Albert Calmette
and Camille Guérin at the Pasteur Institute in Lille began their research for a TB vac-
cine. In an attempt to avoid clumping of mycobacteria in liquid broth, they eventually
discovered that addition of ox bile to the medium resulted in lowering the virulence of
the culture. They applied this knowledge to attenuate an M. bovis strain isolated in
1902 from a cow with TB mastitis. In 1908, Calmette and Guérin started successive
cultures ofM. bovis in bile, glycerin, and potato medium. By 1913, their plan to initiate
a vaccination trial in cattle was interrupted by World War I and they continued
M. bovis subcultivation throughout the German occupation of Lille. In 1919, after
230 passages, they obtained a bacterium that resulted attenuated in rabbits, guinea
pigs, cattle, and horses. This paved the way for an human vaccination trial in infants
who were victims of TB mainly through the consumption of untreated cow milk. This
trial started in Paris in 1921 with a severe disease reduction in vaccinated children
compared to the unvaccinated controls.42 After these encouraging results, BCG lots
were distributed in 1924 to different countries where they continued being propagated
in the same original way as at the Pasteur Institute. Subcultivation was the unique
mean available to maintain the vaccine properties of BCG and to avoid the reversion
to a virulent state. In 1960e70s and promoted by the availability of low temperature
freezers and/or lyophilizers, master seed lots of BCG were prepared worldwide.
Today, we know that during its worldwide subcultivation, BCG continued the
in vitro evolution leading to the accumulation of specific deletions and polymorphisms
that have ultimately resulted in the presence of BCG substrains with different vaccine
potential.43 Almost a century after its initial construction, we know the attenuation ba-
sis of BCG. Compared to M. bovis, BCG has lost more than 100 genes most of them
grouped in RD regions.44 Specifically, deletion of the 9.5 kb RD1 region in BCG is
thought to have substantially contributed to BCG attenuation (Fig. 23.1A). The
RD1 region-encoding Rv3871-Rv3879 includes ESAT-6 and CFP10, known to be
key virulence factors of virulent mycobacteria.45 In addition, next-generation
sequencing of 14 BCG strains in conjunction with transcriptional and proteomic anal-
ysis have served to reveal the profound differences existing between BCG strains46 as
a consequence of a 100 year in vitro evolution.

Altogether, these examples emphasize the effect of laboratory practices in the evo-
lution of MTBC strains. It is well documented that during extended periods of in vitro
culture, M. tuberculosis undergoes a spontaneous loss of PDIM known to be a key
virulence lipid. Consequently, selection of PDIM-negative colonies might bias exper-
imental findings.47 In the same line, a 2014 study has identified a polymorphism in the
promoter region of the whiB6 gene that alters the regulation of this gene. Importantly,
this polymorphism that results in a decreased secretion of ESAT-6 is exclusive of
M. tuberculosis H37Rv and H37Ra being absent in the remaining members of the
MTBC.48 Aside from the role of WhiB6 in regulating ESAT-6 secretion, other
WhiB6-regulated functions might bias the experimental findings when using a single
reference strain, making advisable the use of several strains in laboratory research.
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5. Short-Term Evolution of Mycobacterium tuberculosis
During Infection, Drug Treatment, and Disease

The current phylogenetic tree of the MTBC is the result of a long hostepathogen
coevolution during thousands of years. This speciation in the MTBC has likely
occurred by fixation of polymorphisms conferring selective advantages to infect a spe-
cific host. Thus it is tempting to assume that different polymorphisms arise during a
single infectionediseaseetransmission cycle and those allowing a better bacterial sur-
vival in the host population will become fixed and maintained in a bacterial lineage.
During the course of infection, members of the MTBC face numerous stresses and
the ability of the bacillus to overcome these barriers will likely result in the fixation
of advantageous alleles. However, identification of these polymorphisms has remained
hampered until recently due to two main reasons: the broad consideration that the
MTBC is strictly clonal and the technical limitation to sequence different bacterial
populations from a single host. Today, the use of sensitive, high-density sequencing
techniques has allowed the transition from a scenario where each host is represented
by a single MTBC strain isolated in a pure culture to a scenario where each host is
known to harbor a diverse bacterial population.

A pioneering study in 2011 using the cynomolgus macaque model aimed to identify
polymorphisms in M. tuberculosis during active, latent, or reactivated disease by
sequencing 33 strains representative of these infection stages. Although no insertions
or deletions were detected, 14 SNP were identified and validated by traditional Sanger
sequencing. These SNPs were not present in the initial inoculum suggestive that they
arose during the course of the infection. The mutational capacity calculated as the mu-
tation rate per generation was comparable in active, latent, and reactivated bacteria.
Within a specific lesion, SNPs were independent or shared between the sequenced
strains, which indicates that some SNPs accumulate within lesions over the course
of the infection. In addition, the study suggests that the polymorphic pattern is the
result of oxidative DNA damage during the adaptive immune response to the infection.
Specifically, a significant proportion of SNPs corresponded to cytosine deamination
(GC > AT) or formation of 8-oxoguanine (GC > TA) consistent with the oxidative
environment in the phagolysosome.49

In a 2015 study, genome data from M. tuberculosis isolated during the course of
infection in five different patients were interrogated. The experimental design included
M. tuberculosis strains from different lineages and different susceptibility profiles to
anti-TB drugs and patients from different origins. A series of statistical measures to
quantify the mutation rate within a patient revealed that several SNP arose across
the course of the infection. Diversity intrapatient varies dramatically, likely as a func-
tion of disease severity. When examining the SNP diversity intra and between-patient,
it was observed that genes involved in the regulation, synthesis, and transport of immu-
nomodulatory lipids were prone to SNP accumulation.50 Given the role of these lipids
in the interplay with the host immune system, it is not surprising that genes related to
their synthesis are linked to a positive selection. Although this study does not represent
either the global host population or the broad MTBC phylogeny or the entire bacterial
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population in the infected lung, it reinforces the notion of intrapatient diversity. Over-
all, this kind of studies starts to delineate the evolutionary forces that can turn a single
bacterium into a widespread lineage, but future works are needed to decipher the bio-
logical significance of these polymorphisms arisen in vivo in the context of hoste
pathogen coevolution.

A particular scenario of MTBC adaptation to the host is related to drug treatment of
infected patients. Since anti-TB drugs represent an immediate threat for bacterial sur-
vival, polymorphisms conferring drug resistance will be rapidly fixed in the popula-
tion. The evolutionary forces governing host adaptation and drug resistance operate
at different timescales and they affect different alleles. A study collected a total of
seven sputum samples from three patients and examined genetic mutations during
different stages in the development of drug resistance. Surprisingly, in all seven sam-
ples, it was found a high diversity to adapt to antibiotic stress that as many as four to
five resistant mutants were detected in a single sputum, suggesting that drug resistance
results from a heterogeneous genotype. However, the study suggests that although
multiple resistant mutations coexist in the host, ultimately only a single resistance mu-
tation will be fixed in the population.51

Another question is why some M. tuberculosis strains are preferentially associated
with the acquisition of resistance to multiple drugs, which poses a dangerous threat
against TB control programmes. Epidemiological data indicate that isolates from the
East-Asia lineage (L2), which include Beijing strains, are associated with an increased
risk of drug resistance in several countries. A set of experiments demonstrated that L2
strains acquire resistance to drugs in vitro more rapidly than strains from L4, which is
the result of the higher basal mutation rate of the L2 lineage. Consequently, it is pro-
posed that L2 strains acquire drug resistance mutations even before the contact with the
antibiotic. Extrapolation of this result alongside with estimate of mutation rate in
humans suggest that individuals infected with L2 strains are at a notably increased
risk of acquiring multiple drug resistance before treatment compared to individuals
infected with other strains.52 Considering the worldwide expansion of Beijing-L2
strains, this finding has extraordinary implications for diagnosis and treatment of these
isolates. Since a higher bacterial burden is associated with a higher number of potential
drug-resistant bacteria, improvements in diagnostic tools, and treatment regimes can
help to limit the emergence of drug resistance.

In the context of the evolution of drug-resistant strains, it remains to be elucidated
why these bacteria successfully survive in the host population even if the drug resis-
tance phenotype is frequently associated with a reduced fitness compared to drug-
susceptible strains. However, it is observed that someM. tuberculosis isolates resistant
to the first-line drug rifampicin show no fitness reduction compared to susceptible
strains. By comparing the genomes of rifampicin-resistant clones with their corre-
sponding susceptible isolates recovered from the same patient at an earlier time point,
it was identified a set of potential compensatory mutations in RNA polymerase genes
(the target of rifampicin). This hypothesis was confirmed by genome sequencing of in
vitro-evolved strains and the finding that a significant proportion of these putative
compensatory mutations lied in the a and b0 subunits of the RNA polymerase. The
presence of these potential compensatory mutations was associated with an increased
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fitness in vitro. In addition, upon examination the relative frequency of these compen-
satory mutations across patient populations, it was also possible to correlate the pres-
ence of these mutations with an increased fitness within the host.53 Further work is
needed to determine whether strains carrying compensatory mutations are transmitted
and maintained successfully in the population. Additional studies will be necessary to
determine the set of compensatory mutations for other anti-TB drugs and the fitness
balance of these strains especially in the context of multidrug resistance.

An aspect frequently unnoticed when studying MTBC adaptation to their hosts is
referred to transposition of IS6110 during infection. As described earlier, this trans-
poson has a role not only in shaping the chromosome of MTBC members, but also
it functions as a mobile promoter. Although the study of IS6110 is constricted to mo-
lecular epidemiology, very few studies have provided insights into the biological func-
tion of IS6110 transposition in the MTBC and/or the transposition rate within the host.
However, upon examination of epidemiologic data, it has been reported that IS6110
has an unusually high mutation rate (7.9 � 10�5 transposition events per site per gen-
eration) compared to the basal nucleotide mutation rate in the MTBC (z10�10 to 10�9

events per nucleotide per generation). Transposition rate is even higher than the mu-
tation rate in hypermutator strains carrying a defective DNA repair machinery (10�7

to 10�6 events per nucleotide per generation).54 These observations strongly suggest
that transposition of IS6110 is at positive selection within patients and highlight the
importance of IS6110 as an epidemiological marker due to its high biological vari-
ability. However, provided that IS6110 produces a replicative transposition resulting
in duplication of IS6110 elements, it has been suggested that accumulation of
IS6110 across the chromosome might have a negative effect either by inactivating
essential genes or by mediating deleterious genomic deletions. On this basis, it has
been suggested that IS6110 copy number should be somewhat regulated in order to
avoid damage to the bacterial host.55

6. Adaptive Cues of the Mycobacterium tuberculosis
Complex As the Most Successful Pathogens

Today, M. tuberculosis is present in one every three humans and M. bovis is present
everywhere where cattle is present. These data illustrate the view that bacteria from
the MTBC are the most successful pathogens probably as a result of a long and inti-
mate hostepathogen coevolution. Further, different M. tuberculosis and
M. africanum lineages exhibit characteristic phylogeographical distributions and this
is also applied toM. bovis subtypes. One might argue that interspecies polymorphisms
likely account for their specific host tropism. In favor of this hypothesis, infection of
humans with M. bovis rarely result in the transmission of the bovine bacillus and the
converse is also true, M. tuberculosis produces less severe pathology in cattle than
M. bovis. A recent study in 2014 has paved the way to assign biological roles for inter
species polymorphisms and it opens the door to the possibility that these polymor-
phisms have shaped the hostepathogen range of the MTBC. This study demonstrated
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a deleterious effect of a Gly71Ile mutation in PhoR fromM. africanum L6 and from L8
(animal-adapted) species (Fig. 23.1A). Considering the key role of the phoP-phoR
two-component system in M. tuberculosis virulence through the control of immuno-
modulatory lipids and the secretion of ESAT-6, it was observed that M. africanum
L6 and M. bovis have a down-regulated PhoP regulon, and consequently, they are un-
able to produce immunomodulatory lipids. Unexpectedly, these strains secreted
ESAT-6 independently of the PhoR mutation, due to a compensatory mechanism in
order to maintain the required virulence fitness to infect their respective hosts. The
absence of immunomodulatory lipids in M. bovis might represent an evolutionary
step that reduced the ability of this species to transmit between humans. This notion
is supported by the fact that TB disease and transmission between humans is greatly
benefitted from the onset of an inflammatory response. In addition, this study uncov-
ered the molecular mechanism by which a rare M. bovis isolate (“B strain”) is able to
transmit between humans due to the insertion of an IS6110 element upstream the phoP
gene. Since IS6110 behave as a mobile promoter, this insertion resulted in an increased
expression of phoP. Consequently, the M. bovis “B strain” carries a deregulated phoP
gene that results in the production of PhoP-dependent phenotypes despite carrying a
nonfunctional PhoR. Production of immunomodulatory lipids in the “B strain” prob-
ably contributes to the successful human-to-human spread of this rare M. bovis isolate
as inferred by the higher virulence of this strain in animal models.22 Altogether, these
findings highlight the importance of phoP-phoR polymorphisms in shaping hoste
pathogen adaptation and encourage mycobacteriologists to profound in the implica-
tions of other interspecies polymorphisms.

MTBC bacteria persist and progress in their respective hosts despite development
of immune responses. Upon engulfment of MTBC bacteria, phagocytic cells are able
to present in cell-surface receptors epitopes derived from proteolysis of MTBC anti-
gens. The subsequent recognition of these epitopes by T CD4þ and CD8þ lympho-
cytes results in antigen-specific immune responses. This can lead to the erroneous
assumption that similarly to other pathogens, MTBC members are subjected to im-
mune escape and antigenic proteins tend to be hypervariable and subjected to diversi-
fying selection. At a first glance, clonality in the MTBC argues against this hypothesis.
After exploration of 21 representative MTBC genome sequences, it was demonstrated
that the ratio of the rates of nonsynonymous and synonymous substitutions (dN/dS)
was significantly lower for essential genes than for nonessential genes. Importantly,
dN/dS ratios for T-cells antigens were even lower than for essential genes. Overall,
MTBC antigens are under purifying selection as strong as, or perhaps even stronger
than that of essential genes.56 The lack of immune evasion reflects that members of
the MTBC have developed different strategies for immune subversion and these path-
ogens probably benefit from being recognized by the host-immune system. Adaptive
immunity mediated by recognition of MTBC epitopes results in containment of the
infection during long periods. This latent infection with subsequent reactivation to dis-
ease is characteristic of human disease and could represent an evolutive strategy to
ensure the pathogen transmission to future generations of susceptible hosts.

In line with this observation, it has been suggested that phylogenetic diversity be-
tween MTBC lineages would be reflected in a corresponding diversity when eliciting
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immune responses. Examination of the macrophage inflammatory response after infec-
tion with M. tuberculosis or M. africanum representative of L1eL6 lineages resulted
in lineage-specific profiles. Evolutionary modern lineages (L2, L3, L4) elicited lower
inflammatory responses than evolutionary ancient lineages (L1, L5, L6).57 Since
development of disease and the subsequent transmission to new hosts is benefited
from inflammatory responses, this result has outstanding implications to understand
the hostepathogen evolution of the MTBC. Ancient lineages with higher inflamma-
tory responses are associated with a containment of infection and longer latency
period. Conversely, the lower inflammatory phenotype in modern lineages is associ-
ated with an early progressive disease. To understand the biological significance of
this finding, it is necessary to critically observe which host population is preferentially
targeted by each MTBC lineage. Ancient strains are associated with low-density coun-
tries and mainly infect rural populations in Africa. These nomadic and low-density set-
tlements resemble a scenario of hunting, gathering, and pastoralism characteristic of
Palaeolithic and Neolithic period. By contrast, modern strains are frequently found
in crowded countries of Europe, India, China, and America. This lifestyle associated
with the human demographic explosion was boosted by the modern Industrial Revo-
lution starting in the 18th century.

It has been proposed an “ecological theory” to explain the evolution of the MTBC.
This theory predicts that when virulence is positively correlated with transmission, as
is the case in TB, access to a larger number of susceptible hosts favors higher virulence
and a shorter latency period. Most of the coevolutionary history of MTBC with
humans has occurred when human population densities were low. During this period,
infection with ancient strains would have guaranteed a latent infection that after reac-
tivation decades later would enable access to a new birth cohort of susceptible hosts.
This way, ancient lineages of the MTBC are not disproportionately virulent in order to
avoid decimation of the susceptible population. By contrast, living in crowded coun-
tries emerging from the 18th century, would have enabled the accessibility to a large
number of susceptible hosts. This lifestyle might have selected more virulent strains
without risk to decimate their hosts. We can hypothesize that modern lineages are
more evolutionary advantaged than ancient lineages since they are less geographically
constrained. Hence, from an ecological point of view, ancient strains might be referred
to as “specialists,”while modern lineages might represent “generalists.”20 Understand-
ing the evolutive strategies of the MTBCmay help to predict future trends in the spread
of the disease and consequently to anticipate control measures. As an example, accord-
ing to the ecological theory, the increasing number of the African population will prob-
ably entail a displacement of ancient strains by strains belonging to modern lineages in
the future. Indeed, an epidemiologic study in the Gambia showed that strains from
modern lineages were three times more likely to cause active disease than members
from ancient lineages.23

Irrespective of the individual adaptations of different lineages to specific hosts,
MTBC members share common virulence mechanisms. It has been extensively docu-
mented the role of ESAT-6 and its cognate partner CFP10 in promoting mycobacterial
virulence. These proteins are not only conserved between members of the MTBC, but
also in other related pathogenic species such as M. leprae or M. marinum causative of
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human leprosy and fish-to-human zoonosis respectively. Conversely, the BCG vaccine
lacking these proteins or phoP mutants unable to secrete ESAT-6 result attenuated. A
pioneering study demonstrated that 48 h after macrophage infection, M. tuberculosis
and M. leprae translocated from the harsh phagolysosome to the gentle cytosol.
This translocation is impaired in the BCG vaccine, which led to the demonstration
that phagosomal escape requires a proper production and secretion of these proteins.45

Subsequent studies went deeply into the mechanism of this phagolysosomal rupture
mediated by ESAT-6/CFP10 secretion and linked cytosolic escape with virulence of
M. tuberculosis and M. marinum.58,59 A 2013 study has demonstrated that in addition
to mediate phagolysosomal escape, the RD1 region (containing ESAT-6 and CFP10)
plays a role in inducing apoptosis on infected cells. This apoptotic mechanism pro-
motes cell-to-cell spread of virulent mycobacteria and enables colonization of
neighboring cells. Accordingly, the BCG vaccine or new generation vaccines based
on phoP mutants, unable to produce or secrete ESAT-6, respectively, are inefficient
in inducing apoptosis or colonizing new cells.60 In sum, for MTBC members that
does not produce classical toxins, we can consider ESAT-6/CFP10 as the main viru-
lence determinants.

7. Pending Questions and Concluding Remarks

Knowledge about mycobacterial diversity of the MTBC has led to propose an evolu-
tive branding of MTBC lineages. However, we still do not know which factor(s)
contribute to the host preference in the MTBC. This question is hardly accomplished
since the natural hosts of the MTBC are humans, cows, goats, or seals among others.
This implies a handicap in animal experimentation since laboratory models (mainly
mice, guinea pigs, and nonhuman primates) does not reflect this host variability.
Further, these models attempt to characterize virulence traits rather than measuring
the transmissibility of MTBC strains, a key phenotype of the tubercle bacillus to ensure
survival in the host population. It is also likely that yet unknown host factors have also
contributed to shape the current phylogeographical distribution of the MTBC. In this
respect, it has been documented a correlation between the NRAMP1 human allele
(associated with TB resistance) and the duration of urban settlements.61 Other poly-
morphisms (IFNG, NOS2A, MBL, VDR, and some TLR) have been associated with
susceptibility to TB in caseecontrol association studies.62 A future linkage between
MTBC genomes and representative human haplogroups might infer host susceptibility
factors. In a near future, these strategies will allow personalized treatments or even
reconsider vaccination strategies.

The advent of next-generation sequencing techniques has proven useful to delineate
inter- and between-species polymorphisms in the MTBC. However, little works have
gone deeply on the biological significance of these variations. Nevertheless, 2015
studies have succeeded in reconstructing the phylogenetic evolution of the MTBC
based on the biological implications of polymorphisms in the phoP-phoR virulence
system.63 Similar works are needed to study the functional consequences of the about
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2000 polymorphisms existing between MTBC species. We should be aware that
inherent difficulties in manipulation of mycobacteria and the slow growth of MTBC
strains frequently hamper these genetic approaches.

The debate to estimate the MRCA of the MTBC is a consequence of the weakness
of experimental evidence. These estimates frequently assume a constant mutation rate
over time and over different lineages. This observation was partly validated using a
macaque model showing similar mutation rates during in vitro culture and latent
and active TB. However, we cannot rule our differences in mutation rates between
different lineages of the MTBC. Indeed, it was latter demonstrated that L2 strains
exhibit higher mutation rates than L4 isolates in vitro. It is at present unknown whether
this finding is extrapolated to the TB infection. Further, as observed with IS6110 trans-
position, it might be also possible that some mutations are under positive selection dur-
ing TB infection and disease. Future interrogation of these questions together with the
application of next-generation sequencing to ancient DNA will surely help to recon-
struct the origin of the MTBC.

TB, unlike other infectious diseases, is benefited from efficacious immune system
recognition. The hyperconservation of T-cell epitopes likely plays a key role in devel-
opment of a latent TB infection. This latency and reactivation to active disease of the
MTBC resembles the lambda phage cycle by promoting prophage transmission for
many bacterial generations until a stress response triggers production of virulent phage
particles. However, the environmental signal(s) that mediate TB reactivation are
poorly understood. Several studies have deciphered the phagolysosomal signals
encountered by M. tuberculosis by examining transcriptional profiles during macro-
phage infection. These studies have inferred that phagolysosomal environment is nitro-
sative, oxidative, functionally hypoxic, carbohydrate poor, and capable of perturbing
the pathogen’s cell envelope.64 Other approaches have addressed the time-dependent
transcriptional profiles during intracellular infection65 and studies reported in 2013
have provided unprecedented level of detail about the transcription networks of
M. tuberculosis.66 In the future, combination of genomic, transcriptomic, proteomic,
and metabolomic data from animal infection models will hopefully delineate the hoste
pathogen interplay during both the latency period and reactivation.
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1. Introduction

Staphylococcus aureus is a Gram-positive bacterium that typically resides asymptom-
atically in the anterior nares and the skin of mammals. Since its discovery in the 1880s,
it has been recognized as a major opportunistic pathogen in humans, responsible for
various diseases, ranging from minor skin infections to severe bacteremia and necro-
tizing pneumonia. Before the era of antibiotics, the mortality rate of patients infected
with S. aureus exceeded 80%.1 The introduction of penicillin in the early 1940s saved
the lives of tens of thousands of wounded allied troops in the Second World War and
dramatically improved the prognosis of patients with staphylococcal infections. How-
ever, as early as 1942, penicillin-resistant staphylococci were recognized, and these
strains arose via the acquisition of a plasmid carrying a gene encoding a penicillinase
(b-lactamase). Although the spread of penicillin-resistant S. aureus was initially
confined to hospital settings, this was quickly followed by the wider dissemination
of resistance in the community. By the late 1960s, more than 80% of both community-
and hospital-associated S. aureus isolates were resistant to penicillin.2 This pattern is
being repeated for methicillin, an alternative semisynthetic b-lactam antibiotic that was
designed to resist b-lactamase. Since the introduction of this antibiotic in the 1960s,
various hospital-associated methicillin-resistant S. aureus (HA-MRSA) clones dissem-
inated worldwide, and virulent community-associated MRSA (CA-MRSA) and live-
stock associated-MRSA (LA-MRSA) have continued to emerge and spread from the
mid-1990s onward.

2. The Staphylococcal Cassette Chromosome mec

S. aureus is naturally susceptible to most antibiotics, and resistance is often acquired
by the horizontal transfer of genes from intrinsically resistant coagulase-negative
staphylococci. These genes are generally located on mobile genetic elements
(MGEs), such as plasmids or cassettes.

Genetics and Evolution of Infectious Diseases. http://dx.doi.org/10.1016/B978-0-12-799942-5.00024-X
Copyright © 2017 Elsevier Inc. All rights reserved.



The resistance to methicillin and all other b-lactam antibiotics is conferred by the
acquisition of the methicillin resistance gene mecA.3 This gene is carried on an
MGE called the staphylococcal chromosome cassette mec (SCCmec).4 This MGE is
likely to have been introduced into the S. aureus population on multiple occasions
from related staphylococcal species.5,6 Several structural variants of SCCmec have
been described, which differ in their gene content and size (21e67 kb), but share
four characteristics. First, they carry the mec gene complex (mec) that is made up of
the methicillin resistance determinant mecA, its expression regulatory genes (mecR1
[promoter] and mecI [repressor]), and the insertion sequence(s). Second, they carry
the cassette chromosome recombinase gene complex (ccr), which consists of genes
that are responsible for the mobility of the element. Third, they have characteristic
repeated sequences at both ends. Fourth, they integrate into the S. aureus chromosome
at a site-specific location (attBscc), located within orfX near the origin of
replication.7e10 Despite these common characteristics, the detailed structure of
SCCmec elements is highly divergent. In particular, several allotypic differences
have been identified in ccr and mec complexes,11 as described in the following
paragraphs.

ccr gene complex. So far, three distinct ccr genes have been described (ccrA, ccrB,
and ccrC) in S. aureus. While ccrC is usually found alone, ccrA and ccrB are generally
found adjacently on the same element. In addition, several allotypes of ccrA and ccrB
have been identified. The presence of these genes and allotypes has been used to distin-
guish among the eight different ccr types that are currently observed (Table 24.1).

mec gene complex. The region of the mec gene complex differs among SCCmec
elements in its composition of regulatory genes (mecI and mecR1) and/or insertion se-
quences (IS431 and IS1272). So far, six classes of mec gene complexes have been
described (A, B, C1, C2, D, and E) in S. aureus (Table 24.1).

These differences of ccr and mec gene complexes have been used to classify the
SCCmec elements into different types by combining the class of themec gene complex
with the ccr allotype. To date, 11 major types of SCCmec elements (IeXI) have been
reported in MRSA strains (http://www.sccmec.org; http://www.staphylococcus.net;
Table 24.1). In addition, the major elements have been further classified into subtypes
by differences in three regions other than ccr and mec, which are designated junction
or junkyard (J) regions. It is likely that many other variants of SCCmec elements will
be discovered with increasing typing, especially of isolates from poorly sampled
geographic regions (e.g., Africa).12 Furthermore, coagulase-negative staphylococci
(e.g., Staphylococcus haemolyticus, Staphylococcus epidermidis, and Staphylococcus
hominis) contain a high diversity of SCCmec elements, which might serve as a poten-
tial reservoir for S. aureus.6,13,14

The typing of SCCmec elements has become essential for several reasons. First, in
combination with the genotype of the S. aureus chromosome, the SCCmec type is an
important characteristic for defining MRSA clones in epidemiological studies and to
understand the evolution of these clones.15 Second, the various SCCmec elements
also differ in their patterns of antibiotic susceptibility, which have important clinical
implications. For instance, SCCmec type I as well as type IVeVIII cause only resis-
tance to b-lactam antibiotics. In contrast, the largest SCCmec types II and III cause
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resistance to multiple classes of antibiotics due to the integration of plasmids or trans-
posons carrying multiple resistance genes within these elements.

Several SCCmec-typing methods have been developed, among which the most
widely used are based on multiplex PCR assays that identify the different ccr types
and mec classes.15e19 These have a limited number of targets, which may restrict their
resolution but can be combined according to the level of discrimination required by the
study. Two additional sequenceebased typing methods based on the ccr gene complex
have also been proposed,17,20 and these are likely to provide further useful data.
Although SCCmec typing is essential for the characterization of MRSA clones in
epidemiological studies, it is only recently that a rationalized nomenclature for the
SCCmec has been proposed.7,11

mecA gene homologue (mecC). Discovery of a novel mecA gene homologue,
called mecC, was reported in 2011 in the genome of S. aureus strain LGA251 that
was isolated from bovine mastitis.21 MRSA strains harboring mecC have subsequently
been reported from several European countries, and are associated with multiple host
species including humans.22e26 Similar to the mecA gene, mecC is located within the
SCCmec element (SCCmec type XI) and inserted into the 30 region of orfX. In addition,
several S. aureus virulence factors, such as adhesions, and toxins were detected among
mecC MRSA strains.27,28 The mecC gene has been detected in several staphylococcal

Table 24.1 Major SCCmec Elements Identified in Staphylococcus
aureus From Ref. 11

ccr Gene Complex mec Gene Complex SCCmec

ccr Genes
ccr
Type mec Genes

mec
Class Type

ccrA1 and ccrB1 1 IS1272-DmecR1-mecA-IS431 B I

ccrA2 and ccrB2 2 mecI-mecR1-mecA-IS431 A II

ccrA3 and ccrB3 3 mecI-mecR1-mecA-IS431 A III

ccrA2 and ccrB2 2 IS1272-DmecR1-mecA-IS431 B IV

ccrC 5 IS431-DmecR1-mecA-IS431 C1a V

ccrA4 and ccrB4 4 IS1272-DmecR1-mecA-IS431 B VI

ccrC 5 IS431-DmecR1-mecA-IS431 C2a VII

ccrA4 and ccrB4 4 mecI-mecR1-mecA-IS431 A VIII

ccrA1 and ccrB1 1 IS431-DmecR1-mecA-IS431 C2a IX

ccrA1 and ccrB6 7 IS431-DmecR1-mecA-IS431 C1a X

ccrA1 and ccrB3 8 blaZ-mecALGA251-mecR1LGA251-
mecILGA251

E XI

amec Class C1 and C2 differ in the orientation of IS431 upstream of mecA.
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and other related bacterial species, although the origin of mecC in S. aureus remains
unclear.

Currently, a broad range of commercial and PCR-based approaches are available
for the detection of mecC MRSA strains, and these have significant diagnostic value
for both human and veterinary public health.29e32

3. Evolution of Staphylococcus aureus and MRSA

Most detailed studies on the population genetics of S. aureus have been performed us-
ing MLST (Box 24.1). Based onMLST data, the population of S. aureuswas classified
into related groups of strains defined as clonal complexes (CCs) and isolated sequence
types (STs).33 These CCs are considered as different genetic lineages within the
S. aureus population and only few differences are detected within groups although
the characteristics of MGEs (e.g., SCCmec) may vary substantially.34

Box 24.1 Common Typing Methods for S. aureus

The epidemiology of S. aureus has been analyzed by an array of genotypic and
phenotypic typing methods. Here, we review the methods that are currently the
most widely used:
Pulsed-field gel electrophoresis: Pulsed-field gel electrophoresis (PFGE) is

considered as the gold standard for S. aureus typing because it shows the highest
discriminatory power. This method is based on the restriction of whole DNA
with an enzyme that cuts only rarely. The enzyme SmaI is generally used for
S. aureus. Digestion with this enzyme gives between 20 and 50 large fragments
(between 10 and 700 kb) that can only be separated using a pulsed gel electro-
phoresis. Although this method is reproducible within a laboratory, the data
can be ambiguous124 and interlaboratory studies have highlighted the problem
of standardization.125 PFGE standardization can only be obtained with a strict
control of all parameters. For example, standardized protocols have been devel-
oped for PFGE typing by the American and Canadian CDCs to build nationwide
databases.126,127

Multilocus sequence typing: Multilocus sequence typing (MLST) is a typing
method that combines the sequence of several housekeeping genes, and is essen-
tially a sequence-based version of multilocus enzyme electrophoresis
(MLEE).128 MLST has been designed to analyze and compare genetic variation
in worldwide collections of bacterial pathogens. It gives important information
about the nucleotide divergence of the core genome, the clonal origin of one
group of strains, the recombination rate, and the phylogenetic relationship among
strains. The main advantage of this method is that it gives unambiguous data that
are reproducible among laboratories. Its limitations are its cost and its relatively
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Box 24.1 Common Typing Methods for S. aureusdcont'd

low discriminatory power that prevent its use for local epidemiology. For
S. aureus, the amplification and the sequencing of 450e500 bp of the seven
genes arcC, aroE, glpF, gmk, pta, tpi, and yqiL have been retained.60 Alleles
at each locus are assigned according to differences in nucleotide sequences.
The allelic profile of the seven loci defines the sequence type (ST). For example,
isolates with the profile 2-3-1-1-4-4-3 belong to ST 239, of which the Brazilian
clone is an example. An international database containing more than 3000 iso-
lates and 1600 STs is available at http://www.mlst.net.
spa-typing: spa-typing is based on polymorphism of the spa locus of

S. aureus, which codes for the protein A. This locus is highly polymorphic
due to an internal variable region of short tandem repeats. It varies not only in
numbers but also because of nucleotide substitutions within individual repeats.
A spa profile is identified by a succession of number representing each individual
repetition of the X region. An international database has been created to stan-
dardize the nomenclature of the spa types (http://spaserver.ridom.de). Several
studies have shown the value of this method for S. aureus typing.129e131 How-
ever, this method might reflect homoplasy,34 its discriminatory power is below
PFGE,132e134 and the analysis of spa data is not simple.
Double locus sequence typing: We developed a new typing method called

double locus sequence typing (DLST) based on the analysis of partial sequences
(ca. 500 bp) of the highly variable clfB and spa genes.133 This method was shown
to be far more discriminatory than spa-typing and matched the high resolution of
PFGE. In addition, the combination of high typeability and reproducibility with
low cost, ease of use, and unambiguous definition of types makes this method
promising for epidemiological analyses. It is important to note that although
spa-typing and DLST investigate polymorphisms in the spa gene, these methods
do not analyze the same regions of the gene. Therefore the spa alleles determined
by these two methods are not identical.
Whole-genome sequencing (WGS): Recently, high-throughput or whole-

genome sequencing technologies have provided a significantly improved
discriminatory power to study the complete genomes of various bacterial patho-
gens. WGS techniques generate from bacterial samples multiple short reads that
can be assembled based on overlapping regions (de novo assembly), and/or map-
ped to a previously published reference genomes, which then enable the compar-
ison between bacterial strains that genetically diverge at a single nucleotide. Such
precise identification and classification of bacterial strains, as well as the parallel
sequencing of different bacterial strains in single runs at low costs with a quicker
turnaround times have made WGS the most convenient tool for clinical diag-
nostic investigations in real time and for tracking disease outbreaks.
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Extensive typing showed that the S. aureus population associated with humans con-
sists of 10 major lineages (i.e., CC1, CC5, CC8, CC12, CC15, CC22, CC25, CC30,
CC45, and CC51), as well as several other minor lineages (Fig. 24.1).18,33,35 These lin-
eages have not only been identified using MLST but also using other categories of
genes36 confirming the biological reality of the CCs. These CCs generally have a radial
genetic structure with a founder ST surrounded by numerous single locus variants of
the founder. This observation highlights that with the exception of MGEs the genetic
diversity within each lineage is remarkably low.34,37 For example, the nonmobile
genome of two strains belonging to CC1 (MW2 and MSSA476) differ at only 285 sin-
gle nucleotide polymorphisms (SNPs) despite one was a PVL-positive MRSA isolated

5

CC22CC12CC5

CC15CC1 CC8

CC30

CC45CC25
Sequence types belonging to the major S. aureus clonal complexes:

Figure 24.1 Neighbor-Joining tree of the concatenated sequence of all the STs available in the
S. aureus MLST database (http://saureus.mlst.net/). The position of the sequence types
belonging to major S. aureus clonal complexes is indicated by a colored dot.
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in the United States and the other a PVL-negative MSSA isolated in the United
Kingdom.38 The low variability observed within CCs might be explained by recent
expansion and/or strong purifying selection. Although the relative contribution of
each of these factors is difficult to disentangle, purifying selection was described for
several categories of genes, such as the seven housekeeping genes used for MLST
typing, core and accessory adhesion genes,39 as well as many others.40e42 This sug-
gests that purifying selection is an important factor that acts on the chromosome of
S. aureus and it probably affects the diversity observed within CCs.

Another important factor is the low rate of homologous recombination within the
core genome of S. aureus. Although several chromosomal replacement events were
described for S. aureus,43,44 this species has been shown to be highly clonal using a
variety of genes: MLST,35 cell surface sas genes,36 cell surface core and accessory
(i.e., not present in all the strains) adhesion genes,39 accessory exotoxin-like genes.45

For example, using MLST data, it was shown that genetic differences between a single
locus variant and its ancestral strains were created 15 times more frequently by a point
mutation than by a recombination event.35 This low rate of recombination can help to
explain why the clonal complexes have remained discrete and coherent in the S. aureus
population, and why the same basic groups tend to be defined regardless of the genes
used for typing (with the notable exception of agr46).

The genetic diversity of MRSA is also known to be much smaller than MSSA47

(and the most common MRSA isolates belong to only six CCs (i.e., CC1, CC5,
CC8, CC22, CC30, and CC45)). In contrast to MSSA, the genetic diversity of
MRSA differs considerably among countries and dominant MRSA lineages form
distinctive geographic clusters, at least in Europe.47 This largely reflects the recent
origin of many MRSA clones, that is, since the first administration of methicillin in
1961. This means that there has been insufficient time for the MRSA clones to fully
homogenize geographically.

3.1 Mobile Genetic Elements

Bacterial genomes can be viewed as two compartments of genes, one comprising
“core” genes that are ubiquitously present in all clones of a given species, and the other
comprising “accessory” or “noncore” genes that are not present in all isolates in the
population, and that have a propensity for horizontal transfer.48 Whole-genome
sequence and microarray data have revealed that about 75% of a typical S. aureus
genome is present in more than 95% of the strains (i.e., core genome).49e51 As ex-
pected, the majority of genes comprising the core genome are composed of species-
specific genes and genes associated with central metabolism and other housekeeping
function. In contrast, the gene content of the remaining 25% of the genome varies
significantly among strains (i.e., accessory genome).

The accessory genome mostly consists of MGEs, such as bacteriophages, pathoge-
nicity islands, genomic islands, staphylococcal chromosome cassettes (SCCs), plas-
mids, or transposons. Many of these genetic elements carry virulence genes (e.g., tst
and PVL, which are carried on bacteriophages)51,52 and are resistant to antibiotics
(e.g., mecA carried in SCCmec).33 The gene content of a particular S. aureus strain
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is thus a combination of (1) vertical inheritance of its core genome and (2) horizontal
transfer of MGEs, allowing rapid adaptation by loss or gain of virulence and/or resis-
tance genes.51 Thus, there is a considerable proportion of the genome that is not essen-
tial for survival and that contributes to genetic differences between strains. The
distribution and horizontal spread of these elements can have important clinical impli-
cations and the characterization of these elements is providing insights into how
S. aureus is evolving and how it causes diseases.

Whole-genome comparisons indicated important variation in the distribution of
genomic islands. This suggests that MGEs are readily exchanged in the S. aureus pop-
ulation. For example, genome comparison of one MRSA strain with one MSSA strain
showed at least five different acquisition/loss events involved in differences in viru-
lence factors and drug resistance.51 Horizontal transfer of MGEs is also suggested
by the phylogenetic distribution of these elements, which does not correlate with the
genetic relatedness inferred by MLST. This lack of correlation suggests that mobile
elements facilitate the exchange of virulence and antibiotic resistance determinants be-
tween S. aureus lineages and may lead to rapid changes in the pathogenic potential or
drug resistance of strains. In contrast, the sequence of the core genome is remarkably
constant.10,53e56

Several studies suggested that some toxin genes (e.g., toxic shock syndrome toxin 1
(tst), leukocidin DE (lukDE), and superantigens (sea, seg, and sei)) are associated with
particular lineages (MLST CCs),57,58 and there is evidence of frequent acquisition and
loss of particular elements that is restricted to particular CCs. In 2009, variability of
accessory genes, such as resistance, toxin, or virulence genes, was described within
two STs (ST5 and ST228) of CC5.59 However, the biological significance and modal-
ities of this intrastrain variability still need to be clarified.

The importance of understanding the patterns of evolution of MGEs is illustrated by
the evolution of the SCCmec element. The evolution from MSSA to MRSA involves
the acquisition of a SCCmec element by an MSSA strain. The exact mechanisms
explaining how the SCCmec elements enter the S. aureus cell are not clearly known.
However, the transduction by phages is often postulated.8 The frequency of transfer of
SCCmec elements as well as their geographic history is also poorly known. Identical
clones have been sampled in different countries suggesting a single SCCmec acquisi-
tion, followed by clonal spread. Yet, the presence of multiple SCCmec types in MRSA
suggests multiple introductions into S. aureus. Moreover, the occurrence of isolates
with identical ST but with different SCCmec types indicates that horizontal transfer
of SCCmec elements is relatively frequent within S. aureus.33 Using MLST, it has
been shown that the SCCmec element must have been acquired on multiple occasions
(at least 20 times) during S. aureus evolution.20,33,36 A previous study based on SNPs
discovery on a worldwide collection of ST 5 showed a close association between
phylogenetic lineages and geography.34 These data suggest that geographic spread
of MRSA over long distance is a rare event compared with the frequency with which
the SCCmec is imported locally. Moreover, MSSA strains genetically identical to the
predominant MRSA strains have been observed at a local level,60,61 confirming the
possibility of local acquisitions of the SCCmec.
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4. Molecular Epidemiology of MRSA

Epidemiological surveillance of MRSA has been greatly facilitated by the develop-
ment of molecular typing procedures. The grouping of isolates into clones depends
on the typing method used (e.g., PFGE, MLST, spa typing, and subsequently,
whole-genome sequencing; Box 24.1). MLST provides a robust typing system by
grouping related S. aureus strains into distinct sequence types (STs) based on the se-
quences of internal fragments of seven housekeeping genes.33 However, as MLST is
only based on the variation within a very small proportion of the genome, much of the
fine molecular microevolutionary details, such single nucleotide polymorphisms
(SNPs), genome rearrangements, and small INDELS, remain undetected. Even before
the advent of whole-genome sequencing, it was clear that single MLST genotypes
often encompassed multiple types as defined by other techniques. For example, ST
239 includes EMRSA 1, 4, 11 and the Brazilian, Portuguese, Viennese, and Hungarian
clones, and ST 5 includes the New York/Japan and the Pediatric clones, as defined by
PFGE, spa-, and/or SCCmec-typing.62 Similarly, two Swiss clones (clone D and G)
were indistinguishable by MLST, exhibited identical STs (ST228), SCCmec type I
and virulence gene content as determined by PCR, yet differed by 16 bands by
PFGE.63 These differences were likely the result of the gain or loss of mobile genetic
elements (MGEs), such as phage, which would not be detected by other approaches. In
contrast, in other cases, microvariation is detected by MLST and other methods (such
as individual SNPs) but not by PFGE. None of the traditional typing methods provided
optimal resolution in all cases. The advent of whole-genome sequencing has provided
such a “one size fits all” approach, in that it provides unprecedented discriminatory po-
wer for epidemiological surveillance, outbreak investigations, and better understand-
ing of the evolutionary dynamics of both the core and noncore genome of MRSA.

Many studies have demonstrated that high frequencies of MRSA within a given
location tend to reflect the clonal spread of only one or two clones (e.g., 62e70). The
domain of dominance of specific clones can range in size from a single hospital, single
country, or even neighboring countries.71e73 Analysis of more than 3000 isolates from
southern Europe, United States, and South America showed that nearly 70% of them
belong to five major pandemic clones, namely the Iberian (ST247-SCCmec I), Brazil-
ian (ST239-SCCmec III), Hungarian (ST239-SCCmec III), New York/Japan (ST5-
SCCmec II), and Pediatric (ST5-SCCmec IV) clones.18,62,74 The addition of three
more clones would essentially encompass northern Europe: the EMRSA-15 (ST22-
SCCmec IV), EMRSA-16 (ST36-SCCmec II), and Berlin (ST45-SCCmec IV)
clones.33 Therefore, it was hypothesized that these clones are particularly transmissible
and/or well adapted to the hospital environment.75,76

The epidemiology of MRSA is highly dynamic, and clonal replacement of predom-
inant clones within a given locale has been widely documented. While cross-sectional
studies showed the predominance of one or two clones in a defined setting in the 90s,
several longitudinal studies showed the replacement of the predominant clones by
others within a decade.62,77 A very early example was the replacement in England
of EMRSA-1 (ST239) by EMRSA-15 and -16.76 Other ST239 variants (e.g., in
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particular, the Brazilian clone and the Hungarian clone) have subsequently become
very widespread throughout South America, Eastern Europe, and mainland Asia
(including both China and the middle East), where this genotype may account for at
least 90% of all cases of HA-MRSA. In addition, another pandemic clone replaced
the Iberian clone on at least two occasions. It was first replaced by EMRSA-16 in
one Spanish hospital while the rate of MRSA among S. aureus remained constant,77

and by the Brazilian clone in one Portuguese hospital.78 The fact that on both occa-
sions the Iberian clone was replaced might suggest that it lost its epidemic potential
during the last decade. Other examples are the complete replacement in a 2-year period
of a local clone (ST5-SCCmec IV) by the New York/Japan clone (ST5-SCCmec II) in a
Mexico City hospital (Velazquez-Meza et al., 2004) and the replacement of the Berlin
clone by a variant from the New York/Japan clone (ST105-SCCmec II) and by the
South Germany clone (ST228- SCCmec I) in an area of low MRSA incidence in west-
ern Switzerland.63 Although the reasons why some clones replace others are typically
unclear, the emergence and replacement of clones might have significant public health
consequences as different clones possess differing resistance and virulence
attributes.77e83 For instance, during the 1990s in France, the replacement of the Iberian
clone (ST 247-SCCmec I) by the Lyon clone (ST8-SCCmec IV) resulted in a change of
the susceptibility profile to antibiotics, the Iberian clone being less susceptible than the
Lyon clone (e.g., to gentamicin and co-trimoxasole).79

For regions outside of Europe, North America, and Australia the picture may be
different. For example, ST239 that probably emerged in the mid-1960s37 is a probable
major cause of HA-MRSA infection throughout mainland Asia and South America, a
geographic region that holds more than 50% of the world’s human population.84 This
sequence type always exhibits a variant of the large SCCmec type III; however, four
cases of HA-MSSA ST239 were detected in China.85 ST239 is rarely found outside of
the hospital setting, which makes its rapid global dissemination, which must have
occurred largely through very short transmission chains between hospitals, even
more remarkable.

Perhaps of greatest concern is the emergence of specific MRSA clones within the
community. Up until the 1990s, MRSA was found to be restricted to hospitals, but
the 2000s have witness a dramatic increase in virulent MRSA clones in the community
(CA-MRSA).86 These clones are generally characterized by the presence of a SCCmec
type IV or V and the phage-borne genes encoding the Panton-Valentine leukocidin
(PVL) toxin. This toxin is widely considered to be an important virulence factor,
particularly for pediatric infection. Molecular typing has revealed that CA-MRSA
clones are distinct from those noted in hospital settings.70,87 ST80-SCCmec IV pro-
vides a notable example of an emerging CA-MRSA clone, which is currently restricted
to several European communities with low social status (e.g., homeless people).
Although the widespread HA-MRSA does not appear to have adapted to the commu-
nity, it seems that clones that emerge in the community may be able to spread in hos-
pitals. For example, ST8-SCCmec IV (generally called the USA300 clone) spread
mainly in the United States, initially in the community, but is currently also causing
a major burden in hospital settings.88,89 In countries with low incidence of hospital
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MRSA, such as northern European countries, CA-MRSA has become a major
concern.90

The spread of community-acquired MRSA clones is possibly related to the small
size of the SCCmec types IV and V. There is a trade-off to the acquisition of resistance,
which is that it imparts of fitness cost which may render the strain uncompetitive
against susceptible strains when antibiotics are not present in the environment. This
is thought to be the reason why infection, and carriage, of HA-MRSA clones have
remained largely confined to healthcare settings. The smaller type IV and V SCCmec
cassettes do not only confer multiple resistances, but may also result in a smaller fitness
cost.

Although the epidemiological distinctions between CA-MRSA and HA-MRSA can
be largely explained in terms of the fitness cost of resistance, the more general question
of why a single MRSA clone can predominate in a given area, or the forces underlying
clonal replacement, are far less well understood. It is probable that genetic differences
underlie increased or decreased fitness (transmissibility),64,75,76,91,92 and some general
traits have been identified, which may account for epidemic spread. These include the
ability to survive in the environment, to colonize the host, to multiply on epithelial and
mucosal surfaces, to “detach” from the host, and to resist various antimicrobials. How-
ever, stochastic effects and extrinsic factors, such as local compliance to infection con-
trol measures and local use of antibiotics, may also have unpredictable consequences
for the local composition of circulating MRSA clones. Furthermore, the specific ge-
netic differences corresponding to fitness effects are very difficult to identify due to
extensive gene redundancy and the possibility of subtle epistatic or regulatory effects
playing a major role. The precise relationship between the “spread” (epidemicity) of a
clone and its virulence potential is also unclear.

These complications can perhaps explain why a number of studies drawing compar-
isons between epidemic and sporadic MRSA have not generated clear experimental
evidence consistent with the different epidemiological patterns.93e99 An exception
is a study demonstrating differences in biofilm production and adhesion to epithelial
cells within epidemic variants of the Brazilian clone (ST239-III).100 Although these
laboratory comparisons were carried out on a small sample of strains, an epidemiolog-
ical study also found evidence for increased virulence of an ST239 variant (TW20) that
caused an outbreak in a London hospital.101

Molecular approaches have also not provided a clear understanding of epidemiolog-
ical differences between clones. Population genetic analyses based on nucleotide
sequence data of both housekeeping (MLST) genes and cell surface adhesion genes
(which play a key role in host invasion) have also largely failed to detect robust links
between genotype and epidemic phenotype.39 Comparative genome hybridization
and WGS have also been used to compare epidemic and sporadic strains, but this
approach also failed to identify any genes likely to play a major role in increased trans-
mission.102,103 These findings are strong evidence against the presence or absence of a
single common specific factor differentiating epidemic from sporadic S. aureus clones.

Although the evidence linking genotype and epidemiological phenotype is in many
cases weak, there are tantalizing clues. For example, the CA-MRSA strain USA300 has
disseminated widely throughout the United States. Genome sequencing of this strain
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revealed a novel genetic element, the arginine catabolic mobile element (ACME),
which contained the gene for the arginine deiminase that may play a crucial role in
the growth and survival of the bacterial cells.53,104 However, studies reported in 2011
have shown that among 9e15% of the USA300 strains do not carry the ACME genomic
region.105 In addition, genome sequencing of 10 other isolates from the same dissemi-
nating clone confirmed its recent expansion.106 Similarly, for the multidrug-resistant
ST59 strains, a clone that is predominant in Taiwan has truncated hsdM and hsdS genes
that encode the restrictionemodification system. Hence, it was suggested that this defi-
ciency in the restrictionemodification system might have assisted the acquisition of
mobile genetic elements from enterococci, which confer multidrug resistance.107

Besides being a human pathogen, S. aureus also colonizes the skin of animals and
can cause a wide range of infections.108e110 Livestock-associated MRSA (LA-MRSA)
strains attract particular attention as the potential for zoonotic transmission raises the
concern for public health. Previous reports have shown that distinct MRSA genotypes
are associated with specific animal species. However, several studies have documented
the transmission of LA-MRSA among different host species (e.g., from animals to
humans and vice versa).111e113 For instance, the LA-MRSA CC398 was first detected
in pig farms and farmers from Europe, and has since been discovered to colonize and
cause infections in other animals species (e.g., poultry, horses, dogs, and cattle) and
humans worldwide.114e118 Furthermore, CC398 was reported from humans lacking
direct contact with livestock or livestock workers.119e121 A study based on the
whole-genome sequencing approach demonstrated that CC398 originated in humans
as MSSA and was transmitted to livestock, where it subsequently acquired methicillin
resistance.122 Similarly, phylogenetic analysis of the MRSA CC5 poultry strains
revealed that they have originated in humans and later transmitted to poultry, where
they subsequently acquired avian-specific MGEs.113 In contrast, it was shown in
2013 that the human pandemic MRSA CC97 strains recently made a bovine-to-human
jump.123 Taken together, these findings indicate that host-switches have been a feature
in the evolution of a number of MRSA clones.

5. Conclusion

The widespread occurrence of MRSA in hospitals is recognized as a major challenge,
especially with the emergence of strains with intermediate susceptibility to glycopep-
tides and of community-acquired MRSA. Given the difficulties to control MRSA, a
thorough understanding of the processes underlying the emergence and spread of
MRSA may help design new strategies to counteract this evolution. Several major
pandemic clones have been identified and their epidemiology may change rapidly at
a regional scale. Changes in clones have significant medical consequences, since the
new clones often display different antibiotic susceptibility and/or virulence patterns.

The advances in sequencing technologies and the development of associated bioin-
formatics tools will provide a superior depth in the understanding of MRSA evolu-
tionary history. These data will allow addressing many important questions about
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the evolution and epidemiology of MRSA and will bridge the gap left by the low
discriminatory power of MLST. However, certain challenges concerning whole-
genome sequencing still need to be addressed including choosing the proper strains
collection, the development of standardized analysis pipeline, and the large-scale
data management.
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1. History of AIDS

AIDS or the acquired immune deficiency syndrome was first recognized between 1979
and 1981 among men having sex with men (MSM) in New York, Los Angeles, or San
Francisco who presented with pneumonia caused by Pneumocystiis carinii and/or with
symptoms of Kaposi sarcoma1 (Fig. 25.1). Subsequently, patients with similar symp-
toms were seen among intravenous drug users (IDUs), hemophiliacs, Haitians, and
Africans in Europe. In May 1983, the etiologic agent of AIDS, the human immunode-
ficiency virus (HIV), was identified.2 In 1984, several authors reported AIDS cases in
women andmen in hospitals from sub-SaharanAfrica, suggesting the existence of a het-
erosexual epidemic.3e5 Seroepidemiological studies showed subsequently that a signif-
icant proportion of the population in certain regions of Africa was infected with HIV. In
the early 1990s, the epidemic exploded in southern and eastern Africa, where in certain
urban areas 25% of pregnant women were HIV positive.6

Molecular epidemiological studies revealed that the epicenter of the HIV pandemic
is situated in central Africa, and more precisely the area of Kinshasa, the capital city of
the Democratic Republic of Congo (DRC).7,8 The virus had been introduced from Af-
rica in Haiti in the 1960s before it started to circulate in North America (MRCA 1969)
about a decade before the discovery and description of the first AIDS cases.9,10 The last
estimates show that today around 37 million people are infected with HIV (Fig. 25.1).
More than 70% of HIV-infected persons live in sub-Saharan Africa. Increasing and
earlier access to antiretroviral treatment (ART) during the 2000s improved life quality
of HIV-infected individuals but reduced also the spread of HIV-1.11 As a consequence,
the number of new HIV infections dropped by 38% since 2001, nevertheless, still
around 2.0 million people became infected in 2014. HIV/AIDS was one of the most
important infectious diseases that emerged in the 20th century, and many efforts are
still necessary to end HIV/AIDS as a public health threat in the 21st century as aimed
by UNAIDS. It is thus important to understand where this virus came from, how it has
been introduced into the human population, and which factors were associated with
host adaptation and epidemic spread.
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Figure 25.1 History of the AIDS epidemic: past and future events. Dates referring to events
in the history of the HIV epidemic in humans are shown at the left, major events are
highlighted in blue (gray in print versions), boxes indicate subsequent discoveries of the
different HIV-1 groups. The number of persons living with HIV increases over time as
illustrated by the blue triangle.Gray arrows (dark gray in print versions) represent a schematic
time scale of the different events.
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2. Human Immunodeficiency Viruses Are Closely Related
to Simian Immunodeficiency Virus From Nonhuman
Primates

While HIV-1 has been identified in 1983, another closely related virus, HIV-2, has
been described in 1985 in West Africa and among West Africans with AIDS in
France.12e14 HIV belongs to the Lentivirus genus of the Retroviridae family where
five serogroups are recognized, each reflecting the vertebrate hosts with which they
are associated (primates, sheep and goats, horses, cats, and cattle). Both HIV-1 and
HIV-2 are most closely related to the lentiviruses from nonhuman primates (NHP),
called simian immunodeficiency virus (SIV), and are thus most likely the result of
cross-species transmissions of SIVs from African NHP.

2.1 Discovery of the First Simian Immunodeficiency Virus

Shortly after the identification of HIV-1 as the cause of AIDS in 1983, the first SIV, the
SIVmac, was isolated from rhesus macaques (Macaca mulatta) with immune defi-
ciency and clinical symptoms similar to AIDS at the New England Regional Primate
Research Center (NERPRC) in the United States.15,16 Retrospective studies revealed
that SIVmac was introduced at NERPRC by other rhesus monkeys, previously housed
at the California National Primate Research Center (CNPRC), where they survived an
earlier disease outbreak (late 1960s), characterized by immune suppression and oppor-
tunistic infections.17 A decade after the first outbreak, stump-tailed macaques (Macaca
arctoides) developed a similar disease in the same settings, and a lentivirus, called
SIVstm, was isolated from frozen tissue from one of these monkeys.18 In both cases,
the infected macaques had been in contact with healthy, but retrospectively shown,
SIVsmm seropositive sooty mangabeys (Cercocebys atys) at the CNPRC.18,19 The
close phylogenetic relationship between SIVmac, SIVstm, and SIVsmm identified
sooty mangabeys as the plausible source of SIV in captive macaques.20

Since SIVmac induced a disease in rhesus macaques with remarkable similarity to
AIDS in humans, a simian origin of HIV was soon suspected. The discovery of HIV-2,
the agent of AIDS in West Africa, and the remarkable relatedness of HIV-2 with
SIVsmm, naturally occurring in sooty mangabeys in West Africa, reinforced this
hypothesis.21,22

2.2 Simian Immunodeficiency Viruses in African Non-human
Primates

Currently, serological evidence of SIV infection has been shown in at least 45
different NHP species, and the infection has been confirmed by viral sequence anal-
ysis in the majority of them (Table 25.1 and Fig. 25.2).23 A high genetic diversity is
observed among the different SIVs, but generally, each NHP species is infected with
a species-specific virus, which forms monophyletic lineages in phylogenetic trees.
These species-specific SIVs are identified by a lower-case-three-letter code, which
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Table 25.1 Simian Immunodeficiency Virus Infections in Old World
Monkeys and Apes in Africa

Genus Species/Subspecies Common Name SIV

Pan troglodytes
troglodytes

Central chimpanzee SIVcpzPtt

troglodytes
schweinfurthii

Eastern chimpanzee SIVcpzPts

Gorilla gorilla gorilla Western lowland
gorilla

SIVgor

Colobus guereza Mantled guereza SIVcol-1, col-2

Piliocolobus badius badius Western red colobus SIVwrcPbb

badius temminckii Temminck’s red
colobus

SIVwrcPbt

tholloni Tshuapa red colobus SIVtrca

rufomitratus
tephrosceles

Ugandan red colobus SIVkrc

Procolobus verus Olive colobus SIVolc

Lophocebus albigena Gray-cheeked
managabey

b

aterrimus Black crested
mangabey

SIVbkma

Papi anubis Olive baboon b

cynocephalus Yellow baboon SIVagm-Vera

ursinus Chacma baboon SIVagm-Vera

Cercocebus atys Sooty mangabey SIVsmm

torquatus Red-capped mangabey SIVrcm

agilis Agile mangabey SIVagi

Mandrillus sphinx Mandrill SIVmnd-1, mnd-2

leucophaeus Drill SIVdrl

Allenopithecus nigroviridis Allen’s swamp
monkey

SIVasma,c

Miopithecus talapoin Angolan talapoin SIVtala

ogouensis Gabon talapoin SIVtal

Erythrocebus patas Patas monkey SIVagm-Saba

Chlorocebus sabaeus Green monkey SIVagm-Sab
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corresponds to the initial letters of the common species name; for example, SIVagm
for African green monkeys and SIVrcm for red-capped mangabeys. When different
subspecies of the same species are infected, an abbreviation referring to the name
of the subspecies is added to the virus designation, that is, SIVcpzPtt and SIVcpzPts
to differentiate between the two chimpanzee subspecies, Pan troglodytes troglodytes
and P. t. schweinfurthii, respectively.

Table 25.1 Simian Immunodeficiency Virus Infections in Old World
Monkeys and Apes in Africadcont’d

Genus Species/Subspecies Common Name SIV

aethiops Grivet SIVagm-Gri

tantalus Tantalus monkey SIVagm-Tan

pygerythrus Vervet monkey SIVagm-Ver

Cercopithecus diana Diana monkey b

nictitans Greater spot-nosed
monkey

SIVgsn

mitis Blue monkey SIVblua

albogularis Sykes’s monkey SIVsyk

mona Mona monkey SIVmon

campbelli Campbell’s mona b

pogonias Crested mona b

denti Dent’s mona SIVden

cephus Mustached guenon SIVmus-1,mus-2,
mus-3

erythrotis Red-eared monkey SIVerya

ascanius Red-tailed monkey SIVasc

lhoest l’Hoest monkey SIVlho

solatus Sun-tailed monkey SIVsun

preussi Preuss’s monkey SIVprea

hamlyni Owl-faced monkey b

neglectus de Brazza’s monkey SIVdeb

wolfi Wolf’s monkey SIVwola

For each species, the genus, species, and subspecies (if applicable) are given. Species representing a reservoir for HIV-1 and
-2 are highlighted in bold.
aOnly partial SIV sequences are available.
bOnly serological evidence for SIV.
cUnpublished data from Ahuka-Mundeke S, et al.
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Importantly, the number of African NHP infected with SIV is most probably
underestimated, since around 30 species of the 73 actually recognized Old World
NHP species in sub-Saharan Africa have not been tested yet or perhaps only
very few individuals have been tested. Knowing that the vast majority (90%) of
NHP species tested is infected with SIV, many of the remaining species can be
expected to harbor SIV infections. In addition, the majority of SIV lineages known
to date were discovered by HIV screening or confirmatory assays, which are based
on cross-reactivity with HIV-1 and/or HIV-2 antigens. Because the extent of this
cross-reactivity is not known, SIV infection can be underestimated. To increase
sensitivity and chances to uncover new SIV lineages, Elisas using SIV-specific an-
tigens were developed, and the multiple analyte profiling (xMAP) technology has
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Figure 25.2 Genetic diversity and evolutionary history of the different HIV/SIV lineages.
Phylogenetic tree analysis using the neighbor-joining method on a 294 bp fragment from the
pol gene of different SIVs infecting non-human primates and HIVs infecting humans. Branch
lengths are drawn to scale (the scale bar indicates 0.04 substitutions per site). The different
colors are used for clarity to discriminate the different SIV lineages. The different HIV-1
(red-gray in print versions) and HIV-2 (blue-gray in print versions) lineages are interspersed
with the SIVcpz/SIVgor (red circle) and SIVsmm (blue circle) lineages, respectively.
The correspondence between the SIV lineages and their natural hosts are shown in Table 25.1.
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also been adapted to allow a single sample to be tested simultaneously against
antigens from a wide diversity of SIV lineages.24e27 This latter approach reduces
workload and limits the amount of biological material, which is often only available
in very low quantities.27 Using these SIV lineage-specific antibody assays, new SIV
lineages have been identified, and it has been shown that prevalence rates can differ
significantly not only among species (0% to >40%), but also within species accord-
ing to the sampling site.26,27

Interestingly, only Old World primates are infected with SIVs, and only those from
the African continent. No SIVs have been identified in Asian primate species, but it has
to be noted that studies on Asian and New World primates are scarce.28,29

The widespread presence of SIVs in numerous African NHP suggests that SIV is
very old. A report studied SIVs in NHP from Bioko Island, Equatorial Guinea, and
related species on the continent suggest that SIVs evolved independently since Bioko
became isolated from the African mainland 10,000e12,000 years ago with the eleva-
tion of the sea levels. Molecular clock analysis that used the date of the separation of
Bioko Island to calibrate showed that SIVs have been present in African primates for
more than 32,000 years.30 More recently, a study reported in 2013 on SIVagm-Ver di-
versity in vervets on the two sides of the Drakensberg Mountain in South Africa esti-
mated that the origin of SIVs could be retraced to 800,000e2,500,000 years.31

2.3 Pathogenicity of Simian Immunodeficiency Viruses in Their
Natural Hosts

Although SIVs are called immune deficiency viruses, these viruses generally do not
induce an AIDS-like disease in their natural hosts, suggesting that they evolved with
their hosts over an extended period of time.32 This absence of pathogenicity has been
extensively studied not only in captive but also in naturally infected sooty manga-
beys and African green monkeys. Their life span, as well as their immunological sys-
tem, do not seem to be affected by SIV, despite the presence of high viral loads in
blood and tissues.33e35 However, some cases of AIDS have been described in
captive monkeys, but mainly at an age that is not reached in their natural habitats,
for example, two mandrills developed AIDS, after 17 years of SIVmnd infection
and a sooty mangabey progressed to AIDS after 18 years.36 Nevertheless, the para-
digm of nonpathogenicity has been challenged in 2009 by observations on wild
chimpanzees (P. t. schweinfurthii) from the Gombe National Park in Tanzania.33

SIVcpzPts infection was associated with a 10e16-fold age-corrected increased
risk of mortality and reduced fertility in terms of an average number of births and
survival of newborns among infected females. Moreover, retrospective analysis of
tissues conserved from dead SIVcpzPts-infected animals showed that they have
also symptoms of immune deficiency. Similarly, a report on a young naturally
SIV-infected P. t. troglodytes chimpanzee confiscated in Cameroon in 2003, subspe-
cies in which the ancestors of HIV-1 have been documented, also suggests clinical
progression to an AIDS-like disease. Clinical follow-up and biological analysis
over a 7-year period showed a significant decline of CD4 counts, severe
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thrombocytopenia, weight loss, and frequent periods of infections with diverse path-
ogens. Finally, the animal died at the age of 10 years.37

An in-depth demographic and epidemiological study of the habituated chimpanzee
populations (13% SIVcpz infected) from Gombe National Park together with those
from a neighboring unhabituated community (Kalande) showed a catastrophic popu-
lation decline in the highly SIVcpz-infected (46%) Kalande chimpanzee population.38

Mathematical models applied on these chimpanzee populations showed that SIVcpz
infection can cause serious population decline. Models also showed that depending
on the population structure and transmission dynamics, SIVcpz may be more likely
to go extinct than its chimpanzee host, and intercommunity migration increases sur-
vival of infected populations. These results are in line with the unequal distribution
of SIVcpz in Africa and may explain how chimpanzees as a species have survived
this pathogen.

The fact that such a major effect of SIVcpz infection went undetected for decades
supports the need for more studies on the natural history of SIV infection in African
NHP in their native habitat, and not in captive environments where health status is
controlled, nutrition is monitored, and exposure to infectious agents is limited.

2.4 Evolution and Phylogeny of Simian Immunodeficiency
Viruses

The genetic diversity among NHP lentiviruses is extremely complex. There are many
examples of coevolution between viruses and their hosts, but also recombination be-
tween distant SIVs is not exceptional. Although it now seems clear that a simple codi-
vergence between viruses and their hosts is not common, phylogenies for some SIVs
and their hosts suggest coevolution over long time periods (Fig. 25.2). This is the case
for the four different African green monkey species from the Chlorocebus genus that
live in geographically separate and nonoverlapping areas across Africa. Each Chloro-
cebus species is infected with a specific SIV, for example, SIVagm-Ver in vervets,
SIVagm-Gri in grivets, and SIVagm-Tan and SIVagm-Sab in tantalus and sabaeus
monkeys, respectively.39 The SIVs from the l’hoesti superspecies, (e.g., SIVlho
from Cercopithecus lhoesti, SIVsun from Cercopithecus solatus, and SIVprg from
Cercopithecus preussi) and SIVs from arboreal Cercopithecus species each also
form separate clusters in the phylogenetic tree of SIVs.40,41 However, the characteriza-
tion of a new SIVagm-Tan strain form a tantalus monkey in Cameroon reported in
2015 showed a mosaic structure between SIVagm-Sab from sabaeus monkeys from
West Africa and SIVagm-Tan from tantalus monkeys from Central Africa suggesting
that the evolution of SIVagm in the Chlorocebus genus is more complex than previ-
ously thought.42

Nevertheless, cross-species transmissions could also give erroneous impressions of
coevolution, especially when chances for efficient host switch are higher among genet-
ically closely related species.43 There are indeed numerous examples of cross-species
transmissions of SIVs between primates living in the same habitats or in polyspecific
associations. For example, SIVagm from African green monkeys has been transmitted
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to Patas monkeys in West Africa and to yellow and chacma baboons in South
Africa.44e46 There are also more complex examples of cross-species transmissions
of SIVs between greater spot-nosed monkeys (SIVgsn) and mustached monkeys (SIV-
mus), followed by recombination as seen for SIVmus-2 in mustached monkeys in
Cameroon or SIVmus-3 in Gabon47,48 (Table 25.1). One of the most striking examples
of cross-species transmission, followed by recombination is SIVcpz in chimpanzees.
The 50 region of SIVcpz is most similar to SIVrcm from red-capped mangabeys,
and the 30 region is found to be closely related to SIVgsn from greater spot-nosed mon-
keys.49 Chimpanzees are known to hunt monkeys for food. Most probably, the recom-
bination of these monkey viruses occurred within chimpanzees and gave rise to the
common ancestor of today’s SIVcpz lineages, which in turn were subsequently trans-
mitted to gorillas and humans.50e52 Some NHP are infected with more than one SIV
lineage, often as a result of cross-species transmission and recombination, for example,
SIVmnd-1 in mandrills from southern Gabon, and SIVmnd-2 in animals living in
northern Gabon and Cameroon or SIVmus in mustached monkeys in which three
different variants have been described.48,53

As numerous cross-species transmissions among different primate species
occurred, both HIV-1 and HIV-2 in humans are also the results of cross-species trans-
missions of SIVs from African primates.54 The closest simian relatives of HIV-1 are
SIVcpz and SIVgor, in chimpanzees (Pan troglodytes troglodytes) and gorillas
(Gorilla gorilla gorilla), respectively, fromWest Central Africa, and SIVsmm in sooty
mangabeys (Cercocebus atys) from West Africa are the closest relatives of HIV-2.

3. HIV-1 Is Derived From Simian Immunodeficiency
Viruses Circulating Among African Apes

Based on phylogenetic analyses of numerous isolates obtained from diverse
geographic origins, HIV-1 is classified into four groups, M, N, O, and P (Fig. 25.1).
Group M (for Major), discovered in 1983,2 represents the vast majority of HIV-1
strains found worldwide and is responsible for the global pandemic. Group O (for
Outlier), described in 1990, remained restricted to West Central Africa, and represents
currently less than 1% of HIV-1 infections in Cameroon, and is estimated to have
infected a cumulative number of 100,000 individuals.55e58 Group N and group P,
described in 1998 and 2009, respectively, have only been observed in a handful of
patients, all from Cameroon except one HIV-1 N case.59,60 Each HIV-1 group corre-
sponds to an independent cross-species transmission of SIVs from apes to humans.

3.1 Simian Immunodeficiency Viruses From Chimpanzees and
Gorillas Are the Ancestors of HIV-1 in Humans

The first SIVcpz strains have been isolated from two captive but wild-born chimpan-
zees in Gabon more than 25 years ago, SIVcpzGab1 and SIVcpzGab2.61 Genetic anal-
ysis of the SIVcpzGab1 genome revealed the presence of the accessory gene, vpu, also
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identified in HIV-1. Furthermore, phylogenetic analysis showed that SIVcpzGab1 was
more closely related to HIV-1 than to any other SIV.62 Characterization of a third
SIVcpz, SIVcpzANT, showed an unexpected high degree of divergence among the
chimpanzee viruses.63,64 Subsequent subspecies identification of the chimpanzee hosts
revealed that the SIVcpzANT strain was isolated from a member of the P. t. schwein-
furtii subspecies, whereas the other chimpanzees belonged to the P. t. troglodytes sub-
species.65 These findings suggested two distinct SIVcpz lineages according to the host
subspecies: SIVcpzPtt and SIVcpzPts from central (P. t. troglodytes) and eastern
chimpanzees (P. t. schweinfurtii), respectively. All HIV-1 groups were more closely
related to SIVcpzPtt than to SIVcpzPts (Fig. 25.3). Although these data pointed
already to the West Central African chimpanzees (P. t. troglodytes) as the natural reser-
voir of the ancestors of HIV-1, the SIVcpz reservoirs in wild-living apes that are at the
origin of HIV in humans still needed to be identified. The major issue in studying
SIVcpz infection in wild chimpanzees is their endangered status and the fact that
they live in isolated forest regions. In addition, all previously studied chimpanzees

Figure 25.3 HIV-1 is derived from SIVs circulating in chimpanzees and gorillas fromWest
Central Africa. Evolutionary relationship of SIVcpzPts (olive green-dark gray in print
versions), SIVcpzPtt (green-gray in print versions), SIVgor (blue-light gray in print versions)
and HIV-1 group M, N, O and P (black) strains based on maximum likelihood phylogenetic
analysis of partial env (gp41) sequences. Horizontal branch lengths are drawn to scale (the
scale bar indicates 0.05 substitutions per site). The map represents the geographical range of
the four gorilla and the four chimpanzee subspecies, and bonobos. Arrows on the map indicate
the ape populations infected with the ancestors of each HIV-1 group.
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were wild-caught, but they were captured as infants, which do not reflect true preva-
lences among wild living adult animals. The development of noninvasive methods to
detect and characterize SIVcpz in fecal and urine samples boosted the search for new
SIVcpz strains in wild ape populations in Africa.66,67 The first full-length SIVcpz
sequence from a wild-infected chimpanzee, SIVcpzTan1, was obtained from a fecal
sample from a P. t. schweinfurtii chimpanzee in Gombe National Park, Tanzania.68

Subsequently, large-scale studies have been conducted across West, Central, and
East Africa, and today more than 6000 fecal samples have been collected from the
four different chimpanzee subspecies. These studies showed that only the two subspe-
cies from Central Africa are infected and also confirmed the presence of subspecies-
specific SIVcpzPtt and SIVcpzPts lineages in P. t. troglodytes and P. t. schweinfurthii,
respectively. Interestingly, phylogeographic clusters are also observed within the
SIVcpzPtt and SIVcpzPts lineages. As such, the reservoirs of the ancestors of the
pandemic HIV-1 group M were identified in chimpanzee communities in southeast
Cameroon. Similarly, the ancestors of HIV-1 group N have been identified in chimpan-
zees living in South-Central Cameroon. The overall SIVcpz prevalence ranges
between 10% and 13% in both chimpanzee subspecies, but they are very heteroge-
neous and can vary from 0% to >40% in certain chimpanzee communities.69e73

Only SIVcpzPtt strains have been transmitted to humans, despite the fact that both
chimpanzee subspecies represent significant SIVcpz reservoirs. Although numerous
samples have been tested, no SIV infection has been detected in the two other chim-
panzee subspecies, P. t. elioti (previously P. t. vellerosus) and P. t. verus.72,74,75

While the reservoirs of the ancestors of HIV-1 M and N were identified in 2006, the
reservoirs of group O and P remained unknown. In 2006, SIV infection was described
for the first time in western gorillas (Gorilla gorilla gorilla) in Cameroon. Surpris-
ingly, the newly characterized gorilla viruses, termed SIVgor, formed a monophyletic
group within the HIV-1/SIVcpzPtt radiation, but in contrast to SIVcpzPtt, they were
most closely related to HIV-1 group O and P51,52 (Fig. 25.3). Moreover, phylogenetic
relationships between SIVcpz, SIVgor, and HIV-1 indicate that chimpanzees represent
the original reservoir of SIVs now found in chimpanzees, gorillas, and humans
(Fig. 25.3). However, it is not clear yet how the virus has been transmitted from chim-
panzees to gorillas because physical encounters between the two species, such as
biting or other contact with infected blood or body fluids, have not been reported
and thus occur most likely very rarely. However, chimpanzees and gorillas have over-
lapping habitats and often feed in the same fruit trees,76e78 which leads to direct and
indirect contacts, and has also resulted in the cross-species transmission of other path-
ogens, for example, ebola and hepatitis B.79,80

Today almost 6000 fecal samples have been studied from all gorilla species and
subspecies, for example, western lowland (Gorilla gorilla gorilla) and cross river
(G. g. diehli) gorillas in West-Central Africa, and eastern lowland (G. beringei
graueri) and mountain (G. b. beringei) gorillas in East-Central Africa.50,81 Among
the 55 different sites studied across Central Africa, covering a large proportion of
the geographic range of gorillas, SIVgor infection were only identified in six sites
all located in southern Cameroon and only in western lowland gorillas.50,81 The global
prevalence of SIVgor (<2%) is lower than the prevalence observed in SIVcpz
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infection from chimpanzees. Similarly, as for chimpanzees, an unequal distribution is
observed, ranging from 0% to >30%.50,81 Despite the low prevalence, the genetic
characterization of SIVgor strains from different field locations showed a high genetic
diversity and phylogeographic clustering. As such, HIV-1 group P viruses fall within
the radiation of the SIVgor strains from a gorilla community in Southwest Cameroon,
strongly suggesting the origin of HIV-1 P in this region of western Cameroon. Finally,
sequence analysis of an SIVgor strain from South-Central Cameroon resolved the
origin of HIV-1 group O.50

It is now clear that central chimpanzees (P. t. troglodytes) are the reservoirs for the
pandemic HIV-1 group M strain and HIV-1 N, and western lowland gorillas (G. g.
gorilla) are the reservoirs for HIV-1 groups O and P. The origin of all HIV-1 groups
has now been solved and today we know that two ape species are involved in the
origin of HIV-1 in humans, each species transmitted SIV to humans on at least two
occasions.

Importantly, the finding that SIVcpz strains from East African chimpanzees,
including those from Kisangani in DRC, are more distantly related to HIV-1 also
provides evidence that the Oral Polio Vaccine (OPV), which was largely distributed
in this part of Africa at the end of the 50 s, is not at the origin of the HIV-1
epidemic.73 It has been suggested that tissues derived from SIVcpz-infected chim-
panzees, captured in the northeastern part of DRC, were used for the OPV produc-
tion. However, this geographical region is situated in the middle of the P. t.
schweinfurtii range and the characterization of SIVcpzPts from wild chimpanzees
in DRC proved once more the inconsistency of the OPV theory71,73 (Fig. 25.3).

3.2 The Cross-Species Transmissions Resulting in HIV-1 Viruses
in Humans Occurred in WesteCentral Africa

Since the four groups of HIV-1 fall within the HIV-1/SIVcpzPtt/SIVgor radiation, the
cross-species transmissions giving rise to HIV-1 occurred in western equatorial Africa,
the home of central chimpanzees (P. t. troglodytes) and western lowland gorillas (G. g.
gorilla). Furthermore, no human counterpart is found for SIVcpzPts from P. t.
schweinfurtii. The studies in wild chimpanzee and gorilla communities in Cameroon,
not only strengthen the evidence of the West Central African origin of HIV-1, but also
indicate that the four groups of HIV-1 arose from geographically distinct chimpanzee
and gorilla populations in southern Cameroon (Fig. 25.3). This coincides with the
geographical area of group N, O, and P infections, which remain actually mainly
restricted to Cameroon.60,82,83

The four HIV-1 groups thus have their origin in West Central Africa, but only one,
HIV-1 group M, has spread across Africa and all the other continents. Moreover, the
reservoir of the ancestors of HIV-1 M has been identified at almost 1000-km distance
from the epicenter of the HIV-1 epidemic in DRC.7,8 A combination of several factors
(viral, host, socioeconomic, demographic, etc.) are thus most likely involved in the
subsequent efficient spread of HIV-1 M.
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3.3 HIV-1 Started to Diverge in the Human Population at the
Beginning of the 20th Century

As mentioned earlier, the SIVcpzPtt ancestors of group M have been identified in
Cameroon, but the highest genetic diversity of HIV-1 M, in number of cocirculating
subtypes and intrasubtype diversity, has been observed in the western part of DRC,
suggesting that this region may be the epicenter of HIV-1 group M.7 Retrospective
studies showed that 20 years before, the AIDS epidemic was recognized in the United
States, HIV-1 M (subtypes A and D) infection was already circulating in humans in
Kinshasa; for example, HIV-1 was identified in a serum from 1959 and a biopsy
from 1960.8,84 Similarly, HIV-1 group O was identified in a Norwegian sailor who
became infected in the 1960s.85 The most recent common ancestors of HIV-1 groups
M and O are both estimated around 1920.86,87 The low spread and lower levels of
diversity seen in group N and especially in group P indicate that they most likely
emerged more recently. The most recent common ancestor of HIV-1 group N is esti-
mated around 1963 with a confidence interval of 1948e1977.87 Only two HIV-1
P-infected patients have been identified today, and estimates on dates are uncertain.
Coalescent studies suggest that groups O and M underwent similar rates of exponential
growth until about 1960, after which group M undergoes accelerated epidemic
growth.86

3.4 Simian Immunodeficiency Viruses Are Transmitted to
Humans by Exposure to Infected Primates

Although the conditions and circumstances of cross-species from SIVs from primates
to humans remain unknown, human exposure to blood or other secretions of infected
primates, through hunting and butchering of primate bushmeat, represents the most
plausible source for human infection. In addition, bites and other injuries caused by
primates kept as pet animals can favor a possible viral transmission. However, factors
associated with single cross-species transmission have to be differentiated from those
associated with the epidemic spread, the latter being a combination of viral, host, and
environmental factors.

4. Origin of HIV-2: Another Emergence, Another
Epidemic

Two independent studies in 1989 and 1992 confirmed the homologies between HIV-2
and SIVsmm infecting sooty mangabeys in West Africa.21,22 Sooty mangabeys are
home to West Africa, from Senegal to Ivory Coast, coinciding with the endemic region
of HIV-2 (Fig. 25.4). In contrast to HIV-1, HIV-2 remained restricted to West Africa
and HIV-2 prevalences are even decreasing, since HIV-1 M is now also predominating
in West Africa.88 The highest HIV-2 prevalences have been observed in Guinea-
Bissau and southern Senegal (Casamance area). Overall, HIV-2 is less pathogenic,
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less transmissible with almost absence of mother to child transmission, and less effi-
cient in sexual transmission most likely related to lower viral loads.89,90 However, a
high genetic diversity is seen among HIV-2 strains, nine groups (AeI) of HIV-2
have been described so far91,92 (Fig. 25.4), each corresponding to a cross-species trans-
mission. Only groups A and B are largely represented in the HIV-2 epidemic, with
group A circulating in the western part of West Africa (Senegal, Guinea-Bissau)
and group B being predominant in Ivory Coast. The ancestors of the HIV-2 group
A and B viruses have been identified in wild sooty mangabey populations in the Tai
forest in Ivory Coast, close to the border with Liberia.93 The other HIV-2 groups
have been documented in one or few individuals only. Except for group G and H,
group C, D, E, F, and I were isolated in rural areas in Sierra Leone, Liberia, and Ivory
Coast, and these viruses are in general more closely related to the SIVsmm strains ob-
tained from sooty mangabeys found in the same area than to any other HIV-2 strain.
Molecular clock analysis traced the origin of the epidemic HIV-2 groups A and B to be
around 1932 (1906e55) and 1935 (1907e61), respectively.87 These dates seem to
coincide with a political unstable period in Guinea-Bissau, and it has been suggested
that civil wars at that time amplified the rapid spread of HIV-2 into the human
population.94

5. Ongoing Exposure of Humans to a Large Diversity of
Simian Immunodeficiency Viruses: Risk for a
Novel HIV?

5.1 Exposure to Simian Immunodeficiency ViruseInfected
Nonhuman Primates is Still Ongoing

Bushmeat hunting, as a source of animal proteins and income for the family, is a long-
standing common component of rural households in the Congo Basin, and more gener-
ally throughout sub-Saharan Africa. However, the bushmeat trade has increased
significantly during the past decades, due to the expanding logging industry and the

Figure 25.4 HIV-2 is derived from SIVs circulating in sooty mangabeys from West
Central Africa. Evolutionary relationship of HIV-2 groups A to I (black) and SIVsmm.
SIVsmm strains obtained from mangabeys in different regions are colored: green (gray in print
versions) for Ivory Coast, blue (dark gray in print versions) for Sierra Leone, and red (light
gray in print versions) for Liberia. Letters on the map indicate HIV-2 groups, HIV-2 A and B
are epidemic in the western and eastern part of West Africa respectively, the other groups have
been identified in single individuals and are colored according to the country of origin. The
phylogenetic tree was derived by neighbor-joining analysis of partial (692 bp) gag nucleotide
sequences from HIV-2 and SIVsmm sequences from West Africa. Asterisks represent
nonparametric boostrap branch support �70%. Horizontal branch lengths are drawn to scale.
The geographic range of sooty mangabeys (Cercocebus atys) is highlighted in green.

=
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increasing demand of bushmeat in cities.95 Indeed, a 2009 study showed that in north-
ern Congo, the bushmeat trade increased together with the increasing presence of log-
ging concessions in the same area.96 Commercial logging has led to road constructions
penetrating remote forest areas, to human migration, and the development of social and
economic networks (including those of sex workers), which support this industry.
Furthermore, villages around logging concessions have grown from a few hundred
to several thousand inhabitants in just a few years, and the number of people entering
previously inaccessible forest areas increased significantly over the last decades.
Importantly, the HIV prevalences in these rural settings are also increasing, for
example, around 20% of women aged between 15 and 35 years are HIV infected in
rural forest areas in southern Cameroon.97,98 A high number of individuals with im-
mune deficiency are thus potentially exposed to new viruses, and recombination be-
tween newly introduced SIVs and circulating HIVs can pose an additional risk for
the outbreak of a novel HIV epidemic.97e99

Studies on primate bushmeat in West and Central Africa showed that bushmeat
hunting is not limited to chimpanzees and mangabeys, but the majority of hunted pri-
mates are represented by multiple Cercopithecus species, colobus monkeys, mandrills,
drills, and so on. Moreover, these data revealed ongoing exposure of humans to a
plethora of different SIVs.26,27,100e102 Cross-species transmissions with SIV strains
from other primates to humans should thus be considered. It is also to be noted that
apes are not only hunted for bushmeat but also for medicinal uses.103 The socioeco-
nomic changes, which go together with the presence of logging or other industries
in remote areas, combined with the SIV prevalence and genetic complexity in wild
living primates, suggest that the magnitude of human exposure to SIV has increased,
as have the social and environmental conditions that support the emergence and spread
of new zoonotic infections.

5.2 Simian Immunodeficiency Virus Prevalences and Cross-
Species Transmissions

The chances for cross-species transmissions most likely increase when the frequency
of exposure and SIV prevalences are high. A 2009 study in pet monkeys in Cameroon
revealed that SIV prevalence in mandrill pets could reach 23%.104 We have shown
among more than 2500 samples in Cameroon and by using SIV lineage-specific Elisas
that about 3% of primate bushmeat is SIV infected, but prevalences can vary from 0%
to 10% depending on geographic localities, or from 0% to 40% according to species.26

Interestingly, the lowest prevalences (0e1%) were observed among the most
frequently hunted species, thus reducing the risk for cross-species transmissions. How-
ever, this situation can be different in other geographic areas, for example, in the DRC
a pilot study showed that 20% of the primate bushmeat is infected with the highest
prevalences among the most frequently hunted monkeys.27 Our studies in Cameroon
also showed that SIVcpz and SIVgor prevalences in chimpanzee communities infected
with the ancestors of HIV-1 M and N and gorilla communities infected with the
ancestor of HIV-1 P are among the highest, that is, around 30%.27,50,70
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Moreover, in West Africa, the SIVsmm prevalences of wild mangabeys are around
50%, and at least nine cross-species from mangabeys to humans occurred. In this same
region, 50e80% of western red colobus monkeys are also infected with SIVs and are,
together with mangabeys, highly represented among primate bushmeat, but no SIVwrc
cross-species transmission to humans has been documented yet.105,106 Western red
colobus monkeys also represent 80% of animal proteins among chimpanzees from
the P. t. verus subspecies in the Tai forest in Ivory Coast, and again no SIVwrc infec-
tion could be identified in this chimpanzee subspecies.107

5.3 Host Restriction Factors

Several retroviral restriction factors have been identified in humans: APOBEC3G
induces lethal hypermutations in the retroviral genome; Trim5alpha proteins restrict
the incoming viral capsid; tetherin inhibits the release of viral particles; and SAMHD1
is an antiretroviral protein expressed in the cells of the myeloid lineage that inhibits an
early step of the viral life cycle.108,109 A study reported in 2015 showed the role of the
APOBEC3G host restriction factor to explain the absence of SIVwrc from red colobus
monkeys in chimpanzees, as mentioned earlier.110 Similarly, SIVgor resulted from a
single introduction of SIVcpz from sympatric chimpanzees, and functional analyses
identified APOBEC3G as a barrier for virus transmission from chimpanzees to
gorillas.50

5.4 Viral Adaptation

The majority of the viruses infecting wild animals are not able to cross the species bar-
rier, adapt to a new host, and spread into the new species. The viral and molecular char-
acteristics that allowed the ancestors of HIV-1 and HIV-2 to cross and adapt to humans
are not yet completely identified. More studies are needed to find out why, for
example, SIVs from mangabeys, chimpanzees, and gorillas have been transmitted
on multiple occasions and not those of other monkeys. Moreover, cross-species trans-
missions are not always followed by efficient spread into the new populations, as illus-
trated by HIV-1 versus HIV-2 and among the different HIV-1 groups, and thus depend
not only on the virus but also on the host and the environment.111,112

Actually, only limited studies showed some viral adaptation, for example, at the
Gag-30 position in the p17 region of the gag gene, methionine or leucine is present
among SIVcpz/SIVgor, but in humans all HIV-1 strains harbor an arginine at this
position suggesting an adaptation of the virus to its new host.113 HIV-1 groups M
and O have undergone independent adaptations to acquire resistance to the potent
restriction factor tetherin; in group M viruses, Vpu adapted to acquire anti-tetherin
activity and in group O, the Nef protein evolved to use a different target within teth-
erin.57,114 Nef allows viral persistence in the host but also controls for superactiva-
tion of the immune system. However, this latter function is lost in certain SIV
lineages and more precisely in the ancestors of the HIV-1/SIVcpz lineage, which
could thus have resulted in higher pathogenicity in humans, in contrast to
SIVsmm/HIV-2 where this adaptation is not observed and which are less
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pathogenic.115 It has been shown in 2013 that passage of SIVs from monkeys
through chimpanzees facilitated the subsequent adaptation of HIV-1 to humans, a
series of gene loss and adaptation events that generated the chimpanzee precursor
of HIV-1, and lowered the species barrier to human infection.116

Another study showed a lower viral fitness for HIV-2 compared to HIV-1, and for
HIV-1 O versus M, which could also partially explain the lower prevalence and limited
spread of HIV-2 and HIV-1 O.117 Despite progress in our knowledge on viral and host
factors, more studies are needed to understand the global picture.

5.5 Human Factors

Human factors also play a major role in the epidemic spread of a new virus, especially
among viruses that are transmitted by blood or sexual contacts, as it is the case for HIV.
The difference in the localizations of the origin of HIV-1 M (South Cameroon) and the
origin of the epidemic (DRC, for HIV-1 M) illustrate the importance of human and
environmental factors in the epidemic spread. The main factors involved in the
human-to-human spread are sexual risk behavior, high prevalences of sexually trans-
mitted infections, absence of circumcision, and transmission through unsafe blood
transfusions and nonsterile needles. These factors associated with sociodemographic
factors, such as human density in forest areas, increasing transport between urban
and rural areas, human migration, urbanization, and increase in commercial sex,
were in favor of an epidemic spread of the virus.

The early spread of HIV-1 in the human population has been reconstructed in 2014
with statistical phylodynamic models on large collections of sequence data from Cen-
tral Africa.86 The study confirmed that the HIV-1 group M pandemic started in Kin-
shasa around the mid-1920s. The ancestor of HIV-1 M arrived most likely from
southern Cameroon in Kinshasa via the Sangha and Congo rivers during the early
colonial period.86,118 The subsequent spatial expansion in Central Africa is associated
with transportation networks, railway, and fluvial. Iatrogenic interventions and/or
changes in sexual behavior were critical for the pandemic growth of group M. A
unique combination of circumstances during a particular spatial and sociohistorical
window thus allowed the establishment, spatial expansion, and epidemic growth of
HIV-1 group M to pandemic proportions. The fact that group O viruses have not
spread even more widely in the human population could thus reflect the absence of
epidemiological opportunity during the early stages of the pandemic expansion of
AIDS 50 years ago.86

5.6 Ongoing Cross-Species Transmissions From Other
Retroviruses From Primates to Humans

Simian foamy virus (SFV) is infecting primates at high levels: 70% of primates in
captivity, 97% of wild western red colobus monkeys, and between 44% and 100%
of wild chimpanzees.119e121 SFVs have been documented in primate care workers
in the United States, in hunters in Cameroon and Gabon, and in women living in
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rural DRC.122e125 Moreover, SFV prevalence can reach 25% in persons who re-
ported ape bites.126 Epidemiological studies as reported in 2013 and 2015 in
New World primates (NWPs) also showed a wide distribution of distinct SFVs,
highlighting the risk of potential zoonotic transmission in this area, which is still
poorly studied.127,128 However, human-to-human transmission or an SFV epidemic
has not been documented yet, and no pathogenicity associated with SFV infection
has been observed in humans. In this example, cross-species transmissions were
thus possible, but the viral adaptation was insufficient to allow a spread of the virus
into the new host.

Exposure to NHP also allowe the emergence of four types of human T-
lymphotropic virus (HTLV) type 1 to 4 in humans, all of them with the simian coun-
terparts (STLV-1e4) already identified.129e131 Furthermore, several studies among
hunters in Central Africa showed ongoing cross-species transmissions of
STLVs.132e134 These T-lymphotropic viruses are thus able to cross the species barrier,
and certain variants were able to spread into the human population leading to HTLV-1
and HTLV-2, which are endemic in certain parts of the world.

The ongoing transmissions of SFV and STLV highlight the risk for potential emer-
gence of a new SIV into the human population. The discoveries in 2009 of a new HIV-
1, group P, and in 2013 of a new HIV-2, group I, are additional demonstrations of
ongoing zoonotic transmissions.91,135,136

6. Conclusion

Today, we have a clear picture of the origin of HIV and the seeds of the AIDS
pandemic. The current HIV-1 epidemic provides evidence for the extraordinary impact
that can result from a single primate lentiviral zoonotic transmission event. Despite the
fact that the first AIDS cases have been observed around 1980 in the United States, the
virus circulated already early in the 20th century in the human population in Central
Africa (Fig. 25.1). Currently, at least, 13 SIV cross-species transmissions occurred,
9 for HIV-2 and 4 for HIV-1, but most likely several others occurred in the past, which
remained unrecognized since some viruses were not able to adapt to the new host or
since the environment was not suitable for epidemic spread. Because humans are still
exposed to a plethora of primate lentiviruses through hunting and handling of primate
bushmeat, the possibility of additional cross-species transfers of primate lentiviruses
from other primate species in addition to chimpanzees, gorillas, or sooty mangabeys
has to be considered. One major public health implication is that these SIVs strains
are not always recognized by commercial HIV-1/HIV-2 screening assays. As a conse-
quence, due to the long incubation period, human infection with such variants can go
unrecognized for several years and lead to another epidemic. In addition, social and
environmental factors associated with epidemic spread are now present in rural forest
areas. Identification of SIVs in wild primates can serve as sentinels by signaling which
pathogens may be a risk for humans and allow the development of serological and mo-
lecular assays to detect transmissions with other SIVs in humans.
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1. A Brief History of SARS

As outlined in Table 26.1, the first reported case of “atypical pneumonia,” now known
as Severe Acute Respiratory Syndrome or SARS, occurred in Guangzhou, Guangdong
province, China, on November 16, 2002. Before the end of February 2003, a total of 11
index cases occurred independently in nine cities of Guangdong Province, which
forms the early phase of the SARS epidemic.1 These index cases spread the virus to
their close relatives and hospital staffs and provided the early demonstration of the res-
piratory transmission mode of the disease. The clinical symptoms of SARS are
nonspecific. The index cases all began to have fever higher than 38�C and displayed
common respiratory symptoms, such as cough, headache, and shortness of breath.

The dynamics of the outbreak was largely shaped by the presence of the so-called
super spread event (SSE), in which a single patient was shown to spread the virus to a
large number of contacts.1 It is the SSEs that triggered the large scale of SARS
pandemic in China. The first SSE patient is a businessman specialized in fishery
wholesale. He was treated in three hospitals from January 30, 2003 to February 10,
2003 and along the way infected at least 78 other individuals including hospital staffs,
patients, and close relatives and friends.1 The second SSE individual, who caused the
major spread of the disease out of Guangdong, was a business lady, native of Shanxi
province. She went to Guangdong for business in late February and become sick while
traveling. She went back to her home province and infected eight family members as
well as five hospital staffs. The spread continued to Beijing when she decided to seek
better treatment in Beijing.1,2

The beginning of the global transmission occurred in Metropole Hotel of Hong
Kong where a professor of nephrology from a Guangdong hospital stayed during a pri-
vate visit. Without knowing, the urologist was infected with SARS-CoV a few days
before he traveled to Hong Kong. It is later found that he spread the virus to at least
15 other persons in the hotel and in the hospital where he was treated. Among
them, five of the hotel contacts continued their international journeys and further trans-
mitted the disease to Vietnam, Singapore, Canada, and other countries. This marks the
true beginning of a disastrous worldwide pandemic (http://www.who.int/csr/sars/en/).
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WHO played a key role in the investigation and control of the SARS outbreak from
the very beginning. For the first time in history, WHO issued a global travel alert on
March 12, 2003, which greatly reduced the rate of long-distance transmission of the dis-
ease. On March 17, 2003 WHO established a 9-nation/11-institute SARS network that
played a major role in the rapid identification of the causative agent and development of
diagnostic tests. Thanks to the international effort co-coordinated by WHO, the SARS

Table 26.1 Chronological Events of the SARS Outbreaks

Date Event

November 16, 2002 The first recognized SARS patient, in Foshan, Guangdong
province, China

November 16, 2002
to March 10, 2003

11 independent index cases in Foshan, Heyuan, Jiangmen,
Zhongshan, Shunde, Guanzhou, Zhaoqing, Shenzhen,
Dongguan, China, resulting in more than 50 secondary infections

January 22, 2003 SARS spreading in Guangdong province

March 22, 2003 SARS spreading to Shanxi and Beijing

February 21, 2003 SARS spreading to Hong Kong, marking the beginning of the
global pandemic

February 28, 2003 SARS spreading to Vietnam

March 12, 2003 WHO global travel alert of the SARS pandemic

March 14, 2003 SARS spreading to Canada

March 6, 2003 SARS spreading to Singapore

March 17, 2003 WHO established a 9-nation/11-institute international laboratory
network

March 24, 2003 Coronavirus was isolated from SARS patient

April 4, 2003 SARS spreading to Philippines

April 12, 2003 Full-length genome of SARS-CoV determined

April 17, 2003 The international laboratory network announced conclusive
identification of SARS-CoV as the causative agent

May 23, 2003 Detected SARS coronavirus in market animals

July 5, 2003 WHO removed the last region from the affected list, effectively
marking the end of the outbreak

August 7, 2003 WHO reported a total of 8096 cases and 774 death covering the
major 2002e2003 outbreaks

September 2003 to
April 2004

Outbreaks caused by laboratory incidents in Singapore, Taiwan,
and Beijing

December 16, 2003
to January 8, 2004

Four independent SARS cases in Guangdong, causing mild disease
with no death
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outbreaks were effectively under control by July 5, 2003. This was the first powerful
demonstration of the kind of devastation a new infectious disease can cause worldwide
and the effectiveness of an international organization when it is running at its peak.

Following the major SARS outbreaks of 2003e2004, there were several minor out-
breaks with much smaller impacts. Between December 2003 and January 2004, four in-
dependent SARS cases were reported in Guangdong, and none of them led to fetal
infection or widespread transmission. Subsequent epidemiological tracing revealed
that all cases could be linked to civet trading activities.3 In addition, therewere three lab-
oratory outbreaks in September 2003, December 2003, and April 2004 in Singapore,
Taiwan, and Beijing, respectively. The most severe outbreak was associated with the
incident in Beijing that resulted in a total of nine infection cases with one death.
None of the other two laboratory infections resulted in further spread of the virus.4

2. SARS Coronavirus

Rapid identification of causative agent in an outbreak caused by unknown pathogen is
the key for an effective response. However, in the case of SARS outbreak, this was not
the case. Due to the association of nonspecific clinical symptoms associated with SARS
patients, several pathogens were initially “identified” as the potential causes of SARS,
which included Chlamydia, influenza virus, and paramyxovirus.5 The confusion
continued until March, 2003 when three laboratories independently confirmed that a
previously unknown coronavirus was the most likely etiological agent of SARS.6e8

Coronaviruses are enveloped viruses with the largest single-stranded, positive-
sense RNA genomes currently known, ranging in size from 27 to nearly 32 kb in
length. Coronaviruses can infect and cause disease in a broad array of avian and
mammal species, including humans. The name “coronavirus” is derived from the
Greek word, meaning crown, as the virus envelope appears under electron microscopy
to be crowned by a characteristic ring of small bulbous structures. Within the virion,
the ssRNA genome is encased in a helical nucleocapsid composed of many copies of
the nucleocapsid (N) protein. The lipid bilayer envelope contains three proteins: enve-
lope (E) and membrane (M) protein, which coordinate virion assembly and release,
and the large spike (S) protein, which confers the virus’s characteristic corona shape
as well as serves as the principal mediator of host cell attachment and entry via virus-
and host-specific cell receptors. The size of the SARS-CoV viral particle is approxi-
mately 80e90 nm and its genomic size is around 29.7 kb.9,10 The SARS-CoV genome
contains 14 open reading frames (ORFs) flanked by 50- and 30-untranslated regions of
265 and 342 nucleotides, respectively. While all CoVs carry strain-specific accessory
proteins encoded by their downstream ORFs, the order of essential genesdthe repli-
case/transcriptase gene, S gene, E gene, M gene, and N genedis highly conserved.11

Similar to other known coronaviruses, the SARS-CoV genome expression starts with
two long open reading frames (ORFs), ORF1a and ORF1b, which account for two-
thirds of the genomic capacity, followed by ORFs encoding S, E, M, and N proteins
(Fig. 26.1). In addition to these conserved core genes in coronaviruses, the SARS-CoV
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genome contains several accessory genes that are specific to SARS-CoV and their
encoded products have no homologue to known proteins. Phylogenetic analysis based
on the most conserved gene ORF1b indicated that SARS-CoV is distantly related to
the group 2 coronaviruses (now the genus Betacoronavirus) in the family
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Figure 26.1 Genomic structure of SARS-CoV and bat SL-CoV. The highly conserved genes
present in all coronaviruses are shown in dark-colored arrows and the betacoronavirus group
b-specific ORFs in light-colored arrows. The most variable regions are marked with shaded
boxes. Rp3, HKU3-1, WIV1, and WIV16 were identified from R. sinicus in China; Rm1 and
Rf1 from Rhinolophus macrotis and Rhinolophus ferrumequinum, respectively, in China;
BM48-31 from Rhinolophus blasii, in Europe; Tor2 from late-phase patient during
2002e2003 SARS outbreak; SZ from civet during 2002e2003 SARS outbreak. * The host of
Rp3 was previously identified as Rhinolophus pearsoni and later corrected to be R. sinicus.28
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Coronaviridae, and represents a distinct cluster, named group 2b (now the genus Beta-
coronavirus group b; Fig. 26.2).12,13

3. The Animal Link

Due to the rapid spread of the disease and the delay in the identification of the causative
agent, there was no detailed epidemiological tracing done at the beginning of the
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Figure 26.2 Phylogenetic tree of betacoronavirus group b. The phylogenetic tree is
generated based on full-length genome sequences of selected SARS-CoVs and bat SL-CoVs
using the Neighbor-Joining algorithm in the MEGA4 program78 with a bootstrap of 1000
replicates. A bat coronavirus BtCoV HKU9 is used as an outgroup.79 Numbers above branches
indicate bootstrap values from 1000 replicates. Scale bar, 0.5 substitutions per site. GD01:
SARS-CoV isolate from early-phase patient during 2002e2003 SARS outbreak; Tor2, BJ01:
SARS-CoV isolate from late-phase patient during 2002e2003 SARS outbreak; SZ: SARS-
CoV isolate from civet during 2002e2003 SARS outbreak; GZ0401/02: SARS-CoV isolate
from patient during 2003e2004 SARS outbreak; and PC4-13, PC4-227: SARS-CoV isolate
from civet during 2003e2004 SARS outbreak. BtSL-CoV: bat SARS-like CoV. Rp3, HKU3-
1, WIV, WIV16, and LYRa11 were identified from R. sinicus in China; Rm1 from Rhinolo-
phus macrotis in China; Rf1 and YNLC31 C from Rhinolophus ferrumequinum in China; and
BM48-31 from Rhinolophus blasii, in Europe.

Evolution of SARS Coronavirus 605



outbreaks, and it was therefore impossible to trace the origin of the virus. However,
through retrospective investigation, it emerged that the majority of the early index
cases were limited in several cities of the Guangdong province and most of them
have history of contact directly or indirectly with wildlife animals, including handling,
killing, and selling wildlife animals as well as preparing and serving wildlife animal
meat in restaurants.14e16

As these epidemic regions have a unique dietary tradition favoring freshly slaugh-
tered game meat, there is a huge trafficking and trading industry dedicated to live an-
imal trading in specialized market, the “wet market.” Immediately after SARS-CoV
was identified as the etiological agent of SARS, studies were conducted in those mar-
kets for evidence of SARS-CoV in market animals. One of the earliest and most impor-
tant studies was conducted by a joint team from Hong Kong and Shenzhen in mainland
China.14 In this investigation, out of 25 samples collected frommarket animals, SARS-
CoV-like viruses were isolated from four out of six masked palm civets (Paguma
larvata) and one raccoon dog (Nyctereutes procyonoides). Antibodies against
SARS-CoV were detected in masked palm civets, raccoon dog, and Chinese ferret-
badgers (Melogale moschata). Genome sequencing indicated that the viruses isolated
from civets were almost identical to those from human, suggesting a highly possible
zoonotic transmission of SARS-CoV from animal(s) to human.14 These data indicated
that at least three different animal species were infected by a coronavirus that is closely
related to SARS-CoV. This important study provided the first direct evidence that
SARS-CoV existed in animals, pointing to an animal link of the SARS outbreaks.

Although three animals were identified as susceptible to SARS-CoV infection, the
larger sale volume of civets in comparison to other animals in the market made them
the target animals of subsequent surveillance studies. The role of civets as a major car-
rier of SARS-CoV in the markets was further confirmed by serological studies
involving much large samples.17,18

The most detailed epidemiological data proving a direct civet to human transmis-
sion of SARS-CoV was obtained during the investigation of the second wave of
SARS outbreaks during December 2003 to January 2004. There were two lines of ev-
idences suggesting a direct transmission. First, all four independent cases had the his-
tory of direct or indirect contact with civets. Second, sequencing analysis indicated that
sequences derived from human samples were more closely related to those in the civets
during that period than those from human samples obtained in the major 2002e2003
outbreaks.3

In summary, based on the previously mentioned study findings, it was concluded
that the civet to human transmission is a major, if not the only, source of SARS-
CoV introduction into the human population.19e21

4. Natural Reservoirs of SARS-CoV

Natural reservoir refers to the long-term host of the pathogen of an infectious disease.
It is often the case that hosts do not get the disease carried by the pathogen, or the
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infection in the reservoir host is subclinical, asymptomatic, and nonlethal. Once
discovered, natural reservoirs elucidate the complete life cycle of infectious diseases,
which in turn will help to provide effective prevention and control strategies.

As stated earlier, it is clear that civets played a pivotal role in the 2002e2004 out-
breaks of SARS in southern China. Culling of civets seemed to be effective in control-
ling further outbreaks in the region. However, the role of civets as a potential natural
reservoir host was less evident and eventually ruled out by several studies. Serological
and molecular studies indicated that only civets in the markets were infected with
SARS-CoV whereas the populations of civets in the wild or on farms were free of ma-
jor infections.18,22,23 Civets produced overt clinical syndromes when experimentally
infected with SARS-CoV.24 Comparative genome sequence analysis indicated that
SARS-CoVs in civets experienced rapid mutation, suggesting that the viruses were
still adapting to the host rather than persisting in equilibrium expected for viruses in
their natural reservoir species.17,25

Continuing search for the potential reservoir host of SARS-CoV resulted in the
simultaneous discovery of SARS-like coronaviruses (SL-CoVs) in bats by two inde-
pendent teams in 2005. Using serological and PCR surveillance, both groups discov-
ered that SL-CoVs were present in different horseshoe bats in the genus
Rhinolophus.22,26 Complete genome sequence analysis revealed that bat SL-CoVs
have an identical genome organization and a nucleotide sequence identity of
88e92% to SARS-CoV (Fig. 26.1; Table 26.2). Except for the S, ORF3, and ORF8
gene products, all deduced aa sequences of the other gene products have a sequence
identity above 93% with those of SARS-CoV. The variable regions between SARS-
CoV and bat SL-CoV are mainly located in the coding regions for the nonstructural
protein 3 (Nsp 3), S protein, ORF3, and ORF8, the products of these genes have aa
sequence identity of 87e95%, 76e78%, 82e90%, and 34e80%, respectively. Among
the different bat SL-CoVs, the coding regions for these proteins also represent the most
variable regions.27e29

The phylogenetic analysis indicated that bat SL-CoVs were grouped in the same
cluster of SARS-CoV and were only distantly related to other previously known coro-
naviruses (Fig. 26.2). To date, these bat SL-CoVs represent naturally occurring CoVs
that are most closely related to the SARS-CoVs isolated from humans and civets.

Analysis of nonsynonymous and synonymous substitution rates in bat SL-CoVs
suggests that these viruses are not experiencing a positive selection pressure that would
be expected if horseshoe bats are new host to these viruses. Instead, these data would
argue that these viruses have been associated with the bat hosts for a long time.27,29,30

These observations would support the notion that bats in the genus Rhinolophus are the
likely natural reservoir hosts of bat SL-CoVs. It can be further postulated that similar
bat species may serve as natural reservoirs of viruses with closer evolutionary relation-
ship to the viruses that were responsible for the 2002e2004 SARS outbreaks.

In this context, we and other groups continued the search for the direct progenitor of
SARS-CoV and made great progress in the last 10 years following the initial discovery
of SL-CoVs in horseshoe bats. First, highly diverse SL-CoVs have been found not only
in Chinese but also in European and African bats, indicating a much wider geographic
distribution and long evolutionary history of SL-CoVs in different bat populations
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Table 26.2 Comparison of Gene Products Between SARS-CoV and Bat SL-CoV

Gene/ORF

Gene Product Size (aa) Amino Acid Sequence Identity With Tor2/sz3 (%)a

Tor2 SZ3 Rf1 Rp3 Rm1 HKU3-1 Rs1 Rf1 Rp3 Rm1 HKU3-1 Rs672

P1a 4382 4382 4377 4380 4388 4376 4189 94 96 93 94 94

P1b 2628 2628 2628 2628 2628 2628 2628 98 99 98 98 99

nsp3b 1922 1922 1917 1920 1928 1916 1729 92 95 90 92 87

S 1255 1255 1241 1241 1241 1242 1241 76 78 78 78 79

S1 680 680 666 666 666 667 666 63 63 64 6 64

S2 575 575 575 575 575 575 575 92 96 96 94 96

ORF3a 274 274 274 274 274 274 274 86 83 83 82 90

ORF3b 154 154 113 56 56 39 114 89 NA NA NA 97

ORF3c NP NP 32 NP NP NP NP NA NA NA NA NA

E 76 76 76 76 76 76 76 96 100 98 100 100

M 221 221 221 221 221 221 221 97 97 97 99 99

ORF6 63 63 63 63 63 63 63 93 92 92 94 98

ORF7a 122 122 122 122 122 122 122 91 95 93 94 96
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ORF7b 44 44 44 44 44 44 44 90 93 93 93 93

ORF8a 39 NP NP NP NP NP NP NA NA NA NA NA

ORF8b 84 NP NP NP NP NP NP NA NA NA NA NA

ORF8 NP 122 122 121 121 121 121 80 35 35 34 36

N 422 422 421 421 420 421 422 95 97 97 96 99

ORF9a 98 98 96 97 97 97 98 81 85 90 88 92

ORF9b 70 70 70 70 70 70 70 80 91 91 88 94

NP, not present; NA, not applicable.
aTor2 was used for all homology calculations with the exception of ORF8, which is absent in Tor2, the SZ3 was used instead.
bThe region of nsp3 is highly variable and was calculated alone.
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(Table 26.2).31e37 Second, great genetic diversity of SARS-CoVs were discovered in
one particular population of R. sinicus in China by a longitudinal surveillance.31,38

Third and most importantly, two SL-CoV strains were isolated in Vero cells. These
two isolates are closely related to the progenitor of the SARS-CoV not only in genomic
sequences but also in receptor usage31,34(Figs. 26.1e26.3; Table 26.1).

5. Molecular Evolution of SARS-CoV in Humans and
Animals

Analysis of the large number of SARS-CoVandSL-CoVsequence datasets accumulated
since 2004 has clearly demonstrated the importance of virus evolution in cross-species
transmission and in pathogenesis. The following is a summary of the major evolutionary
findings in host switching, recombination, and virusereceptor interactions.

5.1 Rapid Adaptation of SARS-CoVs in Humans

On the basis of the epidemiological data, the Chinese SARS molecular epidemiology
consortium divided the course of the 2002e2004 outbreaks into three stages, the early,
middle, and late phases, respectively.1 The early phase is defined as the period from the
first emergence of SARS to the first documented SSE. The middle phase refers to the
ensuing events up to the first cluster of SARS cases in a hotel (Hotel M) in Hong Kong,
while cases following this cluster fall into the late phase.

Analysis of all the viral sequences available from human patients and animals
revealed two major hallmarks of rapid virus evolution during the initial stages of
the 2002e2003 outbreaks: (1) All isolates from early patients and market animals con-
tained a 29-nucleotide (nt) sequence in ORF8 that is absent in most of the publicly
available human SARS-CoV sequences derived from later phases of the outbreaks;
(2) characteristic motif of single-nucleotide variations (SNVs) were identified in
SARS-CoVs of different phases and all these SNVs were located in the S gene that
codes for the spike protein responsible for attachment to the host cellular receptor.25

All SARS-CoV isolates from epidemic countries and regions outside mainland China
could be traced to Guangdong or Hong Kong based on the S-gene SNV motif.23,39

During the second sporadic outbreaks of 2003e2004, it was shown that the SARS-
CoV sequences from index patients were almost identical to that from civets collected
in the same period and all retained the 29-nt sequence in the ORF8 gene. The mild dis-
ease symptoms associated with these viruses and the lack of rapid human-to-human
transmission provided further evidence that the rapid adaptation of the SARS-CoV
in the first major outbreak of 2002e2003 was essential for its establishment and path-
ogenesis in humans.

With the available genomic variation data and the sampling time, it is now possible
to calculate the neutral mutation rate and to estimate the date for the most recent com-
mon ancestors (MRCAs) of SARS-CoV. The estimate obtained is around
8.00 � 10�6 nt�1 day�1, suggesting that SARS-CoV evolves at a relatively constant
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Figure 26.3 Alignment of amino acid sequences covering the receptor-binding motif from viruses of different species origin.GD01: SARS-CoV
isolate from early-phase patient during 2002e2003 SARS outbreak; Tor2, BJ01: SARS-CoV isolate from late-phase patient during 2002e2003
SARS outbreak; SZ: SARS-CoV isolate from civet during 2002e2003 SARS outbreak; GZ0402: SARS-CoV isolate from patient during 2003e2004
SARS outbreak; and PC4-227: SARS-CoV isolate from civet during 2003e2004 SARS outbreak. * indicates the two key residues 479 and 487. Rp3,
HKU3-1, WIV, WIV16, and LYRa11 were identified from R. sinicus in China; Rm1 from Rhinolophus macrotis in China; Rf1 and YNLC31C from
Rhinolophus ferrumequinum in China; and BM48-31 from Rhinolophus blasii, in Europe.
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neutral rate both in humans and palm civet. From these calculations, it was estimated
that the MRCAs for palm civet and humans of different transmission lineages lie in
mid-November 2002. This estimate was consistent with the first observed SARS
case around November 16, 2002 in Foshan, Guangdong.1,2,25

5.2 Generation of Viral Genetic Diversity by Recombination

At the present time, at least 33 full-length genome sequences of bat SL-CoVs were
determined.22,26e29,32,34e37,40 Shown in Fig. 26.1 is a comparison of the genome struc-
tures for seven selected bat SL-CoVs and one each of civet and human SARS-CoV
isolates. All bat SL-CoVs, with the exception of HKU3-829 and BM48-31,32 contain
the 29-nt sequence in ORF8, which is present in SARS-CoV from early-phase patients
and civets, indicating the common ancestor between civet SARS-CoV and bat SL-
CoV. The SL-CoV HKU3-8 contained a 26-nt deletion that is located 14 nt down-
stream from the commonly observed 29-nt deletion, and the BM48-31 completely
lost the ORF8, indicating that the ORF8 coding region is a “hotspot” for deletions.

SL-CoVs from different bat species share 88e97% nt identity among themselves,
indicating that the genetic diversity of SL-CoVs in bats is much greater than that
observed among civet or human isolates. The most dramatic sequence difference be-
tween human SARS-CoV and bat SL-CoV is in the S protein that has 76e97% aa
identity for the whole S protein and 64e95% aa identity for the N-terminal region
(or the S1 region; Table 26.2). This great genetic diversity observed among bat SL-
CoVs and the major difference between the S1 regions of SL-CoV and SARS-CoV
S proteins clearly demonstrated that bats are natural reservoirs of human SARS-CoV.

It is well documented that the positive-sense ssRNA genomes of coronaviruses are
prone to homologous recombination during coinfection of different coronaviruses and
that recombination plays an important role in generating new coronavirus species, in
facilitating cross-species transmission and in modulating virus virulence.

Several studies provided evidence for coinfection and recombination came from anal-
ysis of SL-CoVs in bats.29,41e44 It was further revealed that recombination can occur at
multiple sites along the SL-CoV genome.11,28,29,31,34,41 For example, detailed sequence
analysis of two genotypes of bat SL-CoV, Rp3 and Rs672 (both were identified from
R. sinicus), suggested that they may represent a recombinant of two bat SL-CoVs and
one of them is more closely related to the human SARS-CoVs.28,41 During 2015 and
2016, two teams reported a full-length ORF8 that shares higher sequence similarities
to the SARS-CoV GZ02 and civet SARS-CoV SZ3 than previously detected SL-
CoVs.37,40 These results suggest that SARS-CoV most likely originated from different
bat SL-CoVs via a complicated evolutionary path that involved recombination events.

5.3 Receptor Usage and Evolutionary Selection

The S protein of coronavirus is responsible for attachment to cellular receptor to
initiate the first step of virus infection. The angiotensin-converting enzyme 2
(ACE2) was identified as a main functional receptor for SARS-CoV.45 Further analysis
demonstrated that the region covering aa 318e520 of S protein is the key receptor-
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binding domain (RBD), which is both essential and sufficient to bind the human ACE2
molecule in vitro.46 Detailed analysis of the crystal structure of the RBDeACE2 com-
plex revealed that 19 key residues have close contact with the receptor molecule,
which are located from aa 424 to 474. This region is termed the receptor-binding motif
(RBM).47

When the existing epidemiological data was analyzed in combination with the data
on infectivity of SARS-CoV isolated in humans at the different phases of the outbreaks
and SARS-CoV isolates in civets, a clear correlation could be established between the
evolution of the S proteins and virus infectivity. It was observed that the S protein is
the fastest evolving protein of SARS-CoV during interspecies transmission from ani-
mal to human and in the following phases of human to human transmission. The ma-
jority of the mutations are located in the S1 domain (31 of a total of 48 SNVs),
particularly in the RBD.1,46 The interaction analysis between the S proteins of different
isolates and the ACE2 molecules demonstrated that two aa residues in the S protein, aa
479 and aa 487, played a key role in virus infectivity.48,49 For aa residue 479, all
2002e2003 human isolates contain asparagine (N). The palm civet isolates seem to
have variable aa residues at this position, all 2002e2003 and some 2003e2004 civet
isolates have lysine (K) while other 2003e2004 isolates have either asparagine (N) or
arginine (R). For aa residue 487, all isolates including those from early- and middle-
phase patients, civets of 2002e2003 and 2003e2004, have a codon for serine (S),
whereas all isolates from 2002e2003 late-phase human patients have a codon for thre-
onine (T) (Fig. 26.3). When examined using an HIV-based pseudovirus infection
assay, S proteins with all combinations of residues 487/479 could efficiently use the
civet ACE2 as an entry receptor, but showed different infectivity in human ACE2-
mediated infection.48,49 The combination of N479/T487 had the highest infectivity,
N479/S487 medium infectivity, and K479/S487 the lowest, which almost abolished
the infection. These results demonstrated elegantly at the molecular interface that
the rapid evolution of the S protein, especially at the aa positions important for host
receptor engagement, was essential for the adaptation to and establishment of an effec-
tive and productive human infection.

When the genome sequences of SL-CoVs were analyzed, it became evident that the
N-terminal regions of their S proteins are the most divergent among themselves, as
well as with the SARS-CoV. As shown in Fig. 26.3, bat SL-CoVs can be grouped
into three groups based on the RBM sequences. The strains discovered early are close
to each other and have a major sequence difference involving deletions of 17e18 aa
right in the middle of RBM. We have since demonstrated experimentally that SL-
CoV S proteins are unable to use ACE2 molecule, regardless of its origin, as a func-
tional receptor. The second group, identified from European bats, has deletions of 4
aa.32 The third group, discovered recently, has no deletion and contains an identical
size as the SARS-CoV in the S protein (Fig. 26.3).31,34,35 As predicted from their S
sequences, three isolates from the third group, SL-CoVdWIV1, WIV16, and
SHC014, have been shown to be able to use ACE2 for cellular entry, even though these
S proteins still have slight difference at the key aa involved in direct interaction with
ACE2.31,34,50 Most importantly, the SHC014 can replicate well in transgenic mice
containing human ACE2, and it caused tissue damage in tested animals.50
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6. Coronavirus Surveillance in Wildlife Animals

Zoonosis contributes to the majority of emerging disease in the last 30 years, many of
them originated from wildlife animals.51e55 The story of SARS is just one of such ex-
amples that spectacularly demonstrated the seamless evolution of a bat virus into a hu-
man pathogen responsible for one of the most severe global pandemic outbreaks in
modern history of mankind. In general, pathogens carried by wildlife reservoir animals
usually do not cause clinical symptoms and they lie dormant until they spill over into
and cause diseases in domestic animals or humans. Classical outbreak response mea-
sures, such as those deployed during the SARS outbreaks, are still useful, but no longer
sufficient for early detection and prevention of major infectious disease outbreaks in
the 21st century.

With the demonstration of an increasing number of spillover events that led to severe
disease outbreaks in human and domestic animals, we believe it is paramount that from
now on we include active surveillance of wildlife animals as part of an integrated infec-
tious disease prevention and control strategy. Surveillance of wildlife animals has also
been made more feasible and productive, thanks to the advance in modern molecular
techniques including PCR with virus group-specific primers, virus discovery using
next generation high-throughput sequencing technologies, and high density virus
microarrays.56e63 Since the SARS outbreaks, especially after the discovery of SL-
CoVs in bats, there is a significant surge in international effort for surveillance of
coronaviruses in wildlife animals. Before the SARS outbreak, there were only 10 coro-
naviruses with complete genomes sequenced. This number has increased more than
sixfold as a result of the active surveillance works conducted around the
world.27e29,31,32,34,40,55,64e73 Although this only marks the beginning of our under-
standing of coronaviruses in wildlife animals, it is fair to say that we have learnt a lot
more about coronaviruses in general than the past 50 years or so; during that period
studying of viruses was only possible and called for in response to disease outbreaks.
Based on phylogenetic analysis of the large number of bat coronavirus sequences avail-
able presently, it is postulated that all known disease-causing coronaviruses previously
identified in humans or animals originated from bat strains.31,34,43,55 This hypothesis
was unfortunately proved by the outbreak of another SARS-like disease, Middle East
Respiratory Syndrome (MERS), which was caused by a novel coronavirus (previously
named HCoV-EMC, now MERS-CoV) and supposed to originate from bats.74 Even
though the MERS-CoV-like viruses found in bats are not the direct progenitor of the
MERS-CoV, the highly genetic diversity of these bat viruses is likely the gene sources
for the deadly pathogen in humans, just like that for SARS-CoV.71,72,75e77

7. Concluding Remarks

The emergence of SARS-CoV has had a huge impact on the global health and economy.
It served as a warning to what may come out of a seemingly harmless virusereservoir
equilibrium in bats or any other wildlife species. At the same time, the experience
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gained from the SARS outbreaks and the following in-depth studies on SARS-like
coronaviruses has provided and will continue to provide invaluable knowledge and
guideline to our future fight against new and emerging infectious diseases. One of
the major lessons is that we need to pay much more attention to the reservoir species
in understanding the genetic diversity of different viruses, the intricate interplay at
the virusehost interface, and the major factors responsible for the disturbance of viruse
host equilibrium, which in turn trigger spillover events leading to disease outbreaks.
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1. Introduction to Influenza A Virus

1.1 Taxonomy and Host Range

Influenza A viruses belong to the family Orthomyxoviridae, a family of viruses with a
negative sense, single-stranded, segmented RNA genome.1,2 Other members of the
family include the human pathogensdinfluenza B virus and influenza C virus; a newly
identified genus in cows, which has been tentatively classified as influenza D virus3;
the tick-borne viruses in the Thogotovirus genus; the infectious salmon anemia virus
within the Isavirus genus; and viruses detected in ticks, birds, and humans of theQuar-
anjavirus genus.4 Influenza A viruses have been isolated from many host species
including humans, pigs, horses, mink, cats, dogs, marine mammals, and a wide range
of domestic birds, but wild birds in the orders Anseriformes (ducks, geese, and swans)
and Charadriiformes (gulls, terns, and waders) are thought to form the virus reservoirs
in nature.5 Virus spillover from the reservoir hosts is sporadic, although the continuous
circulation and persistence of introduced viruses have been observed in poultry, dogs,
horses, pigs, and humans (Fig. 27.1).

1.2 Influenza A Virus Structure and Genome Organization

The influenza A virus genome consists of eight gene segments (Fig. 27.2).1,2 Segments
1e3 encode the polymerase proteins: basic polymerase 2 (PB2), basic polymerase 1
(PB1), and acidic polymerase (PA), respectively. Segment 2 also encodes two further
proteins that are expressed independently via a second open reading frame, PB1-F2,
which has been implicated in the induction of cell death,6,7 and PB1-N40.8 Segment
3 also contains a second open reading frame that expresses PA-X, a protein which
modulates host response to influenza infection.9 Segments 4 and 6 encode the viral sur-
face glycoproteins hemagglutinin (HA) and neuraminidase (NA). HA is responsible
for binding to sialic acids, the viral receptors on host cells, and for fusion of the viral
and host cell membranes upon endocytosis. NA is a sialidase, responsible for cleaving
sialic acids from virus-producing host cells and virus particles, thus facilitating virus
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Wild waterfowl
& shorebirds

Figure 27.1 Wild waterfowl and shorebirds form the reservoir for influenza A viruses in nature.
Avian viruses are occasionally transmitted to other hosts, in which they may cause serious
disease. Only major routes of transmission are indicated with arrows, and in this chapter, only
influenza viruses of birdsdwild and domesticdare discussed.
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Figure 27.2 Influenza A virus and genetic variation of the surface glycoproteins HA and NA.
Phylogenetic trees demonstrate the genetic variation of the surface glycoprotein genes HA and
NA in the wild bird reservoir, and in the case of HA, include the newly detected H17 and H18
viruses from bats. A schematic presentation of an influenza A virus particle with its eight RNA
gene segments and virus-associated proteins (named).
Adapted from Karlsson Hedestam GB, Fouchier RA, Phogat S, Burton DR, Sodroski J, Wyatt
RT. The challenges of eliciting neutralizing antibodies to HIV-1 and to influenza virus. Nat Rev
Microbiol 2008;6(2):143e155.
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release. Segment 5 codes for the nucleocapsid protein (NP) that binds to viral RNA and
together with the polymerase proteins forms the ribonucleoprotein complexes.
Segment 7 codes for the classical viral matrix structural protein M1, and the ion chan-
nel protein M2 that is incorporated into the viral membrane. Segment 8 encodes the
nonstructural protein NS1 and the nucleic export protein (NEP), previously known
as NS2. NS1 is an antagonist of host innate immune responses and interferes with
host gene expression while NEP is involved in the nuclear export of RNPs into the
cytoplasm before virion assembly.1,2

1.3 Influenza A Virus Classification

Influenza A viruses are highly variable. Most pronounced is the genetic and antigenic
variation of the surface glycoproteins HA and NA.5 To date, 16 major antigenic var-
iants of HA and 9 antigenic variants of NA have been detected in birds. Of the possible
144 HA/NA combinations from birds, 127 subtypes have been reported from nature
(deduced from sequences submitted to GenBank as of February 25, 2016). In addition
to the virus subtypes found in birds, two new influenza A viruses have been detected in
bats that have nominally been classified as H17N10 and H18N11.10,11 However, the
neuraminidases of these viruses are distantly related to the N1eN9 NAs of avian influ-
enza and lack the conserved amino acid residues associated with sialic acid binding or
cleavage.12 The classification system is biologically relevant, as host antibodies that
recognize one HA or NA subtype will not cross-react, or poorly react, with other
HA or NA subtypes. The antigenic variation of the HA and NA proteins is in agree-
ment with the major genetic variation of the respective genes of avian influenza A vi-
ruses (Fig. 27.2). For instance, the maximum amino acid sequence identity between the
HA of any two different avian influenza HA subtypes (H1eH16) is 79%, and within a
subtype can be as low as 86%.13 The genetic variation of the HA and NA genes in the
avian reservoir is of the same order of magnitude as the genetic variation of the surface
glycoproteins of primate lentiviruses, a notoriously variable group of viruses.14

Besides classification based on the antigenic properties of HA and NA, avian influ-
enza A viruses can be classified based on their pathogenic phenotype in chickens, that
is, low pathogenic avian influenza (LPAI) viruses or highly pathogenic avian influenza
(HPAI) viruses. The vast majority of avian influenza viruses are LPAI and cause either
a mild disease or no symptoms depending on the virus and the species infected. How-
ever, two influenza subtypes, H5 and H7, also have the potential to occur as HPAI vi-
ruses. HPAI viruses are classified as those that cause more than 75% mortality in
chickens following intravenous infection, and are thought to arise in poultry upon
introduction of LPAI H5 and H7 viruses from the wild bird reservoir.15,16 The HA pro-
tein of influenza A virus is initially synthesized as a single polypeptide precursor
(HA0), which is cleaved into HA1 and HA2 subunits by trypsin-like proteases in the
host cell. The switch from the LPAI to the HPAI virus phenotype for H5 and H7 vi-
ruses is achieved by the introduction of basic amino acid residues into the HA0 cleav-
age site, facilitating cleavage by ubiquitously expressed proteases.16,17 It is thought
that this property facilitates systemic virus replication and a mortality of up to 100%
in poultry.
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2. Influenza Viruses in Birds

2.1 Low Pathogenic Avian Influenza Virus Subtypes
in Wild Birds

Avian influenza viruses are most frequently detected from ducks (Anseriformes),
particularly from dabbling ducks, such as mallards (Anas platyrhynchos).18e28 Typi-
cally, infections involve influenza virus subtypes H1eH12 and a wide variety of
HA/NA subtype combinations. In addition to Anseriformes, extensive surveillance
studies have been directed toward wader species within the Charadriidae and Scolo-
pacidae families, primarily in North America, where LPAI viruses of subtypes
H1eH12 have been isolated from waders in eastern USA.23,29 LPAI viruses have
also been detected in waders throughout the world but at lower prevalence than
observed in Anseriformes.24,30,31 Gulls and terns appear to represent the H13 and
H16 reservoir hosts in nature, as these subtypes are frequently found in these species,
but only very rarely in other bird species.13,24,29,32 In many large surveillance studies,
LPAI H14 and H15 viruses are often the only subtypes not detected.33,34 Although
these subtypes are found on rare occasions,35,36 it suggests that the host reservoir of
these viruses may be infrequently sampled in typical studies.

LPAI viruses have been detected in numerous other bird species as well,25 but it is
unclear whether the viruses are truly enzootic in these species or whether these birds
are “transient” host species. Such transient host species may share the same habitat for
part of the year with species in which LPAI virus prevalence is relatively high, such as
ducks. For instance, LPAI viruses are occasionally detected in geese, swans, rails, pe-
trels, cormorants, passerines, and other bird species, although their prevalence is much
lower than in dabbling ducks. Due to limitations of wild bird surveillance studies, it
cannot be excluded that LPAI virus reservoir species may exist beyond the orders
Anseriformes and Charadriiformes.

2.2 Low Pathogenic Avian Influenza Virus Transmission
and Epidemiology in Wild Birds

The prevalence of LPAI viruses in wild birds varies with geographical location, time of
year, and bird species.25 Although spatiotemporal patterns of virus prevalence have
been described, significant variations in these patterns may exist from year to year
and between different surveillance studies. The seasonal virus prevalence in mallards
in North America and Europe may vary from very low (<1%) in spring and summer to
very high (w30%) during fall migration and winter.5,24,28,37 The peak virus prevalence
during fall migration is believed to be related to the large numbers of young immuno-
logically naive birds of the breeding season that aggregate before and during south-
bound migration.5,38 Indeed, age-related differences in LPAI virus prevalence were
detected in mallards and Eurasian wigeons (Anas penelope) in Europe, with virus prev-
alence of 6.8% in juvenile ducks and 2.8% in adults.24 The peak virus prevalence
likely gradually declines when migration proceeds, forming a gradient in LPAI virus
prevalence from the breeding grounds of the birds in the north to the wintering areas in
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the south.24 It is likely that with increasing age, ducks mount an immune response that
limits subsequent infections with LPAI viruses. Upon experimental inoculation of mal-
lards, it has been shown that birds could become reinfected with a heterologous LPAI
virus subtype, but with markedly reduced duration of virus shedding. This reduction
was more pronounced upon reinfection with an LPAI virus of homologous HA
subtype.39e41 However, under field conditions, consecutive or simultaneous infections
with different LPAI virus subtypes are common in dabbling ducks, suggesting that het-
erosubtypic immunity induced by LPAI viruses is only partial.42 In wild-caught mal-
lards, it was further estimated that virus shedding occurred for about 10 days,42 in
agreement with the duration of virus shedding under experimental conditions of
7e17 days.39e41

Similar to that seen in Anseriformes, the highest virus prevalence reported in gulls is
late summer, shortly after the introduction of naive juveniles into the population.43

Most gull species breed in dense colonies, with adults and juveniles crowded in a small
space, creating an ideal opportunity for virus spread, explaining why epizootics start
within the breeding colony. In contrast, epizootics in ducks are likely initiated when
they congregate in large numbers during molting, migration, or wintering.

Interestingly, the patterns of LPAI prevalence were reversed in waders migrating
along the Atlantic-America flyway compared to that of ducks. Peak LPAI virus prev-
alence of about 14%was observed during the spring migration of waders, most notably
among ruddy turnstones (Arenaria interpres) in Delaware Bay, rather than during the
fall migration.23 This observation led Krauss et al. to hypothesize that waders and
ducks could both be important reservoir hosts to maintain the annual cycle of LPAI
virus epidemics, in which ducks carry viruses southbound in the fall and waders bring
the viruses northbound in spring. While this may be a valid hypothesis based on data
from North America, data supporting such an annual cycle elsewhere is not available.
Prevalence of LPAI among waders in Europe, Australia, and Alaska is shown to be
low, and hot spots for LPAI virus detection equivalent to Delaware Bay have not
been observed elsewhere in the world.24,31,44e46 Undoubtedly, LPAI virus prevalence
is also likely to be driven by unique environmental factors in a particular region,
including rainfall patterns that influence bird densities,47 breeding opportunities, and
the number of immunologically naive juveniles entering a population, which may
impact influenza infection dynamics.48

While surveillance studies suggest that LPAI viruses are endemic in dabbling
ducks, infection in several other Anseriformes species appears more transient. For
example, in white-fronted geese in northern Europe, LPAI viruses were only detected
following their arrival at the wintering grounds in the Netherlands, suggesting that the
birds only became infected after contact with reservoir species, such as mallards.49 It is
possible that many bird species identified in surveillance studies are “transient hosts”
while a more limited number of species act as true “reservoir hosts,” in which LPAI
viruses are considered endemic.

Many LPAI virus host species regularly migrate over long distances. During migra-
tion, birds have the potential to distribute viruses between countries or continents.
Within the vast continents and along the major flyways, migration connects bird pop-
ulations in time and space, either at common breeding areas, common foraging areas
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during migration, or at shared nonbreeding areas. As a result, bird populations may
transmit their pathogens to new migratory and nonmigratory populations and to new
areas. Virus transmission and geographical spread are thus dependent on the ecology
of the migrating hosts. Migrating birds rarely fly the full distance between breeding
and nonbreeding areas without stopping and “refueling” along the way. Rather, birds
make frequent stopovers during migration and spend more time foraging and preparing
for migration than actively performing flights. Many species aggregate at favorable
stopover or wintering sites, resulting in high local densities. Such sites may be impor-
tant for the transmission of viruses between different species of wild birds.25

The maintenance and circulation of LPAI viruses within the wild bird host popula-
tions rely on effective transmission of the virus between susceptible hosts or host pop-
ulations. LPAI viruses usually infect cells lining the intestinal tract and are believed to
be transmitted primarily via the fecaleoral route.5 LPAI viruses can stay infectious for
prolonged periods of time in surface waters and the environment, potentially allowing
viruses to infect various bird populations that might occupy a particular area at a
different time.50e53 Dabbling ducks feed mainly on water surfaces, allowing effective
fecaleoral transmission. Diving ducks forage at deeper depths and more often in ma-
rine habitats. Dabbling ducks display a propensity for migration and switch breeding
grounds between years, in part due to mate choice. These behavioral differences be-
tween ecological guilds of ducks could provide an explanation for differences in
LPAI virus prevalence in different species.

Given the relatively short duration of LPAI virus shedding by individual infected
birds, the spatial and temporal dynamics of LPAI virus circulation may be explained
by the continuous circulation within and between bird flocks, or by viral persistence in
abiotic reservoirs, such as lakes. There is insufficient data presently available to deter-
mine the relative role of either possibility, although the continuous prevalence of LPAI
in species such as dabbling ducks may be sufficient for the year-round perpetuation of
viruses in these species without the need for environmental persistence.27

2.3 Low Pathogenic Avian Influenza and Highly Pathogenic
Avian Influenza Viruses in Domestic Birds

Influenza viruses may infect virtually all species of domestic birds, depending mostly
on their direct contact with wild birds and wild bird excretions or indirect contact via
human activities. In general, influenza viruses originating from wild birds do not cause
serious disease in domestic birds, but may result in decreased egg production, mild res-
piratory illness, and other mild clinical symptoms. Most LPAI outbreaks have a limited
duration and limited geographical scale, although large-scale and continuous out-
breaks have been reported for the H9N2 subtype in the eastern hemisphere15,16 and
more recently, in 2015, for the H7N9 subtype in China.54 There is potential for H5
and H7 LPAI viruses to acquire a multibasic cleavage site upon introduction to domes-
tic poultry, thereby dramatically increasing the pathogenicity of the virus.17 These
HPAI viruses can have a devastating impact on chickens and turkeys, with mortality
rates of up to 100%.15,16 In the 2014e2015 period, HPAI outbreaks have occurred due
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to H5N1 in Asia, the Middle East, Europe, and Africa; H5N2 in North America, Asia,
and Europe; H5N6 in Asia; H5N8 in North America, Europe, and Asia; H7N2 in
Australia; H7N3 in Mexico; and H7N7 in Germany and the United Kingdom.55

While most HPAI outbreaks have been controlled relatively quickly, the Asian
HPAI H5N1 virus lineage has been circulating in poultry in East and Southeast
Asia continuously since 1997, resulting in the devastation of the poultry industry in
those regions over many years.

The number of poultry involved in the HPAI H5N1 outbreaks is unknown, but is
likely to be hundreds of millions.56 In addition, the virus has continued to cause dis-
ease and fatalities in humans, due to zoonotic transmissions (transmissions from birds
to humans), in numerous countries. In addition, an LPAI virus of the subtype H7N9
detected in poultry markets in China since 2013 has also resulted in human cases
and fatalities.54 Because the H7N9 virus has low pathogenicity in poultry, as opposed
to HPAI H5N1, infection is less obvious, thereby potentially increasing the likelihood
that humans may become infected when handling or working with poultry. Fortu-
nately, to date, neither the H5N1 nor the H7N9 viruses have acquired the ability to
cause sustained human-to-human transmission.

2.4 Highly Pathogenic Avian Influenza H5N1 and H5NX Virus
in Wild Birds

Compared to all other HPAI virus outbreaks, the current epizootic of HPAI H5N1 vi-
rus is highly unusual in many regards. The HPAI H5N1 virus is considered endemic in
many countries throughout Asia, the Middle East, and Africa, which results in regular
poultry outbreaks and occasional zoonotic transmission to humans and other mam-
mals, continuously changing genotypes and spill-back of the virus into wild birds,
leading to outbreaks and circulation of the virus in those birds.

The ancestral HPAI H5N1 virus is believed to have originated from a virus circu-
lating in domestic geese in Guandong province, China, in 1996 and introduced in
Hong Kong poultry markets in 1997.57 Previously deemed unlikely, the direct trans-
mission of a purely avian virus into humans during the 1997 Hong Kong outbreak
signified a paradigm shift.58 After the local containment of the HPAI H5N1 virus
outbreak, the virus reappeared in 2002 to cause an outbreak in waterfowl and various
other bird species in two parks in Hong Kong.59e61 In 2003, the HPAI H5N1 virus was
again transmitted to humans, leading to at least one fatal case. There is little informa-
tion on the circulation of HPAI H5N1 virus during 1997e2002, although it is believed
to have continuously circulated in China during that period.62 HPAI H5N1 virus resur-
faced again in 2003e2004 to spread across a large part of Southeast Asia, including
Cambodia, China, Hong Kong, Indonesia, Japan, Laos, Malaysia, South Korea,
Thailand, and Vietnam.

Before 2005, HPAI H5N1 viruses had only been isolated sporadically from wild
birds, but in AprileJune 2005, the first reported outbreak in wild migratory birds
occurred, in Lake Qinghai, China. This HPAI H5N1 virus outbreak affected large
numbers of wild birds, such as bar-headed geese (Anser indicus), brown-headed gulls
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(Larus brunnicephallus), great black-headed gulls (Larus ichthyaetus), and great cor-
morants (Phalacrocorax carbo).63,64 After the HPAI H5N1 virus outbreak in wild
birds in 2005, the virus rapidly spread westward across Asia, Europe, the Middle
East, and Africa, due to the movement of poultry and poultry products or via wild
migratory birds.60,65,66 The role of wild migratory birds in the spread of HPAI
H5N1 is contentious as infected birds may be too severely affected to continue migra-
tion.67 However, it has been shown that the pathogenesis of the HPAI H5N1 virus
infection and the susceptibility of wild bird species to this infection varies consider-
ably, depending on the bird species and previous exposure to influenza viruses. Exper-
imental infections suggest that preexposure to LPAI viruses of homologous or
heterologous subtypes may result in partial immunity to HPAI H5N1 virus infection.39

Such preexisting immunity might not prevent viral replication but could protect birds
from developing severe disease, thereby enabling them to continue to migrate and
potentially spread the virus to other birds across large geographical areas. Upon exper-
imental HPAI H5N1 virus infection, some duck species were found to develop either
minor or no disease signs while still excreting the virus, predominantly from the res-
piratory tract, whereas other species developed a largely fatal infection that would not
allow them to spread the virus efficiently over a considerable distance.68e71 The
outcome of HPAI H5N1 virus infections in wild bird species ranges from high
morbidity and mortality (geese, swan, and certain duck species) to minimal morbidity
without mortality (dabbling duck species). Therefore, although the spread of HPAI
H5N1 into several parts of Asia was likely due to movement of poultry and poultry
products,60,65,66 the introductions into Europe were probably caused by migratory
birds,72,73 particularly as the affected regions had not reported outbreaks in
poultry.74,75 Although swan deaths have been the first indicator for the presence of
the HPAI H5N1 virus in several European outbreaks, this does not necessarily impli-
cate this species as primary vectors, but instead they could have been sentinel birds
infected by other migrating bird species.

Although HPAI H5N1 viruses have gradually spread throughout regions of Asia,
Europe, the Middle East, and Africa during the 2000s, the most dramatic and rapid
emergence of HPAI viruses has been observed in early 2010s, when reassortant
HPAI H5N8 viruses spread from Asia, into Europe and North America in less than
12 months. The H5N8 reassortant influenza viruses contained an HA that was highly
similar to that of HPAI H5N1 viruses (from subclade 2.3.4.4), and began causing out-
breaks in poultry in South Korea in early 2014.76 The virus was thought to have been
introduced into the summer breeding grounds of Beringia, a site that represents the
convergence of a number of wild bird migratory flight paths. Coinciding with the
autumn bird migration from Russia, the virus then spread west into Europe, resulting
in poultry outbreaks in the Netherlands, Germany, the United Kingdom, and Italy, and
east into North America.77 The latter presented the first HPAI outbreak in North Amer-
ican poultry due to a Eurasian influenza virus.

Within North America, the HPAI H5N8 virus further reassorted with local LPAI
viruses resulting in a novel HPAI H5N2 reassortant that contained five RNA segments
from the H5N8 and three from North American LPAI viruses.78 The H5N2 virus sub-
sequently caused a substantial number of poultry outbreaks throughout the midwestern
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region of the United States in 2015. In addition, H5N1 viruses containing four RNA
segments from the H5N8 virus and four from North American LPAI viruses were
also detected in an apparently healthy duck in the United States during 2015.79 The
reasons why the reassortant HPAI H5NX viruses have emerged and spread so rapidly
compared to H5N1 is unclear, but may relate to a difference in the pathogenicity
caused by the viruses in key migratory bird species.80 Besides the H5N6 virus in
China, none of the other novel clade 2.3.4.4 H5NX viruses has caused human
infections.

3. Evolutionary Genetics of Avian Influenza Viruses

3.1 Ecological Insights From Evolutionary Analysis: Natural
Reservoirs

Geographic separation of avian host species has led to the segregation of contemporary
LPAI viruses into two main phylogenetic lineages: the Eurasian and American line-
ages.5,25 An example of the geographical differences between the genes within an
HA subtype (H10 in this example) is given in Fig. 27.3, but similar phylogenies can
be observed for other viral genes and subtypes. Despite these phylogenetic splits,
the separation of the American and Eurasian wild bird and virus populations is not ab-
solute. Some ducks and shorebirds cross the Bering Strait during migration or have
breeding ranges that include both the Russian Far East and northwestern America.
The majority of tundra shorebirds from the Russian Far East winter in Southeast
Asia and Australia, but some species winter along the West coast of the Americas.
The overlap in distribution of ducks is not as profound as that of shorebirds, but a
few species (e.g., northern pintail, Anas acuta) are common in both North America
and Eurasia and could also provide an intercontinental bridge for influenza A virus.81

As a result, LPAI viruses carrying a mix of genes from the American and Eurasian lin-
eages have been isolated occasionally, indicating that gene segments may be
exchanged between the two virus populations.22,82e87 Whole-genome analyses of
LPAI virus isolates obtained from northern pintails in Alaska, a species that migrates
between North America and Asia, suggested that intercontinental virus exchange can
occur at a relatively high frequency.85 Of the viruses analyzed in this study, a large
proportion had at least one gene segment originating from the Eurasian lineage. In
addition, analyses of H6 LPAI viruses pointed to introductions of the Eurasian H6
gene segment in North America on several occasions.88 Of note is the establishment
of the H10 subtype viruses in Australia, which contained the HA segment derived
from the North American lineages. Phylogenetic analysis showed that mixing of the
two gene pools occurred in migratory waterfowl prior to their introduction to
Australia.47 Although segments derived from cross-hemisphere transmission have
been sporadically detected, virus strains with all eight gene segments derived from
the other gene pool have not been detected.82 An H11N2 LPAI virus was isolated
from penguins in Antarctica, which was genetically distinct from all known contem-
porary influenza viruses, suggesting spatial separation from other lineages. The

Avian Influenza Viruses 629



geographic isolation of influenza virus hosts seems to be sufficient to facilitate the
global circulation of contemporaneous LPAI in two separate gene pools. However,
the genetic diversity of contemporaneous LPAI coalesced into a single lineage during
the late 1800s, suggesting that the internal gene segments have undergone a “synchro-
nized global sweep” beginning sometime in the late 1800s.89

Besides the influence of geographical separation on the evolutionary genetics of
LPAI viruses, differences in host species have also resulted in clearly distinguishable
virus populations. Good examples are the LPAI viruses of the H13 and H16 subtypes
that are predominantly isolated from gulls and terns.13,32 These viruses belong to a
group of distinct LPAI viruses based on genetic, functional, and ecological properties
and have evolved into separate genetic lineages from the viruses isolated from other
Charadriiformes and Anseriformes (H1eH12 subtypes). Gene segments of gull vi-
ruses are genetically distinct from those circulating in other wild birds, suggesting
that they have been separated for a sufficient amount of time to allow genetic differ-
entiation by sympatric speciation.13,25 An example of the diversification of the

Oceania

Eurasia

America

0.04

Figure 27.3 DNA maximum likelihood tree for the HA gene of subtype H10 influenza A
viruses. All nearly full-length H10 HA genes available from GenBank were used to construct the
tree. The major division into the Eurasian and American lineages of influenza viruses is clearly
visible. The recent introduction and establishment of H10 viruses with a North American-lineage
HA in Oceania (Australia) is further annotated.
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gull-lineage from other lineages of avian influenza virus genes is shown for gene
segment 5 (NP) in Fig. 27.4.90 Gull influenza viruses do not readily infect ducks
upon experimental inoculation,32 providing a biological explanation for the limited
detection of these viruses in other avian influenza host species, although a limited num-
ber of gull viruses has been isolated from ducks and vice versa.23,24,29 Genetic data
from duck and shorebird influenza A virus isolates from the Americas suggests active
transmission between these host populations, as genetic analyses did not reveal strik-
ing differences between viruses from these two groups of birds. This, therefore,

0.02

non-H13/H16 gull

H16 gull

H13 gull

Eurasia

America

Figure 27.4 DNA maximum likelihood tree for the NP gene of gull influenza A viruses. All
nearly full-length gull virus NP genes from GenBank were used to construct the tree. Virus of
H13 and H16 subtypes form a genetic lineage (bottom), which is distinct from non-H13/H16
viruses detected in gulls. A separation is observed for American and Eurasian strains in both
lineages.
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indicates that the duck and shorebird populations might function as one influenza virus
host population.91,92 Although certain HA subtypes have been reported to be more
prevalent in either shorebirds or ducks in North America, this also does not seem to
have resulted in differences in the genetic composition of influenza viruses obtained
from these two reservoirs,22,93 in contrast to what is observed for gulls.

The evolution of influenza viruses in natural hosts was considered to be in an
“evolutionary stasis” suggesting that the genes evolved at a slower rate than in other
hosts,5 however, estimates of the rate of nucleotide substitution82,94 have showed
similar evolutionary rates to those seen in other hosts. For each gene segment, and
within both the Eurasian and the American genetic lineages, multiple sublineages of
viral genes seem to cocirculate, but without apparently consistent temporal or spatial
correlations. The only additional noticeable peculiarity is the evolution of gene
segment 8 (NS) into two highly divergent genetic lineages, referred to as alleles A
and B (Fig. 27.5).82,91 The biological significance of these two alleles remains un-
known, but the alleles have been detected on both hemispheres, in all virus subtypes
irrespective of wild bird host species.

The segmented genome of influenza viruses enables evolution by a process known
as genetic reassortment, that is, the mixing of genes from two (or more) viruses.5 Reas-
sortment is one of the driving forces of the genetic variation of LPAI and HPAI viruses
and contributes greatly to their phenotypic variability. A study of LPAI viruses ob-
tained from Canadian ducks showed that genetic “sublineages” do not persist in
wild birds, but frequently reassort.95 Analysis of the genome constellation of five
H4N6 LPAI viruses isolated from mallards on one day and one location revealed
four different genome constellations with only one pair of viruses having an identical

Figure 27.5 DNA maximum likelihood tree for the NS gene of avian influenza A viruses. All
nearly full-length NS genes of Dutch avian viruses available from GenBank were used to
construct the tree. These sequences are phylogenetically divided in two groups, representing two
different “alleles,” with no obvious correlation with time, location, or host species.
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genome composition.82 The high LPAI virus prevalence in some wild bird species and
the detection of concomitant infections in single birds support the notion that reassort-
ment occurs at a relatively high rate in wild birds.82,96 Thus, LPAI viruses do not pre-
sent as “fixed” genome constellations, but reassortment leads to new “transient”
genome constellations continuously.

3.2 Highly Pathogenic Avian Influenza H5N1 Virus

The evolution of the Eurasian HPAI H5N1 viruses since their first detection in 1997
has been well recorded.97 Unique for HPAI viruses, the evolutionary path of H5N1
virus has been characterized by very frequent reassortment events, creating numerous
novel so-called “genotypes” in time.97 Thus, starting with viruses similar to A/Goose/
Guangdong/1/1996, a series of reassortment events between HPAI H5N1 viruses and
LPAI viruses from wild birds or poultry has led to the diverse H5N1 virus lineages
circulating today. The wide range of domestic birds infected, and the contact of these
birds with wild bird species may not only have provided opportunities for rapid spread
of the virus to new areas, but also may have caused multiple cycles of periods of pos-
itive selection in new host species. Indeed, as compared to LPAI viruses in wild birds,
the Asian H5N1 HPAI virus lineage displays a relatively high evolutionary rate and
selection pressures, as measured by dN/dS ratios.94

As a consequence, the HA gene of the Eurasian HPAI H5N1 virus lineage has also
evolved rapidly, diverging into a large and increasing number of antigenically and
genetically distinct “clades”98 (Fig. 27.6). Three new clade designations were recom-
mended in 2015 based on division of clade 2.1.3.2a viruses in Indonesia, clade 2.2.1
viruses in Egypt, and clade 2.3.4 viruses that have been detected in Asia, Europe, and
North America. The latter clade of viruses includes the newly emergent HPAI reassor-
tant virus subtypes H5N2, H5N3, H5N5, H5N6, and H5N8. This evolutionary pattern
is unprecedented in the recent history of HPAI viruses, and is likely due to multiple
factors, including the enormous geographical spread of the outbreak throughout the
eastern hemisphere, the involvement of a large number of hostsdboth numbers of in-
dividual birds and numbers of different speciesdand the long duration of the outbreak,
now lasting at least 18 years. The result of the high virus diversification is that prep-
aration of preemptive pandemic vaccines to protect humans against the range of
different HPAI H5 viruses circulating is extremely challenging. This is because vacci-
nation against one clade of H5 virus will not provide protection against other circu-
lating clades of H5 viruses. In the interest of both animal and human health,
continued monitoring of emerging virus variants during new outbreaks is warranted.

4. Future Perspective

Wild bird surveillance programs have been implemented at an unprecedented scale in
many parts of the world to determine the role of wild birds in the spread of avian influ-
enza viruses and potentially to serve as a warning system for HPAI H5 virus incursions
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into new geographical regions. At the same time, the increased capacity of current day
sequencing technology has facilitated the genetic analyses of large numbers of influ-
enza A virus genomes. Together, these developments provide a unique opportunity
to advance our understanding of the ecology and evolution of avian influenza in
wild birds, and in the longer term will help to limit the impact of influenza on human
and animal health. To this end, we hope that all specialists in the fielddincluding vi-
rologists, epidemiologists, ornithologists, geneticists, ecologists, veterinarians, clini-
cians, mathematicians, and bioinformaticistsdwill work together closely to make
optimal use of the wealth of data available, ultimately leading to a better understanding
of the ecology of avian influenzadLPAI and HPAIdin wild birds.
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Figure 27.6 DNA maximum likelihood tree for the HA gene of representative HPAI H5N1
viruses. Nearly full-length HA genes available from GenBank were used to construct the tree.
The phylogenetic tree shows the known “clades” of viruses, as identified by numbers. These
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grouping with high bootstrap support. The tree also illustrates the phylogenetic position of the
newly emerged H5NX reassortant viruses detected in North America during 2014e2015.
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trypanosomiasis, 343e351, 343f

mapping, 369e370
of metric change, 290e293
genetic drift, 290
heritability, 290e291
hidden genetic variability, 291
hybridism, 292e293
shape as polygenic character, 290

of order Ixodida, 367e371
reassortment, 632e633
responses to infectious disease in human,

196
structure, 299

Genome mining, 215
Genome sequencing, 405e406
Genome-wide approach, 515e516
Genome-wide association studies (GWAS),

216e217, 515e516
Genomes OnLine Database (GOLD),

211e212
Genomic content (GC), 529
Genomic(s), 51e52, 369e370, 405, 421
analysis tools for bacterial population

structure, 61e63
customers and needs, 428e430
clinical biology and public health, 429
other applications of genomics, 429e430
research, 428e429

of fungi
comparative genomics of plant
pathogens, 86e87

comparing animal and plant pathogens,
87e88

industry landscape, 430e433
signals of selection due to host immunity,

490
studies, 490
technologies and instrument platforms
nanopore-based sequencing, 426e427
NGS based on SBS, 424e426
Sanger sequencing, 423e424
software, 427

Genotypes, 633
to phenotype, 271e273

Geographical mosaic theory, 122
Geographical structure, 363
Geotype plus Boeing model, 41
GFGM. See Gene-for-gene model (GFGM)
GFP. See Green fluorescent protein (GFP)
Gilbert’s syndrome, 440
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Global suppressors, 269
Glossina, 343e344

G. brevipalpis, 351
Glossinidae family, 343e344

Fusca group tsetse flies in Africa,
346f

Palpalis group tsetse flies in Africa,
347f

predicted distribution, 345f
GLP. See Good laboratory practices (GLP)
Glucose-6-phosphatedehydrogenase

deficiency (G6PD deficiency),
199e200, 443

Glutathione S-transferases (GSTs),
319e320

Glycosylation, 228
GMP. See Good manufacturing practices

(GMP)
GMSR. See Greater Mekong subregion

(GMSR)
goeBURST, 391
GOLD. See Genomes OnLine Database

(GOLD)
Good clinical practices (GCP), 432
Good laboratory practices (GLP), 432
Good manufacturing practices (GMP),

432
GPA. See Generalized Procrustes analysis

(GPA)
GR. See Growth regulators (GR)
Gram-negative bacteria, 144
Greater Mekong subregion (GMSR), 216
Green fluorescent protein (GFP), 461
Growth regulators (GR), 316e317,

326e327
GSTs. See Glutathione S-transferases

(GSTs)
Guangdong Province, 601
Gubbins method, 62
Gull influenza viruses, 630e632, 631f
GWAS. See Genome-wide association

studies (GWAS)
gyrA gene, 272

H
H11N2 LPAI virus, 629e630
H37 strain, 540e541
H37Ra strain, 530
HA. See Hemagglutinin (HA)

HA-MRSA. See Hospital-associated
methicillin-resistant S. aureus
(HA-MRSA)

Haemophilus influenza (H. influenza),
211e212

HardyeWeinberg equilibrium
(HW equilibrium), 459e460

genotypic proportions, 100
and linkage equilibrium, 85

Harmonics, 288
HAT. See Human African trypanosomiasis

(HAT)
HCV infection. See Hepatitis C virus

infection (HCV infection)
HdeB proteins, 264e265
Helicobacter pylori (H. pylori), 144e150,

235
population-genetic structure, 154

Hemagglutinin (HA), 621e623
DNA maximum likelihood tree for HA,

630f
Hemiptera, 351e361
Hemophilus influenza (H. influenza),

421
Hepatitis C virus infection (HCV infection),

236
Hepatitis G virus (HGV), 155
Hepatotoxicity, 437, 445
Heritability, 290e291
Herpes simplex virus (HSV), 155
Heterogeneity in recombination, 54e55
Heuristic, 301
HGP. See Human Genome Project (HGP)
HGT. See Horizontal gene transfer (HGT)
HGV. See Hepatitis G virus (HGV)
Hidden genetic variability, 291
Hierarchical Likelihood Ratio Test (hLRT),

392
High-throughput sequencing, 413e414
Highly pathogenic avian influenza viruses

(HPAI viruses), 623. See also Low
pathogenic avian influenza viruses
(LPAI viruses)

in domestic birds, 626e627
H5N1 virus, 627e629, 633
H5NX virus, 627e629

HilleRobertson effect, 108e109
HIV. See Human immunodeficiency virus

(HIV)

650 Index



HIV therapy, pharmacogenetics off,
435e441. See also Antimalarial
therapy, pharmacogenetics of

entry and integrase inhibitors, 441
NNRTIs, 437e439
NRTIs, 435e436
PIs, 439e441

HIV/AIDS, 573
HLA. See Human leukocyte antigen

(HLA)
HLA B*5701, 436
hLRT. See Hierarchical Likelihood Ratio

Test (hLRT)
HMP. See Human Microbiome Project

(HMP)
Holistic approach, 236e238
Homo sapiens (H. sapiens), 494
hemoglobin structural variants, 490
Plasmodium phylogeny and description of

species infecting, 487e489
Homology, 174, 285e286
Horizontal gene transfer (HGT), 87, 101,

257, 531
Hospital-associated methicillin-resistant

S. aureus (HA-MRSA), 553,
563

Host
adaptation, 540, 543
coevolution, 115e116

antagonistic coevolution, 116e119
evolution of pathogen virulence,
119e120

implications of coevolution, 130e131
process of antagonistic coevolution,
121e124

testing for hostepathogen coevolution,
124e130

genetic susceptibility to CD, 510e516
genome responses, 236e238
genomic signals of selection due to host

immunity, 490
proteome responses to parasite infection,

234e235
restriction factors, 589
specificity, 495e496
transitions, 493e495

in malaria parasites, 496
in speciation events within genus,
491

Hosteparasite interactions, 227e228,
240e247

for parasites with simple or complex life
cycle, 236e239

holistic approach, 236e238
pathogeno-proteomics, 238e239,
238f

Hostepathogen coevolution
testing for, 124
direct comparisons between coevolving
organisms, 124e127

measuring population genetic change,
127e128

pathogen local adaptation, 129e130
pathogen-mediated rare host advantage,
128e129

of tubercle bacillus, 531e538
animal-adapted strains, 538
M. africanum, 535e536
M. bovis, 537
M. canettii, 536e537
M. tuberculosis, 535
MTBC members, 535

Hostepathogen interactions, 115, 227e229,
238e239, 239f

interest of proteomics, 228e229
microbiome influence on, 123

Hostevectorepathogen interactions,
238e239

HPAI viruses. See Highly pathogenic avian
influenza viruses (HPAI viruses)

HPV. See Human papillomavirus (HPV)
HSRs. See Hypersensitivity reactions

(HSRs)
HSV. See Herpes simplex virus (HSV)
HTLV. See Human T lymphotropic virus

(HTLV)
Human(s)
and animal pathogenic fungi, 72e74
ascomycetes, 73
basidiomycetes, 73e74
globally emerging fungal infections, 74

cross-species transmissions in HIV-1
viruses in humans, 584

exposure to SIVs
cross-species transmissions, 588e591
host restriction factors, 589
human factors, 590
prevalences, 588e589
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Human(s) (Continued)
to SIVeinfected nonhuman primates,
587e588

viral adaptation, 589e590
factors, 590
immune systems, 195
parasite
P. falciparum, 496e497
removal of species, 497

pathogens
harboring gene-transfer units, 264
origin of, 77

polyomavirus, 155e159
population proteomics, 241e247
SARS-CoV adaptation in, 610e612
SIV from chimpanzees and gorillas as

ancestors, 581e584
SIV transmissions by exposure to infected

primates, 585
Human African trypanosomiasis (HAT), 343
Human demography, microbes as tracers

candidates
bacteria, 144e155
viruses, 155e159

human evolutionary history, 141e142
pathogens as genetic tracers for host

history, 142e143
Human Genome Project (HGP), 211
Human immunodeficiency virus (HIV), 212,

573. See also Acquired immune
deficiency syndrome (AIDS)

and SIV, 575e585
from chimpanzees and gorillas,
581e584, 582f

cross-species transmissions in HIV-1
viruses, 584

diverging in human population, 585
genetic diversity and evolutionary
history, 578f

infection, 235e236
transmissions to humans by exposure to
infected primates, 585

Human leukocyte antigen (HLA), 435
Human Microbiome Project (HMP), 213
Human migrations, microbes as tracers

of past
candidates
bacteria, 144e155
viruses, 155e159

human evolutionary history, 141e142
pathogens as genetic tracers for host

history, 142e143
Human papillomavirus (HPV), 155
Human polyomavirus JC (JCV), 155
Human T lymphotropic virus (HTLV), 591
HTLV-1, 155
HTLV-2, 155

HW equilibrium. See HardyeWeinberg
equilibrium (HW equilibrium)

Hybrid vigor, 470
Hybridism, 292e293
Hybrids, 459e463
Hypersensitivity reactions (HSRs), 435

I
IBD model. See Isolation-by-distance model

(IBD model)
ICTV. See International Committee on

Taxonomy of Viruses (ICTV)
IDUs. See Intravenous drug users (IDUs)
ILD. See Inter-landmark distances (ILD)
ILS. See Incomplete lineage sorting (ILS)
Immune selection signals, 490
Immune system, 233
Incomplete lineage sorting (ILS), 393
Indinavir therapy, 439
Indoor residual spraying (IRS), 316
Industry landscape, 430e433
chronology of genomics companies

creation, 431f
Infection genetics, 117be118b
Infectious diseases, 53, 313, 405. See also

Evolution(ary)dresponses
big data analyzing, 405
comparative genomics, 405e408
de novo genome assembly, 414
genomics
clinical application, 218e219
drug discovery, 214e215
drug resistance, 216e217
drug target, 215e216
genome projects, 213t
history and development, 211
sequence diversity within species, 212
therapeutic response, 216e217
vaccine target, 214
vector control, 217

high-throughput sequencing, 413e414
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RNA-Seq, 415e416
single-cell technologies, 411e412
transcriptomics, 409e411
vectors, 234
WGS analysis, 414e415

Influenza A virus
classification, 623
and genetic variation of surface

glycoproteins HA and NA, 622f
structure and genome organization,

621e623
taxonomy and host range, 621
wild waterfowl and shorebirds form

reservoir, 622f
Influenza viruses
HPAI H5N1 and H5NX virus in wild birds,

627e629
LPAI virus

and highly pathogenic avian influenza
viruses in domestic birds, 626e627

subtypes in wild birds, 624
transmission and epidemiology in wild
birds, 624e626

Innate immune system, 195
Insect control, 217
Insecta, 172
Insecticide resistance, 314e318. See also

Antibiotic resistance
alternative insecticides, 317e318
mechanisms of resistance, 318e328
synthetic insecticides, 315e317

Insecticide-treated nets (ITNs), 316
Insecticides, 314
Integrase inhibitors (InSTIs), 437, 441
Integrated genetic epidemiology, 509
of CD, 509e510

cycle, 510
host genetic susceptibility to, 510e516
parasite genetic diversity, 517e521
vector genetic diversity, 517

Integron, 263
Inter-landmark distances (ILD), 286
Interhost evolution and population structure,

59e61
Interleukin-1 receptor, 236e237
Internal transcribed spacer (ITS), 368e369
International Committee on Taxonomy of

Viruses (ICTV), 1e2
definition of virus species, 11e14

International Union of Microbiologial
Societies (IUMS), 1e2

Interspecies transmission, 613
Intrahost evolution, 58e59
Intravenous drug users (IDUs), 573
Intrinsic resistance, 261
Ion S5 system, 426
IRS. See Indoor residual spraying (IRS)
IS6110 element, 539e540
Isoenzyme diversity interpretation, 518
Isolation, 301
Isolation-by-distance model (IBD model),

141
Isoniazid toxicity, 445
Isothermal amplification approach, 411
Iterative Virus Assembler (IVA), 414
ITNs. See Insecticide-treated nets (ITNs)
ITS. See Internal transcribed spacer (ITS)
IUMS. See International Union of

Microbiologial Societies (IUMS)
IVA. See Iterative Virus Assembler (IVA)
Ixodes, 407e408
I. ricinus, 367e368
I. scapularis, 407e408

Ixodida order, genetics of, 367e371
cytogenetics, 368
genetic diversity and population genetics,

369
genomics and genetic mapping, 369e370
perspectives for control and future

directions, 371
phylogenetics and molecular diagnostics,

368e369
systematics, biogeography, and medical/

veterinary significance, 367e368
ticks, 367

J
JCV. See Human polyomavirus JC

(JCV)
JH. See Juvenile hormone (JH)
Juvenile hormone (JH), 316e317

K
K13-propeller polymorphism, 216e217
KD effect. See Knock-down effect

(KD effect)
kDNA. See Kinetoplast DNA (kDNA)
kdr. See Knockdown resistance (kdr)
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Kinetoplast DNA (kDNA), 464
inheritance, 464

Kinetoplastidae family, 510
Klebsiella pneumonia (K. pneumonia), 257
Kluyvera ascorbata (K. ascorbata),

261e262
Knock-down effect (KD effect), 316
Knockdown resistance (kdr), 324, 365

L
LA. See Local adaptation (LA)
LA-MRSA. See Livestock-associated

MRSA (LA-MRSA)
b-Lactamases, 267e269, 553
Landmark-based geometric morphometry,

285e288
semilandmarks for curves shape,

287e288
Landmark-based shape, 286e287, 296
Landmark-based size, 286

size variable, 286
Last universal common ancestor

(LUCA), 101
LD. See Linkage disequilibrium (LD); Lyme

disease (LD)
Legacy of habitat destruction for wild

primates, 496e498
Legionella pneumophila (L. pneumophila),

415
Leishmania, 459

evidence of genetic exchange in natural
populations, 474e475

genetic crosses, 475e476
implications for epidemiology, 476
L. amastigotes, 233e234
L. infantum, 474

Lentivirus, 575
Leukocidin DE (lukDE), 560
Likelihood ratio tests (LRT), 394
Lineages, 531e536, 542e543, 546e547
Linkage disequilibrium (LD), 474e475,

511e512
Lipooligosaccharide (LOS), 536e537
Livestock-associated MRSA (LA-MRSA),

564
Living organisms, 227
Local adaptation (LA), 117be118b
Logic of phylogeny reconstruction,

169e171

LOH. See Loss of heterozygosity (LOH)
Long-Read SBS, 426
Lopinavir/ritonavir (LPV/r), 435
LOS. See Lipooligosaccharide (LOS)
Loss of heterozygosity (LOH), 76
Low pathogenic avian influenza viruses

(LPAI viruses), 623. See also Highly
pathogenic avian influenza viruses
(HPAI viruses)

and highly pathogenic avian influenza
viruses in domestic birds, 626e627

subtypes in wild birds, 624
transmission and epidemiology in wild

birds, 624e626
LPAI viruses. See Low pathogenic avian

influenza viruses (LPAI viruses)
LPV/r. See Lopinavir/ritonavir (LPV/r)
LRT. See Likelihood ratio tests (LRT)
LTA. See Lymphotoxin-alpha (LTA)
LUCA. See Last universal common ancestor

(LUCA)
lukDE. See Leukocidin DE (lukDE)
Lumefantrin, 442e443
Lyme disease (LD), 53, 367
Lymphotoxin-alpha (LTA), 512e513

M
Macaca arctoides. See Stump-tailed

macaques (Macaca arctoides)
Major facilitator superfamily (MFS),

86e87
Major histocompatibility complex (MHC),

198e199
associations, 512e513

Malaria, 207, 406e407, 442, 444
lessons from, 199e202
malaria transmission and control,

A. gambiae population genetics
to, 366

malaria vaccines, selection for
immunological escaping variants
by, 501

MALDI. See Matrixeassisted laser
desorption ionization (MALDI)

Malthusian population, 204
MAM. See Matching alleles model

(MAM)
Mannose-binding lectin (MBL), 515
Maraviroc (MVC), 435, 441
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Markov chain Monte Carlo approach
(MCMC approach), 157e158, 393

Mass spectrometric immunoassay (MSIA),
242, 243f

Mass spectrometry (MS), 229
Matching alleles model (MAM),

117be118b
Mating system, 72, 80e81
Matrixeassisted laser desorption ionization

(MALDI), 235
Maxicircle kDNA genotypes, 475
Maximum likelihood (ML), 61e62
inference, 392
methods, 61e62

MBL. See Mannose-binding lectin (MBL)
MCC. See Merkel cell carcinoma (MCC)
MCL. See Mucocutaneous leishmaniasis

(MCL)
MCMC approach. See Markov chain Monte

Carlo approach (MCMC approach)
MCV. SeeMerkel cell polyomavirus (MCV)
MD. See Metric disparity (MD)
MDR. See Multidrug resistance (MDR)
MDS. See Multidimensional scaling (MDS)
Measles virus, 2e4, 15e16
Measurement error, 289
mec gene complex (mec gene complex), 554
mecA gene homologue (mecC), 555e556
Median network, construction and

interpretation, 187f
Medical entomology applications
biodiversity, 297e299
characterization tool, 297
correct species attribution scores based,

298t
morphometric identification, 297t
population structure, 299e301
reinfestation studies, 299
species identification and detection,

296
Medical/veterinary significance, 367e368
Mefloquine, 443e444
Meiosis, 462e464
Meloidogyne, 236e237
Membrane (M) protein, 603e605
MenB. See Serogroup B (MenB)
Mendelian inheritance, 462e464
Mendelian rules of inheritance, 459
Merkel cell carcinoma (MCC), 218e219

Merkel cell polyomavirus (MCV), 218e219
MERS. See Middle East Respiratory

Syndrome (MERS)
Meselson effect, 104e105, 104f
Mesoamerica, 76
Metabolic resistance, 319e322
carboxylesterases, 321e322
GSTs, 319e320
P450, 320e321

Metabolic toxicity, 435
Metagenomic study, 37
Metarhizium anisopliae (M. anisopliae),

317e318
Methicillin-resistant Staphylococcus aureus

(MRSA), 52e53, 259, 395e396,
555e556

clones, 554e555
evolution, 556e560
genetic diversity, 559
MGEs, 559e560
molecular epidemiology, 561e564

Metric disparity (MD), 298
MFS. See Major facilitator superfamily

(MFS)
MGEs. See Mobile genetic elements

(MGEs)
MGP. See Microbial genome program

(MGP)
MHC. See Major histocompatibility

complex (MHC)
MIC. See Minimal inhibitory concentration

(MIC)
Microarrays, 427
assay, 218
technologies, 421e422

Microbes as tracers of past human
demography and migrations

candidates
bacteria, 144e155
viruses, 155e159

human evolutionary history, 141e142
pathogens as genetic tracers for host

history, 142e143
Microbial genome program (MGP),

211e212
Microbiology, 25e26
Microbiome influence on hostepathogen

interactions, 123
Microcell, 409e410
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Microsatellite loci, genetic variability, 344,
348t, 364f

mitochondrial diversities and genetic
differentiation, 349t

Middle East Respiratory Syndrome
(MERS), 614

Migration, 81e83, 121e122, 624e626,
629e630

Mikrocytos mackini (M. mackini), 409e410
Minimal inhibitory concentration (MIC),

257e258
MIRUs. See Mycobacterial interspersed

repetitive units (MIRUs)
Mismatch repair system (MMR), 266
Mites, 367e369
ML. See Maximum likelihood (ML)
MLEE. See Multilocus enzyme

electrophoresis (MLEE)
MLGs. See Multilocus genotypes (MLGs)
MLMT. SeeMultilocus microsatellite typing

(MLMT)
MLST. See Multilocus sequence typing

(MLST)
MLVA. See Multilocus Variable number

of tandem repeats Analysis
(MLVA)

MMR. See Mismatch repair system (MMR)
Mobile genetic elements (MGEs), 259,

274e275, 553e554, 559e561
Model-based Bayesian clustering

algorithms, 85
Molecular biologists, 228
Molecular characters, 172
Molecular clock analysis, 60
Molecular diagnostics, 368e369
Molecular epidemiology, 395

MLST application, 395e396
of MRSA, 561e564

Molecular evolution of SARS-CoV,
610e613

rapid adaptation in humans, 610e612
receptor usage and evolutionary selection,

612e613
viral genetic diversity generation by

recombination, 612
Molecular evolution rate, 143
Mononegavirales, 1
Monothetic classes, 1e2, 7f
Morbillivirus, 3e4

Morphometrics
modern and traditional, 285
revolution, 285

Mosquito vectors, 407e408
Most recent common ancestor (MRCA),

143, 534, 610e612
MRCA. See Most recent common ancestor

(MRCA)
MRP4/ABCC4. See Multidrug resistance

protein 4 (MRP4/ABCC4)
MRP5/ABCC5. See Multidrug-resistant

protein 5 (MRP5/ABCC5)
MRSA. See Methicillin-resistant

Staphylococcus aureus (MRSA)
MS. See Mass spectrometry (MS)
MSA. See Multiple sequence alignment

(MSA)
MSIA. See Mass spectrometric

immunoassay (MSIA)
MTBC. See Mycobacterium tuberculosis

complex (MTBC)
mtDNA, genetic variability, 344
Mucocutaneous leishmaniasis (MCL),

474
Multi-Locus Strain Typing (MLST).

See Multilocus sequence typing
(MLST)

Multidimensional scaling (MDS), 151e154
Multidrug resistance (MDR), 54, 260e261
TB, 444e445

Multidrug resistance protein 4
(MRP4/ABCC4), 436

Multidrug-resistant protein 5
(MRP5/ABCC5), 436

Multilocus enzyme electrophoresis (MLEE),
383, 465e466, 556be557b

Multilocus genotypes (MLGs), 103e104
Multilocus microsatellite typing (MLMT),

79, 471
Multilocus sequence typing (MLST), 51, 79,

383, 414, 426, 473, 556be557b,
559e560, 563

databases, 388
of pathogens
advantages and disadvantages, 389e390
analytical approaches, 390e394
applications, 395e397
molecular design and development of
MLST, 384e387
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Multilocus Variable number of tandem
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Multiple mutations model, 108
Multiple sequence alignment (MSA), 392
Multivariate methods, 85
Mustached monkeys (SIVmus), 580e581
Mutation, 54, 58e59, 121e122, 261
rate, 125e126

MVC. See Maraviroc (MVC)
Mycobacteria, 529
disease and mycobacterial genetics,

529e531
Mycobacterial interspersed repetitive units

(MIRUs), 150
MIRU-VNTR markers, 150e151

Mycobacterium species, 529, 531
catalase gene, 261
M. africanum, 535e536
M. bovis, 537
M. canettii, 536e537
M. caprae, 538
M. pinnipedii, 538
M. smegmatis, 267

Mycobacterium tuberculosis
(M. tuberculosis), 150e155, 257,
529, 535

adaptive cues of, 544e547
epidemiological and experimental fitness

cost, 273e274
evolution in laboratory environment,

540e541
evolution of, 538e540
short-term evolution of, 542e544
in vitro attenuation of bacteria, 540e541

Mycobacterium tuberculosis complex
(MTBC), 150, 529

deletion-based phylogeny, 532fe533f
genome-based phylogeny of mirrors,

152f
Mycoplasma genitalium (M. genitalium),

211e212
Mycoses
evolution and emergence of pathogenic

C. gattii genotypes, 74e77
origin of human pathogens, 77

N
NA. See Neuraminidase (NA)
Nalidixic acid, 272

Nano-Niche
ecotypes, 39
model, 39e40

Nanopore-based sequencing, 426e427
microarrays, 427

NAT2. See N-Acetyltransferase 2 (NAT2)
National Human Genome Research Institute

(NHGRI), 211, 422e423
National Institutes of Health (NIH), 211
National Research Council (NRC), 211
Natural reservoirs, 629e633
of SARS-CoV, 606e610

Natural selection, 257, 270e271
NC-motif. See Nucleotide combination

motif (NC-motif)
Neighbor joining (NJ), 392
Neisseria spp., 52e53
N. meningitides, 395e396

Nelfinavir, 440
NEP. See Nucleic export protein (NEP)
NERPRC. See New England Regional

Primate Research Center (NERPRC)
Neuraminidase (NA), 621e623
Nevirapine (NVP), 435, 437
New England Regional Primate Research

Center (NERPRC), 575
New World primates (NWPs), 590e591
Next-generation sequencers, 413
Next-generation sequencing (NGS), 405,

421e422. See also Infectious
diseases

based on SBS, 424e426
short-read sequencing, 424e426
single-molecule sequencing, 426

technologies, 219, 367
Next-generation SOLiD sequencing,

410e411
NGS. See Next-generation sequencing

(NGS)
NHGRI. See National Human Genome

Research Institute (NHGRI)
NHP. See Nonhuman primates (NHP)
NIH. See National Institutes of Health (NIH)
NJ. See Neighbor joining (NJ)
NNRTIs. See Nonnucleoside reverse

transcriptase inhibitors (NNRTIs)
Non-Latinized binomial names for virus

species, 14e16
Nonclonal organisms, 390e391
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Nondimensional structure, 363e365
Nonhuman primates (NHP), 575
Nonmodel-based approaches, 61
Nonnucleoside reverse transcriptase

inhibitors (NNRTIs), 437e439
Nonstructural protein 3 (Nsp 3), 607e610
Northwestern population group

(NW population group), 363
NP. See Nucleocapsid protein (NP)
NRC. SeeNational Research Council (NRC)
NRTIs. See Nucleoside/nucleotide reverse

transcriptase inhibitors (NRTIs)
NS1, 621e623
NS2, 621e623
Nsp 3. See Nonstructural protein 3 (Nsp 3)
Nuclear receptors, 445
Nucleic export protein (NEP), 621e623
Nucleocapsid protein (NP), 603e605,

621e623
Nucleoside/nucleotide reverse transcriptase

inhibitors (NRTIs), 435e436
Nucleotide

bias, 178
nucleotide-based methods, 390e394
phylogenetic relatedness, 392e393
population dynamics, 393e394

Nucleotide combination motif (NC-motif),
11e12

Nullarbor, 415
NVP. See Nevirapine (NVP)
NW population group. See Northwestern

population group (NW population
group)

NWPs. See New World primates (NWPs)

O
Ochrobactrum anthropi (O. anthropi), 395
OCs. See Organochlorines (OCs)
Office of Technology Assessment (OTA),

211
“Omic” approaches, 531
OMVs. See Outer-membrane vesicles

(OMVs)
One-by-one mutation model, 108
“Ontogenetic” allometry, 289
Oomycetes, 71e72, 78
Open reading frames (ORFs), 214, 603e605
OPs. See Organophosphates (OPs)
Oral Polio Vaccine (OPV), 584

ORF8 coding region, 612
ORFs. See Open reading frames (ORFs)
Organochlorines (OCs), 315
Organophosphates (OPs), 315
Origin of life, 101e102
Origin of propagation, 101e102
ORM1. See Orosomucoid 1 (ORM1)
Orosomucoid 1 (ORM1), 439e440
Orthomyxoviridae, 621
OTA. See Office of Technology Assessment

(OTA)
Outer-membrane vesicles (OMVs), 214
“Outlier detection” methods, 63
Outline-based
shape, 288
size, 288

Oyster pathogens, 409e410

P
P450. See Cytochrome P450

monooxygenases (P450)
PA. See Polymerase (PA)
PA-X protein, 621e623
Pacific Northwest, evolution and emergence

of pathogenic C. gattii genotypes,
74e77

Pairwise Sequence Comparison (PASC),
13e14

Pan-genome of species and populations,
55e57

Panmixia, 100
Panton-Valentine leukocidin toxin

(PVL toxin), 562e563
Paradox, 234
Parasite(s), 197e198
genetic diversity, 517e521
genome responses, disentangle, 236e238
hosteparasite interactions for with simple

or complex life cycle, 236e239
immune evasion, 233e234
deciphering of molecular strategies in,
233e234

infection, host proteome responses to,
234e235

parasite-clearance rate reduction, 216
Parasito-proteomics, 236e237
Partial warps, 286e287
PASC. See Pairwise Sequence Comparison
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