The Essential
Physics of
Medical Imaging

THIRD

EDITION

JERROLD T. BUSHBERG, PhD

Clinical Professor of Radiology and Radiation Oncology
University of California, Davis
Sacramento, California

J. ANTHONY SEIBERT, PhD

Professor of Radiology
University of California, Davis
Sacramento, California

EDWIN M. LEIDHOLDT JR, PhD

Clinical Associate Professor of Radiology
University of California, Davis
Sacramento, California

JOHN M. BOONE, PhD

Professor of Radiology and Biomedical Engineering
University of California, Davis
Sacramento, California

&), Wolters Kluwer | Lippincott Williams & Wilkins

Health

Philadelphia « Baltimore « New York « London
Buenos Aires « Hong Kong + Sydney + Tokyo



Executive Editor: Charles W. Mitchell

Product Manager: Ryan Shaw

Vendor Manager: Alicia Jackson

Senior Manufacturing Manager: Benjamin Rivera
Senior Marketing Manager: Angela Panetta
Design Coordinator: Stephen Druding
Production Service: SPi Global

Copyright © 2012 by LIPPINCOTT WILLIAMS & WILKINS, a WOLTERS KLUWER business
Two Commerce Square

2001 Market Street

Philadelphia, PA 19103 USA

LWW.com

2nd edition © 2002 by LIPPINCOTT WILLIAMS & WILKINS
1st edition © 1994 by LIPPINCOTT WILLIAMS & WILKINS

All rights reserved. This book is protected by copyright. No part of this book may be reproduced in any form by
any means, including photocopying, or utilized by any information storage and retrieval system without writ-
ten permission from the copyright owner, except for brief quotations embodied in critical articles and reviews.
Materials appearing in this book prepared by individuals as part of their official duties as U.S. government
employees are not covered by the above-mentioned copyright.

Printed in China

Library of Congress Cataloging-in-Publication Data
Bushberg, Jerrold T.

The essential physics of medical imaging / Jerrold T. Bushberg. — 3rd ed.

p.;cm.
Includes bibliographical references and index.
ISBN 978-0-7817-8057-5
1. Diagnostic imaging. 2. Medical physics. I. Title.

[DNLM: 1. Diagnostic Imaging—methods. WN 200]

RC78.7.D53E87 2011

616.07'54—dc22

2011004310

Care has been taken to confirm the accuracy of the information presented and to describe generally accepted
practices. However, the authors, editors, and publisher are not responsible for errors or omissions or for any
consequences from application of the information in this book and make no warranty, expressed or implied,
with respect to the currency, completeness, or accuracy of the contents of the publication. Application of the
information in a particular situation remains the professional responsibility of the practitioner.

The authors, editors, and publisher have exerted every effort to ensure that drug selection and dosage
set forth in this text are in accordance with current recommendations and practice at the time of publication.
However, in view of ongoing research, changes in government regulations, and the constant flow of information
relating to drug therapy and drug reactions, the reader is urged to check the package insert for each drug for
any change in indications and dosage and for added warnings and precautions. This is particularly important
when the recommended agent is a new or infrequently employed drug.

Some drugs and medical devices presented in the publication have Food and Drug Administration (FDA)
clearance for limited use in restricted research settings. It is the responsibility of the health care provider to
ascertain the FDA status of each drug or device planned for use in their clinical practice.

To purchase additional copies of this book, call our customer service department at (800) 638-3030 or fax
orders to (301) 223-2320. International customers should call (301) 223-2300.

Visit Lippincott Williams & Wilkins on the Internet: at LWW.com. Lippincott Williams & Wilkins customer
service representatives are available from 8:30 am to 6 pm, EST.

10987654321



First and foremost, I offer my most heartfelt love, appreciation and apology to my wife Lori and our children,
Alex and Jennifer, who endured my many absences to focus on completing this text with “almost” infinite
patience (especially during the last 4 months, when I was typically gone before they woke and got home long
after they had gone to sleep). I look forward to spending much more time with my family and even to starting
to make a dent in the list of “chores” my wife has been amassing in my absence. I have also had the good fortune
to be supported by my extended family and my Oakshore neighbors who never missed an opportunity to offer
an encouraging word after my response to their question “Is the book done yet?”

Second, I would like to express my profound gratitude to my coauthors, colleagues, and friends Tony, Ed,
and John for their herculean efforts to bring this 3rd edition into existence. Not only would this text not exist
without them, but the synergy of their combined skills, expertise, and insights was an invaluable resource at
every stage of development of this edition. We all have many more professional obligations now than during the
writing of the previous editions. The willingness and ability of my coauthors to add another substantial com-
mitment of time to their already compressed professional lives were truly remarkable and greatly appreciated.

While all of my staff and colleagues have been very helpful and supportive during this effort (for which I
am very grateful), two individuals deserve special recognition. Linda Kroger’s willingness to proof read several
chapters for clarity along with the countless other ways she provided her support and assistance during this
effort with her typical intelligent efficiency was invaluable and greatly appreciated. Lorraine Smith has been the
coordinator of our annual radiology resident physics review course for as long as I can remember. This course
would not be possible without her considerable contribution to its success. Lorraine is one of the most helpful,
resourceful, patient, and pleasant individuals I have ever had the pleasure to work with. Her invaluable assistance
with this course, from which this book was developed, is gratefully acknowledged and deeply appreciated.

I would also like to thank our publisher Lippincott Williams and Wilkins, Charley Mitchell, Lisa
McAllister, and in particular Ryan Shaw (our editor) for the opportunity to develop the 3rd edition. Your
patience, support, and firm “encouragement” to complete this effort are truly appreciated.

I dedicate this edition to my parents. My mother, Annette Lorraine Bushberg (1929-1981), had a gift for
bringing out the best in me. She cheered my successes, reassured me after my failures, and was an unwavering
source of love and support. My father, Norman Talmadge Bushberg, brightens everyone’s world with his effort-
less wit and sense of humor. In addition to his ever present love and encouragement, which have meant more to
me than I can find the words to fully express, he continues to inspire me with his belief in each person’s ability
and responsibility to make a unique contribution. To that end, and at the age of 83, he recently published his
first literary contribution, a children’ story entitled “Once Upon a Time in Kansas.” It is slightly lighter reading
than our text and I highly recommend it. However, if getting your child to fall asleep is the problem, then any
chapter in our book should do the trick.

J.T.B.

Thanks, TSPOON, for your perseverance, patience, and understanding in regard to your often AWOL dad
during these past several years—it’s very gratifying to see you prosper in college, and maybe someday you
will be involved in writing a book as well! And to you, Julie Rainwater, for adding more than you know to my
well-being and happiness.

JAS.

To my family, especially my parents and my grandmother Mrs. Pearl Ellett Crowgey, and my teachers, especially
my high school mathematics teacher Mrs. Neola Waller, and Drs. James L. Kelly, Roger Rydin, W. Reed Johnson,
and Denny D. Watson of the University of Virginia. To two nuclear medicine physicists, Drs. Mark W. Groch
and L. Stephen Graham, who contributed to earlier editions of this book, but did not live to see this edition.
And to Jacalyn Killeen, who has shown considerable patience during the last year.

EM.L.

Susan Fris Boone, my wife, makes life on this planet possible and her companionship and support have made my
contribution to this book possible. Emily and Julian, children extraordinaire and both wild travelers of the world,
have grown up using earlier editions of this book as paperweights, lampstands, and coasters. I appreciate the per-
spective. Marion (Mom) and Jerry (Dad) passed in the last few years, but the support and love they bestowed on
me over their long lives will never be forgotten. Sister Patt demonstrated infinite compassion while nurturing our
parents during their final years and is an angel for all but the wings. Brother Bob is a constant reminder of dedica-
tion to patient care, and I hope that someday he and I will both win our long-standing bet. Friends Steve and Susan
have elevated the fun in life. My recent students, Nathan, Clare, Shonket, Orlando, Lin, Sarah, Nicolas, Anita, and
Peymon have helped keep the flag of research flying in the laboratory, and I am especially in debt to Dr. Kai Yang
and Mr. George Burkett who have helped hold it all together during my too frequent travel. There are many more
to thank, but not enough ink. This book was first published in 1994, and over the many years since, I have had
the privilege of sharing the cover credits with my coauthors and good friends Tony, Jerry, and Ed. This has been a
wild ride and it would have been far less interesting if not shared with these tres amigos.
J.M.B.



Downloaded ofcom Vat-¢ Books.com



Preface to the Third Edition

The first edition of this text was written in 1993, and the second edition followed in
2002. This third edition, coming almost 10 years after the second edition, reflects the
considerable changes that have occurred in medical imaging over the past decade.
While the “digitization” of medical images outside of nuclear medicine began in ear-
nest between the publication of the first and second editions, the transformation of
medical imaging to an all-digital environment is largely complete at the time of this
writing. Recognizing this, we have substantially reduced the treatment of analog mo-
dalities in this edition, including only a short discussion on screen-film radiography
and mammography, for example. Because the picture archiving and communication
system (PACS) is now a concrete reality for virtually all radiological image interpre-
tation, and because of the increasing integration between the radiology information
systems (RISs), the PACS, and the electronic medical record (EMR), the informatics
section has been expanded considerably.

There is more to know now than 10 years ago, so we reduced some of the detail
that existed in previous editions that may be considered nonessential today. Detailed
discussions of x-ray tube heating and cooling charts, three-phase x-ray generator
circuits, and CT generations have been shortened or eliminated.

The cumulative radiation dose to the population of the United States from medi-
cal imaging has increased about sixfold since 1980, and the use of unacceptably
large radiation doses for imaging patients, including children, has been reported. In
recent years, radiation dose from medical imaging and radiation therapy has become
the focus of much media attention, with a number of radiologists, radiobiologists,
and medical physicists testifying before the FDA and the U.S. Congress regarding the
use of radiation in imaging and radiation therapy. The media attention has given rise
to heightened interest of patients and regulatory agencies in the topics of reporting
and optimizing radiation dose as well as limiting its potentially harmful biological
effects. In this edition, we have added an additional chapter devoted to the topic of
x-ray dose and substantially expanded the chapters on radiation biology and radia-
tion protection. The current International Commission on Radiological Protection
system of estimating the potential detriment (harm) to an irradiated population;
the calculation of effective dose and its appropriate use; as well as the most recent
National Academy of Sciences Biological Effects of Ionizing Radiation (BEIR VII) report
recommended approach of computing radiation risk to a specific individual are dis-
cussed in several chapters.

Our publisher has indicated that the second edition was used by increasing num-
bers of graduate students in medical imaging programs. While the target audience of
this text is still radiologists-in-training, we have added appendices and other sections
with more mathematical rigor than in past editions to increase relevance to scientists-
in-training. The goal of providing physicians a text that describes image science and
the radiological modalities in plain English remains, but this third edition contains
an appendix on Fourier transforms and convolution, and Chapter 4 covers basic
image science with some optional mathematics for graduate student readers and for
radiologists with calculus-based undergraduate degrees.
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Preface to the Third Edition

A number of new technologies that were research projects 10 years ago have
entered clinical use, and this edition discusses the more important of these: tomos-
ynthesis in mammography, cone beam CT, changes in mammography anode com-
position, the exposure index in radiography, flat panel fluoroscopy, rotational CT
on fluoroscopy systems, iterative reconstruction in CT, and dual modality imaging
systems such as PET/CT and SPECT/CT. Some new technologies offer the possibility
of substantially reducing the radiation dose per imaging procedure.

All of the authors of this book are involved in some way or another with national
or international advisory organizations, and we have added some perspectives from
published documents from the American Association of Physicists in Medicine, the
National Council on Radiation Protection and Measurements, the International Com-
mission on Radiation Units and Measurement, and others.

Lastly, with the third edition we transition to color figures, tables, text headings,
and photographs. Most of the figures are newly designed; some are colorized versions
of figures from previous editions of the text. This edition has been completely rewrit-
ten and a small percentage of the text remains as it was in previous editions. We hope
that our efforts on this third edition bring this text to a completely up-to-date status
and that we have captured the most important developments in the field of radiology
so that the text remains current for several years to come.



Foreword

Dr. Bushberg and his coauthors have kept the title The Essential Physics of Medical
Imaging for this third edition. While the first edition in 1994 contained the “essentials,”
by the time the second edition appeared in 2002, the book had expanded signifi-
cantly and included not only physics but also a more in depth discussion of radiation
protection, dosimetry, and radiation biology. The second edition became the “go to”
reference book for medical imaging physics. While not light weekend reading, the
book is probably the only one in the field that you will need on your shelf. Residents
will be happy to know that the third edition contains the topics recommended by the
AAPM and thus likely to appear on future examinations.

Although there are shorter books for board review, those typically are in outline
form and may not be sufficient for the necessary understanding of the topics. This
book is the one most used by residents, medical imaging faculty, and physicists. On
more than one occasion I have heard our university biomedical physicists ask, “What
does Bushberg’s book say?”

The attractive aspects of the book include its completeness, clarity, and ability
to answer questions that I have. This is likely a consequence of the authors having
run a resident review course for almost 30 years, during which they have undoubt-
edly heard every question and point of confusion that a nonphysicist could possibly
raise. I must say that on the door to my office I keep displayed a quote from the
second edition: “Every day there is an alarming increase in the number of things I
know nothing about.” Unfortunately, I find this true regarding many things besides
medical physics.

My only suggestion to the authors is that in subsequent editions they delete the
word “Essentials” from the title, for that word does not do justice to the staggering
amount of work they have done in preparing this edition’s remarkably clear text or to
the 750+ illustrations that will continue to set the standard for books in this field.

Fred A. Mettler Jr, MD, MPH

Clinical and Emeritus Professor
University of New Mexico School of Medicine
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CHAPTER

Introduction to Medical Imaging

Medical imaging of the human body requires some form of energy. In the medical
imaging techniques used in radiology, the energy used to produce the image must
be capable of penetrating tissues. Visible light, which has limited ability to penetrate
tissues at depth, is used mostly outside of the radiology department for medical
imaging. Visible light images are used in dermatology (skin photography), gastroen-
terology and obstetrics (endoscopy), and pathology (light microscopy). Of course,
all disciplines in medicine use direct visual observation, which also utilizes visible
light. In diagnostic radiology, the electromagnetic spectrum outside the visible light
region is used for medical imaging, including x-rays in mammography and computed
tomography (CT); radiofrequency (RF) in magnetic resonance imaging (MRI), and
gamma rays in nuclear medicine. Mechanical energy, in the form of high-frequency
sound waves, is used in ultrasound imaging.

With the exception of nuclear medicine, all medical imaging requires that the
energy used to penetrate the body’s tissues also interacts with those tissues. If
energy were to pass through the body and not experience some type of interac-
tion (e.g., absorption or scattering), then the detected energy would not contain
any useful information regarding the internal anatomy, and thus it would not be
possible to construct an image of the anatomy using that information. In nuclear
medicine imaging, radioactive substances are injected or ingested, and it is the
physiological interactions of the agent that give rise to the information in the
images.

While medical images can have an aesthetic appearance, the diagnostic util-
ity of a medical image relates both to the technical quality of the image and the
conditions of its acquisition. Consequently, the assessment of image quality in
medical imaging involves very little artistic appraisal and a great deal of techni-
cal evaluation. In most cases, the image quality that is obtained from medical
imaging devices involves compromise—better x-ray images can be made when
the radiation dose to the patient is high, better magnetic resonance images can
be made when the image acquisition time is long, and better ultrasound images
result when the ultrasound power levels are large. Of course, patient safety and
comfort must be considered when acquiring medical images; thus, excessive
patient dose in the pursuit of a perfect image is not acceptable. Rather, the power
and energy used to make medical images require a balance between patient safety
and image quality.

The Modalities

Different types of medical images can be made by varying the types of energies and
the acquisition technology used. The different modes of making images are referred
to as modalities. Each modality has its own applications in medicine.
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Radiography

Radiography was the first medical imaging technology, made possible when the
physicist Wilhelm Roentgen discovered x-rays on November 8, 1895. Roentgen also
made the first radiographic images of human anatomy (Fig. 1-1). Radiography (also
called roentgenography) defined the field of radiology and gave rise to radiologists,
physicians who specialize in the interpretation of medical images. Radiography is
performed with an x-ray source on one side of the patient and a (typically flat) x-ray
detector on the other side. A short-duration (typically less than %2 second) pulse
of x-rays is emitted by the x-ray tube, a large fraction of the x-rays interact in the
patient, and some of the x-rays pass through the patient and reach the detector,
where a radiographic image is formed. The homogeneous distribution of x-rays that
enters the patient is modified by the degree to which the x-rays are removed from the
beam (i.e., attenuated) by scattering and absorption within the tissues. The attenua-
tion properties of tissues such as bone, soft tissue, and air inside the patient are very
different, resulting in a heterogeneous distribution of x-rays that emerges from the
patient. The radiographic image is a picture of this x-ray distribution. The detector
used in radiography can be photographic film (e.g., screen-film radiography) or an
electronic detector system (i.e., digital radiography).

tahir99 - UnitedVRG
vip.persianss.ir

A

M FIGURE 1-1 Wilhelm Conrad Roentgen (1845-1923) in 1896 (A). Roentgen received the first Nobel Prize
in Physics in 1901 for his discovery of x-rays on November 8, 1895. The beginning of diagnostic radiology is
represented by this famous radiographic image, made by Roentgen on December 22, 1895 of his wife's hand
(B). The bones of her hand as well as two rings on her finger are clearly visible. Within a few months, Roentgen
had determined the basic physical properties of x-rays. Roentgen published his findings in a preliminary report
entitled “On a New Kind of Rays” on December 28, 1895 in the Proceedings of the Physico-Medical Society
of Wurzburg. An English translation was published in the journal Nature on January 23, 1896. Almost simul-
taneously, as word of the discovery spread around the world, medical applications of this “new kind of ray”
rapidly made radiological imaging an essential component of medical care. In keeping with mathematical
conventions, Roentgen assigned the letter “x” to represent the unknown nature of the ray and thus the term
“x-rays” was born.
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Transmission imaging refers to imaging in which the energy source is outside the body
on one side, and the energy passes through the body and is detected on the other side
of the body. Radiography is a transmission imaging modality. Projection imaging refers
to the case when each point on the image corresponds to information along a straight-
line trajectory through the patient. Radiography is also a projection imaging modality.
Radiographic images are useful for a very wide range of medical indications, including
the diagnosis of broken bones, lung cancer, cardiovascular disorders, etc. (Fig. 1-2).

Fluoroscopy

Fluoroscopy refers to the continuous acquisition of a sequence of x-ray images over
time, essentially a real-time x-ray movie of the patient. It is a transmission projection
imaging modality, and is, in essence, just real-time radiography. Fluoroscopic systems
use x-ray detector systems capable of producing images in rapid temporal sequence.
Fluoroscopy is used for positioning catheters in arteries, visualizing contrast agents
in the GI tract, and for other medical applications such as invasive therapeutic proce-
dures where real-time image feedback is necessary. It is also used to make x-ray movies
of anatomic motion, such as of the heart or the esophagus.

Mammography

Mammography is radiography of the breast, and is thus a transmission projection
type of imaging. To accentuate contrast in the breast, mammography makes use of

M FIGURE 1-2 Chest radiography is the most common imaging procedure in diagnostic radiology, often
acquired as orthogonal posterior-anterior (A) and lateral (B) projections to provide information regarding
depth and position of the anatomy. High-energy x-rays are used to reduce the conspicuity of the ribs and other
bones to permit better visualization of air spaces and soft tissue structures in the thorax. The image is a map of
the attenuation of the x-rays: dark areas (high film optical density) correspond to low attenuation, and bright
areas (low film optical density) correspond to high attenuation. C. Lateral cervical spine radiographs are com-
monly performed to assess suspected neck injury after trauma, and extremity images of the (D) wrist, (E) ankle,
and (F) knee provide low-dose, cost-effective diagnostic information. G. Metal objects, such as this orthopedic
implant designed for fixation of certain types of femoral fractures, are well seen on radiographs.
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much lower x-ray energies than general purpose radiography, and consequently the
x-ray and detector systems are designed specifically for breast imaging. Mammog-
raphy is used to screen asymptomatic women for breast cancer (screening mam-
mography) and is also used to aid in the diagnosis of women with breast symptoms
such as the presence of a lump (diagnostic mammography) (Fig. 1-3A). Digital mam-
mography has eclipsed the use of screen-film mammography in the United States,
and the use of computer-aided detection is widespread in digital mammography.
Some digital mammography systems are now capable of tomosynthesis, whereby the
x-ray tube (and in some cases the detector) moves in an arc from approximately 7 to
40 degrees around the breast. This limited angle tomographic method leads to the
reconstruction of tomosynthesis images (Fig. 1-3B), which are parallel to the plane
of the detector, and can reduce the superimposition of anatomy above and below the
in-focus plane.

Computed Tomography

Computed tomography (CT) became clinically available in the early 1970s, and is
the first medical imaging modality made possible by the computer. CT images are
produced by passing x-rays through the body at a large number of angles, by rotating
the x-ray tube around the body. A detector array, opposite the x-ray source, collects
the transmission projection data. The numerous data points collected in this manner

T
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M FIGURE 1-3 Mammography is a specialized x-ray projection imaging technique useful for detecting breast
anomalies such as masses and calcifications. Dedicated mammography equipment uses low x-ray energies,
K-edge filters, compression, screen/film or digital detectors, antiscatter grids and automatic exposure control
to produce breast images of high quality and low x-ray dose. The digital mammogram in (A) shows glandular
and fatty tissues, the skin line of the breast, and a possibly cancerous mass (arrow). In projection mammog-
raphy, superposition of tissues at different depths can mask the features of malignancy or cause artifacts that
mimic tumors. The digital tomosynthesis image in (B) shows a mid-depth synthesized tomogram. By reducing
overlying and underlying anatomy with the tomosynthesis, the suspected mass in the breast is clearly depicted
with a spiculated appearance, indicative of cancer. X-ray mammography currently is the procedure of choice
for screening and early detection of breast cancer because of high sensitivity, excellent benefit-to-risk ratio,
and low cost.
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are synthesized by a computer into tomographic images of the patient. The term
tomography refers to a picture (graph) of a slice (tomo). CT is a transmission tech-
nique that results in images of individual slabs of tissue in the patient. The advan-
tage of CT over radiography is its ability to display three-dimensional (3D) slices of
the anatomy of interest, eliminating the superposition of anatomical structures and
thereby presenting an unobstructed view of detailed anatomy to the physician.

CT changed the practice of medicine by substantially reducing the need for
exploratory surgery. Modern CT scanners can acquire 0.50- to 0.62-mm-thick tomo-
graphic images along a 50-cm length of the patient (i.e., 800 images) in 5 seconds,
and reveal the presence of cancer, ruptured disks, subdural hematomas, aneurysms,
and many other pathologies (Fig. 1-4). The CT volume data set is essentially isotro-
pic, which has led to the increased use of coronal and sagittal CT images, in addition
to traditional axial images in CT. There are a number of different acquisition modes
available on modern CT scanners, including dual-energy imaging, organ perfusion
imaging, and prospectively gated cardiac CT. While CT is usually used for anatomic
imaging, the use of iodinated contrast injected intravenously allows the functional
assessment of various organs as well.

Because of the speed of acquisition, the high-quality diagnostic images, and the
widespread availability of CT in the United States, CT has replaced a number of imag-
ing procedures that were previously performed radiographically. This trend continues.
However, the wide-scale incorporation of CT into diagnostic medicine has led to more
than 60 million CT scans being performed annually in the United States. This large
number has led to an increase in the radiation burden in the United States, such that
now about half of medical radiation is due to CT. Radiation levels from medical imaging
are now equivalent to background radiation levels in the United States, (NCRP 2009).

M FIGURE 1-4 CT reveals superb anatomical detail, as seen in (A) sagittal, (B) coronal, and (C) axial images
from an abdomen-pelvis CT scan. With the injection of iodinated contrast material, CT angiography (CTA)
can be performed, here (D) showing CTA of the head. Analysis of a sequence of temporal images allows
assessment of perfusion; (E) demonstrates a color coded map corresponding to blood volume in this patient
undergoing evaluation for a suspected cerebrovascular accident (“stroke”). F. Image processing can produce
pseudocolored 3D representations of the anatomy from the CT data.
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Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) scanners use magnetic fields that are about
10,000 to 60,000 times stronger than the earth’s magnetic field. Most MRI utilizes
the nuclear magnetic resonance properties of the proton—that is, the nucleus of the
hydrogen atom, which is very abundant in biological tissues (each cubic millimeter
of tissue contains about 10'® protons). The proton has a magnetic moment and,
when placed in a 1.5 T magnetic field, the proton precesses (wobbles) about its axis
and preferentially absorbs radio wave energy at the resonance frequency of about
64 million cycles per second (megahertz—MHz).

In MRI, the patient is placed in the magnetic field, and a pulse of radio waves
is generated by antennas (“coils”) positioned around the patient. The protons in
the patient absorb the radio waves, and subsequently reemit this radio wave energy
after a period of time that depends upon the spatially dependent magnetic proper-
ties of the tissue. The radio waves emitted by the protons in the patient are detected
by the antennas that surround the patient. By slightly changing the strength of the
magnetic fleld as a function of position in the patient using magnetic field gradients,
the proton resonance frequency varies as a function of position, since frequency is
proportional to magnetic field strength. The MRI system uses the frequency and
phase of the returning radio waves to determine the position of each signal from the
patient. One frequently used mode of operation of MRI systems is referred to as spin
echo imaging.

MRI produces a set of tomographic images depicting slices through the patient, in
which each point in an image depends on the micromagnetic properties of the tissue
corresponding to that point. Because different types of tissue such as fat, white and
gray matter in the brain, cerebral spinal fluid, and cancer all have different local mag-
netic properties, images made using MRI demonstrate high sensitivity to anatomical
variations and therefore are high in contrast. MRI has demonstrated exceptional util-
ity in neurological imaging (head and spine) and for musculoskeletal applications
such as imaging the knee after athletic injury (Fig. 1-5A-D).

MRI is a tomographic imaging modality, and competes with x-ray CT in many
clinical applications. The acquisition of the highest quality images using MRI requires
tens of minutes, whereas a CT scan of the entire head requires seconds. Thus, for
patients where motion cannot be controlled (pediatric patients) or in anatomical
areas where involuntary patient motion occurs (the beating heart and churning intes-
tines), CT is often used instead of MRI. Also, because of the large magnetic field used
in MRI, only specialized electronic monitoring equipment can be used while the
patient is being scanned. Thus, for most trauma, CT is preferred. MRI should not
be performed on patients who have cardiac pacemakers or internal ferromagnetic
objects such as surgical aneurysm clips, metal plate or rod implants, or metal shards
near critical anatomy such as the eye.

Despite some indications for which MRI should not be used, fast image acquisi-
tion techniques using special coils have made it possible to produce images in much
shorter periods of time, and this has opened up the potential of using MRI for imag-
ing of the motion-prone thorax and abdomen (Fig. 1-5E). MRI scanners can also
detect the presence of motion, which is useful for monitoring blood flow through
arteries (MR angiography—Figure 1-5F), as well as blood flow in the brain (functional
MR), which leads to the ability to measure brain function correlated to a task
(e.g., finger tapping, response to various stimuli, etc.).

An area of MR data collection that allows for analysis of metabolic products in the
tissue is MR spectroscopy, whereby a single voxel or multiple voxels may be analyzed
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B FIGURE 1-5 MRI provides excellent and selectable tissue contrast, determined by acquisition pulse
sequences and data acquisition methods. Tomographic images can be acquired and displayed in any plane
including conventional axial, sagittal and coronal planes. (A) Sagittal T1-weighted contrast image of the brain;
(B) axial fluid-attenuated inversion recovery (FLAIR) image showing an area of brain infarct; sagittal image
of the knee, with (C) T1-weighted contrast and (D) T1-weighted contrast with “fat saturation” (fat signal is
selectively reduced) to visualize structures and signals otherwise overwhelmed by the large fat signal; (E) maxi-
mum intensity projection generated from the axial tomographic images of a time-of-flight MR angiogram; (F)
gadolinium contrast-enhanced abdominal image, acquired with a fast imaging employing steady-state acqui-
sition sequence, which allows very short acquisition times to provide high signal-to-noise ratio of fluid-filled
structures and reduce the effects of patient motion.

using specialized MRI sequences to evaluate the biochemical composition of tissues
in a precisely defined volume. The spectroscopic signal can act as a signature for
tumors and other maladies.

Ultrasound Imaging

When a book is dropped on a table, the impact causes pressure waves (called sound)
to propagate through the air such that they can be heard at a distance. Mechanical
energy in the form of high-frequency (“ultra”) sound can be used to generate images
of the anatomy of a patient. A short-duration pulse of sound is generated by an
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ultrasound transducer that is in direct physical contact with the tissues being imaged.
The sound waves travel into the tissue, and are reflected by internal structures in the
body, creating echoes. The reflected sound waves then reach the transducer, which
records the returning sound. This mode of operation of an ultrasound device is
called pulse echo imaging. The sound beam is swept over a slice of the patient line by
line using a linear array multielement transducer to produce a rectangular scanned
area, or through incremental angles with a phased array multielement transducer to
produce a sector scanned area. The echo amplitudes from each line of ultrasound
are recorded and used to compute a brightness mode image with grayscale-encoded
acoustic signals representing a tomographic slice of the tissues of interest.
Ultrasound is reflected strongly by interfaces, such as the surfaces and internal
structures of abdominal organs. Because ultrasound is thought to be less harmful
than ionizing radiation to a growing fetus, ultrasound imaging is preferred in obstet-
rical patients (Fig. 1-6A,B). An interface between tissue and air is highly echoic, and
thus, very little sound can penetrate from tissue into an air-filled cavity. Therefore,
ultrasound imaging has less utility in the thorax where the air in the lungs presents a

M FIGURE 1-6 The ultrasound image is a map of the echoes from tissue boundaries of high-frequency sound
wave pulses. A. A phased-array transducer operating at 3.5 MHz produced the normal obstetrical ultrasound
image (sagittal profile) of Jennifer Lauren Bushberg at 5%> months before her “first birthday.” Variations in
the image brightness are due to acoustic characteristics of the tissues; for example, the fluid in the placenta is
echo free, whereas most fetal tissues are echogenic and produce larger returned signals. Acoustic shadowing
is caused by highly attenuating or scattering tissues, such as bone or air, producing the corresponding low
intensity streaks distal to the transducer. B. Distance measurements (e.g., fetal head diameter assessment for
age estimation) are part of the diagnostic evaluation of a cross-sectional brain ultrasound image of a fetus. C.
From a stack of tomographic images acquired with known geometry and image locations, 3D image rendering
of the acoustic image data can show anatomic findings, such as a cleft palate of the fetus. D. Vascular assess-
ment using Doppler color-flow imaging can be performed by many ultrasound systems. A color-flow image of
the internal carotid artery superimposed on the grayscale image demonstrates an aneurysm in the left internal
carotid artery of this patient.
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barrier that the sound beam cannot penetrate. Similarly, an interface between tissue
and bone is also highly echoic, thus making brain imaging, for example, impracti-
cal in most cases. Because each ultrasound image represents a tomographic slice,
multiple images spaced a known distance apart represent a volume of tissue, and
with specialized algorithms, anatomy can be reconstructed with volume rendering
methods as shown in Figure 1-6C.

Doppler Ultrasound

Doppler ultrasound makes use of a phenomenon familiar to train enthusiasts.
For the observer standing beside railroad tracks as a rapidly moving train goes
by blowing its whistle, the pitch of the whistle is higher as the train approaches
and becomes lower as the train passes by the observer and speeds off into the
distance. The change in the pitch of the whistle, which is an apparent change in
the frequency of the sound, is a result of the Doppler effect. The same phenom-
enon occurs at ultrasound frequencies, and the change in frequency (the Doppler
shift) is used to measure the motion of blood. Both the speed and direction of
blood flow can be measured, and within a subarea of the grayscale image, a color
flow display typically shows blood flow in one direction as red, and in the other
direction as blue. In Figure 1-6D, a color-flow map reveals arterial flow of the left
internal carotid artery superimposed upon the grayscale image; the small, mul-
ticolored nub on the vessel demonstrates complex flow patterns of an ulcerated
aneurysm.

Nuclear Medicine Imaging

Nuclear medicine is the branch of radiology in which a chemical or other substance
containing a radioactive isotope is given to the patient orally, by injection or by
inhalation. Once the material has distributed itself according to the physiological
status of the patient, a radiation detector is used to make projection images from
the x- and/or gamma rays emitted during radioactive decay of the agent. Nuclear
medicine produces emission images (as opposed to transmission images), because
the radioisotopes emit their energy from inside the patient.

Nuclear medicine imaging is a form of functional imaging. Rather than yielding
information about just the anatomy of the patient, nuclear medicine images pro-
vide information regarding the physiological conditions in the patient. For example,
thallium tends to concentrate in normal heart muscle, but in areas that are infarcted
or are ischemic, thallium does not concentrate as well. These areas appear as “cold
spots” on a nuclear medicine image, and are indicative of the functional status of
the heart. Thyroid tissue has a great affinity for iodine, and by administering radio-
active iodine (or its analogues), the thyroid can be imaged. If thyroid cancer has
metastasized in the patient, then “hot spots” indicating their location may be pres-
ent on the nuclear medicine images. Thus functional imaging is the forte of nuclear
medicine.

Nuclear Medicine Planar Imaging

Nuclear medicine planar images are projection images, since each point on the
image is representative of the radioisotope activity along a line projected through the
patient. Planar nuclear images are essentially 2D maps of the 3D radioisotope distri-
bution, and are helpful in the evaluation of a large number of disorders (Fig. 1-7).
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M FIGURE 1-7 Anterior and posterior whole-body bone
scan images of a 64-year-old male with prostate can-
cer. This patient was injected with 925 MBq (25 mCi) of R
9mTc methylenediphosphonate (MDP) and was imaged
3 hours later with a dual-head scintillation camera. The
images demonstrate multiple metastatic lesions. Lesions
are readily seen in ribs, sternum, spine, pelvis, femurs
and left tibia. Planar imaging is still the standard for
many nuclear medicine examinations (e.g., whole-body
bone scans and hepatobiliary thyroid, renal and pulmo-
nary studies). (Image courtesy of DK Shelton.)

Single Photon Emission Computed Tomography

Single photon emission computed tomography (SPECT) is the tomographic counter-
part of nuclear medicine planar imaging, just like CT is the tomographic counterpart
of radiography. In SPECT, a nuclear camera records x- or gamma-ray emissions from
the patient from a series of different angles around the patient. These projection data
are used to reconstruct a series of tomographic emission images. SPECT images pro-
vide diagnostic functional information similar to nuclear planar examinations; how-
ever, their tomographic nature allows physicians to better understand the precise
distribution of the radioactive agent, and to make a better assessment of the function
of specific organs or tissues within the body (Fig. 1-8). The same radioactive isotopes
are used in both planar nuclear imaging and SPECT.

Positron Emission Tomography

Positrons are positively charged electrons, and are emitted by some radioactive
isotopes such as fluorine-18 and oxygen-15. These radioisotopes are incorporated
into metabolically relevant compounds, such as ®F-fluorodeoxyglucose (**FDG),
which localize in the body after administration. The decay of the isotope produces
a positron, which rapidly undergoes a very unique interaction: the positron (e*)
combines with an electron (e”) from the surrounding tissue, and the mass of both
the e and the e~ is converted by annihilation into pure energy, following Einstein’s
famous equation E = mc?. The energy that is emitted is called annihilation radiation.
Annihilation radiation production is similar to gamma ray emission, except that
two photons are produced, and they are emitted simultaneously in almost exactly
opposite directions, that is, 180 degrees from each other. A positron emission
tomography (PET) scanner utilizes rings of detectors that surround the patient, and
has special circuitry that is capable of identifying the photon pairs produced during
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M FIGURE 1-8 Two-day stress-rest myocardial perfusion imaging with SPECT/CT was performed on an
89-year-old, obese male with a history of prior CABG, bradycardia, and syncope. This patient had pharmaco-
logical stress with regadenoson and was injected with 1.11 GBqg (30 mCi) of **™Tc-tetrofosmin at peak stress.
Stress imaging followed 30 minutes later, on a variable-angle two-headed SPECT camera. Image data were
acquired over 180 degrees at 20 seconds per stop. The rest imaging was done 24 hours later with a 1.11 GBq
(30 mCi) injection of *™Tc-tetrofosmin. Stress and rest perfusion tomographic images are shown on the left
side in the short axis, horizontal long axis, and vertical long axis views. “Bullseye” and 3D tomographic images
are shown in the right panel. Stress and rest images on the bottom (IRNC) demonstrate count reduction in the
inferior wall due to diaphragmatic attenuation. The same images corrected for attenuation by CT (IRAC) on the
top better demonstrate the inferior wall perfusion reduction on stress, which is normal on rest. This is referred
to as a “reversible perfusion defect” which is due to coronary disease or ischemia in the distribution of the
posterior descending artery. SPECT/CT is becoming the standard for a number of nuclear medicine examina-
tions, including myocardial perfusion imaging. (Image courtesy of DK Shelton.)

annihilation. When a photon pair is detected by two detectors on the scanner, it
is assumed that the annihilation event took place somewhere along a straight line
between those two detectors. This information is used to mathematically compute
the 3D distribution of the PET agent, resulting in a set of tomographic emission
images.

Although more expensive than SPECT, PET has clinical advantages in certain diag-
nostic areas. The PET detector system is more sensitive to the presence of radioisotopes
than SPECT cameras, and thus can detect very subtle pathologies. Furthermore, many
of the elements that emit positrons (carbon, oxygen, fluorine) are quite physiologically
relevant (fluorine is a good substitute for a hydroxyl group), and can be incorporated
into a large number of biochemicals. The most important of these is *FDG, which is
concentrated in tissues of high glucose metabolism such as primary tumors and their
metastases. PET scans of cancer patients have the ability in many cases to assess the
extent of disease, which may be underestimated by CT alone, and to serve as a base-
line against which the effectiveness of chemotherapy can be evaluated. PET studies are
often combined with CT images acquired immediately before or after the PET scan.
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PET/CT combined imaging has applications in oncology, cardiology, neurology,
and infection and has become a routine diagnostic tool for cancer staging. Its role
in the early assessment of the effectiveness of cancer treatment reduces the time,
expense, and morbidity from failed therapy (Fig. 1-9).

Combined Imaging Modalities

Each of the imaging modalities has strengths (e.g., very high spatial resolution in
radiography) and limitations (e.g., anatomical superposition in radiography). In
particular, nuclear medicine imaging, whether with a scintillation camera or PET,
often shows abnormalities with high contrast, but with insufficient anatomic
detail to permit identification of the organ or tissue with the lesion. Furthermore,
in nuclear medicine, attenuation by the patient of emitted radiation degrades
the information in the images. Combining a nuclear medicine imaging system
(SPECT or PET) with another imaging system providing good definition of anat-
omy (CT or MRI) permits the creation of fused images, enabling anatomic local-
ization of abnormalities, and correction of the emission images for attenuation
(Fig. 1-10).

M FIGURE 1-9 Two whole-body PET/CT studies of a 68-year-old male undergoing treatment for small cell lung
cancer. Maximal intensity projection images are shown before (A) and after (B) chemotherapy. For each study,
the patient was injected intravenously with 740 MBq (20 mCi) of '®fDG. The CT acquisition was immediately
followed by the PET study, which was acquired for 30 minutes, beginning 60 minutes after injection of the
FDG. The bottom panel shows the colorized PET/CT fusion axial images before (C) and after (D) chemotherapy.
The primary tumor in the right hilum (C) is very FDG avid (i.e., hypermetabolic). The corresponding axial slice
(D) was acquired 3 months later, showing dramatic metabolic response to the chemotherapy. The metastatic
foci in the right scapula and left posterior rib have also resolved. The unique abilities of the PET/CT scan in this
case were to assess the extent of disease, which was underestimated by CT alone, and to assess the effective-
ness of chemotherapy. (Images courtesy of DK Shelton.)
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M FIGURE 1-10 A planar and SPECT/CT bone scan done 3 hours after injection of 925 MBq (25 mCi) Tc-MDP.
A. Anterior (left) and posterior (right) spot views of the spine in this 54-year-old female with back pain. The
posterior view shows a faintly seen focus over a lower, right facet of the lumbar spine. B. Coronal views of the
subsequent SPECT bone scan (left) better demonstrate the focus on the right lumbar spine at L4. The color-
ized image of the SPECT bone scan with CT fusion is shown on right. C. The axial views of the SPECT bone
scan (left) and the colorized SPECT/CT fusion image (right) best localizes the abnormality in the right L4 facet,
consistent with active facet arthropathy. (Images courtesy of DK Shelton.)

Image Properties

Contrast

Contrast in an image manifests as differences in the grayscale values in the image.
Auniformly gray image has no contrast, whereas an image with sharp transitions between
dark gray and light gray demonstrates high contrast. The various imaging modalities
introduced above generate contrast using a number of different forms of energy, which
interact within the patient’s tissues based upon different physical properties.

The contrast in x-ray transmission imaging (radiography, fluoroscopy, mammog-
raphy, and CT) is produced by differences in tissue composition, which determine
the local x-ray absorption coefficient, which in turn is dependent upon the density
(g/em?) and the effective atomic number. The energies of the x-ray photons in the
beam (adjusted by the operator) also affect contrast in x-ray images. Because bone
has a markedly different effective atomic number (Ze“ =~ 13) than soft tissue (Zeff =7),
due to its high concentration of calcium (Z = 20) and phosphorus (Z = 15), bones
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produce high contrast on x-ray image modalities. The chest radiograph, which dem-
onstrates the lung parenchyma with high tissue and airway contrast, is the most
common radiographic procedure performed in the world (Fig. 1-2).

CT’s contrast is enhanced over other x-ray imaging modalities due to its tomo-
graphic nature. The absence of out-of-slice structures in the CT image greatly
improves its image contrast.

Nuclear medicine images (planar images, SPECT, and PET) are maps of the spa-
tial distribution of radioisotopes in the patient. Thus, contrast in nuclear images
depends upon the tissue’s ability to concentrate the radioactive material. The uptake
of a radiopharmaceutical administered to the patient is dependent upon the pharma-
cological interaction of the agent with the body. PET and SPECT have much better
contrast than planar nuclear imaging because, like CT, the images are not obscured
by out-of-slice structures.

Contrast in MR imaging is related primarily to the proton density and to relax-
ation phenomena (i.e., how fast a group of protons gives up its absorbed energy).
Proton density is influenced by the mass density (g/cm?), so MRI can produce images
that look somewhat like CT images. Proton density differs among tissue types, and
in particular adipose tissues have a higher proportion of protons than other tissues,
due to the high concentration of hydrogen in fat (CH,(CH,) COOH). Two differ-
ent relaxation mechanisms (spin/lattice and spin/spin) are present in tissue, and
the dominance of one over the other can be manipulated by the timing of the RF
pulse sequence and magnetic field variations in the MRI system. Through the clever
application of different pulse sequences, blood flow can be detected using MRI tech-
niques, giving rise to the field of MR angiography. Contrast mechanisms in MRI are
complex, and thus provide for the flexibility and utility of MR as a diagnostic tool.

Contrast in ultrasound imaging is largely determined by the acoustic properties
of the tissues being imaged. The difference between the acoustic impedances (tissue
density X speed of sound in tissue) of two adjacent tissues or other substances affects
the amplitude of the returning ultrasound signal. Hence, contrast is quite appar-
ent at tissue interfaces where the differences in acoustic impedance are large. Thus,
ultrasound images display unique information about patient anatomy not provided
by other imaging modalities. Doppler ultrasound imaging shows the amplitude and
direction of blood flow by analyzing the frequency shift in the reflected signal, and
thus, motion is the source of contrast.

Spatial Resolution

Just as each modality has different mechanisms for providing contrast, each modality
also has different abilities to resolve fine detail in the patient. Spatial resolution refers
to the ability to see small detail, and an imaging system has higher spatial resolution
if it can demonstrate the presence of smaller objects in the image. The limiting spatial
resolution is the size of the smallest object that an imaging system can resolve.
Table 1-1 lists the limiting spatial resolution of each of the imaging modalities
used in medical imaging. The wavelength of the energy used to probe the object
is a fundamental limitation of the spatial resolution of an imaging modality. For
example, optical microscopes cannot resolve objects smaller than the wavelengths
of visible light, about 400 to 700 nm. The wavelength of x-rays depends on the
x-ray energy, but even the longest x-ray wavelengths are tiny—about 1 nm. This is
far from the actual resolution in x-ray imaging, but it does represent the theoretical
limit on the spatial resolution using x-rays. In ultrasound imaging, the wavelength
of sound is the fundamental limit of spatial resolution. At 3.5 MHz, the wavelength
of sound in soft tissue is about 500 pm. At 10 MHz, the wavelength is 150 pm.
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TABLE 1-1 THE LIMITING SPATIAL RESOLUTIONS OF VARIOUS MEDICAL
IMAGING MODALITIES. THE RESOLUTION LEVELS ACHIEVED IN
TYPICAL CLINICAL USAGE OF THE MODALITY ARE LISTED

MODALITY SPATIAL RESOLUTION (mm) COMMENTS

Screen film radiography 0.08 Limited by focal spot size and
detector resolution

Digital radiography 0.17 Limited by size of detector elements
and focal spot size

Fluoroscopy 0.125 Limited by detector resolution and
focal spot size

Screen film mammography 0.03 Highest resolution modality in
radiology, limited by same factors
as in screen film radiography

Digital mammography 0.05-0.10 Limited by same factors as digital
radiography

Computed tomography 0.3 About %2 mm pixels

Nuclear medicine planar
imaging

2.5 (detector face),
5 (10 cm from detector)

Spatial resolution degrades
substantially with distance from
detector

Single photon emission
computed tomography

Spatial resolution worst towards
the center of cross-sectional image

slice

Better spatial resolution than the
other nuclear imaging modalities

Positron emission tomography 5

Magnetic resonance imaging 1.0 Resolution can improve at higher

magnetic fields

Ultrasound imaging (5 MHz) 0.3 Limited by wavelength of sound

MRI poses a paradox to the wavelength-imposed resolution rule—the wavelength of
the radiofrequency waves used (at 1.5 T, 64 MHz) is 470 cm, but the spatial resolution
of MRI is better than a millimeter. This is because the spatial distribution of the paths of
RF energy is not used to form the actual image (contrary to ultrasound, light microscopy,
and x-ray images). The radiofrequency energy is collected by a large antenna, and it car-
ries the spatial information of a group of protons encoded in its frequency spectrum.

Medical imaging makes use of a variety of physical parameters as the source of
image information. The mechanisms for generating contrast and the spatial resolution
properties differ amongst the modalities, thus providing a wide range of diagnostic
tools for referring physicians. The optimal detection or assessment of a specific clinical
condition depends upon its anatomical location and tissue characteristics. The selec-
tion of the best modality for a particular clinical situation requires an understanding
of the physical principles of each of the imaging modalities. The following chapters of
this book are aimed at giving the medical practitioner just that knowledge.
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Radiation

Radiation is energy that travels through space or matter. Two catogories of radiation
of importance in medical imaging are electromagnetic (EM) and particulate.

Electromagnetic Radiation

Radio waves, visible light, x-rays, and gamma rays are different types of EM radiation.
EM radiation has no mass, is unaffected by either electric or magnetic fields, and has a
constant speed in a given medium. Although EM radiation propagates through matter,
it does not require matter for its propagation. Its maximal speed (2.998 X 10°® m/s)
occurs in a vacuum. In matter such as air, water, or glass, its speed is a function of
the transport characteristics of the medium. EM radiation travels in straight lines;
however, its trajectory can be altered by interaction with matter. The interaction of
EM radiation can occur by scattering (change in trajectory), absorption (removal of
the radiation), or, at very higher energies, transformation into particulate radiation
(energy to mass conversion).

EM radiation is commonly characterized by wavelength (\), frequency (v), and
energy per photon (E). EM radiation over a wide range of wavelengths, frequencies,
and energy per photon comprises the EM spectrum. For convenient reference, the
EM spectrum is divided into categories including the radio spectrum (that includes
transmissions from familiar technologies such as AM, FM, and TV broadcasting;
cellular and cordless telephone systems; as well as other wireless communications
technologies); infrared radiation (i.e., radiant heat); visible, ultraviolet (UV); and
x-ray and gamma-ray regions (Fig. 2-1).

Several forms of EM radiation are used in diagnostic imaging. Gamma rays,
emitted by the nuclei of radioactive atoms, are used to image the distributions of
radiopharmaceuticals. X-rays, produced outside the nuclei of atoms, are used in radi-
ography, fluoroscopy, and computed tomography. Visible light is produced when
X-Tays or gamma rays interact with various scintillators in the detectors used in sev-
eral imaging modalities and is also used to display images. Radiofrequency EM radia-
tion, near the FM frequency region, is used as the excitation and reception signals for
magnetic resonance imaging.

Wave-Particle Duality

There are two equally correct ways of describing EM radiation—as waves and as
discrete particle-like packets or quanta of energy called photons. A central tenet of
quantum mechanics is that all particles exhibit wave-like properties and all waves
exhibit particle-like properties. Wave—particle duality addresses the inadequacy
of classical Newtonian mechanics in fully describing the behavior of atomic and
sub-atomic-scale objects.
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Light Enters
Photocathode

Relative Size

M FIGURE 2-2 Wave- and particle-like properties of light. A. Colors on the CD are produced as light waves
interact with the periodic structure of the tracks on a CD. This diffraction grating effect of the CD tracks splits
and diffracts light into several beams of different frequencies (color) traveling in different directions. B. The
imaging chain in nuclear medicine begins when gamma rays, which are not intercepted by the lead collima-
tor, interact with the Nal crystal of a gamma camera (not shown) producing light photons. The Nal crystal is
optically coupled to the surface of a number of PMTs like the one shown above. Just below the glass surface
of the PMT, light photons strike the photocathode, ejecting electrons in a classical billiard ball (particle-like)
fashion. The ejected electrons are subsequently accelerated and amplified in the PMT, thus increasing gain of
the signals used to localize the gamma ray interactions. Further details of nuclear medicine imaging systems
are provided in Chapters 18 and 19.

Wave characteristics are more apparent when EM radiation interacts with objects
of similar dimensions as the photon’s wavelength. For example, light is separated into
colors by the diffraction grating effect of the tracks on a compact disc (CD) where the
track separation distance is of the same order of magnitude as the wavelength of the
visible light, Figure 2-2A.

Particle characteristics of EM radiation, on the other hand, are more evident
when an object’s dimensions are much smaller than the photon’s wavelength. For
example, UV and visible light photons exhibit particle-like behavior during the
detection and localization of gamma rays in a nuclear medicine gamma camera.
Light photons, produced by the interaction of gamma rays with the Nal crystal
of a gamma camera, interact with and eject electrons from atoms in the photo-
cathode of a photomultiplier tubes (PMTs) (Fig. 2-2B). The PMTs are optically
coupled to the crystal, thereby producing electrical signals for image formation
(discussed in greater detail in Chapter 18). The particle-like behavior of x-rays
is exemplified by the classical “billiard-ball” type of collision between an x-ray
photon and an orbital electron during a Compton scattering event. Similarly the
x-ray photon’s energy is completely absorbed by, and results in the ejection of, an
orbital electron (a photoelectron), in the photoelectric effect. Each of these interac-
tions is important to medical imaging and will be discussed in greater detail in
Chapter 3. Prior to the development of quantum mechanics, the classical wave
description of EM radiation could not explain the observation that the kinetic
energies of the photoelectrons were dependent on the energy (or wavelength) of
the incident radiation, rather than the intensity or quantity of incident photons.
Albert Einstein received the Nobel Prize in 1921 for his explanation of the pho-
toelectric effect.
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Any wave (EM or mechanical, such as sound) can be characterized by their ampli-
tude (maximal height), wavelength (N), frequency (v), and period (7). The amplitude
is the intensity of the wave. The wavelength is the distance between any two identi-
cal points on adjacent cycles. The time required to complete one cycle of a wave
(i.e., one M) is the period. The number of periods that occur per second is the fre-
quency (1/7). Phase is the temporal shift of one wave with respect to the other. Some
of these quantities are depicted in Figure 2-3. The speed (¢), wavelength, and fre-
quency of any wave are related by

c=M\v [2-1]

Because the speed of EM radiation is constant in a given medium, its frequency
and wavelength are inversely proportional. Wavelengths of x-rays and gamma rays
are typically measured in fractions of nanometers (nm), where 1 nm = 107 m.
Frequency is expressed in hertz (Hz), where 1 Hz = 1 cycle/s = 157",

EM radiation propagates as a pair of oscillating and mutually reinforcing electric
and magnetic fields that are orthogonal (perpendicular) to one another and to the
direction of propagation, as shown in Figure 2-4.

Problem: Find the frequency of blue light with a wavelength of 400 nm in a
vacuum.

Solution: From Equation 2-1,

¢ (3X10°ms H(A0°nmm™")

=S =7.5X10"s"' =7.5X10"Hz
A 400 nm

The discrete (particle-like) packets (or quanta) of EM energy are called photons. The
energy of a photon is given by

F=hy="¢ [2-2]
A

where h (Planck’s constant) = 6.626 X 1073* J-s = 4.136 X 107'® keV-s. When E is
expressed in keV and N in nanometers (nm),

1.24
A (nm)

E (keV)= [2-3]

A = wavelength
3/4 cycle (270°) out of phase

/ \ Distance >

Electric field

Magnetic 2

Direction of waveform travel

M FIGURE 2-3 Characterization of waves.
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Electric field A = wavelength

Direction of waveform travel

M FIGURE 2-4 Electric and magnetic field components of EM radiation.

The energies of photons are commonly expressed in electron volts (eV). One
electron volt is defined as the energy acquired by an electron as it traverses an electri-
cal potential difference (voltage) of one volt in a vacuum. Multiples of the eV com-
mon to medical imaging are the keV (1,000 eV) and the MeV (1,000,000 eV).

lonizing Radiation

An atom or molecule that has lost or gained one or more electrons has a net electrical
charge and is called an ion (e.g., sodium ion or Na*). Some but not all electromag-
netic and particulate radiations can cause ionization. In general, photons of higher
frequency than the far UV region of the spectrum (i.e., wavelengths greater than
200 nm) have sufficient energy per photon to remove bound electrons from atomic
shells, thereby producing ionized atoms and molecules. Radiation in this portion of
the spectrum (e.g., x-rays and gamma rays) is called ionizing radiation. EM radiation
with photon energies in and below the UV region (e.g., visible, infrared, terahertz,
microwave and radio waves) is called nonionizing radiation.

The threshold energy for ionization depends on the type and state of matter.
The minimum energies necessary to remove an electron (referred to as the ionization
energy) from calcium (Ca), glucose (COHDO6), and liquid water (H,0) are 6.1, 8.8,
and 11.2 eV respectively. As water is the most abundant (thus most likely) molecular
target for radiation interaction in the body, a practical radiobiological demarcation
between ionizing and nonionizing EM radiation is approximately 11 eV. While 11 eV
is the lowest photon energy capable of producing ionization in water, in a random set
of ionization events evoked in a medium by ionization radiation, the average energy
expended per ion pair (W) is larger than the minimum ionization energy. For water
and tissue equivalent gas, W is about 30 eV. Particulate radiations such high speed
electrons and alpha patrticles (discussed below) can also cause ionization. Particulate
and EM ionizing radiation interactions are discussed in more detail in Chapter 3.

Particulate Radiation

The physical properties of the most important particulate radiations associated with med-
ical imaging are listed in Table 2-1. Protons are found in the nuclei of all atoms. A proton
has a positive electrical charge and is identical to the nucleus of a hydrogen-1 atom. An
atomic orbital electron has a negative electrical charge, equal in magnitude to that of a
proton, and is approximately 1/1,800 the mass of a proton. Electrons emitted by the
nuclei of radioactive atoms are referred to as beta particles. Except for their nuclear origin,
negatively charged beta-minus particles (87), or negatrons, are indistinguishable from
ordinary orbital electrons. However, there are also positively charged electrons, referred to
as beta-plus particles (), or positrons; they are a form of antimatter that ultimately com-
bines with matter in a unique transformation in which all of their mass is instantaneously
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TABLE 2-1 PROPERTIES OF PARTICULATE RADIATION
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ELEMENTARY REST ENERGY

PARTICLE SYMBOL CHARGE MASS (amu) EQUIVALENT (MeV)
Alpha @, *He +2 4.00154 3,727

Proton p, 'H* +1 1.007276 938

Electron e =1 0.000549 0.511

Negatron (beta minus) B~ -1 0.000549 0.511

Positron (beta plus) B* +1 0.000549 0.511

Neutron n° 0 1.008665 940

amu, atomic mass unit, defined as 1/12th the mass of a carbon-12 atom. Elementary charge is a unit of electric

charge where 1 is equal in magnitude to the charge of an electron.

converted to an equivalent amount of energy in the form of high-energy gamma rays.
This mass-energy conversion and its relevance to medical imaging are discussed briefly
below and in more detail in Chapters 3 and 15. Unless otherwise specified, common
usage of the term beta particle refers to 3, whereas B* particles are usually referred to as
positrons. A neutron is an uncharged nuclear particle that has a mass slightly greater than
that of a proton. Neutrons are released by nuclear fission and are used for radionuclide
production (Chapter 16). An alpha particle (o) consists of two protons and two neutrons;
it thus has a +2 charge and is identical to the nucleus of a helium atom (*He**). Alpha
particles are emitted by many high atomic number radioactive elements, such as ura-
nium, thorium, and radium. Following emission, the a particle eventually acquires two
electrons from the surrounding medium and becomes an uncharged helium atom (*He).
Whereas alpha particles emitted outside the body are harmless, alpha particles emitted
inside the body cause more extensive cellular damage per unit energy deposited in tis-
sue than any type of radiation used in medical imaging. The emission of alpha particles
during radioactive decay is discussed in Chapter 15, and the radiobiological aspects of

internally deposited alpha particles are discussed in Chapter 20.

Mass-Energy Equivalence

Within months of Einstein’s ground breaking work uniting the concepts of space
and time in his special theory of relativity, he theorized that mass and energy were
also two aspects of the same entity and in fact were interchangeable. In any reaction,
the sum of mass and energy must be conserved. In classical physics, there are two
separate conservation laws, one for mass and one for energy. While these separate
conservation laws provided satisfactory explanations of the behavior of objects mov-
ing at relatively low speeds, they fail to explain some nuclear processes in which
particles approach the speed of light. For example, the production of the pairs of 511
keV annihilation photons used in position emission tomography (PET) could not
be explained if not for Einstein’s insight that neither mass nor energy is necessarily
conserved separately, but can be transformed, one into the other, and it is only the
total mass-energy that is always conserved. The relationship between the mass and

the energy is expressed in one of the most famous equations in science:

E = mc?

-2 —

where E (in joules -symbol “J” where 1 kgm? s

[2-4]

1 J) represents the energy equivalent

to mass m at rest and c is the speed of light in a vacuum (2.998 X 10° m/s). For example,

the energy equivalent of an electron with a rest mass (m) of 9.109 X 107! kg is
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E=mc’
E=(9.109X 107" kg) (2.998 X 10° m/s)’

E=8.187 X107 J=(8.187 X107 J) (1 MeV/1.602 X 107" J)
=0.511 Mev =511 keV

The conversion between mass and energy occurs in other phenomena discussed
later in this book including pair production, radioactive decay and annihila-
tion radiation (used in positron emission tomography), (Chapters 3, 15 and 19
respectively).

A common unit of mass used in atomic and nuclear physics is the atomic mass
unit (amu), defined as 1/uth of the mass of an atom of ?C. One amu is equivalent to
931.5 MeV of energy.

Structure of the Atom

The atom is the smallest division of an element in which the chemical identity of
the element is maintained. The atom is composed of an extremely dense positively
charged nucleus, containing protons and neutrons, and an extranuclear cloud of
light negatively charged electrons. In its nonionized state, an atom is electrically neu-
tral because the number of protons equals the number of electrons. The radius of an
atom is approximately 107'® m, whereas that of the nucleus is only about 107" m.
Thus, the atom is largely unoccupied space, in which the volume of the nucleus is
only 107" (a millionth of a millionth) the volume of the atom. If the empty space
in an atom could be removed, a cubic centimeter of protons would have a mass of
approximately 4 million metric tons!

Electron Orbits and Electron Binding Energy

In the Bohr model of the atom (Niels Bohr 1913), electrons orbit around a dense,
positively charged nucleus at fixed distances (Bohr radii). Bohr combined the clas-
sical Newtonian laws of motion and Coulomb’s law of electrostatic attraction with
quantum theory. In this model of the atom, each electron occupies a discrete energy
state in a given electron shell. These electron shells are assigned the letters K L,
M, N,..., with K denoting the innermost shell, in which the electrons have the low-
est energies. The shells are also assigned the quantum numbers 1, 2, 3, 4,..., with the
quantum number 1 designating the K shell. Each shell can contain a maximum num-
ber of electrons given by (2n?), where n is the quantum number of the shell. Thus,
the K shell (n = 1) can only hold 2 electrons, the L shell (n = 2) can hold 2(2)? or
8 electrons, and so on, as shown in Figure 2-5. The outer electron shell of an atom,
the valence shell, determines the chemical properties of the element. Advances in
atomic physics and quantum mechanics led to refinements of the Bohr model.
According to contemporary views on atomic structure, the location of an orbital
electron is more properly described in terms of the probability of its occupying a
given location within the atom with both wave and particle properties. At any given
moment, there is even a probability, albeit very low, that an electron can be within the
atom’s nucleus. However, the highest probabilities are associated with Bohr’ original
atomic radii.

The energy required to remove an orbital electron completely from the atom is
called its orbital binding energy. Thus, for radiation to be ionizing, the energy transferred
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K L M N O |P|Q
Nucleus
Quantum # 1 2 3 4 5 6 7
Maximum 2 8 18 32 50 7298
electron
capacity

M FIGURE 2-5 Electron shell designations and orbital filling rules.

to the electron must equal or exceed its binding energy. Due to the closer proximity
of the electrons to the positively charged nucleus, the binding energy of the K-shell
is greater than that of outer shells. For a particular electron shell, binding energy
also increases with the number of protons in the nucleus (i.e., atomic number). In
Figure 2-6, electron binding energies are compared for hydrogen (Z = 1) and tungsten
(Z = 74). A K shell electron of tungsten with 74 protons in the nucleus is much more

Zero —— Valence e~ Zero ——  Valence e~

N
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o
o
/z i

s series

/

-11,000
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Energy (eV) ——
\FLJ \!L\ |
I o
Energy (eV) —

K series o K series
f K\ ? K\
Hydrogen Z = 1 Tungsten Z =74

B FIGURE 2-6 Energy-level diagrams for hydrogen and tungsten. The energy necessary to separate electrons
in particular orbits from the atom (not drawn to scale) increases with Z and decreases with distance from
the nucleus. Note that zero energy represents the point at which the electron is experiencing essentially no
Coulomb attractive force from the protons in the nucleus (often referred to as a “free” electron). For a bound
electron to reach that state, energy has to be absorbed. Thus, the energy states of the electrons within the
atom must be below zero and are thus represented as negative numbers. The vertical lines represent various
transitions (e.g., K and L series) of the electrons from one energy level to another.
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tightly bound (~69,500 eV) than the K shell electron of hydrogen orbiting a nucleus

with a single proton (~13.5 eV). The energy required to move an electron from the

innermost electron orbit (K shell) to the next orbit (L shell) is the difference between

the binding energies of the two orbits (i.e., E,, — E_ equals the transition energy).
Hydrogen:

135eV—34eV=10.1eV

Tungsten:

69,500 eV —11,000 eV = 58,500 eV (58.5 keV)

Radiation from Electron Transitions

When an electron is removed from its shell by an x-ray or gamma ray photon or a
charged particle interaction, a vacancy is created in that shell. This vacancy is usually
filled by an electron from an outer shell, leaving a vacancy in the outer shell that in
turn may be filled by an electron transition from a more distant shell. This series of
transitions is called an electron cascade. The energy released by each transition is equal
to the difference in binding energy between the original and final shells of the electron.
This energy may be released by the atom as characteristic x-rays or Auger electrons.

Characteristic X-rays

Electron transitions between atomic shells can result in the emission of radiation
in the visible, UV, and x-ray portions of the EM spectrum. The energy of this radia-
tion is characteristic of each atom, since the electron binding energies depend on Z.
Emissions from transitions exceeding 100 eV are called characteristic or fluorescent
x-rays. Characteristic x-rays are named according to the orbital in which the vacancy
occurred. For example, the radiation resulting from a vacancy in the K shell is called
a K-characteristic x-ray, and the radiation resulting from a vacancy in the L shell is
called an L characteristic x-ray. If the vacancy in one shell is filled by the adjacent
shell, it is identified by a subscript alpha (e.g., L > K transition = K , M — L transi-
tion = L ). If the electron vacancy is filled from a nonadjacent shell, the subscript beta
is used (e.g., M ~> K transition = K). The energy of the characteristic x-ray (E_ ) is
the difference between the electron binding energies (E,) of the respective shells:

Ex-ray = Eb vacant shell — Eb transition shell [2‘5]

Thus, as illustrated in Figure 2-7A, an M to K shell transition in tungsten would
produce a K, characteristic x-ray of

E (Kg) =Ep —Epy
E (Kg)=69.5 keV — 2.5 keV = 67 keV

Auger Electrons and Fluorescent Yield

An electron cascade does not always result in the production of a characteristic x-ray
or x-rays. A competing process that predominates in low Z elements is Auger electron
emission. In this case, the energy released is transferred to an orbital electron, typi-
cally in the same shell as the cascading electron (Fig. 2-7B). The ejected Auger elec-
tron possesses kinetic energy equal to the difference between the transition energy
and the binding energy of the ejected electron.
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M FIGURE 2-7 De-excitation of a tungsten atom. An electron transition filling a vacancy in an orbit closer to
the nucleus will be accompanied by either the emission of characteristic radiation (A) or the emission of an
Auger electron (B).

The probability that the electron transition will result in the emission of a char-
acteristic x-ray is called the fluorescent yield (w). Thus, 1— w is the probability that
the transition will result in the ejection of an Auger electron. Auger emission pre-
dominates in low Z elements and in electron transitions of the outer shells of heavy
elements. The K-shell fluorescent yield is essentially zero (=1%) for elements Z < 10
(i.e., the elements comprising the majority of soft tissue), about 15% for calcium
(Z = 20), about 65% for iodine (Z = 53), and approaches 80% for Z > 60.

The Atomic Nucleus

Composition of the Nucleus

The nucleus is composed of protons and neutrons, known collectively as nucleons.
The number of protons in the nucleus is the atomic number (Z), and the total number
of protons and neutrons within the nucleus is the mass number (A). It is important
not to confuse the mass number with the atomic mass, which is the actual mass of the
atom. For example, the mass number of oxygen-16 is 16 (8 protons and 8 neutrons),
whereas its atomic mass is 15.9994 amu. The notation specifying an atom with the
chemical symbol X is 3Xy, where N is the number of neutrons in the nucleus. In
this notation, Z and X are redundant because the chemical symbol identifies the ele-
ment and thus the number of protons. For example, the symbols H, He, and Li refer
to atoms with Z = 1, 2, and 3, respectively. The number of neutrons is calculated as
N = A — Z. For example, 215 is usually written as 'l or as I-131. The charge
on an atom is indicated by a superscript to the right of the chemical symbol. For
example, Ca?* indicates that the calcium atom has lost two electrons and thus has a
net charge of +2.

Nuclear Forces and Energy Levels

There are two main forces that act in opposite directions on particles in the
nucleus. The coulombic force between the protons is repulsive and is coun-
tered by the attractive force resulting from the exchange of gluons (subnuclear
particles) among all nucleons. The exchange forces, also called the strong force,
hold the nucleus together but operate only over very short (nuclear) distances
(<107" m).

The nucleus has energy levels that are analogous to orbital electron shells,
although often much higher in energy. The lowest energy state is called the ground
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TABLE 2-2 NUCLEAR FAMILIES: ISOTOPES, ISOBARS, ISOTONES,

AND ISOMERS

FAMILY NUCLIDES WITH SAME EXAMPLE
Isotopes Atomic number (2) I-131 and I-125: Z = 53
Isobars Mass number (A) Mo-99 and Tc-99: A = 99
Isotones Number of neutrons (A-2) 5-131:131-53 =78
. Xe-132:132 - 54 = 78

Isomers Atomic and mass numbers Tc-99m and Tc-99: Z = 43

but different energy states A =99

in the nucleus Energy of Tc-99m > Tc-99: AE = 142 keV

Note: See text for description of the italicized letters in the nuclear family terms.

state of an atomic nucleus. Nuclei with energy in excess of the ground state are said
to be in an excited state. The average lifetimes of excited states range from 107'° s to
more than 100 y. Excited states that exist longer than 107! s are referred to as meta-
stable or isomeric states. Metastable states with longer lifetimes are denoted by the
letter m after the mass number of the atom (e.g., Tc-99m).

Classification of Nuclides

Species of atoms characterized by the number of protons and neutrons and the
energy content of the atomic nuclei are called nuclides. Isotopes, isobars, isotones,
and isomers are families of nuclides that share specific properties (Table 2-2). An
easy way to remember these relationships is to associate the p in isotopes with the
same number of protons, the a in isobars with the same atomic mass number, the n
in isotones with the same number of neutrons, and the e in isomer with the different
nuclear energy states.

Nuclear Stability and Radioactivity

Only certain combinations of neutrons and protons in the nucleus are stable; the oth-
ers are radioactive. On a plot of Z versus N, these stable nuclides fall along a “line of
stability” for which the N/Z ratio is approximately 1 for low Z nuclides and approxi-
mately 1.5 for high Z nuclides, as shown in Figure 2-8. A higher neutron-to-proton
ratio is required in heavy elements to offset the Coulomb repulsive forces between
protons. Only four nuclides with odd numbers of neutrons and odd numbers of
protons are stable, whereas many more nuclides with even numbers of neutrons and
even numbers of protons are stable. The number of stable nuclides identified for
different combinations of neutrons and protons is shown in Table 2-3. Nuclides with
an odd number of nucleons are capable of producing a nuclear magnetic resonance
signal, as described in Chapter 12.

While atoms with unstable combinations of neutrons and protons exist, over
time they will transform to nuclei that are stable. Two kinds of instability are neutron
excess and neutron deficiency (i.e., proton excess). Such nuclei have excess internal
energy compared with a stable arrangement of neutrons and protons. They achieve
stability by the conversion of a neutron to a proton or vice versa, and these events
are accompanied by the emission of energy. The energy emissions include particulate
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M FIGURE 2-8 A plot of the nuclides where the number of protons (i.e., atomic number or Z) and neutrons
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nuclides form the so-called line of stability in which the neutron-to-proton ratio is approximately 1 for low Z
nuclides and increases to approximately 1.5 for high Z nuclides. The color code indicates the physical half-life
of each of the radionuclides. Note that all nuclides with Z > 83 (bismuth) are radioactive and that, in general,
the further the radionuclide is from the line of stability, the more unstable it is and the shorter the half-life
it has. Radionuclides to the left of the line of stability are neutron rich and are likely to undergo beta-minus
decay, while radionuclides to the right of the line of stability are neutron poor and thus often decay by positron
emission or electron capture. Extremely unstable radionuclides and those with high Z often decay by alpha
particle emission.
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TABLE 2-3 DISTRIBUTION OF STABLE NUCLIDES AS A FUNCTION

OF NEUTRON AND PROTON NUMBER

NUMBER OF PROTONS (2) NUMBER OF NEUTRONS (N) NUMBER OF STABLE NUCLIDES
Even Even 165
Even Odd 57 (NMR signal)
Odd Even 53 (NMR signal)
Odd Odd 4 (NMR signal)
Total 279

NMR, nuclear magnetic resonance.

and EM radiations. Nuclides that decay (i.e., transform) to more stable nuclei are
said to be radioactive, and the transformation process itself is called radioactive decay
(radioactive disintegration). There are several types of radioactive decay, and these
are discussed in detail in Chapter 15. A nucleus may undergo several decays before
a stable configuration is achieved. These “decay chains” are often found in nature.
For example, the decay of uranium 238 (U-238) is followed by 13 successive decays
before the stable nuclide, lead 206 (Pb-206), is formed. The radionuclide at the
beginning of a particular decay sequence is referred to as the parent, and the nuclide
produced by the decay of the parent is referred to as the daughter. The daughter may
be either stable or radioactive.

Gamma Rays

Radioactive decay often results in the formation of a daughter nucleus in an
excited state. The EM radiation emitted from the nucleus as the excited state
transitions to a lower (more stable) energy state is called a gamma ray. This energy
transition is analogous to the emission of characteristic x-rays following electron
transition. However, gamma rays (by definition), emanate from the nucleus. Because
the spacing of the energy states within the nucleus is usually considerably larger
than those of atomic orbital electron energy states, electron transitions, gamma
rays are often much more energetic than characteristic x-rays. When this nuclear
de-excitation process takes place in an isomer (e.g., Tc-99m), it is called isomeric
transition (discussed in Chapter 15). In isomeric transition, the nuclear energy state
is reduced with no change in A or Z.

Internal Conversion Electrons

Nuclear de-excitation does not always result in the emission of a gamma ray. An
alternative form of de-excitation is internal conversion, in which the de-excitation
energy is completely transferred to an orbital (typically K, L, or M shell) electron.
The conversion electron is ejected from the atom, with a kinetic energy equal to that
of the gamma ray less the electron binding energy. The vacancy produced by the
ejection of the conversion electron will be filled by an electron cascade and associ-
ated characteristic x-rays and Auger electrons as described previously. The internal
conversion energy transfer process is analogous to the emission of an auger electron
in lieu of characteristic x-ray energy emission. However, the kinetic energy of the
internal conversion electron is often much greater than that of Auger electrons due
to the greater energy associated with most gamma ray emissions compared to char-
acteristic x-ray energies.
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Nuclear Binding Energy and Mass Defect

The energy required to separate an atom into its constituent parts is the atomic
binding energy. It is the sum of the orbital electron binding energy and the nuclear
binding energy. The nuclear binding energy is the energy necessary to disassociate a
nucleus into its constituent parts and is the result of the strong forces acting between
nucleons. Compared with the nuclear binding energy, the orbital electron binding
energy is negligible. When two subatomic particles approach each other under the
influence of this strong nuclear force, their total energy decreases and the lost energy
is emitted in the form of radiation. Thus, the total energy of the bound particles is
less than that of the separated free particles.

The binding energy can be calculated by subtracting the mass of the atom from
the total mass of its constituent protons, neutrons, and electrons; this mass difference
is called the mass defect. For example, the mass of an N-14 atom, which is composed
of 7 electrons, 7 protons, and 7 neutrons, is 14.00307 amu. The total mass of its
constituent particles in the unbound state is

mass of 7 protons = 7(1.007276 amu) = 7.050932 amu
mass of 7 neutrons = 7(1.008665 amu) = 7.060655 amu
7(0.000549 amu) 0.003843 amu
mass of component particles of N-14 = 14.11543 amu

mass of 7 electrons

Thus, the mass defect of the N-14 atom, the difference between the mass of its
constituent particles and its atomic mass, is 14.11543 amu — 14.003074 amu =
0.112356 amu. According to the formula for mass energy equivalence (Equation 2-4),
this mass defect is equal to (0.112356 amu) (931.5 MeV/amu) = 104.7 MeV.

An extremely important observation is made by carrying the binding energy cal-
culation a bit further. The total binding energy of the nucleus may be divided by the
mass number A to obtain the average binding energy per nucleon. Figure 2-9 shows
the average binding energy per nucleon for stable nuclides as a function of mass
number. The fact that this curve reaches its maximum near the middle elements and
decreases at either end predicts that large quantities of energy can be released from a
small amount of matter. The two processes by which this can occur are called nuclear
fission and nuclear fusion.

Nuclear Fission and Fusion

During nuclear fission, a nucleus with a large atomic mass splits into two usually
unequal parts called fission fragments, each with an average binding energy per
nucleon greater than that of the original nucleus. In this reaction, the total nuclear
binding energy increases. The change in the nuclear binding energy is released as
EM and particulate radiation and as kinetic energy of the fission fragments. Fission is
typically accompanied by the release of several neutrons. For example, the absorption
of a single neutron by the nucleus of a U-235 atom can result in the instantaneous fis-
sion of U-236 into two fission fragments (e.g., Sn-131 and Mo-102), and two or three
energetic neutrons. This reaction results in a mass defect equivalent to approximately
200 MeV, which is released as kinetic energy of the fission fragments (~165 MeV);
neutrons (~5 MeV); prompt (instantaneous) gamma radiation (~7 MeV) and radiation
from the decay of the fission products (~23 MeV). The probability of fission increases
with the neutron flux, which is the number of neutrons per cm?%s. Fission is used in
nuclear powered electrical generating plants and in the design of “atom” bombs. The
use of nuclear fission for radionuclide production is discussed in Chapter 16.
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Energy is also released from the fusion (combining) of light atomic nuclei. For
example, the fusion of deuterium (H-2) and tritium (He-3) nuclei results in the pro-
duction of helium-4 and a neutron. As can be seen in Figure 2-9, the helium-4 atom
has a much higher average binding energy per nucleon than either tritium (H-3) or
deuterium (H-2). The energy associated with the mass defect of this reaction is about
17.6 MeV. The nuclei involved in fusion reactions require exceptionally high kinetic
energies in order to overcome Coulomb repulsive forces. Fusion of hydrogen nuclei in
stars, where extreme gravitational forces result in extraordinarily high temperatures,
is the first step in subsequent self-sustaining fusion reactions that produce helium-4.
The H-bomb is a fusion device that uses the detonation of an atom bomb (a fission
device) to generate the temperature and pressure necessary for fusion. H-bombs are
also referred to as “thermonuclear” weapons.
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CHAPTER

Interaction of Radiation
with Matter

Particle Interactions

Particles of ionizing radiation include charged particles, such as alpha particles (a*?),
protons (p™), beta particles (37), positrons (B*), energetic extranuclear electrons (e™)
and uncharged particles, such as neutrons. The behavior of heavy charged particles
(e.g., alpha particles and protons) is different from that of lighter charged particles
such as electrons and positrons.

Excitation, lonization, and Radiative Losses

Energetic charged particles interact with matter by electrical (i.e., coulombic) forces
and lose kinetic energy via excitation, ionization, and radiative losses. Excitation and ion-
ization occur when charged particles lose energy by interacting with orbital electrons
in the medium. These interactional, or collisional, losses refer to the coulombic forces
exerted on charged particles when they pass in proximity to the electric field generated
by the atom’s electrons and protons. Excitation is the transfer of some of the incident
particles' energy to electrons in the absorbing material, promoting them to electron
orbits farther from the nucleus (i.e., higher energy level). In excitation, the energy
transferred to an electron does not exceed its binding energy. Following excitation, the
electron will return to a lower energy level, with the emission of the excitation energy
in the form of electromagnetic radiation or Auger electrons. This process is referred to
as de-excitation (Fig. 3-1A). If the transferred energy exceeds the binding energy of the
electron, ionization occurs, whereby the electron is ejected from the atom (Fig. 3-1B).
The result of ionization is an ion pair consisting of the ejected electron and the positively
charged atom. Sometimes, the ejected electrons possess sufficient energy to produce

further ionizations called secondary ionization. These electrons are called delta rays.
Approximately 70% of the energy deposition of energetic electrons in soft tissue
occurs via ionization. However, as electron energy decreases the probability of energy
loss via excitation increases. For very low energy electron (~40 eV) the probabilities
of excitation and ionization are equal and with further reductions in electron energy
the probability of ionization rapidly diminishes becoming zero (in tissue) below the
first ionization state of liquid water at approximately 11.2 eV. So, while the smallest
binding energies for electrons in carbon, nitrogen, and oxygen are less than 10 eV, the
average energy deposited per ion pair produced in air (mostly nitrogen and oxygen) and
soft tissue (mostly hydrogen, carbon, and oxygen) are approximately 34 eV and 22 eV,
respectively. The energy difference is the result of the excitation process. Medical imag-
ing with x-rays and gamma rays results in the production of energetic electrons by
mechanisms discussed later in this chapter. It should be appreciated that, owing to the
relatively modest amount of energy necessary to produce a secondary electron, each of
these energetic electrons will result in a abundance of secondary electrons as they deposit
33



34 Section | e Basic Concepts

EMR \ K

lonization caused by
Coulombic repulsion

~ Secondary electron
“delta rays”

e

Positive lon

Incident ionizing
Qor © particle

B
B FIGURE 3-1 A. Excitation (left) and de-excitation (right) with the subsequent release of electromagnetic
radiation. B. lonization and the production of delta rays.

their energy in tissue. For example, a 10 keV electron will result in the production of
over 450 secondary electrons, most with energies between 10— and 70 eV.

Specific lonization

The average number of primary and secondary ion pairs produced per unit length
of the charged particle’s path is called the specific ionization, expressed in ion pairs
(IP)/mm. Specific ionization increases with the square of the electrical charge (Q) of
the particle and decreases with the square of the incident particle velocity (v); thus,

2
Sl o QT A larger charge produces a greater coulombic field; as the particle loses
v
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M FIGURE 3-2 Specific ionization

(ion pairs/mm) as a function of dis-
Bragg ionization peak ————> tance from the end of range in air
for a 7.69-MeV alpha particle from
214Po. Rapid increase in specific ion-
ization reaches a maximum (Bragg
peak) and then drops off sharply
as the particle kinetic energy is
exhausted and the charged particle
is neutralized.
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kinetic energy, it slows down, allowing the coulombic field to interact at a given
location for a longer period of time. The kinetic energies of alpha particles emitted
by naturally occurring radionuclides extend from a minimum of about 4.05 MeV
(Th-232) to a maximum of about 10.53 MeV (Po-212). The ranges of alpha particles
in matter are quite limited and, for the alpha particle energies mentioned above, their
ranges in air are 2.49 and 11.6 cm respectively. In tissue the alpha particle range is
reduced to less than the diameter of a dozen or so cells, (~30 to 130 wm). The spe-
cific ionization of an alpha particle can be as high as approximately 7,000 IP/mm in
air and about 10 million IP/mm in soft tissue. The specific ionization as a function of
the particle’s path is shown for a 7.69-MeV alpha particle from ?**Po in air (Fig. 3-2).
As the alpha particle slows, the specific ionization increases to a maximum (called
the Bragg peak), beyond which it decreases rapidly as the alpha particle acquires
electrons and becomes electrically neutral, thus losing its capacity for further ioniza-
tion. The large Bragg peak associated with heavy charged particles has applications in
radiation therapy. For example, several proton therapy centers have been built over
the past decade. By adjusting the kinetic energy of heavy charged particles, a large
radiation dose can be delivered at a particular depth and over a fairly narrow range
of tissue containing a lesion. On either side of the Bragg peak, the dose to tissue is
substantially lower. Heavy particle accelerators are used at some medical facilities to
provide this treatment in lieu of surgical excision or conventional radiation therapy.
Compared to heavy charged particles, the specific ionization of electrons is much
lower (in the range of 5 to 10 IP/mm of air).

Charged Particle Tracks

Another important distinction between heavy charged particles and electrons is their
paths in matter. Electrons follow tortuous paths in matter as the result of multiple
scattering events caused by coulombic deflections (repulsion and/or attraction). The
sparse tortuous ionization track of an electron is illustrated in Figure 3-3A. On the
other hand, the larger mass of a heavy charged particle results in a dense and usu-
ally linear ionization track (Fig. 3-3B). The path length of a particle is defined as
the distance the particle travels. The range of a particle is defined as the depth of
penetration of the particle in matter. As illustrated in Figure 3-3, the path length of
the electron almost always exceeds its range, whereas the typically straight ioniza-
tion track of a heavy charged particle results in the path length and range being
nearly equal. Additional information on the pattern of energy deposition of charged
particles at the cellular level and their radiobiological significance is presented in
Chapter 20.
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M FIGURE 3-3 A. Electron scattering results in the path length of the electron being greater than its range.
B. Heavily charged particles, like alpha particles, produce a dense, nearly linear ionization track, resulting in the
path and range being essentially equal.

Linear Energy Transfer

While specific ionization reflects all energy losses that occur before an ion pair is
produced, the linear energy transfer (LET) is a measure of the average amount of energy
deposited locally (near the incident particle track) in the absorber per unit path length.
LET is often expressed in units of keV or eV per pm. The LET of a charged particle
is proportional to the square of the charge and inversely proportional to the particle’s
kinetic energy (i.e., LET « Q¥E, ). The LET of a particular type of radiation describes
the local energy deposition density, which can have a substantial impact on the bio-
logic consequences of radiation exposure. In general, for a given absorbed dose, the
dense ionization tracks of “high LET” radiations (alpha particles, protons, etc.) deposit
their energy over a much shorter range and are much more damaging to cells than
the spare ionization pattern associated with “low LET” radiations. Low LET radiation
includes energetic electrons (e.g., B~ and B*) and ionizing electromagnetic radiation
(gamma and x-rays, whose interactions set electrons into motion). By way of perspec-
tive the exposure of patients to diagnostic x-rays results in the production of energetic
electrons with an average LET of approximately 3 keV/wm in soft tissue, whereas the
average LET of 5-MeV alpha particles in soft tissue is approximately 100 keV/um.
Despite their typically much higher initial kinetic energy, the range of high LET radia-
tion is much less than that of low LET radiation. For example at the point where an
alpha particle and electron traversing tissue have the same kinetic energy, say 100 keV,
their range from that point will be 1.4 and 200 pm respectively.

Scattering

Scattering refers to an interaction that deflects a particle or photon from its original
trajectory. A scattering event in which the total kinetic energy of the colliding par-
ticles is unchanged is called elastic. Billiard ball collisions, for example, are elastic
(disregarding frictional losses). When scattering occurs with a loss of kinetic energy
(i.e., the total kinetic energy of the scattered particles is less than that of the particles
before the interaction), the interaction is said to be inelastic. For example, the process
of ionization can be considered an elastic interaction if the binding energy of the
electron is negligible compared to the kinetic energy of the incident electron (ie.,
the kinetic energy of the ejected electron is equal to the kinetic energy lost by the
incident electron). If the binding energy that must be overcome to ionize the atom
is not insignificant compared to the kinetic energy of the incident electron (i.e., the
kinetic energy of the ejected electron is less than the kinetic energy lost by the inci-
dent electron), the process is said to be inelastic.
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Radiative Interactions—Bremsstrahlung

While most electron interactions with the atomic nuclei are elastic, electrons can
undergo inelastic interactions in which the path of the electron is deflected by the
positively charged nucleus, with a loss of kinetic energy. This energy is instantaneously
emitted as electromagnetic radiation (i.e., x-rays). Energy is conserved, as the energy
of the radiation is equal to the kinetic energy lost by the electron.

The radiation emission accompanying electron deceleration is called bremsstrahl-
ung, a German word meaning “braking radiation” (Fig. 3-4). The deceleration of the
high-speed electrons in an x-ray tube produces the bremsstrahlung x-rays used in
diagnostic imaging.

Total bremsstrahlung emission per atom is proportional to Z*, where Z is the
atomic number of the absorber, and inversely proportional to the square of the mass
of the incident particle, that is, Z*/m*. Due to the strong influence of the particle’s
mass, bremsstrahlung production by heavier charged particles such as protons and
alpha particles will be less than one millionth of that produced by electrons.

The energy of a bremsstrahlung x-ray photon can be any value up to and includ-
ing the entire kinetic energy of the deflected electron. Thus, when many electrons
undergo bremsstrahlung interactions, the result is a continuous spectrum of x-ray
energies. This radiative energy loss is responsible for the majority of the x-rays pro-
duced by x-ray tubes and is discussed in greater detail in Chapter 6.

Positron Annihilation

The fate of positrons (B*) is unlike that of negatively charged electrons (e~ and
B7) that ultimately become bound to atoms. As mentioned above, all energetic
electrons (positively and negatively charged) lose their kinetic energy by excita-
tion, ionization, and radiative interactions. When a positron (a form of antimatter)
reaches the end of its range, it interacts with a negatively charged electron, result-
ing in the annihilation of the electron-positron pair and the complete conversion
of their rest mass to energy in the form of two oppositely directed 0.511-MeV
annihilation photons. This process occurs following radionuclide decay by positron
emission (see Chapter 15). Imaging of the distribution of positron-emitting radio-
pharmaceuticals in patients is accomplished by the detection of the annihilation
photon pairs during positron emission tomography (PET) (see Chapter 19). The
annihilation photons are not often emitted at exactly 180 degrees apart because
there is often a small amount of residual momentum in the positron when it inter-
acts with the oppositely charged electron. This noncolinearity is not severe (~0.5
degree), and its blurring effect in the typical PET imaging system is not clinically
significant.

\ Bremsstrahlung M FIGURE 3-4 Radiative energy loss via
Q,&;W\N\m X-ray bremsstrahlung (braking radiation).

Nucleus
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M FIGURE 3-5 Schematic example of
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particle (neutron) interacts with the
atomic nucleus of an atom resulting
in the ejection of a proton. This inter-
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the atom into a new element with an
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Neutron Interactions

Unlike protons and electrons, neutrons, being uncharged particles, cannot cause
excitation and ionization via coulombic interactions with orbital electrons. They
can, however, interact with atomic nuclei, sometimes liberating charged particles
or nuclear fragments that can directly cause excitation and ionization (Fig. 3-5).
Neutrons often interact with atomic nuclei of light elements (e.g., H, C, O) by scat-
tering in “billiard ball’-like collisions, producing recoil nuclei that lose their energy
via excitation and ionization. In tissue, energetic neutrons interact primarily with the
hydrogen in water, producing recoil protons (hydrogen nuclei). Neutrons may also be
captured by atomic nuclei. Neutron capture results in a large energy release (typically
2 to 7 MeV) due to the large binding energy of the neutron. In some cases, one or
more neutrons are reemitted; in other cases, the neutron is retained, converting the
atom into a different isotope. For example, the capture of a neutron by a hydrogen
atom (*H) results in deuterium (°H) and the emission of a 2.22-MeV gamma ray,
reflecting the increase in the binding energy of the nucleus:

'H+ 'n—>°H+ vy Gamma ray energy (Ev) = 2.22 MeV

Some nuclides produced by neutron absorption are stable, and others are
radioactive (i.e., unstable). As discussed in Chapter 2, neutron absorption in some
very heavy nuclides such as *°U can cause nuclear fission, producing very energetic
fission fragments, neutrons, and gamma rays. Neutron interactions important to the
production of radiopharmaceuticals are described in greater detail in Chapter 16.

X-ray and Gamma-Ray Interactions

When traversing matter, photons will penetrate without interaction, scatter, or be
absorbed. There are four major types of interactions of x-ray and gamma-ray photons
with matter, the first three of which play a role in diagnostic radiology and nuclear
medicine: (a) Rayleigh scattering, (b) Compton scattering, (c) photoelectric absorp-
tion, and (d) pair production.

Rayleigh Scattering

In Rayleigh scattering, the incident photon interacts with and excites the total atom,
as opposed to individual electrons as in Compton scattering or the photoelectric
effect (discussed later). This interaction occurs mainly with very low energy x-rays,
such as those used in mammography (15 to 30 keV). During the Rayleigh scatter-
ing event, the electric field of the incident photon’s electromagnetic wave expends
energy, causing all of the electrons in the scattering atom to oscillate in phase. The
atom’s electron cloud immediately radiates this energy, emitting a photon of the same
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B FIGURE 3-6 Rayleigh scattering. The diagram shows that the incident photon X, interacts with an atom and
the scattered photon \, is being emitted with the same wavelength and energy. Rayleigh scattered photons
are typically emitted in the forward direction fairly close to the trajectory of the incident photon. K, L, and M
are electron shells.

energy but in a slightly different direction (Fig. 3-6). In this interaction, electrons are
not ejected, and thus, ionization does not occur. In general, the average scattering
angle decreases as the x-ray energy increases. In medical imaging, detection of the
scattered x-ray will have a deleterious effect on image quality. However, this type of
interaction has a low probability of occurrence in the diagnostic energy range. In
soft tissue, Rayleigh scattering accounts for less than 5% of x-ray interactions above
70 keV and at most only accounts for about 10% of interactions at 30 keV. Rayleigh
interactions are also referred to as “coherent” or “classical” scattering.

Compton Scattering

Compton scattering (also called inelastic or nonclassical scattering) is the predominant
interaction of x-ray and gamma-ray photons in the diagnostic energy range with soft
tissue. In fact, Compton scattering not only predominates in the diagnostic energy range
above 26 keV in soft tissue but also continues to predominate well beyond diagnostic
energies to approximately 30 MeV. This interaction is most likely to occur between
photons and outer (“valence”)-shell electrons (Fig. 3-7). The electron is ejected from
the atom, and the scattered photon is emitted with some reduction in energy relative
to the incident photon. As with all types of interactions, both energy and momentum
must be conserved. Thus, the energy of the incident photon (E,) is equal to the sum of
the energy of the scattered photon (E_) and the kinetic energy of the ejected electron
(E, ), as shown in Equation 3-1. The binding energy of the electron that was ejected is
comparatively small and can be ignored.

E =E_+E_ [3-1]

Compton scattering results in the ionization of the atom and a division of the
incident photon’s energy between the scattered photon and the ejected electron. The
ejected electron will lose its kinetic energy via excitation and ionization of atoms in
the surrounding material. The Compton scattered photon may traverse the medium
without interaction or may undergo subsequent interactions such as Compton
scattering, photoelectric absorption (to be discussed shortly), or Rayleigh scattering.

The energy of the scattered photon can be calculated from the energy of the inci-
dent photon and the angle (with respect to the incident trajectory) of the scattered
photon:
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where E_ = the energy of the scattered photon, E = the incident photon energy, and
6 = the angle of the scattered photon.

As the incident photon energy increases, both scattered photons and electrons
are scattered more toward the forward direction (Fig. 3-8). In x-ray transmission
imaging, these photons are much more likely to be detected by the image receptor.
In addition, for a given scattering angle, the fraction of energy transferred to the
scattered photon decreases with increasing incident photon energy. Thus, for higher
energy incident photons, the majority of the energy is transferred to the scattered
electron. For example, for a 60-degree scattering angle, the scattered photon energy
(E_) is 90% of the incident photon energy (E ) at 100 keV but only 17% at 5 MeV.
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When Compton scattering occurs at the lower x-ray energies used in diagnostic
imaging (15 to 150 keV), the majority of the incident photon energy is transferred to
the scattered photon. For example, following the Compton interaction of an 80-keV
photon, the minimum energy of the scattered photon is 61 keV. Thus, even with
maximal energy loss, the scattered photons have relatively high energies and tissue
penetrability. In x-ray transmission imaging and nuclear emission imaging, the detec-
tion of scattered photons by the image receptors results in a degradation of image
contrast and an increase in random noise. These concepts, and many others related
to image quality, will be discussed in Chapter 4.

The laws of conservation of energy and momentum place limits on both scattering
angle and energy transfer. For example, the maximal energy transfer to the Compton
electron (and thus, the maximum reduction in incident photon energy) occurs with a
180-degree photon scatter (backscatter). In fact, the maximal energy of the scattered
photon is limited to 511 keV at 90 degrees scattering and to 255 keV for a 180-degree
scattering event. These limits on scattered photon energy hold even for extremely
high-energy photons (e.g., therapeutic energy range). The scattering angle of the
ejected electron cannot exceed 90 degrees, whereas that of the scattered photon can
be any value including a 180-degree backscatter. In contrast to the scattered photon,
the energy of the ejected electron is usually absorbed near the scattering site.

The incident photon energy must be substantially greater than the electron’s
binding energy before a Compton interaction is likely to take place. Thus, the rela-
tive probability of a Compton interaction increases, compared to Rayleigh scattering
or photoelectric absorption, as the incident photon energy increases. The probability
of Compton interaction also depends on the electron density (number of electrons/g
X density). With the exception of hydrogen, the total number of electrons/g is fairly
constant in tissue; thus, the probability of Compton scattering per unit mass is
nearly independent of Z, and the probability of Compton scattering per unit vol-
ume is approximately proportional to the density of the material. Compared to other
elements, the absence of neutrons in the hydrogen atom results in an approximate
doubling of electron density. Thus, hydrogenous materials have a higher probability
of Compton scattering than anhydrogenous material of equal mass.

The Photoelectric Effect

In the photoelectric effect, all of the incident photon energy is transferred to an elec-
tron, which is ejected from the atom. The kinetic energy of the ejected photoelectron
(E) is equal to the incident photon energy (E)) minus the binding energy of the
orbital electron (Eb) (Fig. 3-9 lefo).

E,=E —E [3-3]

In order for photoelectric absorption to occur, the incident photon energy must
be greater than or equal to the binding energy of the electron that is ejected. The
ejected electron is most likely one whose binding energy is closest to, but less than,
the incident photon energy. For example, for photons whose energies exceed the
K-shell binding energy, photoelectric interactions with K-shell electrons are most
probable. Following a photoelectric interaction, the atom is ionized, with an inner-
shell electron vacancy. This vacancy will be filled by an electron from a shell with
a lower binding energy. This creates another vacancy, which, in turn, is filled by an
electron from an even lower binding energy shell. Thus, an electron cascade from
outer to inner shells occurs. The difference in binding energy is released as either
characteristic x-rays or Auger electrons (see Chapter 2). The probability of character-
istic x-ray emission decreases as the atomic number of the absorber decreases, and
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Binding energy (keV)

67 keV photoelectron

100 keV
incident
photon

Characteristic
X-rays:

A: 1 keV (N-M)

B: 4 keV (M—L)

C: 28 keV (L—K)

M <Ay <Az <Ay

M FIGURE 3-9 Photoelectric absorption. Left. The diagram shows that a 100-keV photon is undergoing pho-
toelectric absorption with an iodine atom. In this case, the K-shell electron is ejected with a kinetic energy
equal to the difference (67 keV) between the incident photon energy (100 keV) and the K-shell binding energy
(33 keV). Right. The vacancy created in the K shell results in the transition of an electron from the L shell to the
K shell. The difference in their binding energies (i.e., 33 and 5 keV) results in a 28-keV K characteristic x-ray.
This electron cascade will continue, resulting in the production of other characteristic x-rays of lower energies.
Note that the sum of the characteristic x-ray energies equals the binding energy of the ejected photoelectron
(33 keV). Although not shown on this diagram, Auger electrons of various energies could be emitted in lieu
of the characteristic x-ray emissions.

thus, characteristic x-ray emission does not occur frequently for diagnostic energy
photon interactions in soft tissue. The photoelectric effect can and does occur with
valence shell electrons such as when light photons strike the high Z materials that
comprise the photocathode (e.g., cesium, rubidium and antimony) of a photomulti-
plier tube. These materials are specially selected to provide weakly bound electrons
(i.e., electrons with a low work function), so when illuminated the photocathode
readily releases electrons (see Chapter 17). In this case, no inner shell electron cas-
cade occurs and thus no characteristic x-rays are produced.

EXAMPLE: The K- and L-shell electron binding energies of iodine are 33 and 5 keV, respectively.
If a 100-keV photon is absorbed by a K-shell electron in a photoelectric interaction, the photo-
electron is ejected with a kinetic energy equal to E, — E, = 100 — 33 = 67 keV. A characteristic
x-ray or Auger electron is emitted as an outer-shell electron fills the K-shell vacancy (e.g., L to K
transition is 33 — 5 = 28 keV). The remaining energy is released by subsequent cascading events in
the outer shells of the atom (i.e., M to L and N to M transitions). Note that the total of all the char-
acteristic x-ray emissions in this example equals the binding energy of the K-shell photoelectron
(Fig. 3-9, right).

Thus, photoelectric absorption results in the production of

1. A photoelectron

2. A positive ion (ionized atom)
3. Characteristic x-rays or Auger electrons

The probability of photoelectric absorption per unit mass is approximately pro-
portional to Z*/E°, where Z is the atomic number and E is the energy of the incident
photon. For example, the photoelectric interaction probability in iodine (Z = 53) is
(53/20)° or 18.6 times greater than in calcium (Z = 20) for a photon of a particular
energy.
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M FIGURE 3-10 Photoelectric mass attenuation
coefficients for tissue (Z .. = 7), and iodine
(Z = 53) as a function of energy. Abrupt increase
in the attenuation coefficients called “absorp-
tion edges” occur due to increased probability of
photoelectric absorption when the photon energy
just exceeds the binding energy of inner-shell
electrons (e.g., K, L, M,...), thus increasing the
number of electrons available for interaction. This
process is very significant in high-Z elements, such
as iodine and barium, for x-rays in the diagnostic
energy range.

Photoelectric effect

lodine
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20 40 60 80 100 120 140
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The benefit of photoelectric absorption in x-ray transmission imaging is that
there are no scattered photons to degrade the image. The fact that the probability of
photoelectric interaction is proportional to 1/E° explains, in part, why image contrast
decreases when higher x-ray energies are used in the imaging process (see Chapters
4 and 7). If the photon energies are doubled, the probability of photoelectric interac-
tion is decreased eightfold: (*2)° = 1/8.

Although the probability of the photoelectric effect decreases, in general, with
increasing photon energy, there is an exception. For every element, the probability of
the photoelectric effect, as a function of photon energy, exhibits sharp discontinuities
called absorption edges (see Fig. 3-10). The probability of interaction for photons of
energy just above an absorption edge is much greater than that of photons of energy
slightly below the edge. For example, a 33.2-keV x-ray photon is about six times as
likely to have a photoelectric interaction with an iodine atom as a 33.1-keV photon.

As mentioned above, a photon cannot undergo a photoelectric interaction with an
electron in a particular atomic shell or subshell if the photon’s energy is less than the
binding energy of that shell or subshell. This causes the dramatic decrease in the prob-
ability of photoelectric absorption for photons whose energies are just below the bind-
ing energy of a shell. Thus, the photon energy corresponding to an absorption edge
is the binding energy of the electrons in that particular shell or subshell. An absorp-
tion edge is designated by a letter, representing the atomic shell of the electrons, fol-
lowed by a roman numeral subscript denoting the subshell (e.g., K, L, L, L ).
The photon energy corresponding to a particular absorption edge increases with the
atomic number (Z) of the element. For example, the primary elements comprising soft
tissue (H, C, N, and O) have absorption edges below 1 keV. The element iodine (Z = 53)
commonly used in radiographic contrast agents to provide enhanced x-ray attenuation,
has a K-absorption edge of 33.2 keV (Fig. 3-10). The K-edge energy of the target material
in most x-ray tubes (tungsten, Z = 74) is 69.5 keV. The K- and L-shell binding energies
for elements with atomic numbers 1 to 100 are provided in Appendix C, Table C-3.

The photoelectric process predominates when lower energy photons interact
with high Z materials (Fig. 3-11). In fact, photoelectric absorption is the primary
mode of interaction of diagnostic x-rays with image receptors, radiographic contrast
materials, and radiation shielding, all of which have much higher atomic numbers
than soft tissue. Conversely, Compton scattering predominates at most diagnostic
and therapeutic photon energies in materials of lower atomic number such as tissue
and air. At photon energies below 50 keV, photoelectric interactions in soft tissue
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M FIGURE 3-11 Graph of the percentage of contribu- Diagnostic Nuclear
tion of photoelectric (left scale) and Compton (right Radiology =~ Medicine
scale) attenuation processes for various materials as a 20 <—(70-80)<—> 511

function of energy. When diagnostic energy photons
(i.e., diagnostic x-ray effective energy of 20 to 80 keV,
nuclear medicine imaging photons of 70 to 511 keV)
interact with materials of low atomic number (e.qg., soft
tissue), the Compton process dominates.
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play an important role in medical imaging. The photoelectric absorption process can
be used to amplify differences in attenuation between tissues with slightly different
atomic numbers, thereby improving image contrast. This differential absorption is
exploited to improve image contrast through the selection of x-ray tube target mate-
rial and filters in mammography (see Chapter 8).

Pair Production

Pair production can only occur when the energies of x-rays and gamma rays exceed
1.02 MeV. In pair production, an x-ray or gamma ray interacts with the electric field of
the nucleus of an atom. The photon’s energy is transformed into an electron-positron
pair (Fig. 3-12A). The rest mass energy equivalent of each electron is 0.511 MeV,
and this is why the energy threshold for this reaction is 1.02 MeV. Photon energy in
excess of this threshold is imparted to the electron (also referred to as a negatron or
beta minus particle) and positron as kinetic energy. The electron and positron lose
their kinetic energy via excitation and ionization. As discussed previously, when the
positron comes to rest, it interacts with a negatively charged electron, resulting in the
formation of two oppositely directed 0.511-MeV annihilation photons (Fig. 3-12B).

Pair production does not occur in diagnostic x-ray imaging because the threshold
photon energy is well beyond even the highest energies used in medical imaging. In
fact, pair production does not become significant until the photon energies greatly
exceed the 1.02-MeV energy threshold.

Attenuation of X-rays and Gamma Rays

Attenuation is the removal of photons from a beam of x-rays or gamma rays as it
passes through matter. Attenuation is caused by both absorption and scattering of
the primary photons. The interaction mechanisms discussed in the previous section,
in varying degrees, cause the attenuation. At low photon energies (less than 26 keV),
the photoelectric effect dominates the attenuation processes in soft tissue. However,
as previously discussed, the probability of photoelectric absorption is highly depen-
dent on photon energy and the atomic number of the absorber. When higher energy
photons interact with low Z materials (e.g., soft tissue), Compton scattering domi-
nates (Fig. 3-13). Rayleigh scattering occurs in medical imaging with low probability,
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(Negatron)

B+

(Positron)

/ 0.511 MeV
M Annihilation Radiation
0.511 MeV ~180°

B FIGURE 3-12 Pair production. A. The diagram illustrates the pair production process in which a high-energy
incident photon, under the influence of the atomic nucleus, is converted to an electron-positron pair. Both
electrons (positron and negatron) expend their kinetic energy by excitation and ionization in the matter they
traverse. B. However, when the positron comes to rest, it combines with an electron producing the two 511-
keV annihilation radiation photons. K, L, and M are electron shells.

comprising about 10% of the interactions in mammography and 5% in chest radiogra-
phy. Only at very high photon energies (greater than 1.02 MeV), well beyond the range
of diagnostic and nuclear radiology, does pair production contribute to attenuation.

Linear Attenuation Coefficient

The fraction of photons removed from a monoenergetic beam of x-rays or gamma rays
per unit thickness of material is called the linear attenuation coefficient (W), typically
expressed in units of inverse centimeters (cm™'). The number of photons removed
from the beam traversing a very small thickness Ax can be expressed as

n=wNAx [3-4]

where n = the number of photons removed from the beam, and N = the number of
photons incident on the material.

For example, for 100-keV photons traversing soft tissue, the linear attenuation
coefficient is 0.016 mm™". This signifies that for every 1,000 monoenergetic photons
incident upon a 1-mm thickness of tissue, approximately 16 will be removed from
the beam, by either absorption or scattering.

As the thickness increases, however, the relationship is not linear. For example,
it would not be correct to conclude from Equation 3-4 that 6 cm of tissue would
attenuate 960 (96%) of the incident photons. To accurately calculate the number of
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M FIGURE 3-13 Graph of the Rayleigh,
photoelectric, Compton, pair production,

energy.
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photons removed from the beam using Equation 3-4, multiple calculations utilizing
very small thicknesses of material (Ax) would be required. Alternatively, calculus
can be employed to simplify this otherwise tedious process. For a monoenergetic
beam of photons incident upon either thick or thin slabs of material, an exponential
relationship exists between the number of incident photons (NO) and those that are
transmitted (N) through a thickness x without interaction:

N=Nge™ [3-5]

Thus, using the example above, the fraction of 100-keV photons transmitted
through 6 cm of tissue is

N/NO — e—(O.lﬁ em”1)(6 cm) — 038

This result indicates that, on average, 380 of the 1,000 incident photons (i.e.,
38%) would be transmitted through the 6-cm slab of tissue without interacting.
Thus, the actual attenuation (1 — 0.38 or 62%) is much lower than would have been
predicted from Equation 3-4.

The linear attenuation coefficient is the sum of the individual linear attenuation
coefficients for each type of interaction:

= l'1Raylelgh + l'lphotoelecu'lc effect + llComplon scatter + ppair production [3—6]

In the diagnostic energy range, the linear attenuation coefficient decreases with
increasing energy except at absorption edges (e.g., K-edge). The linear attenuation
coefficient for soft tissue ranges from approximately 0.35 to 0.16 cm™! for photon
energies ranging from 30 to 100 keV.

For a given thickness of material, the probability of interaction depends on the
number of atoms the x-rays or gamma rays encounter per unit distance. The den-
sity (p, in g/ecm?) of the material affects this number. For example, if the density is
doubled, the photons will encounter twice as many atoms per unit distance through
the material. Thus, the linear attenuation coefficient is proportional to the density of
the material, for instance:

uwaler > pice > uwater vapor

The relationship among material density, electron density, electrons per mass, and the
linear attenuation coefficient (at 50 keV) for several materials is shown in Table 3-1.
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TABLE 3-1 MATERIAL DENSITY, ELECTRONS PER MASS, ELECTRON

DENSITY, AND THE LINEAR ATTENUATION COEFFICIENT
(AT 50 keV) FOR SEVERAL MATERIALS

ELECTRONS PER ELECTRON DENSITY

MATERIAL DENSITY (g/cm?3) MASS (e/g) X 102  (e/cm®) X 10% p @ 50 keV (cm~")
Hydrogen gas  0.000084 5.97 0.0005 0.000028

Water vapor 0.000598 3.34 0.002 0.000128

Air 0.00129 3.006 0.0038 0.000290

Fat 0.91 3.34 3.04 0.193

Ice 0.917 3.34 3.06 0.196

Water 1 3.34 3.34 0.214

Compact bone  1.85 3.192 5.91 0.573

Mass Attenuation Coefficient

For a given material and thickness, the probability of interaction is proportional to
the number of atoms per volume. This dependency can be overcome by normalizing
the linear attenuation coefficient for the density of the material. The linear attenua-
tion coefficient, normalized to unit density, is called the mass attenuation coefficient.

Mass Attenuation Coefficient (p, / p) |:cm2 / g]

_ Linear Attenuation Coefficient (1)em™] (3-7]
Density of Material (p) [g/cm’]

! whereas

The linear attenuation coefficient is usually expressed in units of cm™
the units of the mass attenuation coefficient are usually cm?%/g.
The mass attenuation coefficient is independent of density. Therefore, for a given

photon energy,
Mwaler/pwaler = I"Lice/plce = MW&[CI’ vapor/pwaler vapor

However, in radiology, we do not usually compare equal masses. Instead, we usu-
ally compare regions of an image that correspond to irradiation of adjacent volumes
of tissue. Therefore, density, the mass contained within a given volume, plays an
important role. Thus, one can radiographically visualize ice in a cup of water due to
the density difference between the ice and the surrounding water (Fig. 3-14).

To calculate the linear attenuation coefficient for a density other than 1 g/em’, the
density p of the material is multiplied by the mass attenuation coefficient to yield the linear
attenuation coefficient. For example, the mass attenuation coefficient of air, for 60-keV
photons, is 0.186 cm?/g. At typical room conditions, the density of air is 0.00129 g/cm’.
Therefore, the linear attenuation coefficient of air under these conditions is

w= (p/po)p = (0.186 cm?/g) (0.00129 g/cm’) = 0.000240 cm ™!

To use the mass attenuation coefficient to compute attenuation, Equation 3-5 can
be rewritten as

N= Noe_(%)px [3-8]

Because the use of the mass attenuation coefficient is so common, scientists in
this field tend to think of thickness not as a linear distance x (in cm) but rather in
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M FIGURE 3-14 Radiograph (acquired
at 125 kV with an antiscatter grid) of
two ice cubes in a plastic container of
water. The ice cubes can be visual-
ized because of their lower electron
density relative to that of liquid water.
The small radiolucent objects seen at
several locations are the result of air
bubbles in the water. (From Bushberg
JT. The AAPM/RSNA physics tuto-
rial for residents. X-ray interactions.
RadioGraphics 1998;18:457-468, with
permission.)

terms of mass per unit area px (in g/cm?). The product px is called the mass thickness

or areal thickness.

Half-Value Layer

Source

M

The half-value layer (HVL) is defined as the thickness of material required to reduce
the intensity (e.g., air kerma rate) of an x-ray or gamma-ray beam to one half of
its initial value. The HVL of a beam is an indirect measure of the photon energies
(also referred to as the quality) of a beam, when measured under conditions of nar-
row-beam geometry. Narrow-beam geometry refers to an experimental configuration
that is designed to exclude scattered photons from being measured by the detector
(Fig. 3-15A). In broad-beam geometry, the beam is sufficiently wide that a substantial
fraction of scattered photons remain in the beam. These scattered photons reaching
the detector (Fig. 3-15B) result in an underestimation of the attenuation coefficient

Collimator
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M FIGURE 3-15 A. Narrow-beam geometry means that the relationship between the source shield and the
detector is such that almost no scattered photons interact with the detector. B. In broad-beam geometry, scattered
photons may reach the detector; thus, the measured attenuation is less compared with narrow-beam conditions.
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(i.e., an overestimated HVL). Most practical applications of attenuation (e.g., patient
imaging) occur under broad-beam conditions. The tenth-value layer (TVL) is analo-
gous to the HVL, except that it is the thickness of material that is necessary to reduce
the intensity of the beam to a tenth of its initial value. The TVL is often used in x-ray
room shielding design calculations (see Chapter 21).

For monoenergetic photons under narrow-beam geometry conditions, the prob-
ability of attenuation remains the same for each additional HVL thickness placed in
the beam. Reduction in beam intensity can be expressed as (%2)", where n equals the
number of HVLs. For example, the fraction of monoenergetic photons transmitted
through 5 HVLs of material is

W X1 X XX 1h=(2)P=1/32=0.031or3.1%

Therefore, 97% of the photons are attenuated (removed from the beam). The
HVL of a diagnostic x-ray beam, measured in millimeters of aluminum under narrow-
beam conditions, is a surrogate measure of the penetrability of an x-ray spectrum.

It is important to understand the relationship between p and HVL. In
Equation 3-5, N is equal to N /2 when the thickness of the absorber is 1 HVL. Thus,
for a monoenergetic beam,

N/2=N eﬂx(lle)
01 2 = eow(nvu
In (1/2) = In e »tVD
—0.693 = —w (HVL)
HVL = 0.693/p [3-9]

For a monoenergetic incident photon beam, the HVL can be easily calculated
from the linear attenuation coefficient, and vice versa. For example, given
1. o=035cm™!

HVL = 0.693/0.35cm™' = 1.98 cm
2. HVL =25mm = 0.25cm
p = 0.693/0.25cm = 2.8 cm™!

The HVL and w can also be calculated if the percent transmission is measured under
narrow-beam geometry.

EXAMPLE: If a 0.2-cm thickness of material transmits 25% of a monoenergetic beam of pho-
tons, calculate the HVL of the beam for that material.

STEP1. 0.25 = e #02em

STEP 2. In0.25 = —u(0.2 cm)

STEP3. w = (-In0.25)/(0.2.cm)=6.93 cm™"
STEP4. HVL = 0.693/p. = 0.693/6.93 cm~' = 0.1 cm

HVLs for photons from three commonly used diagnostic radionuclides (*'T1, *™Tc,
and '®F) are listed for tissue and lead in Table 3-2. Thus, the HVL is a function of (a)
photon energy, (b) geometry, and (c) attenuating material.

Effective Energy

X-ray beams in radiology are polyenergetic, meaning that they are composed of a
spectrum of x-ray energies. The determination of the HVL in diagnostic radiology is a
way of characterizing the penetrability of the x-ray beam. The HVL, usually measured
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TABLE 3-2 HVLs OF TISSUE, ALUMINUM, AND LEAD FOR
X-RAYS AND GAMMA RAYS COMMONLY
USED IN NUCLEAR MEDICINE

HALF VALUE LAYER (mm)

PHOTON SOURCE TISSUE LEAD
70 keV x-rays (°'Tl) 37 0.2
140 keV vy-rays (**™Tc) 44 0.3
511 keV ~v-rays ('8F) 75 4.1

Tc, technetium; T, thallium; Fl, fluorine.

Note: These values are based on the narrow-beam geometry attenuation and
neglecting the effect of scatter. Shielding calculations (discussed in Chapter 21)
are typically for broad-beam conditions.

in millimeters of aluminum (mm Al) in diagnostic radiology, can be converted to a
quantity called the effective energy. The effective energy of a polyenergetic x-ray beam
is an estimate of the penetration power of the x-ray beam, expressed as the energy
of a monoenergetic beam that would exhibit the same “effective” penetrability. The
relationship between HVL (in mm Al) and effective energy is given in Table 3-3. The
effective energy of an x-ray beam from a typical diagnostic x-ray tube is one third to
one half the maximal value.

Mean Free Path

One cannot predict the range of a single photon in matter. In fact, the range can vary
from zero to infinity. However, the average distance traveled before interaction can

TABLE 3-3 HVL AS A FUNCTION OF THE
EFFECTIVE ENERGY OF AN

X-RAY BEAM

HVL (mm Al) EFFECTIVE ENERGY (keV)
0.26 14
0.75 20
1.25 24
1.90 28
3.34 35
4.52 40
5.76 45
6.97 50
9.24 60
11.15 70
12.73 80
14.01 90
15.06 100

Al, aluminum.
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Average Photon Energy and HVL Increases
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M FIGURE 3-16 Beam hardening results from preferential absorption of lower energy photons as the x-rays
traverse matter.

be calculated from the linear attenuation coefficient or the HVL of the beam. This
length, called the mean free path (MFP) of the photon beam, is

MFP=£=;=1.44 HVL [3-10]
n 0.693/HVL

Beam Hardening

The lower energy photons of the polyenergetic x-ray beam will preferentially be
removed from the beam while passing through matter. The shift of the x-ray spec-
trum to higher effective energies as the beam transverses matter is called beam hard-
ening (Fig. 3-16). Low-energy (soft) x-rays will not penetrate the entire thickness of
the body; thus, their removal reduces patient dose without affecting the diagnostic
quality of the exam. X-ray machines remove most of this soft radiation with fil-
ters, thin plates of aluminum, copper, or other materials placed in the beam. This
added filtration will result in an x-ray beam with a higher effective energy and thus
a greater HVL.

The homogeneity coefficient is the ratio of the first to the second HVL and
describes the polyenergetic character of the beam. The first HVL is the thickness
that reduces the incident intensity to 50%, and the second HVL reduces it to 25%
of its original intensity (i.e., 0.5 X 0.5 = 0.25). For most of diagnostic x-ray imag-
ing the homogeneity coefficient of the x-ray spectrum is between 0.5-0.7. However
for special applications such as conventional projection mammography with factors
optimized to enhance the spectral uniformity of the x-ray beam the homogeneity
coefficient can be as high as 0.97. A monoenergetic source of gamma rays has a
homogeneity coefficient equal to 1.

The maximal x-ray energy of a polyenergetic spectrum can be estimated by moni-
toring the homogeneity coefficient of two heavily filtered beams (e.g., 15th and 16th
HVLs). As the coefficient approaches 1, the beam is essentially monoenergetic. Mea-
suring p for the material in question under heavy filtration conditions and matching
it to known values of p for monoenergetic beams provides an approximation of the
maximal energy.
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Absorption of Energy from X-rays and Gamma Rays

Radiation Units and Measurements

The International System of units (SI) provides a common system of units for science
and technology. The system consists of seven base units: meter (m) for length, kilo-
gram (kg) for mass, second (s) for time, ampere (A) for electric current, kelvin (K)
for temperature, candela (cd) for luminous intensity, and mole (mol) for the amount
of substance. In addition to the seven base units, there are derived units defined as
combinations of the base units. Examples of derived units are speed (m/s) and den-
sity (kg/m?). Details regarding derived units used in the measurement and calcula-
tion of radiation dose for specific applications can be found in the documents of the
International Commission on Radiation Units and Measurements (ICRU) and the
International Commission on Radiological Protection (ICRP). Several of these units
are described below, whereas others related to specific imaging modalities or those
having specific regulatory significance are described in the relevant chapters.

Fluence, Flux, and Energy Fluence

The number of photons or particles passing through a unit cross-sectional area is
referred to as the fluence and is typically expressed in units of cm™. The fluence is

given the symbol ®.

_ Photons

) [3-11]

Area
The fluence rate (e.g., the rate at which photons or particles pass through a unit
area per unit time) is called the flux. The flux, given the symbol @, is simply the
fluence per unit time.

Photons
= [3-12]
Area - Time

The flux is useful in situations in which the photon beam is on for extended peri-
ods of time, such as in fluoroscopy. Flux has the units of cm™2 s7".

The amount of energy passing through a unit cross-sectional area is referred to as
the energy fluence. For a monoenergetic beam of photons, the energy fluence (¥) is
simply the product of the fluence (®) and the energy per photon (E).

V—d (Photons)xE (Energy) .
Area Photon

The units of ¥ are energy per unit area, ] m~?, or joules per m?. For a polyener-

getic spectrum, the total energy in the beam is tabulated by multiplying the number
of photons at each energy by that energy and adding these products. The energy flu-
ence rate or energy flux is the energy fluence per unit time.

Kerma

As a beam of indirectly (uncharged) ionizing radiation (e.g., x-rays or gamma rays or neu-
trons) passes through a medium, it deposits energy in the medium in a two-step process:
Step 1. Energy carried by the photons (or other indirectly ionizing radiation) is trans-
formed into kinetic energy of charged particles (such as electrons). In the case of
x-rays and gamma rays, the energy is transferred by photoelectric absorption, Comp-
ton scattering, and, for very high energy photons, pair production.
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Step 2. The directly ionizing (charged) particles deposit their energy in the medium by
excitation and ionization. In some cases, the range of the charged particles is sufficiently
large that energy deposition is some distance away from the initial interactions.

Kerma (K) is an acronym for kinetic energy released in matter. Kerma is defined
at the kinetic energy transferred to charged particles by indirectly ionizing radia-
tion per unit mass, as described in Step 1 above. The SI unit of Kerma is the joule
per kilogram with the special name of the gray (Gy) or milligray (mGy), where
1 Gy = 1] kg!. For x-rays and gamma rays, kerma can be calculated from the mass
energy transfer coefficient of the material and the energy fluence.

Mass Energy Transfer Coefficient
The mass energy transfer coefficient is given the symbol:

(%)

The mass energy transfer coefficient is the mass attenuation coefficient multiplied
by the fraction of the energy of the interacting photons that is transferred to charged
particles as kinetic energy. As was mentioned above, energy deposition in matter by
photons is largely delivered by the energetic charged particles produced by photon
interactions. The energy in scattered photons that escape the interaction site is not
transferred to charged particles in the volume of interest. Furthermore, when pair
production occurs, 1.02 MeV of the incident photon’s energy is required to produce
the electron-positron pair and only the remaining energy (E = — 1.02 MeV) is
given to the electron and positron as kinetic energy. Therefore, the mass energy trans-
fer coefficient will always be less than the mass attenuation coefficient.

For 20-keV photons in tissue, for example, the ratio of the energy transfer coefficient
to the attenuation coefficient (p, /) is 0.68, but this reduces to 0.18 for 50-keV photons,
as the amount of Compton scattering increases relative to photoelectric absorption.

Calculation of Kerma

For a monoenergetic photon beam with an energy fluence W and energy E, the kerma
Kis given by

_ M‘tr
K = \I’( D )E [3-14]

where (}t): J is the mass energy transfer coefficient of the absorber at energy E. The SI
E

units of energy fluence are ] m™2, and the SI units of the mass energy transfer coefficient

are m* kg™!, and thus their product, kerma, has units of J kg™' (1 J kg™' = 1 Gy).

Absorbed Dose

The quantity absorbed dose (D) is defined as the energy (E) imparted by ionizing
radiation per unit mass of irradiated material (m):

D=— [3-15]

m
Unlike Kerma, absorbed dose is defined for all types of ionizing radiation (i.e.,
directly and indirectly ionizing). However, the SI unit of absorbed dose and kerma,
is the same (gray), where 1 Gy = 1 ] kg™'. The older unit of absorbed dose is the
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rad (an acronym for radiation absorbed dose). One rad is equal to 0.01 J kg™'. Thus,
there are 100 rads in a gray, and 1 rad = 10 mGy.

If the energy imparted to charged particles is deposited locally and the bremsstrahl-
ung produced by the energetic electrons is negligible, the absorbed dose will be equal
to the kerma. For x-rays and gamma rays, the absorbed dose can be calculated from
the mass energy absorption coefficient and the energy fluence of the beam.

Mass Energy Absorption Coefficient

The mass energy transfer coefficient discussed above describes the fraction of the mass
attenuation coefficient that gives rise to the initial kinetic energy of electrons in a small
volume of absorber. The mass energy absorption coefficient will be the same as the
mass energy transfer coefficient when all transferred energy is locally absorbed. How-
ever, energetic electrons may subsequently produce bremsstrahlung radiation (x-rays),
which can escape the small volume of interest. Thus, the mass energy absorption coeffi-
cient may be slightly smaller than the mass energy transfer coefficient. For the energies
used in diagnostic radiology and for low-Z absorbers (air, water, tissue), the amount of
radiative losses (bremsstrahlung) is very small. Thus, for diagnostic radiology,

()6)

The mass energy absorption coefficient is useful when energy deposition calcula-
tions are to be made.

Calculation of Dose

The distinction between kerma and dose is slight for the relatively low x-ray energies
used in diagnostic radiology. The dose in any material is given by

_ Meen
D—\I’( 0, )E [3-16]

The difference between the calculation of kerma and dose for air is that kerma is
defined using the mass energy transfer coefficient, whereas dose is defined using the
mass energy absorption coefficient. The mass energy transfer coefficient defines the
energy transferred to charged particles, but these energetic charged particles (mostly
electrons) in the absorber may experience radiative losses, which can exit the small
volume of interest. The coefficient

(%)
P
E

takes into account the radiative losses, and thus
l‘l‘tr = p‘en
P R

E E

The amount of electrical charge (Q) produced by ionizing electromagnetic radiation
per mass (m) of air is called exposure (X):

Exposure

X = [3-17]

3|0
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Exposure is expressed in the units of charge per mass, that is, coulombs per kg
(C kg™"). The historical unit of exposure is the roentgen (abbreviated R), which is
defined as

1R =258 X 107* Ckg™! (exactly)

Radiation beams are often expressed as an exposure rate (R/h or mR/min). The
output intensity of an x-ray machine can be measured and expressed as an exposure
(R) per unit of current times exposure duration (milliampere second or mAs) under
specified operating conditions (e.g., 5 mR/mAs at 70 kV for a source-image distance
of 100 cm, and with an x-ray beam filtration equivalent to 2 mm Al).

Exposure is a useful quantity because ionization can be directly measured with
air-filled radiation detectors, and the effective atomic numbers of air and soft tissue
are approximately the same. Thus, exposure is nearly proportional to dose in soft
tissue over the range of photon energies commonly used in radiology. However, the
quantity of exposure is limited in that it applies only to the interaction of ionizing
photons (not charged particle radiation) in air (not any other substance).

The exposure can be calculated from the dose to air. Let the ratio of the dose (D)
to the exposure (X) in air be W and substituting in the above expressions for D and
X yields

D E

=§=6 [3-18]

W, the average energy deposited per ion pair in air, is approximately constant as a
function of energy. The value of Wis 33.85 eV/ion pair or 33.85 J/C.
In terms of the traditional unit of exposure, the roentgen, the dose to air is

—4
K. =W x X 2.58x107" C
kg - R
or
K, (Gy)=0.00873 ((;Y) x X [3-19]

Thus, one R of exposure results in 8.73 mGy of air dose. The quantity exposure is
still in common use in the United States, but the equivalent SI quantities of air dose
or air kerma are used exclusively in most other countries. These conversions can be
simplified to

X (mR)

Kair Gy)=———"—— -
MGy = 14 5mR / mGy) [3-201

X(uUR)

Ka(UGy)=—————
MOV = 14 SR /uGy)

[3-21]

Imparted Energy, Equivalent Dose, and Effective Dose

Imparted Energy

The total amount of energy deposited in matter, called the imparted energy (g), is the
product of the dose and the mass over which the energy is imparted. The unit of
imparted energy is the joule.

e = (J/kg) X kg =] [3-22]
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For example, assume a head computed tomography (CT) scan delivers a 30 mGy
dose to the tissue in each 5-mm slice. If the scan covers 15 c¢m, the dose to the irradi-
ated volume is 30 mGy; however, the imparted (absorbed) energy is approximately
15 times that in a single scan slice.

Other modality-specific dosimetric quantities such as the CT dose index (CTDI),
the dose-length product (DLP), multiple scan average dose (MSAD) used in com-
puted tomography, and the entrance skin dose (ESD) and kerma-area-product (KAP)
used in fluoroscopy will be introduced in context with their imaging modalities and
discussed again in greater detail in Chapter 11. Mammography-specific dosimetric
quantities such as the average glandular dose (AGD) are presented in Chapter 8.
The methods for calculating doses from radiopharmaceuticals used in nuclear
imaging utilizing the Medical Internal Radionuclide Dosimetry (MIRD) scheme are
discussed in Chapter 16. Dose quantities that are defined by regulatory agencies,
such as the total effective dose equivalent (TEDE) used by the Nuclear Regulatory
Commission (NRC), are presented in Chapter 21.

Equivalent Dose

Not all types of ionizing radiation cause the same biological damage per unit absorbed
dose. To modify the dose to reflect the relative effectiveness of the type of radiation
in producing biologic damage, a radiation weighting factor (wg) was established by the
ICRP as part of an overall system for radiation protection (see Chapter 21), High LET
radiations that produce dense ionization tracks cause more biologic damage per unit
dose than low LET radiations. This type of biological damage (discussed in greater
detail in chapter 20) can increase the probability of stochastic effects like cancer and
thus are assigned higher radiation weighting factors. The product of the absorbed
dose (D) and the radiation weighing factor is the equivalent dose (H).

H = Dwyg [3-23]

The SI unit for equivalent dose is joule per kilogram with the special name of the
sievert (Sv), where 1 Sv = 1 ] kg™!. Radiations used in diagnostic imaging (x-rays and
gamma rays) as well as the energetic electrons set into motion when these photons
interact with tissue or when electrons are emitted during radioactive decay, have a wy

TABLE 3-4 RADIATION WEIGHTING FACTORS (w;) FOR
VARIOUS TYPES OF RADIATION

TYPE OF RADIATION RADIATION WEIGHTING FACTOR (W)

X-rays, gamma rays, beta 1
particles, and electrons

Protons 2

Neutrons (energy dependent)? 2.5-20

Alpha particles and other 20
multiple-charged particles

Note: For radiations principally used in medical imaging (x-rays and gamma
rays) and beta particles, wg = 1; thus, the absorbed dose and equivalent dose
are equal (i.e., 1 Gy = 1Sv).

2wp values are a continuous function of energy with a maximum of 20 at
approximately 1 Mev, minimum of 2.5 at 1 keV and 5 at 1 BeV). Adapted from
ICRP Publication 103, The 2007 Recommendations of the International Com-
mission on Radiological Protection. Ann. ICRP 37 (2-4), Elsevier, 2008.
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of 1: thus, 1 mGy X 1 (wp) = 1 mSv. For heavy charged particles such as alpha par-
ticles, the LET is much higher, and thus, the biologic damage and the associated w,
are much greater (Table 3-4). For example, 10 mGy from alpha radiation may have
the same biologic effectiveness as 200 mGy of x-rays.

The quantity H replaces an earlier but similar quantity, the dose equivalent, which
is the product of the absorbed dose and the quality factor (Q) (Equation 3-24). The
quality factor is similar to wx.

H=DQ [3-24]

The need to present these out-of-date dose quantities arise because regulatory
agencies in the United States have not kept pace with current recommendations of
national and international organizations for radiation protection and measurement.
The traditional unit for both the dose equivalent and the equivalent dose is the rem.
A sievert is equal to 100 rem, and 1 rem is equal to 10 mSv.

Effective Dose

Biological tissues vary in sensitivity to the effects of ionizing radiation. Tissue weight-
ing factors (w;) were also established by the ICRP as part of their radiation protection

TABLE 3-5 TISSUE WEIGHTING FACTORS ASSIGNED
BY THE INTERNATIONAL COMMISSION ON
RADIOLOGICAL PROTECTION (ICRP REPORT 103)

ORGAN/TISSUE Wy % OF TOTAL DETRIMENT
Breast 0.12

Bone marrow 0.12

Colon?® 0.12

Lung 0.12 72
Stomach 0.12

Remainder® 0.12

Gonads* 0.08 8
Bladder 0.04

Esophagus 0.04 16
Liver 0.04

Thyroid 0.04

Bone surface 0.01

Brain 0.01 4
Salivary gland 0.01

Skin 0.01

Total 1.0 100

“The dose to the colon is taken to be the mass-weighted mean of upper and lower
large intestine doses.

bShared by remainder tissues (14 in total, 13 in each sex) are adrenals, extrathoracic
tissue, gallbladder, heart, kidneys, lymphatic nodes, muscle, oral mucosa, pancreas,
prostate (male), small intestine, spleen, thymus, uterus/cervix (female).

The w;, for gonads is applied to the mean of the doses to testes and ovaries.
Adapted from ICRP Publication 103, The 2007 Recommendations of the International
Commission on Radiological Protection. Ann. ICRP 37 (2-4), Elsevier, 2008.
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system to assign a particular organ or tissue (T) the proportion of the detriment' from
stochastic effects (e.g., cancer and hereditary effects, discussed further in Chapter 20)
resulting from irradiation of that tissue compared to uniform whole-body irradiation
(ICRP Publication 103, 2007). These tissue weighting factors are shown in Table 3-5.
The sum of the products of the equivalent dose to each organ or tissue irradiated
(H,) and the corresponding weighting factor (w,) for that organ or tissue is called the
effective dose (E).

E(Sv) = X [wr X Hi(Sv)] [3-25]

T
The effective dose is expressed in the same units as the equivalent dose (sievert
or rem).

The wy values were developed for a reference population of equal numbers of both
genders and a wide range of ages. Thus effective dose applies to a population, not to
a specific individual and should not be used as the patient’s dose for the purpose of
assigning risk. This all too common misuse of effective dose, for a purpose for which
it was never intended and does not apply, is discussed in further detail in Chapters11
and 16. ICRP’s initial recommendations for w; values (ICRP Publication 26, 1977)
were applied as shown in Equation 3-25, the product of which was referred to as the
effective dose equivalent (H,). Many regulatory agencies in the United States, including
the NRC, have not as yet adopted the current ICRP Publication 103 w, values. While
there is a current effort to update these regulations, they are, at present, still using the
old (1977) ICRP Publication 26 dosimetric quantities.

Summary

Most other countries and all the scientific literature use SI units exclusively. While
some legacy (traditional) radiation units and terms are still being used for regulatory
compliance purposes and some radiation detection instruments are still calibrated
in these units, students are encouraged to use the current SI units discussed above.
A summary of the SI units and their equivalents in traditional units is given in
Table 3-6. A discussion of these radiation dose terms in the context of x-ray dosimetry
in projection imaging and CT is presented in Chapter 11.
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Unlike snapshots taken on the ubiquitous digital camera, medical images are
acquired not for aesthetic purposes but out of medical necessity. The image quality
on a medical image is related not to how pretty it looks but rather to how well it con-
veys anatomical or functional information to the interpreting physician such that an
accurate diagnosis can be made. Indeed, radiological images acquired with ionizing
radiation can almost always be made much prettier simply by turning up the radia-
tion levels used, but the radiation dose to the patient then becomes an important
concern. Diagnostic medical images therefore require a number of important trade-
offs in which image quality is not necessarily maximized but rather is optimized to
perform the specific diagnostic task for which the exam was ordered.

The following discussion of image quality is also meant to familiarize the reader
with the terms that describe it, and thus the vernacular introduced here is important as
well. This chapter, more than most in this book, includes some mathematical discus-
sion that is relevant to the topic of image science. To physicians in training, the details of
the mathematics should not be considered an impediment to understanding but rather
as a general illustration of the methods. To image scientists in training, the mathematics
in this chapter are a necessary basic look at the essentials of imaging system analysis.

Spatial Resolution

Spatial resolution describes the level of detail that can be seen on an image. In
simple terms, the spatial resolution relates to how small an object can be seen on a
particular imaging system—and this would be the limiting spatial resolution. How-
ever, robust methods used to describe the spatial resolution for an imaging system
provide a measure of how well the imaging system performs over a continuous range
of object dimensions. Spatial resolution measurements are generally performed at
high dose levels in x-ray and vy-ray imaging systems, so that a precise (low noise)
assessment can be made. The vast majority of imaging systems in radiology are digi-
tal, and clearly the size of the picture element (pixel) in an image sets a limit on what
can theoretically be resolved in that image. While it is true that one cannot resolve an
object that is smaller than the pixel size, it is also true that one may be able to detect
a high-contrast object that is smaller than the pixel size if its signal amplitude is large
enough to significantly affect the gray scale value of that pixel. It is also true that
while images with small pixels have the potential to deliver high spatial resolution,
many other factors also affect spatial resolution, and in many cases, it is not the pixel
size that is the limiting factor in spatial resolution.

The Spatial Domain

In radiology, images vary in size from small spot images acquired in mammography
(~50 mm X 50mm) to the chest radiograph, which is 350 mm X 430 mm. These images
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Input Point Stimulus Output: PSF(X, y)

M FIGURE 4-1 A point stimulus to an imaging system is illustrated (left), and the response of the imaging
system, the point spread function (PSF) is shown (right). This PSF is rotationally symmetric.

are acquired and viewed in the spatial domain. The spatial domain refers to the two
dimensions of a single image, or to the three dimensions of a set of tomographic
images such as computed tomography (CT) or magnetic resonance imaging (MRI).
A number of metrics that are measured in the spatial domain and that describe the
spatial resolution of an imaging system are discussed below.

The Point Spread Function, PSF

The point spread function (PSF) is the most basic measure of the resolution proper-
ties of an imaging system, and it is perhaps the most intuitive as well. A point source
is input to the imaging system, and the PSF is (by definition) the response of the
imaging system to that point input (Fig. 4-1). The PSF is also called the impulse
response function. The PSF is a two-dimensional (2D) function, typically described
in the x and y dimensions of a 2D image, PSF(x,y). Note that the PSF can be rota-
tionally symmetric, or not, and an asymmetrical PSF is illustrated in Figure 4-2. The
diameter of the “point” input should theoretically be infinitely small, but practically
speaking, the diameter of the point input should be five to ten times smaller than the
width of the detector element in the imaging system being evaluated.

To produce a point input on a planar imaging system such as in digital radiogra-
phy or fluoroscopy, a sheet of attenuating metal such as lead, with a very small hole
in it*, is placed covering the detector, and x-rays are produced. High exposure levels
need to be used to deliver a measurable signal, given the tiny hole. For a tomographic

M FIGURE 4-2 A PSFwhich
is not rotationally symmet-
ric is shown.

*In reality, PSF and other resolution test objects are precision-machined tools and can cost over a thou-
sand dollars.
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Stationary Imaging System

Non-stationary Imaging System

B FIGURE 4-3 A stationary or shift-invariant imaging system is one in which the PSF remains constant over
the field of view of the imaging system. A nonstationary system has a different PSF, depending on the location
in the field of view.

system, a small-diameter wire or fiber can be imaged with the wire placed normal to
the tomographic plane to be acquired.

An imaging system with the same PSF at all locations in the field of view is called
stationary or shift invariant, while a system that has PSFs that vary depending on the
position in the field of view is called nonstationary (Fig. 4-3). In general, medical
imaging systems are considered stationary—even if some small nonstationary effects
are present. Pixelated digital imaging systems have finite detector elements (dexels),
commonly square in shape (but not always), and in some cases, the detector element
is uniformly sensitive to the signal energy across its surface. This implies that if there
are no other factors that degrade spatial resolution, the digital sampling matrix will
impose a PSE which is square in shape (Fig. 4-4) and where the dimensions of the
square are the dimensions of the dexels.

The PSF describes the extent of blurring that is introduced by an imaging system,
and this blurring is the manifestation of physical events during the image acquisition

M FIGURE 4-4 A 2D RECT function is shown, illustrating the PSF of a digital imaging system with square
detector elements of width a, in the absence of any other blurring phenomenon. This PSF is the best possible
for a digital imaging system.
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or reconstruction process. Mathematically, for a linear stationary system, the input
image is convolved with the PSF and that results in the output image. Convolution is
a mathematical operation discussed later in this chapter.

The Line Spread Function, LSF

When an imaging system is stimulated with a signal in the form of a line, the line
spread function (LSF) can be evaluated. For a planar imaging system, a slit in some
attenuating material can be imaged and would result in a line on the image. For a
tomographic imaging system, a thin plane of material can be imaged normal to the
tomographic plane, and that also would result in a line being produced in the image
(Fig. 4-5). Once the line is produced on the image (e.g., parallel to the y-axis), a
profile through that line is then measured perpendicular to the line (i.e., along the
x-axis). The profile is a measure of gray scale as a function of position. Once this
profile is normalized such that the area is unity, it becomes the LSF(x). As will be
discussed later, the LSF has an important role in the practical assessment of spatial
resolution.

For an analog imaging system such as radiographic film, a device called a scanning
microdensitometer is required to measure the optical density as a function of position.
The optical density trace would then have to be corrected for its nonlinear relationship
with incident exposure, before the LSF can be computed. For digital x-ray imaging
systems that have a linear response to x-rays such as digital radiography or CT, the
profile can be easily determined from the digital image using appropriate software.
Profiles from ultrasound and MR images can also be used to compute the LSF, as long
as the signal is converted in a linear fashion into gray scale on the images.

Slit imaging in projection radiography Imaging a plane in tomographic systems
B

Image of Line

Profile of line is
measured perpendicular
to the line

Cc

M FIGURE 4-5 Methods for acquiring the LSF are shown. The LSF can be acquired by imaging a slit image
(A), or by imaging a thin plane of material in a tomographic imaging system such as CT, MRI, or ultrasound (B).
C. The LSF is computed by taking an orthogonal profile across the measured slit image.
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M FIGURE 4-6 A. The conventional approach to measuring the LSF involves the acquisition of a slit image
along the y-axis, and a profile (gray scale versus position) across it (in the x-axis) is evaluated. This approach is
legitimate but is limited by the sampling pitch of the detector. B. An alternative approach to computing the LSF
was proposed by Fujita. Here, the slit image is acquired at a slight angle (~5 degrees) relative to the y-axis. At
any row along the vertical slit, a single LSF can be measured. However, because of the angle, a composite LSF
can be synthesized by combining the LSFs from a number of rows in the image. The angle of the slit creates a
small differential phase shift of the LSF from row to row—this can be exploited to synthesize an LSF with much
better sampling than the pixel pitch. This oversampled LSF is called the presampled LSF.

For a system with good spatial resolution, the LSF will be quite thin, and thus
on the measured profile, the LSF will only be few pixels wide, and the LSF measure-
ment will consequently suffer from coarse pixel sampling in the image. One way to
get around this is to place the slit at a small angle (e.g., 2 to 8 degrees) to the detec-
tor element columns during the physical measurement procedure. Then, instead of
taking one profile through the slit image, a number of profiles are taken at different
locations vertically (Fig. 4-6) and the data are synthesized into a presampled LSF. Due
to the angulation of the slit, the profiles taken at different vertical positions (Fig. 4-6)
intersect the slit image at different phases (horizontally) through the pixel width—
this allows the LSF to be synthesized with sub-pixel spacing intervals, and a better
sampled LSF measurement results.

The Edge Spread Function, ESF

In some situations, PSF and LSF measurements are not ideally suited for a specific
imaging application, where the edge spread function (ESF) can be measured. Instead
of stimulating the imaging system with a slit image as with the LSE a sharp edge is
presented. The edge gradient that results in the image can then be used to measure the
ESF(x). The ESF is particularly useful when the spatial distribution characteristics of
glare or scatter phenomenon are the subject of interest—since a large fraction of the
field of view is stimulated, low-amplitude effects such as glare or scatter (or both)
become appreciable enough in amplitude to be measurable. By comparison, the tiny
area of the detector receiving signal in the PSF or LSF measurements would not be
sufficient to cause enough optical glare or x-ray scatter to be measured. A sharp,
straight edge is also less expensive to manufacture than a point or slit phantom.
An example of spatial domain spread functions is shown in Figure 4-7.
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B FIGURE 4-7 The three basic spread functions in the spatial domain are shown—the PSF(x,y) is a 2D spread
function. The LSF and ESF are both 1D spread functions. There is mathematical relationship between the three
spread functions, as discussed in the text.

Convolution

Convolution is an integral calculus procedure that accurately describes mathematically
what the blurring process does physically. The convolution process is also an important
mathematical component of image reconstruction, and understanding the basics of
convolution is essential to a complete understanding of imaging systems. Below, a basic
description of the convolution process is provided. Convolution in 1D is given by

G(x)=j:H(x')k(x—x'>dx'=H<x)®k(x) [4-1]

where & is the mathematical symbol for convolution. Convolution can occur in two
or three dimensions as well, and the extension to multidimensional convolution is
straightforward. Referring to Figure 4-8, a column of numbers H is to be convolved
with the convolution kernel, resulting in column G. The function H can also be thought

H Kernel G H Kernel G H Kernel G
42.4 x0.20 42.4 42.4
87.8 x0.20 ¢ g7.8 *0.20 87.8

36.2 x0.20 62.8 36.2 x0.20 s 628 36.2 x0.20 62.8
71.5 x0.20 58.5 715 x0.20 58.5 71.5 x0.20 58.5

76.0 x0.20 57.6 76.0 x0.20 57.6 76.0 x0.20 = 57.6
20.7 65.4 20.7 x0.20 65.4 20.7 x0.20 65.4
83.4 63.6 83.4 63.6 83.4 x0.20 63.6
75.5 75.5 75.5
62.2 62.2 62.2

A B C

M FIGURE 4-8 The basic operation of discrete convolution is illustrated in this figure. In the three panes (A-C),
the function H is convolved with the convolution kernel, resulting in the function G. The process proceeds by
indexing one data element in the array, and this is shown in the three different panes. The entire convolution
is performed over the entire length of the input array H.
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B FIGURE 4-9 A plot of the noisy input data H(x), and of the smoothed function G(x), is shown. The first ele-
ments in the data shown on this plot correspond to the data illustrated in Figure 4-8. The input function H(x)
is simply random noise. The convolution process with the RECT function results in substantial smoothing, and
this is evident by the much smoother G(x) function in comparison to H(x).

of as a row of pixel data on a 1D image. The kernel in this example is five elements
long, and its value sums to unity. In pane A, the first five numbers of H are multiplied
by the corresponding elements in the kernel (here, each element of the kernel has a
numerical value of 0.20); these five products are summed, resulting in the first entry
in column G. In pane B, the convolution algorithm proceeds by shifting down one
element in column H, and the same operation is computed, resulting in the second
entry in column G. In pane C, the kernel shifts down another element in the array of
numbers, and the same process is followed. This shift, multiply, and add procedure is
the discrete implementation of convolution—it is the way this operation is performed
in a computer. A plot of the values in columns H and G is shown in Figure 4-9, and
H in this case is randomly generated noise. The values of G are smoothed relative
to H, and that is because the elements of the convolution kernel in this case are
designed to perform data smoothing—essentially by averaging five adjacent values in
Column H. A plot of various five-element kernels is shown in Figure 4-10. The
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M FIGURE 4-10 Three convolution kernels are illustrated. A is a RECT function defined by [0.2, 0.2, 0.2, 0.2,
0.2], and the convolution process with this function is illustrated in Figures 4-8. Kernel B illustrates another
possible smoothing kernel, with values [0.05, 0.20, 0.50, 0.20, 0.05]. Kernel C has the values [-0.15, 0.35,
0.50, 0.35, -0.15]. The negative sidebands of this kernel cause edge enhancement during a convolution pro-
cedure, but this can also increase the noise in the resulting function.
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kernel illustrated in Figure 4-8 is kernel A in Figure 4-10, and the shape is that of
a rectangle (a RECT function), because all of the values in the kernel are the same.
Use of such a kernel in data analysis is also called a boxcar average or running aver-
age, with applications in economics and elsewhere. Kernel B in Figure 4-10 has an
appearance a bit similar to a bell-shaped curve, to the extent that only five values can
describe such a shape. Both kernels A and B have all positive values, and therefore,
they will always result in data smoothing. Kernel C has some negative edges on it,
and when negative values are found in a kernel, some edge enhancement will result.
In Equation 4-1 or Figure 4-8, it can be seen that negative values in the kernel will
result in weighted subtraction of adjacent elements of the input function, and this
brings out edges or discontinuities in the input function, and it tends to exacerbate
noise in the data as well. It is worth noting that if the kernel was [0, 0, 1, 0, 0], G
would be equal to H. This kernel is called a delta function.

Convolution can use kernels of any length, and for image processing, kernels from
3 elements to 511 or more elements are used. Although not required, most kernels
that are smaller in length are odd, so that there is a center element. For a kernel of
length N, (odd), convolution is ill defined at the edges of the image for (N,-1)/2 pixels
(Fig. 4-8); however, assuming that the image has zero-valued pixels adjacent to its
edges is a common method for dealing with this. Above, only 1D convolution using 1D
kernels was discussed, but convolution is routinely performed in two dimensions using
2D kernels. In such case, 3 X 3,5 X 5, and other odd kernel dimensions are routinely
used. Examples of 2D convolution kernels are illustrated in Figure 4-11. Three-di-
mensional convolution techniques are also used in medical imaging processing. Con-
volution is a mathematical process that describes physical blurring phenomena, but
convolution techniques can be used to restore (improve) spatial resolution as well—in
such cases the process is called deconvolution. While deconvolution can improve spatial
resolution in some cases, it also amplifies the noise levels in the image.

Relationships Between Spread Functions

There are mathematical relationships between the spatial domain spread func-
tions PSE LSE and ESE The specific mathematical relationships are described
here, but the take-home message is that under most circumstances, given a

gaussian blur original increasing edge enhancement

M FIGURE 4-11 This figure illustrates the results of 2D image processing using a variety of different convolu-
tion kernels. The original image is shown as image B. Image A is a smoothed version, while images C-E show
the effect of edge enhancement kernels with increasing edge enhancement from images C to E.
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measurement of one of the spread functions, the others can be computed. This
feature adds to the flexibility of using the most appropriate measurement method
for characterizing an imaging system. These statements presume a rotationally
symmetric PSE but in general, that is the case in many (but not all) medical
imaging systems.

The LSF and ESF are related to the PSF by the convolution equation. The LSF can
be computed by convolving the PSF with a line™

LSF(x)=PSF(x,y) ® LINE(y) [4-2]

Because a line is purely a 1D function, the convolution shown in Equation 4-2
reduces to a simple integral

LSF(x)= _[;_wPSF (x,y)dy [4-3]
Convolution of the PSF with an edge” results in the ESF
ESF(x)=PSF(x,y) ® EDGE(y) [4-4]

In addition to the above relationships, the LSF and ESF are related as well. The ESF
is the integral of the LSE and this implies that the LSF is the derivative of the ESE

ESF(x)= _[;:_m LSF(x") dx' [4-5]

One can also compute the LSF from the ESE and the PSF can be computed from
the LSF; however, the assumption of rotational symmetry with the PSF is necessary
in the latter case.

Physical Mechanisms of Blurring

There are many different mechanisms in medical imaging that cause blurring, and
some of these mechanisms will be discussed in length in subsequent chapters. The
spatial resolution of an image produced by any optical device (such as in an image
intensifier/TV-based fluoroscopy system) can be reduced by accidental defocusing.
When an x-ray strikes an intensifying screen or other phosphor, it produces a burst
of light photons that propagate by optical diffusion though the screen matrix. For
thicker screens, the diffusion path toward the screen’s surface is longer and more
lateral diffusion occurs, which results in a broader spot of light reaching the surface
of the screen and consequently more blurring. Digital sampling usually results in the
integration of the 2D signal over the surface of the detector element, and this occurs
in digital x-ray, CT, nuclear medicine, ultrasound, and other modalities. Figure 4-4
illustrates the 2D RECT function that represents digital sampling, and the spatial
resolution decreases as the width of the RECT function increases. These are just some
examples of physical factors that reduce spatial resolution; many other processes can
degrade resolution as well.

The measurement of the various spread functions discussed above is used to charac-
terize the impact of physical blurring phenomena in medical imaging systems. Subsequent
analyses on spread functions, and in particular on the LSE, are often performed to char-
acterize the frequency dependence of spatial resolution, as described below.

"Line(y) = 1, wherey = 0,
= 0, elsewhere

‘Edge(y) = 1, where y > 0,
= 0, elsewhere
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The Frequency Domain

The PSE, LSE and ESF are apt descriptions of the resolution properties of an imaging
system in the spatial domain. Another useful way to express the resolution of an
imaging system is to make use of the spatial frequency domain. By analogy, the ampli-
tude of sound waves vary as a function of time (measured in seconds), and temporal
frequency is measured in units of cycles/s (s7'), also known as Hertz. For example,
the middle A key on a well-tuned piano corresponds to 440 Hz. If the period of a
sound wave occurs within shorter periods of time, the sound wave is of higher fre-
quency. Spatial frequency is similar to temporal frequency except that distance (in
mm) is used instead of time. In the spatial frequency domain, smaller objects corre-
spond to higher frequencies, and larger objects correspond to lower frequencies.

There are some technical nuances to the statement, but to a first approxima-
tion, spatial frequency can be thought of as just a different way of thinking about
object size—low spatial frequencies correspond to larger objects in the image, and
higher spatial frequencies correspond to smaller objects. If the size of an object (A)
is known, it can be converted to spatial frequency (F=1/2A), and if the spatial
frequency (F) is known, it can be converted to object size (A =1/2F). Here, the
dimensions of A are mm, and the dimensions of F are cycles/mm, which is equivalent
to mm~' or 1/mm. These statements are true, but a rigorous mathematical descrip-
tion of the relationship between A and F would involve the shape, size, and periodic-
ity of the object, but that discussion is not necessary here.

Fourier Series and the Fourier Transform

In Figure 4-12, let the solid black line be a trace of gray scale as a function of position
across an image. Nineteenth-century French mathematician Joseph Fourier devel-
oped a method for decomposing a function such as this gray scale profile into the
sum of a number of sine waves. Each sine wave has three parameters that character-
ize its shape: amplitude (a), frequency (f), and phase (W), where

g(x)=asn2r fx +y) [4-6]

Figure 4-12 illustrates the sum of four different sine waves (solid black line),
which approximates the shape of two rectangular functions (dashed lines). Only four
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M FIGURE 4-12 The basic concept of Fourier Series analysis is illustrated. The solid black lines are the sum of the
four sets of sine waves, and approximate the two RECT functions (dashed lines). Only four sine waves are summed
here, but with a more complete set, the RECT functions could be almost perfectly matched. The Fourier transform
breaks any arbitrary signal down into the sum of a set of sine waves of different phase, frequency, and amplitude.



70

Section | e Basic Concepts

sine waves were used in this figure for clarity; however, if more sine waves (a more
complete Fourier series) were used, the shape of the two rectangular functions could
in principle be matched.

The Fourier transform is an algorithm that decomposes a spatial or time domain
signal into a series of sine waves that, when summed, replicate that signal. Once a
spatial domain signal is Fourier transformed, the resulting data are considered to be
in the frequency domain. The Fourier transform is given by

G(N =] gl dx [47]

where i is /=1 . If, for example, the input signal g(x) to the Fourier transform is a
sine wave with a frequency v, the function G(f) will be a plot with spikes at frequen-
cies *v, and it will be zero elsewhere. The function G(f) will in general consist of
complex numbers, with real and imaginary components.

The Fourier transform, FT[], converts a temporal or spatial signal into the fre-
quency domain, while the inverse Fourier transform, FT~[], converts the frequency
domain signal back to the temporal or spatial domain. The Fourier transform can be
used to perform convolution. Referring back to Equation 4-1, the function G(x) can
be alternatively computed as

G(x)=FT ' {FT[H ()X FT[k(x)]} [4-8]

Equation 4-8 computes the same function G(x) as in Equation 4-1, but
compared to the convolution procedure, in most cases the Fourier transform com-
putation runs faster on a computer. Therefore, image processing methods that
employ convolution filtration procedures such as in CT are often performed in
the frequency domain for computational speed. Indeed, the kernel used in CT is
often described in the frequency domain (descriptors such as ramp, Shepp-Logan,
bone kernel, B41), so it is more common to discuss the shape of the kernel in the
frequency domain (e.g., FT[k(x)]) rather than in the spatial domain (i.e., k(x)), in
the parlance of clinical CT.

Fourier computations are a routine part of medical imaging systems. Fourier
transforms are used to perform the filtering procedure in filtered back projection,
for CT reconstruction. Inverse Fourier transforms are used in MRI to convert the
measured time domain signal into a spatial signal. Fourier transforms are also used
in ultrasound imaging and Doppler systems.

The Modulation Transfer Function, MTF(f)

Conceptual Description

Imagine that it is possible to stimulate an imaging system spatially with a pure sinu-
soidal wave form, as illustrated in Figure 4-13A. The system will detect the incoming
sinusoidal signal at frequency f, and as long as the frequency does not exceed the
Nyquist frequency (discussed later) of the imaging system (i.e., f < F), it will pro-
duce an image at that same frequency but in most cases with reduced contrast (Fig.
4-13A, right side). The reduction in contrast transfer is the result of resolution losses
in the imaging system. For the input sinusoidal signals with frequencies of 1, 2, and
4 cycles/mm (shown in Fig 4-13A), the recorded contrast levels were 87%, 56%,
and 13%, respectively, on the measured images. For any one of these three frequencies
measured individually, if the Fourier transform was computed on the recorded signal,
the result would be a peak at the corresponding frequency (Fig. 4-13A, right side).
Three such peaks are shown in Figure 4-13B, representing three sequentially and
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individually acquired (and then Fourier transformed) signals. The amplitude of the
peak at each frequency reflects the contrast transfer (retained) at that frequency, with
contrast losses due to resolution limitations in the system. Interestingly, due to the
characteristics of the Fourier transform, the three sinusoidal input waves shown
in Figure 4-13A could be acquired simultaneously by the detector system, and the

Input signal Measured signal

1cy/mm 87%

2 cy/mm 56 %

4 cy/mm 13%

1mm

1.0
0.9
0.8
0.7
0.6
0.5
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0.3
0.2
0.1

0.0
0 1 2 3 4 5

Spatial Frequency (cy/mm)

MTF (f)

M FIGURE 4-13 A. Sinusoidal input signals are incident on a detector (intensity as a function of position), and
three different frequencies are shown as input functions (left). The signals measured by the imaging system are
shown on the right—the frequency is the same as the inputs in all cases, but the amplitude of the measured sig-
nal is reduced compared to that of the input signal. This reduction in amplitude is a result of resolution losses in
the imaging system, which are greater with signals of higher frequencies. For the input at 1 cycle/mm, the original
100% amplitude was attenuated to 87%, and with the 2- and 4-cycle/mm input functions, the resulting signal
amplitudes were reduced to 56% and 13%, respectively. B. This figure shows the amplitude reduction as a func-
tion of spatial frequency shown in A. At 1 cycle/mm, the system reduced the contrast to 87% of the input. For
2 mm~'and 4 mm~', the signal was modulated as shown. This plot shows the MTF, which illustrates the spatial
resolution of an imaging system as a function of the spatial frequency of the input signal.
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M FIGURE 4-14 The limiting spatial resolution is the spatial frequency at which the amplitude of the MTF
decreases to some agreed-upon level. Here the limiting spatial resolution is shown at 10% modulation, and
the limiting spatial resolution is 1.6 cycles/mm.

Fourier Transform could separate the individual frequencies and produce the three
peaks at F = 1, 2, and 4 cyclessmm shown in Figure 4-13B. Indeed, if an input
signal contained more numerous sinusoidal waves (10, 50, 100,....) than the three
shown in Figure 4-13A, the Fourier transform would still be able to separate these fre-
quencies and convey their respective amplitudes from the recorded signal, ultimately
resulting in the full, smooth modulation transfer function (MTF) curve shown in
Figure 4-13B.

Practical Measurement

It is not possible in general to stimulate a detector system with individual, spatial
sinusoidal signals as described in the paragraph above. Rather, the LSE discussed
previously and illustrated in Figures 4-6 and 4-7, is used to determine the MTF in
experimental settings. A perfect line source input (called a delta-function), it turns
out, is represented in the frequency domain by an infinite number of sinusoidal
functions spanning the frequency spectrum. Therefore, the Fourier transform of the
LSF(x) computes the full MTF curve as shown in Figure 4-13B. Prior to the computa-
tion, the LSF(x) is normalized to have unity area

J-::,MLSF(X)dX =1 [4-9]

Then the Fourier transform is computed, and the modulus (brackets) is taken,
resulting in the MTF(f)

MTEF (f) = ‘J‘::_MLSF(x)e_mfxdx [4-10]

Limiting Resolution

The MTF gives a rich description of spatial resolution, and is the accepted standard
for the rigorous characterization of spatial resolution. However, it is often useful
to have a single number value that characterizes the approximate resolution limit
of an imaging system. The limiting spatial resolution is often considered to be the
frequency at which the MTF crosses the 10% level (see Fig. 4-14), or some other
agreed-upon and specified level.
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Sampling pitch Aperture width

A a

M FIGURE 4-15 This figure illustrates a side view of detector elements in a hypothetical detector system.
Detector systems whose center-to-center spacing (pitch) is about equal to the detector width are very com-
mon, and these represent contiguous detector elements. The sampling pitch affects aliasing in the image,
while the aperture width of the detector element influences the spatial resolution (the LSF and MTF). A sine
wave (shown) where each period just matches the width of two detector elements is the highest frequency
sine wave that can be imaged with these detectors due to their sampling pitch.

Nyquist Frequency

Lets look at an example of an imaging system where the center-to-center spacing
between each detector element (dexel) is A in mm. In the corresponding image, it
would take two adjacent pixels to display a full cycle of a sine wave (Fig. 4-15)—one
pixel for the upward lobe of the sine wave, and the other for the downward lobe. This
sine wave is the highest frequency that can be accurately measured on the imaging
system. The period of this sine wave is 2A, and the corresponding spatial frequency
is F,, = 1/2A. This frequency is called the Nyquist frequency (F,), and it sets the
upper bound on the spatial frequency that can be detected for a digital detector
system with detector pitch A. For example, for A = 0.05 mm, F,, = 10 cycles/mm,
and for A = 0.25 mm, F,, = 2.0 cycles/mm.

If a sinusoidal signal greater than the Nyquist frequency were to be incident upon
the detector system, its true frequency would not be recorded, but rather it would
be aliased. Aliasing occurs when frequencies higher than the Nyquist frequency are
imaged (Fig. 4-16). The frequency that is recorded is lower than the incident fre-
quency, and indeed the recorded frequency wraps around the Nyquist frequency. For
example, for a system with A = 0.100 mm, and thus F,, = 5.0 cycles/mm, sinusoi-
dal inputs of 2, 3, and 4 cycles/mm are recorded accurately because they obey the
Nyquist Criterion. The Fourier transform of the detected signals would result in a

measured
signal

input signal
digital sampling

M FIGURE 4-16 The concept of aliasing is illustrated. The input sine wave is sampled with the sampling comb
(arrows), but the Nyquist criterion is violated here because the input sine wave is higher than the Nyquist fre-
quency. Thus, the sampled image data will be aliased and the lower frequency sine wave will be seen as the
measured signal on the image.
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M FIGURE 4-17 For a single-frequency sinusoidal input function to an imaging system (sinusoidally varying
intensity versus position), the Fourier transform of the image results in a spike (delta function) indicating the
measured frequency. The Nyquist frequency in this example is 5 cycles/mm. For the three input frequencies in
the left panel, all are below the Nyquist frequency and obey the Nyquist criterion, and the measured (recorded)
frequencies are exactly what was input into the imaging system. On the right panel, the input frequencies
were higher than the Nyquist frequency, and the recorded frequencies in all cases were aliased—they wrapped
around the Nyquist frequency—that is, the measured frequencies were lower than the Nyquist frequency by
the same amount by which the input frequencies exceeded the Nyquist frequency.

histogram of the frequency distribution of the measured sinusoid frequencies, but
since the input functions are single frequencies, the Fourier transform appears as a
spike at that frequency (Fig. 4-17). For sinusoidal inputs with frequencies greater
than the Nyquist frequency, the signal wraps around the Nyquist frequency—a fre-
quency of 6 cycles/mm (F, + 1) is recorded as 4 cycles/mm (F,,—1), and a frequency
of 7 cycles/mm (F, + 2) is recorded as 3 cycles/mm (F,—2), and so on. This is seen
on Figure 4-17 as well. Aliasing is visible when there is a periodic pattern that is
imaged, such as an x-ray antiscatter grid, and aliasing appears visually in many cases
as a Moiré pattern or wavy lines.

The Presampled MTF

Aliasing can pose limitations on the measurement of the MTF, and the finite size of
the pixels in an image can cause sampling problems with the LSF that is measured
to compute the MTF (Equation 4-10). Figure 4-6 shows the angled slit method for
determining the presampled LSE, and this provides a methodology for computing
the so-called presampled MTE Using a single line perpendicular to the slit image
(Fig. 4-6A), the sampling of the LSF measurements is A, and the maximum fre-
quency that can be computed for the MTF is then 1/2A. However, for many medical
imaging systems it is both possible and probable that the MTF has nonzero ampli-
tude beyond the Nyquist limit of F, = 1/2A. In order to measure the presampled
MTE the angled-slit method is used to synthesize the presampled LSE By using a
slight angle between the long axis of the slit and the columns of detector elements in
the physical measurement of the LSE, different (nearly) normal lines can be sampled
(Fig. 4-6B). The LSF computed from each individual line is limited by the A sam-
pling pitch, but multiple lines of data can be used to synthesize an LSE which has
much better sampling than A. Indeed, oversampling can be by a factor of 5 or 10,
depending on the measurement procedure and how long the slit is. The details of
how the presampled LSF is computed are beyond the scope of the current discus-
sion; however, by decreasing the sampling pitch from A to, for example, A/5, the
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Nyquist limit goes from F to 5F,, which is sufficient to accurately measure the
presampled MTE

RECT Functions and SINC

We have seen in the above discussion on aliasing, that the discrete sampling in
digital detector systems imposes the Nyquist Criterion (i.e., F, = 1/2A) and if
this criterion is not met, then aliasing may occur. Digital detector systems such
as flat panel detector systems (as a concrete example) have detector elements that
are essentially contiguous (i.e., very little dead space between adjacent detector
elements). Thus, for a detector where the detector pitch (the center-to-center dis-
tance between adjacent detector elements) is A, the width of each detector element
(a) is about the same (Fig. 4-16), that is, a = A. This finite width of each detector
element means that all of the signal which is incident on each dexel is essentially
averaged together, and one number (the gray scale value) is produced for each
detector element (in general). This means that on top of any blurring that may
occur from other sources, the width of the dexel imposes a fundamental limit on
spatial resolution. In a very literal sense, the detector width—idealized as a rectan-
gular (RECT) response function—is the best the LSF can ever get on a digital imag-
ing system. The RECT function is a rectangle-shaped function of width a, usually
centered at x = 0, such that the RECT function runs from —a/2 to +a/2. Let the
LSF be a RECT function with width a, and the MTF is then computed as the Fourier
transform of the LSE This Fourier transform can be computed analytically, and the
resulting MTF will be given by

MTE(f) = j;m RECT (;‘)ez"“*dx = a sinc(af) [4-11]

A plot of this MTF is illustrated in Figure 4-18. The function on the right side of
Equation 4-11 is commonly called a sinc function. The sinc function goes to zero at
F = 1/a, but aliasing occurs above the Nyquist frequency at 1/2A. Thus, for a system
which has an MTF defined by the sinc function, the possibility of aliasing is high
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M FIGURE 4-18 This figure shows the MTF for a RECT input function of width a. Here, a = 0.100 mm.
This was a contiguous detector; so the sampling pitch, A, was equal to a. Thus, the Nyquist frequency is
5 cycless/mm and the amplitude of the MTF goes to zero at 1/a = 10 cycles/mm. This MTF shows the SINC
function—the analytical Fourier transform of the RECT function of width a. For an imaging system with a
detector aperture of width a, this curve represents the best MTF possible for that detector.
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M FIGURE 4-19 Line pair phantoms are used for
practical estimates of the spatial resolution in field
tests of clinical imaging equipment. An ideal test
phantom (left) is imaged, and the system blurs the
image of the object as shown here (right). The
observer reads the spatial frequency (not indicated
here) corresponding to the smallest set of bars that
were visible, and this measurement is considered
the limiting spatial resolution.

since the MTF still has nonzero amplitude above F,. An imaging system that has an
MTF defined by the sinc function is performing at its theoretical maximum in terms
of spatial resolution.

Field Measurements of Resolution Using Resolution Templates

Spatial resolution should be monitored on a routine basis for many imaging modali-
ties. However, measuring the LSF or the MTF is more detailed than necessary for
routine quality assurance purposes. For most clinical imaging systems, the evalu-
ation of spatial resolution using resolution test phantoms is adequate for routine
quality assurance purposes. The test phantoms are usually line pair phantoms or
star patterns (Fig. 4-19). The test phantoms are imaged, and the images are viewed
to estimate the limiting spatial resolution of the imaging system. There is a degree of
subjectivity in such an evaluation, but in general viewers will agree within acceptable
limits. These measurements are routinely performed on fluoroscopic equipment,
radiographic systems, nuclear cameras, and in CT.

Contrast Resolution

Contrast resolution refers to the ability to detect very subtle changes in gray scale
and distinguish them from the noise in the image. Contrast resolution is character-
ized by measurements that pertain to the signal-to-noise ratio (SNR) in an image.
Contrast resolution is not a concept that is focused on physically small objects
per se (that is the concept of spatial resolution); rather, contrast resolution relates
more to anatomical structures that produce small changes in signal intensity (image
gray scale), which make it difficult for the radiologist to pick out (detect) that struc-
ture from a noisy background.

Basic Notions of Accuracy and Precision

Accuracy and precision are illustrated using targets in Figure 4-20. Accuracy
relates to how close one gets to the “truth” (the bulls-eye, in this case), while
precision is a description of the variation, scatter, or reproducibility in a mea-
surement. Measurements (or marksmanship) with low precision have higher lev-
els of noise. Improving precision in a measurement may require new equipment
(a better target rifle) or more practice in the case of the marksman, and once the
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A. Accurate but not precise B. Neither accurate nor precise

C. Precise but not accurate D. Accurate and precise
M FIGURE 4-20 Basic concepts of accuracy and precision are illustrated.

marksman becomes more reproducible, he or she can make adjustments to correct
for bias that may affect accuracy. In Figure 4-20C, a tight pattern is achieved (high
precision) but there is a bias to the upper right of the bulls-eye. Correction for
this bias may require adjustments to the rifle’s sites, and after such adjustments
(Fig. 4-20D), accuracy with precision is achieved. This is an example where the
bias can be corrected for.

In medical images, precision has to do with the amount of noise in the image. In
the case of x-ray and gamma ray imaging, which are typically quantum limited, preci-
sion can almost always be improved by collecting more photons (quanta) to make
the image—by increasing the time of the image acquisition, turning up the intensity
of the source (or injecting more isotope), or both. In MRI, a number of redundant
signal measurements are made and are averaged together to improve precision and
reduce noise.

Sources of Image Noise

Grain Noise

When radiographic film is exposed and processed, the increase in observed dark-
ness (optical density) in the film corresponds to an increase in the density of
reduced silver grains adhering to the film support. The actual distribution of
the silver grains is random and is a function of the manufacturing and develop-
ment processes. Normally, the individual grains are not resolvable by the unaided
human eye, and thus grain noise is not a factor when reading a film radiograph on
a view box. However, in screen-film mammography, it is the standard of practice
that the breast imager uses a magnifying glass to scan for small microcalcifications
on the image. Depending on the magnification factor, it is theoretically possible to
observe the silver grains, and thus, they would become a source of image noise in
that instance (Fig. 4-21A).
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A. Grain Noise B. Electronic Noise

C. Structured Noise D. Anatomical Noise

B FIGURE 4-21 Various sources of image noise are illustrated. A. Grain noise results in screen film radiog-
raphy, where the image is formed by millions of silver grains attached to the clear film substrate. In general,
grain noise is too small to be resolved in general radiography. B. Electronic noise is typically additive noise
from various sources that does not scale with the signal level. For the “signal + noise” curve in the figure,
most of the “measured” information is noise. This plot illustrates that additive noise is worst in areas of low
actual signal in the detector. C. Structured noise represents a reproducible pattern on the image that reflects
differences in the gain of individual detector elements or groups of detector elements. Structured noise can
be corrected using a flat field algorithm. D. Anatomical noise refers to anatomy in the patient which is not
pertinent to the specific imaging examination. For example, ribs are a source of anatomical noise in a chest
radiograph, where the lung parenchyma is the anatomy of interest. Ribs can be removed by using dual-energy
x-ray imaging techniques.

Electronic Noise

Electronic detector systems can be analog or digital, but the flow of electrons (current)
conveys the signal at one or more points in the imaging chain. There are electrons that
resulted from actual signal detection events (in CT, MRI, nuclear imaging, etc.), and there
are also electrons that are added to the signal that are not the result of signal detection
events—this added electronic noise can be from thermal noise, shot noise, and other
electronic noise sources. If the electrons associated with noise are added into the signal
prior to amplification circuits, then their noise contribution will be amplified as well. In
some imaging situations, especially when signal levels are low, the added noise can be
substantial and can contribute appreciably to the overall noise levels in the image (Fig.
4-21B). There are several ways to reduce electronic noise, including cooling the detector
system to reduce thermal noise, designing in noise reduction circuitry (e.g., double cor-
related sampling), or shielding electronics to avoid stray electronic signal induction.

Electronic noise is a real problem in some clinical applications, such as the use
of thin film transistor panels for fluoroscopy or cone beam CT, or in very low dose
CT situations.
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Structure Noise

Most pixelated detectors have a number of parallel channels for reading out the
array of detector elements, and this reduces readout time. Each channel uses its
own amplifier circuits and these circuits cannot be perfectly tuned with respect
to each other. As a result, groups of detector elements that are read out may have
different offset noise and gain characteristics, and these cause structured or fixed
pattern noise in digital detector systems (Fig. 4-21C). The key to correcting for
structured noise is that it is spatially constant for a period of time. This allows the
offset and gain factors for each individual detector element to be characterized by
exposing the detector to radiation in the absence of an object (the so-called gain
image). The offset image is measured with no radiation incident on the detector.
These two calibration images can then be used to correct for structured noise using
the so-called flat field correction algorithm®. In addition to a visible structure on
uncorrected images due to amplifier configuration, each individual detector ele-
ment has its own gain and offset characteristics which are also corrected by the flat
field correction algorithm. Because it is probable that the structured noise pattern
can change over time, for many imaging systems it is routine to acquire the offset
and gain images necessary for calibration frequently—hourly, daily, or monthly,
depending on the system.

There are other causes for structured noise—a splash of iodinated contrast agent
on the input surface of an image intensifier (I) used in angiography will cause a dark
spot that is always at the same location in the image (except when magnification
modes are applied). Flat field correction approaches will correct for these blemishes
as well, but if the IT is cleaned and the flat field images are not recomputed, then the
blemish will be overcompensated for—it will be a bright spot.

Anatomical Noise

Anatomical noise is the pattern on the image that is generated by patient anatomy
that is always present but not important for the diagnosis. For example, in abdomi-
nal angiography, the vascular system is the anatomy of interest, and other sources of
image contrast such as bowel gas and spine just get in the way. Using digital subtrac-
tion angiography, images are acquired before and after the injection of vascular con-
trast agents, and these images are subtracted, revealing only the vascular anatomy.
Chest radiographs are acquired for the evaluation of the pulmonary anatomy and
mediastinum, the ribs are a source of anatomical noise. Using dual-energy subtrac-
tion techniques (Fig. 4-21D), the ribs (and other bones) can be subtracted revealing
only the soft tissue contrast in the image. Both temporal and dual-energy subtraction
methods are performed primarily to reduce anatomical noise.

One of the underappreciated aspects of modern tomographic imaging, such as
CT, MRI, and ultrasound, is that these images eliminate overlapping anatomical struc-
tures, and this substantially reduces anatomical noise by reducing or eliminating the
superposition of normal tissue structures. Much of the power of tomography, then, is
in its ability to reduce anatomical noise through spatial isolation. Thus, anatomical
noise can be reduced using a number of approaches that capitalize on the temporal,
energy, or spatial characteristics of the image formation process.

s Iraw — Ioffset(r) ) )
Leorrected = § ——, where g is the mean gray scale of the denominator, and the offsets are

Lgqin =~ Ioffset(g)
for the raw (r) and gain (g) images, respectively.
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Quantum Noise

The term quanta refers to any number of particles or objects that can be counted,
such as electrons, x-ray photons, optical photons, or even brush strokes on impres-
sionist paintings. The modern human visual experience involves quantum-rich
viewing—a sunny day, a well-illuminated room, a bright flat panel monitor. When
the number of quanta used to illuminate a scene is large, there is virtually no noise
in the visual image. In low-light imaging environments, such as when night vision
glasses are used, significant levels of optical quantum noise are seen. In the radiol-
ogy department, to reduce radiation dose to the patient from x-rays or gamma rays,
imaging modalities based upon ionizing radiation use relatively few quanta to form
the image—indeed, the numbers of quanta are so low that for most medical images
involving x-rays or gamma rays, appreciable noise in the image results, and this noise
is called quantum noise. Before directly addressing the topic of imaging in a quantum-
limited setting, it is useful to review the topic of statistical distributions.

Statistical Distributions

There is a large field devoted to the evaluation of random variation in data, and most
readers will likely have more than one book on statistics on their bookshelf. Here, a
basic discussion of statistical distributions is presented as a prelim to a more focused
discussion on contrast resolution in medical imaging.

Nonparametric Measures of Noise

Nonparametric metrics of a data distribution use measures that assume no underly-
ing statistical distribution to the data distribution. The median is the point in the
distribution where 50% of the observations are greater, and 50% are less. It is the
halfway point in the observed data set. The mode is the most frequent observation,
the highest point in the histogram (Fig. 4-22). The width of the distribution is char-
acterized by the range, and there is flexibility in the fractional range that one uses—
the 100% range would be subject to outliers, and so often a smaller fraction of the
range is quoted, such as the 50% or 90% range.

Nonparametric characterizations of two distributions can be used to test for
differences, for example. Appropriate nonparametric statistical tests (Wilcoxon rank
sum, etc.) are used. The use of nonparametric statistical tests is applicable to any
distribution; however, there is greater power in tests of statistical inference when an
underlying parametric distribution (such as the normal distribution) can be assumed.
The normal distribution is discussed in the next section.

M FIGURE 4-22 An arbitrary dis-
tribution is shown, with the non-
parametric parameters of median,
mode, and range illustrated.
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M FIGURE 4-23 Two normal distributions are illustrated. The normal distribution has two parameters, which

determine its shape, and position the mean X , and standard deviation o.

Most textbooks on statistical distributions start with a discussion of the binomial
distribution, which is a discrete distribution and is useful for discussing coin tosses
and the like. The normal distribution and the Poisson distributions are extensions of
the binomial distribution, and are the predominant statistical distributions used in
medical imaging. For that reason, we refer readers interested in the binomial distri-
bution to any basic text on statistics.

The Normal Distribution

The normal distribution, also called the gaussian distribution, is the most widely
used statistical distribution in scientific analysis and other observational settings.
The well-known bell-shaped curve (Fig. 4-23) is characterized by two param-
eters—the mean (X) and the standard deviation (o). The square of the stan-
dard deviation is the variance, a>. On a 2D plot of the distribution, the x-axis
parameter typically is called the independent variable, and the y-axis parameter
is the dependent variable (y, G(x), etc). The normal distribution is given by the
equation

oo L)

, 4-12
c+/2T ¢ [ :

where x is the independent variable, X and o are the parameters of interest, and the
first term to the right of the equal sign simply normalizes the area of G(x) to unity.
Two normal distributions are illustrated in Figure 4-23, one with a mean of 40 and
the other with a mean of 60. It is clear from the graph that the mean describes the
center of the bell-shaped curve, and the value of o determines the width of each dis-
tribution. The value of o is the half width at 61% of full height, and that is useful for
estimating the value of o on generic bell-shaped plots. The mean can be computed
from a series of N observations x,, such as x, x,, x;, ...... X, Where

N
=1y [4+13]

1
N1=1
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The variance is computed as

N
Y (x—x)
o= [4-14]
N -1

and the standard deviation is the square root of the variance

o= ol [4-15]

The dependence on two parameters (X and o) means that the normal distribution
is flexible and can be used to model a number of physical situations and labora-
tory measurements. Furthermore, the value of each parameter, X and o, can have a
physical interpretation—not just a statistical one. The following simple example will
illustrate this:

A large elementary school has a number of classes from kindergarten to the sixth
grade. The mean height of the children in the fourth grade (~age 9) is 135 cm, while
the mean height of all the sixth graders (~age 11) is 147 cm. It is not surprising
that grade-school children grow rapidly in height as they age, and thus the fact that
the mean height of sixth graders is greater than that of fourth graders is logical and
easy to understand. It has physical meaning. But what about the standard deviation?
This school is large and has 3 fourth grades (three classes of 30 students each) to
accommodate enrollment. While the average height of all the fourth graders in this
particular school is 135.7 cm (simulated data were used in this example), the stan-
dard deviation across all 90 students was 6.4 cm. Let us say that the students were
assigned randomly to each classroom, and then the mean and standard deviation
were measured—ifor Class 4A it was 134.4 cm (o0 = 6.4 cm), Class 4B was 137.7 cm
(0 = 6.0 cm), and Class 4C was 135.3 cm (o = 7.0 ¢cm). Instead of randomly assign-
ing children to each class, what if the fourth graders were assigned to each class by
height—Iline all 90 children up by height; the shortest 30 go to Class 4A, the tallest
30 go to Class 4C, and the rest are assigned to Class 4B (Fig. 4-24). In this case,
the mean and standard deviation for these classes are 128.2 cm (2.3 cm), 135.5 cm

class 4A class 4B class 4C

150

assignment by height
145
140

135

Height (cm)

130

125
random assignment

120
0 10 20 30 40 50 60 70 80 90

Student Number

M FIGURE 4-24 The black line shows the heights of 90 children in fourth grade, and this is simply a random
order. The three sections show the heights of children in three different classrooms, where the children were
assigned to each classroom by height. The purpose of this illustration is to show the value of the two-parameter
normal distribution in describing physical observations.
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(2.2 cm), and 143.1 cm (1.9 cm). It is not surprising that, because the students in
this latter example were assigned by height, Class 4A is shorter, Class 4B is next,
and Class 4C has the largest mean height. Also, because the children were selected
by height, there is less variation in height in each class, and that is why the standard
deviation for each classroom for this latter assignment approach is substantially less
(¢ =2.1) than random assignment (¢ =6.5). There is less variation in height in each
classroom, and thus the standard deviation measured in each class is lower—this
makes physical sense.

In regard to the first randomization scheme mentioned in the above paragraph,
what methods would result in a true random assignment to each of the 3 fourth-
grade classrooms? What if alphabetical order based on the last name of the child
was used, would this be random? Probably not, since last names can be related to
ethnicity, and there is a relationship between ethnicity and height. Such a scheme
would probably add bias to the assignment scheme that may not be recognized.
What if the child’s birth date was used for the assignment? Those with birthdays in
December and January are bound to be older than those children with birthdays in
June and August, and since older children are in general taller (even just a little),
this randomization scheme would suffer from bias as well. This example is meant to
illustrate how unintentional bias can enter an experiment—or, in radiology, selec-
tion criteria for a clinical trial. Perhaps the easiest way to eliminate bias in the above
example is to print the numbers 1 through 90 on identical chits, thoroughly mix
them up in a hat, and let each child pick from the hat—Numbers 1 to 30 go to Class
4A, 31 to 60 to Class 4B, and 61 to 90 go to Class 4C.

Relative Areas of the Normal Distribution

With the normal distribution, the relative area of the curve as a function of o (in
both the negative and positive directions) is useful to know. Measurements that fall
within X = 1o represent 68% of the observations that are being characterized by
the normal distribution (Fig. 4-25). Values falling within X = 20 represent 95% of
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M FIGURE 4-25 The areas of the normal distribution for X + n o, forn =1, 2, and 3 are shown. For X * 1o,

the area is 68%, for x = 2o itis 95%, and for X = 3o the area is 99% of the total area of the normal
distribution.
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the observations, and values falling into the range X = 30 encompass 99% of the
observations. In scientific papers, it is common to plot curves with error bars spanning
* 20, and this demonstrates to the observer that 95% of expected observations for
each data point should fall between the ends of the error bars. A p-value of 0.05 is
commonly used as the threshold for statistical significance, and this states that there
is a 95% probability (1—0.05) that an observation that obeys the normal distribution
will fall inside the X = 20 range, and a 5% probability (0.05) that it will fall outside
that range.

The Poisson Distribution

The normal distribution is a very commonly used statistical distribution; however,
it is not the only one. Another important statistical distribution that is relevant in
radiological imaging is the Poisson distribution, P(x), which is given by

PG)=""c" [4-16]
x!

where m is the mean and x is the independent variable. The very important thing
about the Poisson distribution is that its shape is governed by only one parameter
(m), not two parameters as we saw for the normal distribution. Figure 4-26 illustrates
the Poisson distribution with m = 50 (dashed line), along with the normal distribu-
tion with X =50 and o = \/x . The normal distribution is often used to approximate
the Poisson distribution, in part because the factorial (x!, ie., 5! = 1 X 2X3X
4 X 5) in Equation 4-16 makes computation difficult for large values of x (e.g., 70!
> 10'). Therefore, we can approximate the Poisson distribution with the normal
distribution, but only when we stipulate that ¢ = /5. This is a very important stipu-

lation, with very important ramifications in imaging.
X ray and +y-ray counting statistics obey the Poisson distribution, and this
is quite fortunate for radiology. Why? We will use an x-ray imaging example
(i.e., radiography, mammography, fluoroscopy, CT), but this pertains to nuclear
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M FIGURE 4-26 This figure shows that the normal distribution with X = 50 and o = \/5 closely conforms
to the Poisson distribution with m = 50.
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imaging as well. If an x-ray beam with a photon fluence ¢ (photons/mm?) is
incident on a digital x-ray detector system with detection efficiency € and with
detector elements of area A (in mm?), the average number of x-rays recorded in
each detector element will be N, where ¢ A € = N. Using the normal distribution
assumption for the Poisson distribution, and now using N to represent the mean
number of photons (instead of the symbol X used previously) in the image, the
noise per pixel is given by

c=+N [4-17]

The above equation is the stipulation that allows the normal distribution to
approximate the Poisson distribution. In other words, we are constraining the two-
parameter normal distribution so that it now behaves like a one-parameter distribu-
tion. This allows us to adjust the technique parameters (N) in x-ray imaging a priori,
to control the noise levels perceived in the image. The relative noise on an image is
equal to the coefficient of variation (COV):

Relative noise = COV = % [4-18]

So, we can adjust N in an x-ray image, as it is proportional to various settings
on the x-ray system discussed later in this text. In nuclear imaging, N is determined
by the amount of isotope injected and the scan time, amongst other factors. In
general (at the same energy), N is also linearly proportional to the radiation dose
to the patient. By adjusting N, we are also adjusting o (Equation 4-17), which in
turn means that we are adjusting the relative noise in the image (Equation 4-18).
Therefore, we can predict the relative noise in the image and use this knowledge to
adjust the value of N (and hence o and COV) for the clinical imaging task, before
we acquire that image.

A clinical example will help illustrate the power of Equation 4-18. In fluoroscopy;,
we only need to see a catheter advance in a vessel for part of the interventional vascu-
lar procedure, so we know that we can use a relatively small value of N (per pixel per
image) for this task, acknowledging that the fluoroscopic images will be noisy, but
experience has shown that this is adequate for providing the radiologist the image
quality necessary to advance the catheter. This saves dose to the patient for what can
ultimately be a time-consuming, high-dose procedure. By comparison, mammogra-
phy requires very low relative noise levels in order to determine, from a statistical
standpoint, that there are small microcalcifications on the image. This means that we
need to use a relatively high value of N per pixel for breast imaging. The fluoroscopic
and mammography systems are adjusted to deliver a certain N per pixel in the result-
ing images, but it is the Poisson Distribution, and its handier normal distribution
approximation, that allow us to predict the noise in the image from the mean photon
fluence to the detector. The bottom line is that because the noise level in an image
(0/N) is determined by setting N, this allows the compromise between radiation dose
to the patient and noise in the image to be determined a priori.

There are very important dose ramifications when working in an environment
where the Poisson distribution is in play: Doubling the radiation dose to the patient
implies adjusting the photon fluence from N to 2N, but since ¢ = /N , this will
reduce the noise by a factor of \/E =1.41. Hence, doubling the dose results in a
41% reduction in noise. To reduce the noise by half, a fourfold increase in radiation
dose to the patient is needed. Table 4-1 illustrates how noise and SNR change as a
function of N.
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TABLE 4-1 EXAMPLES OF NOISE VERSUS PHOTONS

NOISE (o) RELATIVE NOISE SNR

PHOTONS/PIXEL (N) (o =N) (a/N) (%) (N/o)
10 3.2 32 3.2
100 10 10 10
1,000 31.6 3.2 32
10,000 100 1.0 100
100,000 316.2 0.3 316

SNR, signal-to-noise ratio.

Noise Texture: The Noise Power Spectrum

The measurement that is characterized by the variance, o is a simple metric which
can quantify the noise in an image using Equation 4-14, but this metric does not
quantify the noise texture. In Figure 4-27, the two CT images of a test object have
the same variance in the background, but there is a perceptible difference in appear-
ance of the way the noise looks. Although the noise variance is the same, the fre-
quency dependence of the noise is different. The frequency dependence of the
noise variance is characterized by the noise power spectrum, NPS(f), where for a
2D image I(x,y)

NES(ELf) =[Gy =T ]e ™ P axdy [ [4-19]

where f is the frequency corresponding to the x-dimension and f is the fre-
quency corresponding to the y-dimension, and I is the mean of image I(x,y). Just as
the MTE(f) gives a richer, frequency-dependent measure of how an imaging system
operates on an input signal, the NPS(f) yields an informative, frequency-dependent
measure of how an imaging system operates on the noise input into the system. The
NPS is essentially a frequency-dependent breakdown of the variance, and indeed the
integral of the NPS over all frequencies equals the variance o2.

M FIGURE 4-27 Two CT images of a test object are shown, and the standard deviation in the highlighted
boxes is identical. However, the noise texture—the way the noise looks—is different. These differences in
noise texture are characterized using the frequency dependent noise power spectrum, NPS(f).
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M FIGURE 4-28 The noise power spectrum, NPS(f), is shown for uncorrelated noise and for correlated noise.

Gzz-[ijfy NPS(fe. f,) dfs df, [4-20]

If the noise in each pixel of a 2D image is not dependent upon the noise values
in any of its surrounding pixels, then there will be no noise correlation and the NPS(f)
will essentially be a flat, horizontal line (Fig. 4-28). This type of uncorrelated noise
is called white noise. Real imaging systems have some blur phenomenon that results
in the finite width of the PSF(x) or LSF(x). This blurring means that noise from
detector elements can leak into the adjacent detector elements, leading to noise cor-
relation between adjacent pixels in the image. There are many types and causes of
noise correlation (including anticorrelation, where positive noise in one pixel will
tend to induce a negative noise value in adjacent pixels), including reconstruction
algorithms in tomography, but in general, the result of noise correlation is that the
NPS is no longer white—and the shape of the NPS(f) for a given imaging system
then is a technical description of this broader sense of noise texture (see Fig. 4-28).

The noise power spectrum is an analytical tool that is used by imaging scientists
but is not generally used in the clinical radiology setting. It is an important metric
when considering the design of new imaging systems, and in the comprehensive eval-
uation of research imaging systems. Nevertheless, some familiarity with the concept of
the NPS is useful to the clinically focused reader, because reconstructed images such
as in CT have a wide array of noise textures that are plainly visible on clinical images,
and these textures depend on the reconstruction methodology and kernels used.

We will return to concepts of the NPS later in this chapter.

Contrast

Subject Contrast

Subject contrast is the fundamental contrast that arises in the signal, after it has
interacted with the patient but before it has been detected. The example of projection
radiography is illustrated in Figure 4-29. In the case of x-ray projection imaging, an
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M FIGURE 4-29 An x-ray beam is inci- Homogeneous Incident
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approximately homogeneous x-ray beam is incident upon the patient, and the x-rays
then interact via various interaction mechanisms, resulting in the majority of x-rays
being attenuated, but a small fraction will emerge from the patient unattenuated.
Although this beam cannot be measured in reality until it reaches a detector, the
concept of subject contrast involves the fundamental interaction between the x-ray
beam and the object. The subject contrast is defined as

_(A-B)

G
A

[4-21]
where the photon fluence levels of A and B are shown in Figure 4-29, and for Equation
4-21, A > B. This requirement means that contrast runs from 0 to 1 (i.e., 0% to 100%).

Subject contrast has intrinsic factors and extrinsic factors—the intrinsic com-
ponent of subject contrast relates to the actual anatomical or functional changes in
the patient’s tissues, which give rise to contrast. That is, the patient walks into the
imaging center with intrinsic, physical or physiological properties that give rise to
subject contrast. For a single pulmonary nodule in the lung, for example, the lesion
is of greater density than the surrounding lung tissue, and this allows it to be seen on
chest radiography or thoracic CT or thoracic MRI. The lesion may also exhibit higher
metabolism, and thus, when a sugar molecule labeled with radioisotope is injected
into the patient, more of that biomarker will accumulate in the lesion than in the sur-
rounding lung due to its greater metabolism, and the radioisotope emission resulting
from this concentration difference results in subject contrast.

Extrinsic factors in subject contrast relate to how the image-acquisition proto-
col can be optimized to enhance subject contrast. Possible protocol enhancements
include changing the x-ray energy, using a different radiopharmaceutical, injecting
an iodine (CT) or gadolinium (MR) contrast agent, changing the delay between con-
trast injection and imaging, changing the pulse sequence in MR, or changing the
angle of the ultrasound probe with respect to the vessel in Doppler imaging. These
are just a few examples of ways in which subject contrast can be optimized; many
more parameters are available for optimization.

Detector Contrast

The incident beam of energy from the imaging system will eventually reach the
detector(s), and again radiography is used as an example (Fig. 4-30). The same log
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M FIGURE 4-30 For a log input signal (x-axis) with two identical objects attenuating the beam at different
fluence levels in the beam (inputs A and B), the signal levels on Detector 1 (screen-film system) are dramati-
cally influenced by the nonlinear characteristic curve of the detector. By comparison, the linear detector system
(detector 2) produces signals that are proportional to the input signal trends. Detector 1 amplifies the signal
contrast in the steep area of the curve, while a reduction in signal contrast is realized in the toe and shoulder of
detector 1's characteristic curve.

relative exposure differences are shown on the x-axis, and two different detector
responses are shown—a nonlinear response to x-rays (screen-film radiography) is
shown on the left vertical axis, and a linear response (typical of many digital x-ray
detectors) is shown on the right vertical axis. This figure illustrates that the detector
system can have a profound impact on how the subject contrast incident upon it is
converted to the final image.

Displayed Contrast

The detector contrast acts to modulate the subject contrast, but the acquisition pro-
cedure ultimately results in the capture of digital image data on a computer’s hard
drive. For modalities where subsequent image processing occurs, such as image pro-
cessing in many digital radiography systems, or image reconstruction in CT, MRI,
SPECT, PET, etc., the raw image information is processed into an image that is finally
meant for physician viewing (for presentation images, in the parlance of PACS).

The majority of medical images have bit depths ranging from 10, 12, and even
14 bits, which run from 1,024, 4,096, to 16,384 shades of gray, respectively. Modern
displays, however, are only capable of displaying 8-bit (256 shades of gray) to 10-bit
(1,024 shades of gray) images. The display computer needs to convert the higher
bit depth data encoded on the image to the spectrum of gray scale on the monitor,
and there is a look-up table (LUT) that is used to make this transformation. Various
LUTs are illustrated in Figure 4-31. The LUT transforms the gray scale of each pixel
of the image stored in memory on the computer, ultimately to be displayed as gray
scale on the monitor. The most commonly used LUT in radiological imaging is the
so-called window/level, which is depicted in Figure 4-31. This is generally a nonlin-
ear LUT that causes saturation to black below L—W/2 and saturation to white above
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M FIGURE 4-31 A digital image is represented as a matrix of gray scale values in the memory of a computer,
but the look-up table (LUT) describes how that gray scale is converted to actual densities on the display. Three
different “window/level” settings are shown on the left. The diagram shows the window width and level, and
the image data is saturated to black at P, = L — W/2, and is saturated white at P, = L + W/2. Chest radio-
graphs are shown with different window/level settings.

L + W/2. Because the monitor cannot depict the depth of gray scale from the entire
image, it is routine for the interpreting physician to routinely change the window/
level settings for a given image, so that the entire range of gray scale on the acquired
image can be evaluated. While freely changing the window and level setting is pos-
sible on most image workstations, several preset window and level settings are gener-
ally used to expedite viewing.

There is another approach for medical image display, which reduces the need for
the physician to view images using multiple LUT settings. Simple image processing
techniques can reduce the dynamic range of the native image for display down to a
point where all gray scale in the image can be viewed using one window and level
setting—one LUT (Fig. 4-32). While there are many examples of this, the most obvi-
ous is that of digital mammography—where the raw 14-bit image is collapsed down
to a displayable 10-bit image using image processing methods akin to blurred mask
subtraction.
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M FIGURE 4-32 A standard chest x-ray is shown on the left, and the corresponding trace through it is shown
in the graph. Image processing methods such as blurred mask subtraction or other high pass filtering tech-
niques can be used to compress the gray scale necessary for the display of the image (right image). The gray
scale versus position trace of the processed image has less dynamic range than in the original image.
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Mean BG = 127.5332
Noise = 10.2949
Steps are 5, 10, 15, 20

B FIGURE 4-33 The CNR is illustrated. The CNR is an area-independent measure of the contrast, relative to the
noise, in an image. The CNR is useful for optimizing image acquisition parameters for generic objects of variable
sizes and shapes. The CNRs in this figure (in the disks running from left to right) are 0.39, 1.03, 1.32, and 1.70.

Contrast-to-Noise Ratio

The contrast-to-noise ratio (CNR) is an object size-independent measure of the signal
level in the presence of noise. Take the example of a disk as the object (Fig. 4-33). The
contrast in this example is the difference between the average gray scale of a region
of interest (ROI) in the disk (xs) and that in an ROI in the background (xX), and the
noise can be calculated from the background ROI as well. Thus, the CNR is given by

(is - ibg)
O

CNR = [4-22]

The CNR is a good metric for describing the signal amplitude relative to the
ambient noise in an image, and this is particularly useful for simple objects. Because
the CNR is computed using the difference in mean values between the signal region
and the background, this metric is most applicable when test objects that generate a
homogeneous signal level are used—that is, where the mean gray scale in the signal
ROI is representative of the entire object. Example uses of the CNR metric include
optimizing the kV of an imaging study to maximize bone contrast at a fixed dose
level, computing the dose necessary to achieve a given CNR for a given object, or
computing the minimum concentration of contrast agent that could be seen on given
test phantom with fixed dose.

Signal-to-Noise Ratio

The SNR is a metric similar to the CNR, except that the size and shape of the object
is explicitly included in the computation. In addition, the SNR does not require the
test object that generates the signal to be homogeneous; however, the background
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M FIGURE 4-34 Signal regions with a gaussian-based intensities are shown. The SNR has a fundamental
relationship with detectability, and the Rose Criterion states that if SNR > 5, the signal region will be detect-
able in most situations.

does need to be homogeneous in principle—a series of gaussian “blobs” is used to
illustrate this point (Fig. 4-34). The numerator in the SNR is the signal integrated
over the entire dimensions of the object of interest. The signal amplitude of each
pixel is the amount in which this patch of the image is elevated relative to the
mean background signal—thus, for a mean background of Xjs, the signal at each
pixel i in the image is x, = Xp; . The denominator is the standard deviation in the
homogeneous background region of the image (o7,), and thus the SNR represents
the integrated signal over an ROIL, which encapsulates the object of interest, divided
by the noise

Zi(xl — Xg)

SNR=—~"—— [4-23]
O6

The SNR can be computed by summing the difference values over a rectangular
ROI, which surrounds the signal region. Notice that this definition of the SNR allows
the computation to be performed even when the signal region is not homogeneous
in gray scale (see Fig. 4-34). The SNR computed in Equation 4-23 does require that
the measurement of Xp; be accurate, and thus it should be computed over as large
a region as possible.

The SNR is one of the most meaningful metrics that describes the conspicuity
of an object—how well it will be seen by the typical observer. Indeed, Albert Rose
recognized this and was able to demonstrate that if SNR = 5, then an object will
almost always be recognized (detected), but that detection performance continu-
ously degrades as SNR approaches zero. This is called the Rose Criterion.

Contrast-Detail Diagrams

In this chapter, we have discussed spatial resolution and contrast resolution as if they
were separate entities, but of course both of these quantities matter on a given image.
In particular, it does not matter if the imaging receptor has excellent spatial resolu-
tion if the noise in the detector is high (i.e., the contrast resolution is low) and the
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B FIGURE 4-35 Contrast-detail diagrams are illustrated. A. The (noiseless) CD phantom is illustrated, where
disks are smaller to the left and have less contrast toward the bottom. B. Some resolution loss and added noise
is present, and the smallest and lowest in contrast disk can no longer be seen with confidence. The yellow line
is the line of demarcation between disks that can be seen (upper right) and those that cannot be seen (lower
left). C. More noise is added, and more of the subtle disks (including the entire, low-contrast bottom row)
cannot be reliably seen.

statistical integrity of the image is not sufficient to detect a small object. The contrast
detail diagram, or CD diagram, is a conceptual, visual method for combining the
concepts of spatial resolution and contrast resolution.

A standard CD phantom is illustrated in Figure 4-35A. Here, the disk diameter
decreases toward the left, so the greatest detail (smallest disks) is along the left col-
umn of the CD diagram. The contrast of each disk decreases from top to bottom, and
thus the bottom row of the CD diagram has the lowest contrast—and the disks in
the bottom row will therefore be most difficult to see in a noisy image. Figure 4-35B
illustrates the CD diagram, but with some resolution loss and with increased noise.
It is important to remember that the most difficult disk to see is in the lower left
(smallest with lowest contrast), and the easiest disk to see is the upper right (largest
with highest contrast) on this CD diagram. The line (see Fig. 4-35B) on a CD diagram
is the line of demarcation, separating the disks that you can see from the ones that
you cannot see. To the left and below the line are disks that cannot be seen well, and
above and to the right of the line are disks that can be seen. Figure 4-35C shows the
CD diagram with even more noise, and in this image the line of demarcation (the
CD curve) has changed because the increased noise level has reduced our ability to
see the disks with the most subtle contrast levels.

Figure 4-35 illustrates CD diagrams with the actual test images superimposed
behind the graph; however, Figure 4-36 illustrates an actual CD diagram. The two
curves in Figure 4-36A correspond to imaging systems A and B, but how can the dif-
ferences in these two imaging systems be interpreted? Let curve A in Figure 4-36A
be a standard radiographic procedure and curve B represents a low-dose radiograph.
The dose does not change the detail in the image, and thus the two curves come
together in the upper left (where the contrast is the highest) to describe the same
detail level. However, because curve A corresponds to an image that was acquired
with higher radiation dose—the noise in the image is less, and the CD diagram
shows that curve A has better contrast resolution—because (lower contrast) disks
lower down on the CD diagram can be seen (relative to curve B).

Figure 4-36B shows another example of a CD diagram. The two curves A and B
on this CD diagram describe two different image processing procedures for the same
image. Let curve B be the original acquired data of the CD phantom on some imag-
ing modality, and curve A has been smoothed using image processing techniques
(see Fig. 4-11). The smoothing process blurs edges (reduces detail) but reduces image
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M FIGURE 4-36 A. CD curves are shown. Both curves demonstrate the same detail (in the limit of high-
contrast objects), but curve A extends to lower contrast. One explanation is that curve A corresponds to a
higher dose version of curve B. B. Curve A has less detail but more contrast resolution than Curve B, and
one explanation would be that Curve A corresponds to an image that was smoothed, relative to the image
corresponding to curve B.

noise as well (increases contrast resolution). Thus, relative to curve B, curve A has
less detail (does not go as far left as curve B) due to the blurring procedure, but has
better contrast resolution (curve A goes lower on the CD diagram) because blurring
smoothes noise.

The use of CD diagrams unites the concepts of spatial resolution (i.e., detail) and
contrast resolution (i.e., SNR) on the same graph. It is a subjective visual test, and so
it is excellent in conveying the relationships visually but it is not quantitative. The
detective quantum efficiency (DQE), discussed in the next section, also combines the
concepts of spatial resolution and contrast resolution; however, the methods of DQE
analysis are less visual and more quantitative.

Detective Quantum Efficiency

The DQE of an imaging system is a characterization of an x-ray imaging system, used
by imaging scientists, which describes the overall frequency-dependent SNR perfor-
mance of the system. In conceptual terms, the DQE can be defined as the ratio of the
SNR? output from the system to the SNR? of the signal input into the system

SNR?oup

PQE(D= SNR’

[4-24]

The SNR | to an x-ray imaging system is simply SNR = Vg =%/ = JN (Equation
4-17), and thus SNR? = N, the mean photon fluence incident upon the imaging
system.

The SNR’_  is a function of the MTF and the NPS. The MTF(f) describes how
well an imaging system processes signal, and the NPS(f) describes how well an imaging
system processes noise in the image.

Combining these concepts, the numerator of Equation 4-19 is given by

[4-25]
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The NPS(f) is the noise variance, so it is already squared. Equation 4-25 also
describes the Noise Equivalent Quanta (NEQ).

With the above definitions for SNR?  and SNR?_ . the DQE(f) is given by
k [MTF()]*
DQE(M) = ———— 4-26
QED N NPS() [4-26]

where k is a constant that converts units, and its value is usually defined as the square
of the mean pixel value in the image(s) used to measure NPS(f). Its role is to convert
the gray scale units of the imaging system to generic relative noise so as to be com-
parable with N (the Poisson noise term). The NPS(f) is determined from an image (or
images) acquired at a mean photon fluence of N photons/mm?*. Thus, the units of
the DQE(f) are mm 2. The DQE(p) for a given detector system is shown as a function
of different exposure levels to the detector in Figure 4-37. The DQE(f) has become
the standard by which the performance of x-ray imaging systems is measured in the
research environment. The DQE(f) is an excellent description of the dose efficiency of
an x-ray detector system—that is how well the imaging system converts SNR* inci-
dent on the detector into SNR? in the image. The DQE(f), is a frequency-dependent
description, and at zero frequency (f = 0) in the absence of appreciable electronic
noise, the DQE(0) essentially converges to the detector’s quantum detection efficiency,
the QDE. The QDE reflects the efficiency of x-ray detection, neglecting other elements
in the imaging chain that inject or amplify noise. It can also be estimated using

foE) [1 - e ]aE

ODE ==& [4-27]

JocE) aE

where ¢ (E) is the x-ray spectrum, u(E) represents the energy dependent linear atten-
uation coefficient of the x-ray detector material, and T is the thickness of the detector
material. For a monoenergetic x-ray beam, Equation 4-27 collapses to the term in
the square brackets.

1.0

6.79 «Gy/frame
4.85 «Gy/frame
2.91 «Gy/frame
0.97 «Gy/frame

0.9
0.8
0.7
0.6
0.5

DQE

0.4
0.3
0.2
0.1

0.0
0.0 0.2 0.4 0.6 0.8 1.0 1.2 14

Spatial frequency (cycles/mm)

B FIGURE 4-37 The DQE(f), is shown for a flat panel detector used on a cone beam CT system is shown. Four
curves were generated at different exposure levels per image, as indicated. The curve at the lowest exposure
level (0.97 wGy/frame) shows reduced DQE(f), likely due to the presence of added electronic noise. The elec-
tronic noise is present in the other curves as well, but the higher exposure levels dominate the signal intensity,
and thus the electronic noise has less of an influence in degrading performance.
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Receiver Operating Characteristic Curves

Image quality can be quantified using a number of metrics that have been discussed
above. Ultimately, however, the quality of an image relates to how well it conveys
diagnostic information to the interpreting physician. This can be tested using the
concept of the receiver operating characteristic (ROC) curve. ROC performance
includes not only the quality of the image data produced by an imaging system for
a specific task, but in some cases the skill of the interpreting physician in assessing
this data is also included.

The starting point of ROC analysis is the 2 X 2 decision matrix (sometimes called
the truth table), shown in Figure 4-38. The patient either has the suspected disease
(actually abnormal) or not (actually normal), and this gold standard is considered
the “truth.” The diagnostician has to make a binary decision about whether he or she
thinks the patient has the suspected disease or not—based upon one or more diag-
nostic tests (including imaging examinations), he or she calls the patient either normal
(does not have the disease) or abnormal (has the disease). The 2 X 2 decision matrix
defines the terms true positive (TP), true negative (IN), false positive (FP), and false nega-
tive (FN) (see Fig. 4-38). Most of the work in performing patient-based ROC studies
is the independent confirmation of the “truth,” and this may require biopsy confirma-
tion, long-term patient follow-up, or other methods to ascertain the true diagnosis.

In most radiology applications, the decision criterion is not just one feature or
number, but is rather an overall impression derived from a number of factors, some-
times referred to as gestalt—essentially, the gut feeling of the experienced radiologist.
Figure 4-39A illustrates two distributions of cases, those that are normal (left curve)
and those that are abnormal (right curve). The generic descriptors normal and abnor-
mal are used here, but these can be more specific for a given diagnostic task. For
example, for mammography, the abnormal patients may have breast cancer and the
normal patients do not. Overlap occurs between normal and abnormal findings in
imaging, and thus these curves have overlap. Even though there is some ambiguity
in the decision due to the overlap of the two curves, the radiologist is often respon-
sible for diagnosing each case one way or another (e.g., to make the decision to
biopsy or not). Hence, the patient is either determined to be normal or abnormal—a
binary decision. In this case the diagnostician sets his or her own decision threshold
(Fig. 4-39A). Patients to the right of the decision threshold are considered abnormal,
and patients to the left of the threshold are considered normal. When the threshold
is set, the values of TP, TN, FP, and FN can be determined (see Fig. 4-39).

M FIGURE 4-38 The 2 X 2 decision matrix is illustrated. Truth

actually  actually
normal abnormal

TN FN

normal

Observer
Response

FP TP

abnormal
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M FIGURE 4-39 A. The underlying data that explain ROC analysis is shown—this data is not always available
for the actual curve generation. Histograms of normal and abnormal populations of patients are illustrated, but
the observer needs to set a binary decision threshold (vertical line, T) such that cases to the right are “called”
abnormal, and cases to the left of the threshold are diagnosed as normal. The two populations and the single
threshold value define the TP, FN, TP, and FP. These values are used to compute sensitivity and specificity, as
defined in the text, which are used to define one point on the ROC curve (Fig. 4-39B). To compute the entire
ROC curve, the threshold needs to be swept across the x-axis, which will lead to the computation of many pairs
of points needed to draw the entire ROC curve. B. An ROC curve is defined as the TPF (sensitivity) as a function
of FPF (1 - specificity), and the ROC curve corresponding to the distributions shown in Figure 4-39A is shown.
The black dot is the point on the curve defined by the current position of the threshold (T) on Figure 4-39A.
The dotted line shows an ROC curve for an observer who merely guesses at the diagnosis—it represents the
minimum performance. The area under the curve (AUC) is often used as a shorthand metric for the overall
performance shown on an ROC curve. AUC values run from 0.5 (dotted line, pure guessing) to 1.0—a perfect
ROC curve runs along the left and top axes, bounding the entire area of the unit square.

Using the values of TP, TN, FP, and FN, the true-positive fraction (TPF), also
known as the sensitivity, can be calculated as
TP

TPF = sensitivity = ———— [4-28]
TP+FN

The true-negative fraction, the specificity, can also be determined as follows:

TN
TNF = specificity = N+ P [4-29]

The false-positive fraction (FPF) can be determined as well:

FP

FPF=_—— .,
TN+FP

[4-30]

It can be seen that the FPF = 1 — TNF = 1 — specificity.

An ROC curve (see Fig. 4-39B) is a plot of the TPF as a function of the FPE, which
is also the sensitivity as a function of (1-specificity). It can be seen in Figure 4-39A
that the selection of one threshold value results in defining specific values of TP,
FP, TN, FN such that one value of sensitivity (Equation 4-28) and one value of
specificity (Equation 4-29) can be calculated—this contributes to one point on the
ROC curve (the black dot in Figure 4-39B). In order to compute the entire ROC curve
(Fig. 4-39B), which is defined by many pairs of (FPF, TPF) values, the threshold value
(T) in Figure 4-39A has to be swept over the entire width of the two distributions.
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For some extrinsic ROC computations where (often, computer-generated) data
similar to that shown in Figure 4-39A are available, the threshold T can be stepped
across the data sets and a smooth ROC curve can be computed (as was done to make
these plots). For intrinsic ROC studies involving human observers, the data similar
to that shown in Figure 4-39A are not available. Instead, the human observer is
asked to use five or more different confidence levels for the decision threshold, and
classically these are given the labels: definitely not there, probably not there, uncertain,
probably there, and definitely there. Using the data derived from this test, five different
2 X 2 truth tables can be established, resulting in five different pairs of sensitivity-
specificity values. These five points can be used to estimate the full ROC curve, and
for scientific analysis, a mathematical ROC model is typically used to fit the data.

The ROC curve is plotted on a unit square (area = 1.0), and it turns out that pure
guessing results in a diagonal line (Fig. 4-39B, dashed line). The area under the ROC
curve is often referred to as simply AUC, and this value is a number that ranges from
0.50 (the diagonal line of pure guessing) to 1.00. The AUC value is often referred to
as a shorthand metric of observer performance. The AUC of the ROC curve shown
in Figure 4-39B is 0.77.

The intrinsic ROC curve is a description of the performance of a given observer
at a given task (e.g., Dr. Smith in mammography, Dr. Jones in head MRI). Although
the ROC curve describes their theoretical performance as if they were able to dramati-
cally vary their threshold value, in reality Dr. Smith has a typical operating point at a
diagnostic task such as mammography, and this operating point resides somewhere
along the ROC curve. Take the ROC curve shown in Figure 4-40, which has an
AUC of about 0.93, a realistic value for screening mammography. It is known that
the call back rate in screening mammography is approximately 6% (depends on the
radiologist), and this corresponds very nearly to a specificity of 94% (100 — 6). The
operating point at this specificity is shown in Figure 4-40, and it can be seen that the
corresponding sensitivity is about 70%. The radiologists can move their operating
point along the ROC curve, but for an experienced radiologist, the curve is pretty
much fixed for a given modality and patient population. To increase their sensitivity,
the specificity would have to decrease, increasing the call back rate and probably
increasing the negative biopsy rate as well. These observations suggest that there is a
trade off that diagnosticians make in setting the operating point on their ROC curve.

The widespread use of the parameters’ specificity and sensitivity in the medical
literature is partly because these parameters are independent of disease incidence.
Notice in Figure 4-39A, the abnormal population is smaller than the normal popula-
tion (the area of the abnormal curve is smaller). The ROC curve computation (using
sensitivity and specificity metrics) remains the same, regardless of the relative areas
of the normal and abnormal populations. There are a number of other parameters
related to observer performance that are not independent of incidence.

Accuracy is defined as

TP+ TN

Accuracy = [4-31]
TP+ TN+FP+EN

It is tempting to use accuracy as a measure of diagnostic performance, but accu-
racy is highly influenced by disease incidence. For example, due to the low incidence
of breast cancer in a screening population, a breast imager could invariably improve
accuracy by just calling all cases negative, not even looking at the mammograms.
Because the incidence of breast cancer in the screening population is low (~3/1,000),
with all cases called negative (normal), TN would be very large (~997 per 1,000),
FP and TP would be zero (since all cases are called negative, there would be no
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M FIGURE 4-40 An ROC curve is shown, and this curve is plausible for breast cancer screening using mam-
mography. The ROC curve describes the theoretical performance of a skilled observer, but this observer will
generally operate at a given point on the curve, called the operating point (black dot). This figure demon-
strates the trade-offs of decision performance—compared to the operating point shown, the radiologist could
increase sensitivity but generally this will come at a reduction in specificity—the operating point will move
upward and to the right along the curve. More cancers will be detected (sensitivity will be increased), but far
more women will be called back and asked to undergo additional imaging procedures and potentially biopsies
(reduced specificity).

positives), and accuracy would be approximately 99.7%. Although the specificity
would be 100%, the sensitivity would be 0%—obviously a useless test in such a case.
For these reasons, diagnostic accuracy defined in Equation 4-31 is rarely used as a
metric for the performance of a diagnostic test.

The positive predictive value (PPV) refers to the probability that the patient
is actually abnormal (TP), when the diagnostician says the patient is abnormal
(TP + FP).

s . TP
Positive predictive value = ———— [4-32]
TP+FP
Conversely, the negative predictive value (NPV) refers to the probability that the
patient is actually normal (TN), when the diagnostician says the patient is normal
(TN + FN).
Negative predictive value = N [4-33]
TN+FN
The PPV and NPV of a diagnostic test (such as an imaging examination with radi-
ologist interpretation) are useful metrics for referring physicians as they weigh the
information from a number of diagnostic tests (some which may be contradictory)
for a given patient, in the process of determining their diagnosis.
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CHAPTER

Medical Imaging Informatics

Medical imaging informatics is a multidisciplinary field of science and engineering
that addresses the gathering, transfer, storage, processing, display, perception, and
use of information in medicine. It overlaps many other disciplines such as electrical
engineering, computer and information sciences, medical physics, and perceptual
physiology and psychology.

This chapter begins by discussing number systems, the analog and digital repre-
sentation of information, and the conversion of information between analog and dig-
ital representations. It next discusses digital radiological images and briefly describes
digital computers and digital information storage technology. After this is a discus-
sion of the display of digital radiological images. This is followed by a description of
computer networks, which permit the rapid transfer of information over short and
long distances. The next section addresses picture archiving and communications
systems (PACS), which store and supply digital medical images for display. The last
sections review image processing methods and measures for the security of medical
information stored in digital form or transferred using computer networks.

Analog and Digital Representation of Data

Number Systems

Our culture uses a number system based on ten, probably because humans have
five fingers on each hand and number systems having evolved from the simple act
of counting on the fingers. Computers use the binary system for the storage and
manipulation of numbers.

Decimal Form (Base 10)

In the decimal form, the ten digits 0 through 9 are used to represent numbers. To
represent numbers greater than 9, several digits are placed in a row. The value of each
digit in a number depends on its position in the row; the value of a digit in any posi-
tion is ten times the value it would represent if it were shifted one place to the right.
For example, the decimal number 3,506 actually represents

(3X10°)+(5%X10*) +(0x10") +(6x10%)
where 10'=10 and 10° =1. The leftmost digit in a number is called the most signifi-
cant digit and the rightmost digit is called the least significant digit.

Binary Form (Base 2)

In binary form, the two digits 0 and 1 are used to represent numbers. Each digit, by
itself, has the same meaning that it has in the decimal form. To represent numbers
greater than 1, several digits are placed in a row. The value of each digit in a number

101
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TABLE 5-1 NUMBERS IN DECIMAL AND BINARY

FORMS
DECIMAL BINARY DECIMAL BINARY
0 0 8 1000
1 1 9 1001
2 10 10 1010
3 1 11 1011
4 100 12 1100
5 101 13 1101
6 110 14 1110
7 111 15 111

16 10000

depends on its position in the row; the value of a digit in any position is two times
the value it would represent if it were shifted one place to the right. For example, the
binary number 1101 represents

AX2H+AX2)+OX2H+A%x2%

where 2°=8,2=4,2'=2 and 2°=1.

To count in binary form, 1 is added to the least significant digit of a number. If
the least significant digit is 1, it is replaced by 0 and 1 is added to the next more
significant digit. If several contiguous digits on the right are 1, each is replaced by
0 and 1 is added to the least significant digit that was not 1. Counting in the binary
system is illustrated in Table 5-1.

Conversions Between Decimal and Binary Forms

To convert a number from binary to decimal form, the binary number is expressed
as a series of powers of two and the terms in the series are added. For example, to
convert the binary number 101011 to decimal form

101011 (binary) = (1 X 2)+OX29+ (A X2+ O0OX2)+ A X2H+(1X29
=(1X32)+ ({0 X8+(1X2)+(1X1) =43 (decimal).

To convert a number from decimal into binary representation, it is repeatedly divided
by two. Each division determines one digit of the binary representation, starting
with the least significant. If there is no remainder from the division, the digit is 0; if
the remainder is 1, the digit is 1. The conversion of 42 (decimal) into binary form is
illustrated in Table 5-2.

Considerations Regarding Number Systems

Whenever it is not clear which form is being used, the form is written in parentheses
after the number or denoted by a subscript of 2 for binary form and 10 for decimal
form. For example, the number five can be written as 101 (binary), 101,, 5 (deci-
mal), or 5, . If the form is not specified, it can usually be assumed that a number is
in decimal form. It is important not to confuse the binary representation of a num-
ber with its more familiar decimal representation. For example, 10 (binary) and 10
(decimal) represent different numbers, although they look alike. On the other hand,
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TABLE 5-2 CONVERSION OF 42 (DECIMAL) INTO
BINARY FORM

DIVISION RESULT REMAINDER

42/2 = 21 Least significant digit
21/2 = 1
10/2 =

5/2 =

2/2 =

1/2 =

o|l=|N|U|O
=lO|=|O|=|O

Most significant digit

Note: The decimal value is repeatedly divided by 2, with the remainder recorded
after each division. The binary equivalent of 42 (decimal) is therefore 101010.

1010 (binary) and 10 (decimal) represent the same number. The only numbers that
appear the same in both systems are 0 and 1.

Analog and Digital Representations

The detectors of medical imaging devices inherently produce analog data. Image dis-
play devices, discussed later in this chapter, require image information in analog form
or must convert it to analog form. For many years, information in medical imaging
systems was in analog form from signal detection to image display. For example, dur-
ing these years, information in fluoroscopes, nuclear medicine scintillation cameras,
and ultrasound imaging systems was entirely in analog form. Later, at some stages
in these devices, the information was converted into digital form for processing and
perhaps storage. Other imaging systems, such as x-ray computed tomography (CT)
systems, from inception converted analog information from the detectors into digi-
tal form for processing. Today, in nearly all radiological imaging systems, analog
information from the detectors is converted to digital form; processed, stored, and
transferred in digital form; and converted to analog form only in the last stages of the
image display systems.

Analog Representation of Data

In analog form, information is represented by a physical quantity whose allowed
values are continuous, that is, the quantity in theory can have an infinite number
of possible values between a lower and an upper limit. Most analog signals are also
continuous in time; such a signal has a value at every point in time. In electronic
circuits, numerical data can be represented in analog form by a voltage or voltage
pulse whose amplitude is proportional to the number being represented, as shown
in Figure 5-1A. An example of analog representation is a voltage pulse produced
by a photomultiplier tube attached to a scintillation detector. The amplitude (peak
voltage) of the pulse is proportional to the amount of energy deposited in the
detector by an x- or gamma ray. Another example is the signal from the video
camera attached to the image intensifier tube of a fluoroscopy system; the voltage
at each point in time is proportional to the intensity of the x-rays incident on a
portion of the input phosphor of the image intensifier tube (Fig. 5-1B). Numerical
data can also be represented in analog form in electronic circuits by the frequency
or phase of an alternating sinusoidal voltage, but these will not be discussed in
this chapter.
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0
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B FIGURE 5-1 Analog and digital representation of numerical data. A. Three analog voltage pulses, similar
to those produced by a photomultiplier tube attached to a scintillator, are illustrated. The height of each
pulse represents a number, for instance, energy. Data are “sampled” at 10, 20, and 30 ms in time. Above the
graph, these same amplitudes are represented in digital form with a sequence of four binary digits as on = 1,
off = 0 binary states. Digital sampling occurs over a much shorter time scale than depicted on the x-axis.
B. A continuously varying analog signal, such as a single video trace from the video camera in a fluoroscopy
system, is shown. This analog signal varies in proportion to x-ray induced light intensities falling upon a pho-
toconductive TV target, and produces an output voltage, in millivolts, as a function of time. The amplitude
of the signal is sampled and converted to a corresponding digital value; shown are digital samples at 20, 40
and 60 ps. The values are represented in digital form as sequences of 8 binary digits, with binary values that
correspond to the signal amplitude in mV.

Digital Representation of Information

Information in digital form is represented by a physical quantity that is allowed to
have one of only a limited number of discrete (separated) values at any moment in
time. In digital form, a number or other unit of information such as a letter of the
alphabet is represented by a sequence of digits, each of which is limited to a defined
number of values. Most digital signals are binary, that is, they consist of digits, each
of which is limited to only two allowed values, but digital signals that consist of digits
with more than two allowed values are possible and used in some situations.

The portion of a binary signal that is limited to one of two values is referred
to as a binary digit (bit). In an electronic circuit, a bit might be a voltage of either
0 or 5V, maintained for a defined length of time. (In a practical digital circuit,
a range of voltages about each of these two voltages is permitted, but the two
ranges are separated by a wide gap.) In microprocessors, computer memory, and
mass storage devices, a bit is a physical entity. A bit in a microprocessor may
be an electronic switch that has two stable states. In most solid-state computer
memory, each bit is a capacitor; charged above a specific voltage is one state and
not charged is the other. In magnetic storage media, such as magnetic disks and
magnetic tape, a bit is a small portion of the disk or tape that may be magnetized
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TABLE 5-3 UNITS TO DESCRIBE COMPUTER MEMORY CAPACITY AND
INFORMATION STORAGE CAPACITY

105

Computer memory capacity

1 kilobyte (kB) = 2'° bytes = 1,024 bytes =~ a thousand bytes

1 megabyte (MB) = 2% bytes = 1,024 kilobytes = 1,048,576 bytes ~ a million bytes

1 gigabyte (GB) = 23° bytes = 1,024 megabytes = 1,073,741,824 bytes ~ a billion bytes

Digital storage device or media capacity

1 kilobyte (kB) = 10° bytes = 1,000 bytes = a thousand bytes

1 megabyte (MB) = 10°bytes = 1,000 kilobytes = 1,000,000 bytes = a million bytes

1 gigabyte (GB) = 10° bytes = 1,000 megabytes = 1,000,000,000 bytes = a billion bytes

1 terabyte (TB) = 10" bytes = 1,000 gigabytes = 1,000,000,000,000 bytes = a trillion bytes

1 petabyte (PB) = 10" bytes = 1,000 terabytes = 1,000,000,000,000,000 bytes

Note: Note that the prefixes kilo-, mega-, and giga- have slightly different meanings when used to describe

computer memory capacity than in standard scientific usage, whereas they have the standard scientific

meanings when used to describe digital storage device or media capacity. To avoid confusion, some standards

organizations have advocated the units kibibyte (kiB, 1 kiB = 2'° bytes), mibibyte (MiB, 1 MiB = 22° bytes),

and gibibyte (GiB, 1 GiB = 23 bytes) for describing memory capacity.

in a specific direction. Because a bit is limited to one of two values, it can only
represent two numbers.

To represent more than two values, several bits must be used. For example, a
series of bits can be used to represent a number or another unit of information. The
binary number system allows a group of several bits to represent a number.

As mentioned above, most digital signals and digital memory and storage consist
of many elements called bits (for binary digits), each of which can be in one of two
states. Bits are grouped into bytes, each consisting of eight bits. The capacity of a
computer memory, a storage device, or a unit of storage media is usually described
in kilobytes, megabytes, gigabytes, or terabytes (Table 5-3). (As noted in that table,
the prefixes kilo-, mega-, and giga-, when used to describe computer memory capac-
ity, commonly have slightly different meanings than standard usage, whereas these
prefixes have their usual meanings when used to describe digital information storage
devices and media.) Bits are also grouped into words. The number of bits in a word
depends on the computer system; 16-, 32-, and 64-bit words are common.

General-purpose computers must be able to store and process several types of infor-
mation in digital form. For example, if a computer is to execute a word processing
program or a program that stores and retrieves patient data, it must be able to rep-
resent alphanumeric information (text), such as a patients name, in digital form.
Computers must also be able to represent numbers in digital form. Most computers
have several formats for numbers. For example, one computer system provides for-
mats for 1-, 2-, 4-, and 8-byte positive integers; 1-, 2-, 4-, and 8-byte signed integers
(“signed” meaning that they may have positive or negative values); and 4- and 8-byte
floating-point numbers (to be discussed shortly).

When numbers can assume very large or very small values or must be represented
with great accuracy, formats requiring a large amount of storage per number must be
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used. However, if numbers are restricted to integers within a limited range of values,
considerable savings in storage and processing time may be realized. For instance, the
grayscale values in ultrasound images typically range from 0 (black) to 255 (white),
a range of 256 numbers. As will be seen in the following section, any grayscale value
within this range can be represented by only eight bits. The following sections describe
schemes for the digital representation of different types of information.

As discussed above, computer memory and storage consist of many bits. Each
bit can be in one of two states and can therefore represent the numbers 0 or 1. Two
bits have four possible configurations (00, 01, 10, or 11) that in decimal form are 0,
1, 2, and 3. Three bits have eight possible configurations (000, 001, 010, 011, 100,
101, 110, or 111) that can represent the decimal numbers 0, 1, 2, 3, 4, 5, 6, and 7.
In general, N bits have 2" possible configurations and can represent integers from 0O
to 2¥ — 1. One byte can therefore store integers from 0 to 255 and a 16-bit word can
store integers from 0 to 65,535 (Table 5-4).

The previous discussion dealt only with positive integers. It is often necessary for
computers to manipulate integers that can have positive or negative values. There are
many ways to represent signed integers in binary form. The simplest method is to
reserve the first bit of a number for the sign of the number. Setting the first bit to 0 can
indicate that the number is positive, whereas setting it to 1 indicates that the number
is negative. For an 8-bit number, 11111111 (binary) = —127 (decimal) is the most
negative number and 01111111 (binary) = 127 (decimal) positive number. Most com-
puters use a different scheme called “twos complement notation” to represent signed
integers, which simplifies the circuitry needed to add positive and negative integers.

Computers used for scientific purposes must be able to manipulate very large
numbers, such as Avogadros number (6.022 X 10* molecules per gram-mole) and
very small numbers, such as the mass of a proton (1.673 X 107" kg). These num-
bers are usually represented in floating-point form. Floating-point form is similar to
scientific notation, in which a number is expressed as a decimal fraction times ten
raised to a power. A number can be also written as a binary fraction times two to a
power. For example, Avogadro’s number can be written as

0.11111111 (binary) x 2°100HHH mary),

When a computer stores this number in floating-point form, it stores the pair of
signed binary integers, 11111111 and 01001111.

It is often necessary for computers to store and manipulate alphanumeric data, such
as a patient’s name or the text of this book. A common method for representing alphanu-
meric data in binary form has been the American Standard Code for Information Inter-

TABLE 5-4 NUMBER OF BITS REQUIRED TO STORE INTEGERS

NUMBER POSSIBLE NUMBER OF REPRESENT INTEGERS
OF BITS CONFIGURATIONS CONFIGURATIONS (DECIMAL FORM)

1 0,1 2 0,1

2 00,01,10,11 4 0,1,2,3

3 000,001,010,011,100,101,110,111 8 0,1,2,3,4,5,6,7

8 00000000 to 11111111 256 0 to 255

16 0000000000000000 to 65,536 0 to 65,535

1111111111111

2V Oto2"-1
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change (ASCII). Each character is stored in seven bits. The byte values from 00000000
to 01111111 (binary) represent 128 characters, including the upper- and lowercase
English letters, the integers O through 9, many punctuation marks, and several carriage-
control characters such as line feed. For example, the uppercase letter “A” is represented
by 01000001, the comma is represented by 00111010, and the digit “2” is represented
by 00110010. ASCII is being superseded by text encoding schemes that permit more
than 128 characters to be represented in digital form. Unicode is a system for encoding
the characters of the world’s languages and other symbols. Unicode incorporates ASCII.
In Unicode, as many as four bytes may be needed to represent a character.

Transfers of Information in Digital Form

Information is transferred between the various components of a computer, such as the
memory and central processing unit, in binary form. A voltage of fixed value (such as 5 V)
and fixed duration on a wire can be used to represent the binary number 1 and a voltage
of 0V for the same duration can represent 0. A group of such voltage pulses can be used
to represent a number, an alphanumeric character, or other unit of information. (This
scheme is called “unipolar” digital encoding. Many other digital encoding schemes exist.)

A group of wires used to transfer data between several devices is called a data bus.
Each device connected to the bus is identified by an address or a range of addresses.
Only one device at a time can transmit information on a bus, and in most cases only
one device receives the information. The sending device transmits both the informa-
tion and the address of the device that is intended to receive the information.

Advantages and Disadvantages of Analog and Digital Forms

There is a major disadvantage to the electronic transmission of information in analog
form —the signals become distorted, causing a loss of fidelity of the information. Causes
of this distortion include inaccuracies when signals are amplified, attenuation losses, and
electronic noise —small stray voltages that exist on circuits and become superimposed on
the signal. The more the information is transferred, the more distorted it becomes. On
the other hand, information stored or transferred in digital form is remarkably immune
to the accumulation of errors because of signal distortion. These distortions are seldom
of sufficient amplitude cause a O to be mistaken for a 1 or vice versa. Furthermore, most
digital circuits do not amplify the incoming information, but make fresh copies of it, thus
preventing distortions from accumulating during multiple transfers.

The digital form facilitates other safeguards. Additional redundant information can
be sent with each group of bits to permit the receiving device to detect errors or even
correct them. A simple error detection method uses parity bits. An additional bit is
transmitted with each group of bits, typically with each byte. The bit value designates
whether an even or an odd number of bits were in the “1” state. The receiving device
determines the parity and compares it with the received parity bit. If the parity of the
data and the parity bit do not match, an odd number of bits in the group have errors.

There are advantages to analog form. Information can often be transferred in less
time using the analog form. However, digital circuits are likely to be less expensive.

Conversion Between Analog and Digital Forms

Conversion of Data from Analog to Digital Form

The transducers, sensors, or detectors of most electronic measuring equipment, includ-
ing medical imaging devices, produce analog data. The data must be converted to digital
form if they are to be processed by a computer, transferred over a network, or stored
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on a digital storage device. Devices that perform this function are called analog-to-digital
converters (ADCs, also A/Ds). ADCs are essential components of all medical imaging sys-
tems producing digital images and of multichannel analyzers, discussed in Chapter 17.

The conversion of an analog signal into a digital signal is called digitization.
There are two steps in digitization—sampling and quantization. Most analog signals
are continuous in time, meaning that at every point in time the signal has a value.
However, it is not possible to convert the analog signal to a digital signal at every
point in time. Instead, certain points in time must be selected at which the conver-
sion is to be performed. This process is called sampling. Each analog sample is then
converted into a digital signal. This conversion is called quantization.

An ADC is characterized by its sampling rate and the number of bits of output
it provides. The sampling rate is the number of times a second that it can sample
and digitize an input signal. Most radiologic applications require very high sampling
rates. An ADC produces a digital signal of a fixed number of bits. For example,
an ADC may produce an 8-bit, a 10-bit, a 12-bit, a 14-bit, or even a 16-bit digital
signal. The number of bits of output is just the number of bits in the digital number
produced each time the ADC samples and quantizes the input analog signal.

As discussed above, the digital representation of data is superior to analog rep-
resentation in its resistance to the accumulation of errors. However, there are also
disadvantages to digital representation, an important one being that the conversion
of an analog signal to digital form causes a loss of information. This loss is due to both
sampling and quantization. Because an ADC samples the input signal, the values of
the analog signal between the moments of sampling are lost. If the sampling rate of
the ADC is sufficiently rapid that the analog signal being digitized varies only slightly
during the intervals between sampling, the sampling error will be small. There is a
minimum sampling rate requirement, the Nyquist limit (discussed in Chapter 4) that
ensures the accurate representation of a signal.

Quantization also causes a loss of information. As mentioned previously, an ana-
log signal is continuous in magnitude, meaning that it can have any of an infinite
number of values between a minimum and a maximum. For example, an analog
voltage signal may be 1.0, 2.5, or 1.7893 V. In contrast, a digital signal is limited to
a finite number of possible values, determined by the number of bits used for the
signal. As was shown earlier in this chapter, a 1-bit digital signal is limited to two
values, a 2-bit signal is limited to four values, and an N-bit signal is restricted to 2V
possible values. The quantization error is similar to the error introduced when a
number is “rounded off.” Table 5-5 lists the maximal percent errors associated with
digital signals of various numbers of bits.

There are additional sources of error in analog-to-digital conversion other than
the sampling and quantization effects described above. For example, some averaging

TABLE 5-5 MAXIMAL ERRORS WHEN DIFFERENT NUMBERS OF BITS ARE

USED TO APPROXIMATE AN ANALOG SIGNAL

NUMBER OF BITS NUMBER OF VALUES MAXIMAL QUANTIZATION ERROR (%)
1 25

2 4 12.5

3 6.2

8 256 0.20

12 4,096 0.012
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of the analog signal occurs at the time of sampling, and there are inaccuracies in the
quantization process. In summary, a digital signal can only approximate the value of
an analog signal, causing a loss of information during analog-to-digital conversion.

No analog signal is a perfect representation of the quantity being measured.
Statistical effects in the measurement process and stray electronic voltages (“noise”
cause every analog signal to have some uncertainty associated with it. To convert an
analog signal to digital form without a significant loss of information content, the
ADC must sample at a sufficiently high rate and provide a sufficient number of bits
so that the error is less than the uncertainty in the analog signal being digitized. In
other words, an analog signal with a large signal-to-noise ratio (SNR) requires an ADC
providing a large number of bits to avoid reducing the SNR.

Digital-to-Analog Conversion

It is often necessary to convert a digital signal to analog form. For example, to display digital
images from a CT scanner on a display monitor, the image information must be converted
from digital form to analog voltage signals. This conversion is performed by a digital-to-
analog converter (DAC). It is important to recognize that the information lost by analog-to-
digital conversion is not restored by sending the signal through a DAC (Fig. 5-2).

Digital Radiological Images

A digital image is a rectangular, sometimes square, array of picture elements called pixels.
In most radiological images, each pixel is represented by a single number and the image
can be stored as a matrix of these numbers. For example, in nuclear medicine planar
images, a pixel contains the number of counts detected by the corresponding portion
of the crystal of a scintillation camera. In tomographic imaging (e.g., x-ray CT and
positron emission tomography [PET]), each pixel describes a property of a correspond-
ing volume element (voxel) in the patient. In projection imaging (e.g., radiography),
each pixel describes a property regarding the voxels along a line projected through the
patient. Figure 5-3 shows a digital image in four different pixel formats. The number
in each pixel is converted into a visible light intensity when the image is displayed on a
display monitor. Typical image formats used in radiology are listed in Table 5-5.
Imaging modalities with higher spatial resolution and larger fields of view require
more pixels per image so the image format does not degrade the resolution. In gen-
eral, an image format should be selected so that the pixel size is half or less than the
size of the smallest object to be seen. In the case of a fluoroscope with a 23-cm field
of view, the 5127 pixel format would be adequate for detecting objects as small as

ADC 1) @) 3) @) (1) DAC
01 10 11 10 01 ° 3

(" o o o o N s I POUOUVO O -
1 1 | L 1T L 1T T 1-2-3-2~1 =
L St

T 2-bit Digital Signal Output

Analog input 1_1_1_1_1 Analog output

Signal

Sampling

M FIGURE 5-2 Analog-to-digital conversion and digital-to-analog conversion. In this figure, a 2-bit ADC sam-
ples the input signal five times. Note that the output signal from the DAC is only an approximation of the
input signal to the ADC because the five 2-bit digital numbers produced by the ADC can only approximate the
continuously varying analog signal. More rapid sampling and digital numbers with more bits would provide a
more accurate representation.
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M FIGURE 5-3 Effect of pixel size on image quality—digital chest image in formats of 1,0242, 642, 322, and
162 pixels (A, B, C, and D, respectively).

about a millimeter in size close to the image receptor. To detect objects half this size,
a larger format, such as 1,024 by 1,024, should be selected. When it is necessary to
depict the shape of an object, such as a microcalcification in x-ray mammography,
an image pixel matrix much larger than that needed to merely detect the object is
required. Figure 5-3 shows the degradation of spatial resolution caused by using too
small an image matrix. The penalty for using larger pixel matrices is increased storage
and processing requirements and slower transfer of images.

The largest number that can be stored in a single pixel is determined by the number
of bits or bytes used for each pixel. If 1 byte (8 bits) is used, the maximal number that
can be stored in one pixel is 255 (2% — 1). If 2 bytes (16 bits) are used, the maximal
number that can be stored is 65,535 (2'® — 1). The contrast resolution provided by an
imaging modality determines the number of bits required per pixel. Therefore, imaging
modalities with higher contrast resolution require more bits per pixel. For example, the
limited contrast resolution of ultrasound usually requires only 6 or 7 bits, and so 8 bits
are commonly used for each pixel. On the other hand, x-ray CT provides high contrast
resolution and 12 bits are required to represent the full range of CT numbers. Figure 5-4
shows the degradation of contrast resolution caused by using too few bits per pixel.

Pixel size is calculated by dividing the distance between two points in the subject
being imaged by the number of pixels between these two points in the image. It is
approximately equal to the field of view of the imaging device divided by the number of
pixels across the image. For example, if a fluoroscope has a 23-cm (9-inch) field of view
and the images are acquired in a 512-by-512 format, then the approximate size of a pixel
is 23 cm/512 = 0.045 cm = 0.45 mm for objects at the face of the image receptor.
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M FIGURE 5-4 Effect of number of bits per pixel on image quality—digital chest image in formats of 8, 3, 2,
and 1 bits per pixel (A, B, C, and D, respectively). Too few bits per pixel not only causes loss of contrast resolu-
tion, but also creates the appearance of false contours.

The total number of bytes required to store an image is the number of pixels in
the image multiplied by the number of bytes per pixel. For example, the number of
bytes required to store a 512-by-512 pixel image, if one byte is used per pixel, is

(512 X 512 pixels) (1 byte/pixel) / (1,000 bytes/kB) =262 kB.

Similarly, the number of 512-by-512 images that may be stored on a 60-GB optical
disk, if 16 bits (2 bytes) are used per pixel, is

(60 GB/disk) (10° bytes/GB) / [(512 X 512 pixels/image) (2 bytes/pixel)]
= 114,000 images/disk,

if no other information is stored on the disk.

If these are CT studies and an average of 500 images per study is stored, this disk
would hold about 114,000 images/500 images per study =~228 studies. In practice,
other information stored with the studies would slightly reduce the number of stud-
ies that could be stored on the disk.

Digital Computers

Computers were originally designed to perform mathematical computations
and other information processing tasks very quickly. Since then, they have come
to be used for many other purposes, including information display, information
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storage, and, in conjunction with computer networks, information transfer and
communications.

Computers were introduced in medical imaging in the early 1970s and have
become increasingly important since that time. Today, computers are essential to
most imaging modalities, including x-ray CT, magnetic resonance imaging (MRI),
single photon emission computed tomography (SPECT), and PET.

Any function that can be performed by a computer can also be performed by a
hard-wired electronic circuit. The advantage of the computer over a hard-wired cir-
cuit is its flexibility. The function of the computer can be modified merely by chang-
ing the program that controls the computer, whereas modifying the function of a
hard-wired circuit usually requires replacing the circuit. Although the computer is a
very complicated and powerful information processing device, the actual operations
performed by a computer are very simple. The power of the computer is mainly due
to its speed in performing these operations and its ability to store large volumes of
information.

The components and functioning of computers are discussed in Appendix B. The
remainder of this section will define several terms regarding computers that will be
used in the following parts of this chapter.

The term hardware refers to the physical components of a computer or other
device, whereas software refers to the programs, consisting of sequences of instruc-
tions, that are executed by a computer. Software is commonly categorized as applica-
tions programs or systems software.

An applications program, commonly referred to as an application, is a program
that performs a specific function or functions for a user. Examples of applications
are e-mail programs, word processing programs, web browsers, and image display
programs.

A computer’s operating system is a fundamental program that is executing even
when a computer seems to be idle and awaiting a command. When the user instructs
a computer to run a particular program, the operating system copies the program
into memory from a disk, transfers control to it, and regains control of the computer
when the program has finished. An operating system handles many “housekeeping”
tasks, such as details of storage of information on disks and magnetic tapes, appor-
tioning system resources amongst applications and amongst users in a multiuser sys-
tem, and handling interrupts, for example, when a user activates a pointing device.
Examples of operating systems are Microsoft Windows and Linux on IBM compatible
PCs; OS X on Apple computers; and Unix, used on a wide variety of computers.

A workstation is a computer designed for use by a single person at a time. A work-
station is usually equipped with one or more display monitors for the visual display
of information, a keyboard for the entry of alphanumeric information, and a pointing
device, such as a mouse.

Information Storage Devices

Mass storage devices permit the nonvolatile (i.e., data are not lost when power is
turned off) storage of information. Most mass storage devices have mechanical com-
ponents, but at least one newer storage modality, flash memory, is entirely electronic.
Mass storage devices with mechanical components include magnetic disk drives,
magnetic tape drives, and optical (laser) disk units. Each of these devices consists of
a mechanical drive; the storage medium, which may be removable; and an electronic
controller. Despite the wide variety of storage media, there is not one best medium
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for all purposes, because they differ in storage capacity, data access time, data transfer
rate, cost, and other factors.

When the CPU or another device sends data to memory or a mass storage
device, it is said to be writing data, and when it requests data stored in memory or
on a storage device, it is said to be reading data. Data storage devices permit either
random access or sequential access to the data. The term random access describes
a storage medium in which the locations of the data may be read or written in any
order, and sequential access describes a medium in which data storage locations can
only be accessed in a serial manner. Most solid-state memories, magnetic disks,
and optical disks are random access, whereas magnetic tape typically permits only
sequential access.

Magnetic Disks

Magnetic disks are spinning disks coated with a material that may be readily
magnetized. Close to the surface of the spinning disk is a read-write head that, to
read data, senses the magnetization of individual locations on the disk and, to write
data, changes the direction of the magnetization of individual locations on the disk.
Most disk drives have a read-write head on each side of a platter so that both sides
can be used for data storage. Information is stored on the disk in concentric rings
called tracks. The read-write heads move radially over the disk to access data on indi-
vidual tracks. The access time of a disk is the time required for the read-write head to
reach the proper track (head seek time) and for the spinning of the disk to bring the
information of interest to the head (rotational latency). The data transfer rate is the
rate at which data are read from or written to the disk once the head and disk are in
the proper orientation; it is primarily determined by the rotational speed of the disk
and the density of information storage in a track.

A typical hard magnetic disk drive, as shown in Figure 5-5, has several rigid platters
stacked above each other on a common spindle, with a read-write head for each side of
each platter. Hard disks with nonremovable platters are called fixed disks. The platters
continuously rotate at a high speed (typically 5,400 to 15,000 rpm). The read-write heads
aerodynamically float at distances less than a micron above and below the disk surfaces
on air currents generated by the spinning platters. A spinning hard disk drive should

Spindle
Actuator .
Read-write
head
Platters
Cable
connector

Power connector

M FIGURE 5-5 Hard magnetic disk drive with 500 GB storage capacity. A read-write head is visible at the end
of the actuator arm overlying the top disk platter. There is a read-write head for each surface of each platter.
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not be jarred because that might cause a “head crash” in which the head strikes the disk,
gouging the disk surface and destroying the head, with a concomitant loss of information.
The portion of a disk drive containing the disks and read-write heads is sealed to keep
dirt from damaging them. Hard disks have very large storage capacities, up to 2 TB each.
Although their access times and data transfer rates are very slow compared to solid-state
memory, they are much faster than those of most other storage media. For these reasons,
hard disks are used on most computers to store frequently used programs and data.

Flash Memory

A type of solid-state memory called flash memory stores digital information as small elec-
tric charges. Flash memory does not require electrical power to maintain stored infor-
mation and thus can replace spinning magnetic disks and other storage media. Today,
flash memory is much more expensive per unit storage capacity than magnetic disks
and other storage media and so is not used commonly for the storage of large amounts
of information. However, it is replacing spinning magnetic disks on some portable “lap-
top” computers. “Flash drives,” which connect to the USB ports of workstations and
laptops, have mostly replaced “floppy” disk drives and are rapidly replacing optical (CD
and DVD) disks because of their portability and relatively large capacities.

Magnetic Tape

Magnetic tape is plastic tape coated with a magnetizable substance. Its average data
access times are very long, because the tape must be read serially from the beginning
to locate a particular item of information. Magnetic tape was originally stored on
reels, but today is obtained in cartridges or cassettes. There are several competing
cartridge or cassette formats available today. A single tape cartridge or cassette can
store a very large amount of data, up to about 1.5 TB uncompressed. Common uses
are to “back up” (make a copy for the purpose of safety) large amounts of important
information and archival storage of digital images.

Optical Disks

An optical disk is a removable disk that rotates during data access and from which
information is read and written using a laser. There are three categories of optical
disks—read-only; write-once, read-many-times (WORM); and rewritable. Read-only
disks are encoded with data that cannot be modified. To read data, the laser illu-
minates a point on the surface of the spinning disk and a photodetector senses the
intensity of the reflected light. WORM devices permit any portion of the disk surface
to be written upon only once, but to be read many times. This largely limits the use
of WORM optical disks to archival storage. To store information, a laser at a high
intensity burns small holes in a layer of the disk. To read information, the laser, at a
lower intensity, illuminates a point on the spinning disk and a photodetector senses
the intensity of the reflected light. Rewritable optical disks permit the stored data to
be changed many times. Most rewritable optical disks today use phase-change tech-
nology. The recording material of a phase-change disk has the property that, if heated
to one temperature and allowed to cool, it becomes crystalline, whereas if heated
to another temperature, it cools to an amorphous phase. To write data on a phase-
change disk, the laser heats a point on the recording film, changing its phase from
crystalline to amorphous or vice versa. The transparency of the amorphous material
differs from that in the crystalline phase. Above the layer of recording material is a
reflective layer. Information is read as described above for WORM disks.



Chapter 5 ¢ Medical Imaging Informatics 115

CDs, which have capacities of about 650 MB, are available as WORM and rewritable
optical disks. The CD has been partially displaced by a newer standard for optical disks,
the DVD, that provides a much larger storage capacity because the laser beam is focused
to a smaller spot on the recording layer. DVDs are also available in WORM and rewritable
forms and provide storage capacities of about 4.5 GB. Optical disks using 405 nm wave-
length blue-violet lasers are now available. The blue-violet beam can be focused onto a
smaller area because of its shorter wavelength, increasing the storage capacity substan-
tially. There are two competing standards for these disks, both available in WORM and
rewritable formats, providing up to 50 or 60 GB per disk. Optical disks provide much
prompter data access than magnetic tape and better information security than most other
media because they are not subject to head crashes, as are magnetic disks; are not as vul-
nerable to wear and damage as magnetic tape; and are not affected by magnetic fields.

Table 5-6 compares the characteristics of mass storage devices and memory. Because
there is no best device or medium for all purposes, most computer systems today have
at least a hard magnetic disk drive and a drive capable of reading optical disks.

Technologies for Large Archives

Medical imaging can produce very large amounts of information. For example, amedium
size medical center with a radiology department, cardiac catheterization laboratory, and
several services performing fluoroscopically guided interventional procedures typically
produces several terabytes of image information each year. There are technologies that
permit automated storage and retrieval of such massive amounts of information.

TABLE 5-6 COMPARISON OF CHARACTERISTICS OF MASS STORAGE MEDIA

AND MEMORY

STORAGE ACCESS TIME TRANSFER COSTPER MEDIA

REMOVABLE CAPACITY (AVERAGE) RATE DISK/TAPE COST PER GB
Hard magnetic Usually not 20 GB-2 TB 6-15 ms 3-170 MB/s NA $0.05
disk
Solid state Yes or no 20 GB-2TB ~0.1 ms Up to NA $2.00
“disk” (flash 740 MB/s
memory)
Optical disk, Yes usually 100-150 ms 3.6 MB/s $0.25, $0.40,
CD-R, CD-RW 650 MB (for 24 %) (for 24X) $1.00 $1.50
Optical disk, Yes 3-6 GB 26 MB/s
DVD-R, (for 20X) $0.20, $0.04,
DVD-RAM $2.00 $0.40
Optical disk, Yes 23-60GB 25 ms 12 MB/s $60 $1.00
blue-violet (UDO2) (UDO2)
laser
Magnetic tape Yes 45 MB-1.5 Secondsto  0.125-140 $85(1.5  $0.05 (1.5
(cartridge or TB minutes MB/s TB LTO-5 TBLTO-5)
cassette)
DRAM solid- No NA 1-80 ns 0.5-3 GB/s NA NA

state memory

Note: Values are typical for 2011. Cost refers to one disk or tape cartridge or tape cassette. Storage capacities
and transfer rates are for uncompressed data; they would be higher for compressed data.

ms, milliseconds; ns, nanoseconds (10° ns = 1 ms); MB, megabytes; GB, gigabytes; TB, terabytes; LTO, linear tape
open. Prices and capabilities of “enterprise quality” (high reliability and long lifetime) disks are ~10 X higher
than commodity grade disks.
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A technology called RAID (redundant array of independent disks) can provide a large
amount of on-line storage. RAID permits several or many small and inexpensive hard
magnetic disk drives to be linked together to function as a single very large drive. There
are several implementations of RAID, designated as RAID Levels O, 1, 2, 3, 4, 5, and 10.
In RAID Level O, portions of each file stored are written simultaneously on several disk
drives, with different portions on each disk drive. This produces very fast reads and writes,
but with no redundancy, and so the loss of one of these drives results in the loss of the file.
In RAID Level 1, called disk mirroring, all information is written simultaneously onto two
or more drives. Because duplicate copies of each file are stored on each of the mirrored
disk drives, Level 1 provides excellent data protection, but without any improvement in
data transfer rate and with at least a doubling of required storage capacity. The other RAID
levels provide various compromises among fault tolerance, data transfer rate, and storage
capacity. Most RAID implementations provide sufficient redundancy that no information
is lost by the failure of a single disk drive. Figure 5-6 shows RAID modules.

Another technology permitting the storage of very large amounts of information is
automated magnetic tape or optical disk libraries, commonly referred to as jukeboxes.
In these devices, magnetic tape cartridges or cassettes or optical disks are stored in
large racks. Robotic arms load the media into or remove them from drives that read
and write information on the media. These automated libraries commonly have two
or more drives, permitting simultaneous access to more than one unit of media. The
storage capacity of a jukebox is the product of the storage capacity of a unit of media
and the number of media units that can be stored on the racks. The access time for a
study stored on media in a jukebox includes a few seconds for the disk, cartridge, or
cassette to be loaded into a drive as well as the access time for the media.

Display of Digital Images

As mentioned above, an important function of many computers, particularly worksta-
tions, is to display information. In medical imaging, the purpose of the display may be
to permit technologists to visually assess the adequacy of acquired images, for physi-
cians to interpret images, or to guide physicians performing interventional procedures.
The designs of display systems should take into account the human visual system.

Single RAID module with controller

Stacked RAID modules (6) in rack mount

M FIGURE 5-6 Stackable RAID modules. Each module contains a dual CPU processor, two 140 GB disks for
the CPU and software, and eight 300 GB disk drives in a RAID-5 configuration, with one hot-swappable drive.
Total storage is 2 TB per module, 1.6 of which are usable for data storage (0.8 TB used for redundancy). The 6
stacked modules provide about 10 TB of uncompressed data storage (1/2 rack) with dimensions of approximately
2 X 3 X 4ft(wxdxh).
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The display system of a workstation or other computer typically consists of a
display interface, also referred to by terms such as “video interface” and “graphics
adapter,” in the computer; one or more display monitors connected to the display
interface by a cable or cables that carry electrical signals; and software to control
the display system. The display interface and display monitor(s) may be consumer-
grade commercial products or they may be more expensive devices designed for the
high-fidelity display of medical images.

A display system may be designed to display color images or only monochrome
(grayscale) images. A system that can display color images can also display grayscale
images. Nearly all general-purpose commercial display systems are designed to display
images in color. However, images from the radiological modalities, consisting of rect-
angular arrays of numbers, in general do not benefit from being displayed in color and
so are commonly displayed on high-quality grayscale monitors for interpretation. How-
ever, some radiological images, such as co-registered dual modality images (e.g., SPECT/
CT and PET/CT), false color images (commonly used in nuclear medicine myocardial
perfusion imaging), and volume rendered displays (discussed later in this chapter) of
three-dimensional image sets, benefit from being displayed partly or entirely in color.

Color is a perception created by some animals’ visual systems. In the retina of the
human eye, cone cells provide color vision. In most humans, there are three types of
cone cells, which differ in spectral sensitivity. One is most sensitive to yellow-green light
(although largely responsible for the perception of red), another to green light, and the
third to blue light. A mixture of red, green, and blue light, in the proper proportion,
can cause the impression of many colors and of white. In a color display monitor, each
displayed pixel generates red, green, and blue light, with the intensities of each inde-
pendently controlled. The construction of display monitors is described below.

In grayscale radiological images, each pixel value is typically represented by a
single integer, commonly stored in 16 bits, although fewer than 16 of the bits may be
used. For example, the range of CT numbers requires only 12 bits. In color images,
each pixel is commonly represented by three integers, commonly 8 or 10 bits each,
which are contained in a 32-bit word. The three integers designate the intensities of
the red, green, and blue light to be generated for that pixel.

Display Interface and Conversion of a Digital Image into
Analog Signals for Display

A computers display interface converts a digital image into a signal that is displayed by a
display monitor. Most display interfaces contain memories to store the images being dis-
played. For a digital image to be displayed, it is first sent to this display memory by the com-
puter’s CPU under the control of an application program. Once it is stored in this memory,
the display interface of the computer reads the pixels in the image sequentially and sends
these values to the monitor for display. Older display interfaces produce analog signals that
are displayed by monitors; such a display interface contains one or more digital-to-analog
converters (DACs), which convert each digital number to an analog voltage signal. Newer
display interfaces send the image information in digital form to the display monitors; these
monitors contain DACs to convert the digital pixel values to analog signals.

Display Monitors

For approximately 80 years, cathode ray tubes (CRTs) were used for the electronic
display of images. CRT displays are rapidly being replaced by flat-panel displays and
can no longer be obtained on most medical imaging equipment. There are several
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types of flat-panel displays, including gas plasma, light emitting diode, organic light
emitting diode, and field emissive displays. However, most flat-panel monitors used
today to display medical images have liquid crystal displays (LCDs) because of their
superior performance and longevity.

The term “pixel,” when referring to display monitors, has a meaning different
from a picture element of an image; it refers to a physical structure in a monitor
that displays a single pixel of an image. Most types of monitors have physical pixels,
although CRT monitors do not.

Cathode Ray Tube Monitors

A CRT in a display monitor is an evacuated container, usually made of glass, with
components that generate, focus, and modulate the intensity of one or more electron
beams directed onto a fluorescent screen. When a voltage is applied between a pair
of electrodes, the negative electrode is called the cathode and the positive electrode is
called the anode. If electrons are released from the cathode, the electric field acceler-
ates them toward the anode. These electrons are called cathode rays. A grayscale CRT
monitor (Fig. 5-7) generates a single electron beam. The source of the electrons is
a cathode that is heated by an electrical current and the anode is a thin aluminum
layer in contact with the fluorescent screen. A large constant voltage, typically 10 to
30 kV, applied between these two electrodes creates an electric field that accelerates
the electrons to high kinetic energies and directs them onto the screen. The electron
beam is focused, electrically or magnetically, onto a very small area on the screen.
Between the cathode and the screen is a grid electrode. A voltage applied to the grid
electrode is used to vary the electric current (electrons per second) of the beam. The
electrons deposit their energy in the phosphor of the screen, causing the emission of
visible light. The intensity of the light from any location on the screen is proportional
to the electric current in the beam, which is determined by the analog voltage signal
applied to the grid electrode. The electron beam is steered, either electrically or mag-
netically, in a raster pattern as shown in Figure 5-8.

The CRT of a color monitor is similar to that of a grayscale monitor, but has three
electron guns instead of one, producing three electron beams. The three electron beams

M FIGURE 5-7 Grayscale CRT display monitor.
The electron gun contains a heated cathode, the
source of the electrons in the beam, and a grid
electrode, which modulates the intensity (electri-
cal current) of the beam. This CRT uses an elec-
tromagnet to focus the beam and two pairs of
electromagnets to steer the beam. (One pair, not
shown, is perpendicular to the pair in the dia-
gram.) Alternatively, electrodes placed inside the
CRT can perform these functions.
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M FIGURE 5-8 Order of conversion of pixels
in a digital image to analog voltages to form
a video signal (raster scan). Data is scanned
from left to right, with a retrace to the next
row (dashed line). The actual size of the matrix
is much smaller than depicted.

are close to one another and are steered as one, but their intensities are modulated
separately. The fluorescent screen consists of triads of tiny dots or stripes of phosphors
emitting red, green, and blue light. Just before the screen is a thin metal sheet contain-
ing holes or slits so that each electron beam only strikes the phosphor emitting a single
color. Thus one electron beam produces red light, another produces green light, and
the third produces blue light. As mentioned above, mixtures of red, green, and blue
light can create the perception of many colors by the human visual system.

Liquid Crystal Display Monitors

In LCDs, the pixels are physical structures; in many grayscale LCDs and all color
LCDs, each pixel consists of three subpixels, whose light intensities are indepen-
dently controlled. The liquid crystal (LC) material of an LCD does not produce light.
Instead, it modulates the intensity of light from another source. All high image qual-
ity LCDs are illuminated from behind (backlit). A backlit LCD consists of a uniform
light source, typically containing fluorescent tubes or light emitting diodes and a
layer of diffusing material; a layer of LC material between two glass plates; and a
polarizing filter on each side of the glass holding the LC material (Fig. 5-9).

Visible light, like any electromagnetic radiation, may be considered to consist of
oscillating electrical and magnetic fields, as described in Chapter 2. The oscillations
are perpendicular to the direction of travel of the light. Unpolarized light consists of
light waves whose oscillations are randomly oriented. A polarizing filter is a layer of
material that permits components of light waves oscillating in one direction to pass,
but absorbs components oscillating in the perpendicular direction. When unpolar-
ized light is incident on a single layer of polarizing material, the intensity of the trans-
mitted light is half that of the incident light. When a second polarizing filter is placed
in the beam of polarized light, parallel to the first filter, the intensity of the beam
transmitted through the second filter depends on the orientation of the second filter
with respect to the first. If both filters have the same orientation, the intensity of the
beam transmitted through both filters is almost the same as that transmitted through
the first. However, if the second filter is rotated with respect to the first, the intensity
of the transmitted light is reduced. When the second filter is oriented so that its
polarization is perpendicular to that of the first filter, almost no light is transmitted.
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B FIGURE 5-9 Two subpixels of a grayscale backlit LCD monitor. On each side of the LC layer in each subpixel
is a transparent electrode. In the top subpixel, no voltage is applied across the LC layer. The polarization of the
light is unchanged as it passes through the LC layer, causing most of the light to be absorbed by the second
polarizing filter and thereby producing a dark subpixel. In the bottom subpixel, a voltage is applied across the
LC layer. The applied voltage causes the molecules in the LC layer to twist. The twisted molecules change the
polarization of the light, enabling it to pass through the second filter with an intensity that increases with the
applied voltage; with full voltage on the LC layer, the output light is vertically polarized, causing the subpixel
to transmit the brightest luminance. (The bars shown in the polarizing filters are merely an artist’s rendition to
indicate the direction of the polarization, as is depicting the polarized light as a ribbon.) Variations in grayscale
are achieved by varying the voltage provided to each LCD subpixel.

An LC material consists of long organic molecules and has properties of both a
liquid and a crystalline material. For example, it flows like a liquid. On the other
hand, the molecules tend to align parallel to one another. The material has additional
properties that are used in LCDs. If a layer of LC material is in contact with a surface
with fine grooves, the molecules align with the grooves. If an electric field is present,
the molecules will align with the field. If polarized light passes through a layer of LC
material, the LC material can change the polarization of the light.

In an LCD display, the light that has passed through the first filter is polarized.
Next, the light passes through a thin layer of LC material contained between two
glass plates. The sides of the glass plates in contact with the LC material have fine
parallel grooves to orient the LC molecules. Each pixel or subpixel of an LCD has a
pair of electrodes. When a voltage is applied to the pair of electrodes, an electric field
is created, changing the orientation of the LC molecules and the polarization of the
light. The amount of change in the orientation of the molecules and the polarization
of the light increases with the magnitude of the applied voltage. The light then passes
through the second polarizing filter, which can be oriented so that pixels or subpixels
are bright when no voltage is applied, or so that they are black when no voltage is
applied. Figure 5-9 shows the filters oriented so that the subpixels are dark when no
voltage is applied. Thus, when no voltage is applied to a pixel or subpixel, the light is
polarized by the first filter, passes through the LC material, and then is absorbed by the
second polarizing filter, resulting in a dark pixel or subpixel. As the voltage applied to
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the pixel or subpixel is increased, the LC molecules twist, changing the polarization of
the light and decreasing the fraction absorbed by the second filter, thereby making the
pixel or subpixel brighter.

Three major variants of LCD technology are twisted nematic (TN), in-plane
switching (IPS), and patterned vertical alignment (PVA). The differences among
these designs, discussed in some of the references listed at the end of this chapter,
are mainly due to the positions of the two electrodes in each subpixel and in the ori-
entations of the LC molecules without applied voltage and when voltage is applied.
The performance of these designs is more important to the user. TN LCDs, com-
monly used in inexpensive home and office monitors, suffer from very limited view-
ing angles and thus should be avoided when purchasing medical image displays.
More expensive IPS panels have significantly improved viewing angles and excellent
color reproduction. PVA was implemented as a compromise between the TN and IPS
technologies, with an intermediate price.

A color LCD has an additional layer containing color filters. Each pixel
consists of three subpixels, one containing a filter transmitting only red light, the
second transmitting only green light, and the third transmitting only blue light.
As mentioned previously, mixtures of red, green, and blue light can create the
perception of most colors. Because these color filters absorb light, they reduce the
luminance of the display, in comparison to an equivalent monochrome LCD, by
about a factor of three.

In theory, each pixel or subpixel of a flat-panel display could be controlled by
its own electrical conductor. If this were done, a three-megapixel grayscale display
would contain at least 3 million electrical conductors and a color display of the same
pixel format would have three times as many. In practice, flat-panel displays are
matrix controlled, with one conductor serving each row of pixels and one serving
each column. For a three-megapixel grayscale display (2,048 by 1,536 pixels), only
2,048 row pathways and 1,536 column pathways (if there are not subpixels) are
required. A signal is sent to a specific pixel by simultaneously providing voltages to
the row conductor and the column conductor for that pixel.

The intensity of each pixel must be maintained while signals are sent to other pix-
els. In active matrix LCDs, each pixel or subpixel has a transistor and capacitor. The
electrical charge stored on the capacitor maintains the voltage signal for the pixel or
subpixel while signals are sent to other pixels. The transistors and capacitors are con-
structed on a sheet of glass or quartz coated with silicon. This sheet is incorporated as
a layer within the LCD. Active matrix LCDs are also called thin film transistor (TFT)
displays. TFT technology, without the polarizing filters and LC material, is used in
flat-panel x-ray image receptors and is discussed in Chapter 7.

Performance of Display Monitors

Display monitors usually are the final component of the imaging chain and their per-
formance can significantly affect radiological imaging. Monitors are characterized by
parameters such as spatial resolution, spatial distortion, contrast resolution, aspect
ratio, maximal luminance, black level, dynamic range, uniformity of luminance,
noise, lag, and refresh rate.

The photometric quantity” describing the brightness of a monitor (or other light
source) is luminance. Luminance is the rate of light energy emitted or reflected from a

*Photometric quantities and units describe the energy per unit time carried by light, modified to account
for the spectral sensitivity of the human eye. A person with normal vision perceives a given radiance of
green light as being brighter than, for example, an equal radiance of red or blue light.
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surface per unit area, per unit solid angle, corrected for the photopic’ spectral sensitivity
of the human eye. The SI unit of luminance is the candela per square meter (cd/m?).
Perceived brightness is not proportional to luminance; for example, the human visual
system will perceive a doubling of luminance as only a small increase in brightness.
The contrast resolution of a monitor is mainly determined by its dynamic range,
defined as the difference between its maximal and minimal luminance. (Sometimes,
the dynamic range is defined as the ratio of the maximal to minimal luminance.)

Studies have been undertaken with light boxes and display monitors on the effect
of maximal luminance on diagnostic performance (Goo et al, 2004; Krupinski, 2006).
Studies involving light boxes and some of those involving display monitors showed
better accuracy with higher luminance. However, other studies using display monitors,
particularly those in which contrast adjustment (e.g., windowing and leveling) by the
observer was permitted, showed little or no effect of maximal luminance on diagnostic
performance. At least one study showed that lower luminance increased the time to
reach diagnostic decisions. A likely explanation is that contrast adjustment can, at least
partially, compensate for the adverse effect of lower maximal monitor luminance.

Especially bright monitors should be used for the display of radiological images
to provide adequate dynamic range. The American College of Radiology has pub-
lished the ACR Technical Standard for Electronic Practice of Medical Imaging; the current
standard specifies that grayscale (monochrome) monitors of interpretation worksta-
tions should provide maximal luminances of at least 171 cd/m?, whereas those for
mammography should provide at least 250 cd/m? and, for optimal contrast, at least
450 cd/m?. Grayscale monitors for displaying medical images for interpretation can
typically provide maximal luminances of about 600 to 900 cd/m* when new and are
usually calibrated to provide maximal luminances of about 400 to 500 cd/m? that can
be sustained for several tens of thousands of operating hours. Grayscale LCD moni-
tors provide about three times larger maximal luminances than do color LCD moni-
tors with backlights of equal intensity; this is because the red, green, and blue filters
in color LCDs absorb light to create color images. Color LCD monitors providing
sustained luminances exceeding 400 cd/m? are available; however, they are not able
to sustain these luminances as long as comparable grayscale monitors. To provide
the same maximal luminance, an LCD with smaller pixels must have a brighter back-
light than one with larger pixels. The stability of the luminance of an LCD monitor
depends upon the constancy of the luminance of the backlight. Most LCD monitors
designed for medical imaging have light sensors that are used to keep the luminance
constant; in some cases, the sensor is in the back of the monitor and in other cases,
it is in front and measures the luminance seen by the viewer.

The minimal luminance of a monitor, measured in total darkness with the entire
screen black, is called the black level. LCD monitors have much higher black levels
(the luminance is higher) than the CRT monitors they have replaced. The contrast
ratio is the maximal luminance divided by the black level. In practice, when viewing
clinical images in a room that is not completely dark, the minimal luminance achiev-
able is determined not only by the black level, but also by the scattering of ambient
light from the face of the monitor and by veiling glare. Veiling glare is stray light
from the face of the monitor that occurs when an image is displayed. The amount
of veiling glare at a specific location on the monitor’s face is determined by the size
and brightness of other areas of the displayed image and the distances from those
areas. Veiling glare causes a reduction in image contrast. LCD monitors suffer less

"The word “photopic” refers to the normal daylight color vision of the human visual system. The photo-
pic spectral sensitivity differs from the scotopic spectral sensitivity of dark-adapted night vision.
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from veiling glare than do CRT monitors. In practice, monitors are not viewed in
completely dark rooms. The diffuse reflection of ambient light from the face of the
monitor reduces image contrast. The specular (mirror-like) reflection of light from
bright objects imposes structured noise on the displayed image. The faces of LCD
monitors reflect less ambient light than do those of CRT monitors.

Spatial linearity (freedom from spatial distortion) describes how accurately shapes
and lines are presented on the monitor. Because the pixel matrix is physically built
into LCD monitors, they provide excellent spatial linearity.

CRT monitors, whose images are formed by scanning electron beams, must refresh
the image at a rate greater than a threshold to avoid the perception of flicker in the image.
This threshold, called the flicker-fusion frequency, increases with the brightness of the
image and the fraction of the visual field occupied by the image and varies from person
to person; it ranges from about 60 to over 80 frames per second for very bright monitors.
Active matrix LCD monitors, unlike CRT monitors, do not exhibit flicker when display-
ing stationary images and so the refresh rate is irrelevant in this situation. However, the
refresh rate of an LCD monitor does matter when displaying dynamic images. The frame
refresh rate needed to provide the appearance of continuous motion when viewing cine
images is less than that needed to avoid the perception of flicker and may be as low as
about 25 frames per second.” LCD monitors typically suffer more from lag in displaying
dynamic images than do CRT monitors. The lag in LCD monitors is caused by the time
required to change the electrical charges stored by the small capacitors in individual
pixels. Monitors add both spatial and temporal noise to displayed images.

There are practical differences between LCD and CRT monitors. LCD monitors
require much less space, are much lighter, consume less electrical power, and generate
much less heat. A problem of LCD monitors is nonfunctional pixels or subpixels; these
may be permanently off or permanently on. The fraction of nonfunctional pixels or
subpixels should be small and they should not be grouped together. Another disadvan-
tage of LCD monitors is limited viewing angle, which varies with the LCD technology.
The luminance and apparent contrast are reduced if the monitor is not viewed from
nearly directly in front. In distinction, CRT monitors permit very wide viewing angles.
The lifetimes of LCD monitors, limited by the brightness of the fluorescent tubes in the
backlights, exceed those of CRT monitors, limited by the electron guns and phosphor.

The spatial resolution of a display monitor is primarily described by its addressable
pixel format (e.g., 1,280 by 1,024 pixels) with respect to the useful display area. An
active matrix LCD monitor provides spatial resolution superior to a CRT monitor with
the same addressable pixel format. Because the individual pixels are physical structures,
LCD monitors provide uniform spatial resolution over their entire faces. Improvements
in the performance of LCD monitors have resulted in their replacing CRT monitors.

The necessary dimensions of the active face of a display monitor and its pixel for-
mat (number of rows and columns of pixels or, equivalently, the pixel pitch, defined as
the distance from the center of a pixel to the center of an adjacent pixel in the same row
or column) depend upon the pixel matrix sizes of the images produced by the modali-
ties whose images will be displayed, the distance from the viewer’s eyes to the display
surface, and the spatial resolution of the human visual system. Digital mammograms
and radiographs contain many more pixels than other radiological images (Table 5-7)
and are referred to as large matrix-size images.

It is desirable for a radiologist to view an entire image at or near maximal spatial
resolution. To avoid a reduction in spatial resolution when an image is displayed, a
monitor should have at least as many pixels in the horizontal and vertical directions as

"The standard for motion pictures in the United States is 24 frames per second.
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TABLE 5-7 TYPICAL RADIOLOGIC IMAGE FORMATS

MODALITY PIXEL FORMAT BITS PER PIXEL
Scintillation camera planar 642 or 1282 8or 16
SPECT 642 or 1282 8or 16
PET 128% to 3362 16
Digital fluoroscopy 5122 or 1,0242 8to 12
Digital radiography
Fuji CR chest (200 pm) 2,140 X 1,760 10to 12
Trixell DR (143 pm) 3,000 X 3,000 12 to 16
Mammography
GE—24 X 31 cm (100 pm) 2,394 X 3,062 12-16
Hologic—24 X 29 cm (70 pm) 3,328 X 4,096
X-ray CT 5122 12
MRI 642 to 1,0242 12
Ultrasound 5122 8

CT, computed tomography; MRI, magnetic resonance imaging; PET, positron emission tomography; SPECT,
single photon emission computed tomography.

the image. On the other hand, it serves no purpose to provide spatial resolution that is
beyond the ability of the viewer to discern. The distance from a person’ eyes to the face
of a display monitor of a workstation commonly ranges from about 50 to 60 cm. The
viewer may lean closer to the monitor for short periods to see more detail, but viewing
at a distance much closer than about 55 c¢m for long periods is uncomfortable.

To assess perceived contrast and spatial resolution, scientists studying human
vision commonly use test images containing a sinusoidal luminance pattern centered
in an image of constant luminance equal to the average luminance of the sinusoidal
pattern (Fig. 5-10). Contrast may be defined as

C=(L,, ~ L.,

X

where L is the maximal luminance in the pattern, L_| is the least luminance,and L |
is the average luminance. The smallest luminance difference (LmaX — me) that is detect-
able by half of a group of human observers is known as a just noticeable difference ( JND).
The threshold contrast is the JND divided by L . Contrast sensitivity is defined as

B FIGURE 5-10 Sinusoidal luminance A Frequency variations at fixed contrast

test patterns are used by researchers to
assess the perception of contrast as a
function of spatial frequency and average
luminance. A. Four different spatial fre-
quencies with the background luminance
equal to the average luminance of the
pattern are shown. B. Four different
contrast levels at a fixed frequency. Sinu-
soidal lines (in blue) above the patterns
show the change in luminance as ampli-
tude and frequency variations

Contrast variations at fixed spatial frequency
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the inverse of the threshold contrast. Figure 5-11 is a graph of contrast sensitivity as
a function of spatial frequency (cycles per mm at a 60 cm viewing distance) from a
typical experiment. Studies have shown that people with good vision perceive image
contrast best at about five cycles per visual degree. The threshold contrast is reduced
to about a tenth of the maximum at about 20 cycles per visual degree and reduced
to less than one hundredth of the maximum at about 40 to 50 cycles per visual
degree (Barten, 1999). At a 60-cm viewing distance, a visual degree is equivalent
to a distance of 10.5 mm (10.5 mm = 60 cm X tan 1°) on the face of the monitor.
Thus, at a 60-cm viewing distance, a person with good vision perceives contrast best
at about half a cycle per mm, perceives contrast reduced to less than a tenth of this at
about two cycles per mm, and perceives very little contrast beyond about four cycles
per mm. Two cycles per mm is approximately equivalent to 4 pixels per mm, or a
pixel pitch of 1 mm per 4 pixels = 0.25 mm and four cycles per mm is approximately
equivalent to 8 pixels per mm, or a pixel pitch of 1 mm per 8 pixels = 0.125 mm.

Monitor Pixel Formats

Display monitors are available in many face sizes and pixel formats. Two common for-
mats for commercial color monitors are 1,280 by 1,024 pixels and 1,600 by 1,200 pix-
els. Digital radiographs are typically stored in formats of about 2,000 by 2,500 pixels. A
common active display size for monitors used to display radiographs, including mam-
mograms, is 54 cm (21 inches) diagonal. The faces of the monitors typically have aspect
ratios (width to height) of about 3 to 4 or 4 to 5. A common pixel format for these mon-
itors is 2,560 pixels by 2,048 pixels; such monitors are commonly called “5 megapixel
monitors.” This pixel format permits the display of an entire large matrix image at near
maximal resolution. Less-expensive 54-cm diagonal monitors have pixel formats of
2,048 by 1,536 pixels, commonly called “3 megapixel monitors,” and 1,600 X 1,200
pixels, commonly called “2 megapixel monitors.” A typical pixel pitch of a 5-megapixel
monitor is 0.165 mm and that of a 3-megapixel monitor is 0.21 mm.

LCD monitors with 76 cm (30 inches) diagonal faces are available in ten-, 6-, and
4-megapixel formats. Such a monitor is intended to replace a pair of 54-cm diagonal
monitors and permit the simultaneous side-by-side display of two radiographs or
mammograms in full or near full spatial resolution.

A monitor orientated so that the horizontal field is greater than the vertical is
called landscape display, whereas an orientation with the vertical field greater than
the horizontal is called portrait display. Monitors used for the display of digital
radiographs are usually used in the portrait orientation, although the newer 76 cm
diagonal monitors that display two radiographs in full or near full resolution side-
by-side are used in the landscape orientation.
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When an entire image is displayed on a display monitor with a smaller number
of horizontal or vertical pixels than the image itself, the image must be reduced to
a smaller pixel format by averaging neighboring pixels in the stored image, causing
a loss of spatial resolution. The zoom function permits a portion of the image to be
displayed in full spatial resolution on such a monitor and the pan function on the
workstation allows the viewing of different portions of the image.

Display of Image Contrast and Contrast Enhancement

A display system must be able to display a range of pixel values from the minimal
pixel value to the maximal value in the image. For displaying the image, a range of
light intensities is available, from the darkest to the brightest the display monitor
is calibrated to produce. A great amount of choice exists in how the mapping from
pixel value to light intensity is performed. A mapping can be selected that optimizes
the contrast of important features in the image, thereby increasing their conspicuity.
Alternatively, if this mapping is poorly chosen, the conspicuity of important features
in the image can be reduced.

Lookup tables (LUTs) are commonly used by medical image processing and display
computers to affect the display of image contrast. Such use of a LUT may be considered
to be a method of image processing. However, it is intimately connected with display-
ing images and so is discussed here. A LUT is simply a table containing a value for each
possible pixel value in an image. For example, if each pixel in an image could have
one of 4,096 values, a LUT would have 4,096 elements. In practice, each pixel value in
the transformed image is determined by selecting the value in the LUT corresponding
to the pixel value in the unmodified image. For example, if the value of a pixel in the
unmodified image is 1,342, the value of the corresponding pixel in the transformed
image is the 1,342nd value in the LUT. Figure 5-12 illustrates the use of a LUT.

A LUT may be applied to transform image contrast at more than one point in the
chain from image acquisition to image display. For example, a digital radiography sys-
tem may use a LUT to modify the acquired pixel values, which are proportional to the
detected x-ray signals, to cause the display of contrast to resemble that of a film (Fig.
5-13). Similarly, a medical grade image display system may employ a LUT to modify each
pixel value before it is sent to the DAC and becomes an analog signal; this is commonly
done to compensate for the different display functions of individual display monitors
and is described below in this chapter. Figure 5-13 shows five LUTs in graphical form.

Digital Look-Up-Table (LUT)
255

Output
from LUT

DAC

0

Input to LUT 4095

Enhanced Analog
Raw digital Image Data Image at Dispay

M FIGURE 5-12 Display interface showing function of a lookup table (LUT). An image is transferred to the
memory of the display interface. The display interface selects pixel values in a raster pattern, and sends the
pixel values, one at a time, to the LUT. The LUT produces a digital value indicating display intensity to the DAC.
The DAC converts the display intensity from a digital value to an analog form (e.g., a voltage).
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M FIGURE 5-13 Graphs of five digital lookup tables (LUT), for the same 14 bit digital image and corresponding
“window"” and “level” settings. From left to right, the first is a linear LUT that preserves the way the image
was originally acquired. Typically, the useful image data occupies only a small range of values for this 14 bit
image, and thus contrast is low. The second is the “default modality LUT"” that is assigned by the modality,
based upon an optimized grayscale range. Note that a large fraction of the range of the image is set to zero
(dark) or largest output (maximal brightness), and that a small range of values is mapped from the dark to
the bright values on the display. The third is the “Value of Interest” LUT (VOILUT), which encompasses the
full range of input values and maps the output according to the capabilities of the display. Typically, this LUT
is a sigmoidally-shaped curve, which softens the appearance of the image in the dark and bright regions. The
fourth LUT inverts image contrast. Shown here is the inverted second image. The fifth image demonstrates
windowing to enhance contrast in underpenetrated parts of the image by increasing the slope of the LUT.
Note that this causes the loss of all contrast in the highly penetrated regions of the lung.

Windowing and leveling is a common method for contrast enhancement. It permits
the viewer to use the entire range of display intensities to display just a portion of the
total range of pixel values. For example, an image may have a minimal pixel value of
0 and a maximum of 200. If the user wishes to enhance contrast differences in the
brighter portions of the image, a window from 100 to 200 might be selected. Then,
pixels with values from 0 to 100 are displayed at the darkest intensity and so will not
be visible on the monitor. Pixels with values of 200 will be displayed at the maximal
brightness, and the pixels with values between 100 and 200 will be assigned intensities
determined by the current LUT. Figure 5-13 (rightmost image) illustrates windowing,

Most display workstations have level and window controls. The level control
determines the midpoint of the pixel values to be displayed and the window control
determines the range of pixel values about the level to be displayed. Some nuclear
medicine workstations require the user to select the lower level (pixel value below
which all pixels are displayed at the darkest intensity) and the upper level (pixel
value above which all pixel values are set to the brightest intensity):

Lower level = Level — Window/2
Upper level = Level + Window/2.

Windowing and leveling can be performed with a LUT or, equivalently, by calcula-
tion; if calculated, it is accomplished by subtraction of a number from each pixel,
followed by multiplication by another number. If calculated, each pixel value equal
to or below the lower level is set to zero and each equal to or above the upper level
is set to the maximal pixel value possible. For each pixel whose value is between the
lower and upper level, the windowed pixel value is calculated as

Pl,j, = (Pu' - Lower level) (maximal allowed pixel value/window),
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M FIGURE 5-14 A typical response function (digital driving level versus output luminance) of an LCD monitor

uyn

is shown as the white “x” symbols. Note the nonlinear luminance response as a function of digital driving
level. The black “+" symbols are the monitor luminance values that conform to the DICOM Grayscale Standard
Display Function (GSDF), PS 3.14. For the noncalibrated monitor, the lower luminance areas of the image will
be displayed suboptimally. (See Fig. 5-18 for a comparison of calibrated and uncalibrated monitors.) The Lumi-
nance Response Model in black is a portion of the DICOM GSDF curve shown in Figure 5-16.

where P is a pixel value before windowing, P, " is the pixel value after windowing,
“maximal pixel value” is the largest possible pixel value, and window = upper level
- lower level.

Luminance Calibration of Display Systems

The display function of a display monitor describes the luminance produced as a function
of the magnitude of the digital (sometimes called a “digital driving level”) or analog
signal sent to the monitor. The display function of a monitor can greatly affect the
perceived contrast of the displayed image. The inherent display function of a monitor
is nonlinear (increasing the input signal does not, in general, cause a proportional
increase in the luminance), varies from monitor to monitor, and also changes with time.
Figure 5-14 shows a display function of an LCD monitor (white curve). Furthermore,
individual display monitors differ in maximal and minimal luminance.

A display monitor has controls labeled “brightness” and “contrast” that are used
to adjust the shape of the display function. On most monitors used for medical image
interpretation, they are not available to the user.

After acquisition of digital images by an imaging device, the pixel values may be
adjusted automatically by the device’s computer so that the displayed images have an
appearance acceptable to radiologists (black curve in Fig. 5-14). For example, digital
radiography systems, including digital mammography systems, modify the pixel val-
ues to give the images appearances similar to screen-film radiographs. Other process-
ing may be performed, such as the automatic contrast equalization processing of some
digital mammography systems (Chapter 8), to increase the conspicuity of structures of
interest and to reduce the need for the interpreting physician to window and level the
images. When these images are sent to a workstation for viewing, unless the display
functions of the display devices were known to the designer of the imaging device, the
images’ contrast intended by the imaging device designer may not be achieved. Also,
the images” appearance may also be modified by a technologist using a review work-
station prior to transfer to the PACS. If the display system of the review workstation
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Standardized Display System

P-Values DDLs
User adjustment P-Values
of contrast to DDLs

M FIGURE 5-15 This diagram shows the use of a lookup table (LUT), labeled “P-values to DDLs,” with each display
system, such as a display monitor, so that the net display function, provided by the LUT and display device, will
conform to the DICOM Grayscale Standard Display Function (GSDF). The DICOM GSDF does not replace adjust-
ment of contrast by the user. (Adapted from Digital Imaging and Communications in Medicine (DICOM) Part 14:
Grayscale Standard Display Function, PS 3.14-2011, National Electrical Manufacturers Association, 2011.)

has a display function significantly different from that of the interpretation worksta-
tion, the interpreting physician may see contrast displayed quite differently than the
technologist intended. Furthermore, if the monitors on display stations have differ-
ent display functions, an image may have a different appearance on different display
monitors, even when more than one monitor is attached to a single workstation.

To resolve this problem, the Digital Imaging and Communications in Medicine
(DICOM) Grayscale Standard Display Function (GSDF)® was created to standardize
the display of image contrast. The DICOM GSDF pertains to grayscale (monochrome)
images, whether displayed on monitors or printed onto paper or onto film for view-
ing on a light box. It does not apply to color images, although it does pertain to
grayscale images displayed by a color monitor. The goals of the DICOM GSDF are to

1. Provide applications with a predictable transformation of digital pixel values
(called “presentation values,” abbreviated as “P-values”) to luminance

2. Insofar as possible, provide a similar display of contrast on display monitors and
printed media

3. Insofar as possible, provide perceptual linearization, that is, equal differences in the
pixel values received by the display system should be perceived as equal by the
human visual system

The first two of these goals are met by the DICOM GSDE In fact, on display monitors
having identical minimal and maximal luminances, the DICOM GSDF will provide
almost identical displays of contrast. The third goal, perceptual linearization, can
likely not be perfectly achieved, given the complexity of the human visual system;
nonetheless, the DICOM GSDF comes close to achieving it.

The display function of a monitor can be modified to any desired shape by the
use of a LUT in the workstation or monitor, as described in earlier in this chapter.
The LUT contains an output pixel value for each possible pixel value in an image. In
the DICOM standards, the input pixel values provided to the LUT are called “pre-
sentation values,” as shown in Figure 5-15, and the output values of the LUT that
are provided to the display system are called “digital driving levels.” Thus, by using
a LUT for each monitor, the net display function (monitor and LUT) will conform to
the DICOM GSDE

Figure 5-16 shows the DICOM GSDF response model, which specifies lumi-
nance as a function of a parameter called “JND index”; “J/ND” is an acronym for
“just-noticeable difference,” discussed earlier in this section. DICOM PS 3-14, 2011,
defines the JND index as “The input value to the GSDF, such that one step in JND

The DICOM GSDF is part of the DICOM standards discussed later in this chapter.
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M FIGURE 5-16 The DICOM Grayscale Standard Display Function. Only a segment of the curve from the
minimum to the maximum luminance values of a display device, such as a CRT or LCD monitor or laser printed
film, is used as the calibrated display function. For instance, the arrows point to the operating range of the LCD
monitor whose response is shown in Figure 5-14. The maximum operating ranges for CRT or LCD displays and
laser film in terms of luminance relative to the JND index are shown in red and blue highlights, respectively. A
calibrated monitor or film response will fall along a subset of the ranges depicted above.

Index results in a Luminance difference that is a Just-Noticeable Difference.” The
shape of the GSDF is based on a model of the human visual system. A detailed
explanation of this model is beyond the scope of this book; it is discussed in DICOM
PS 3-14, 2011, and Flynn 2003.

Only a portion of the DICOM GSDF curve, that lies between the minimal and
maximal calibrated luminances of a monitor, is used as the display function for that
monitor. For example, as shown in Figure 5-16, if the minimal and maximal cali-
brated luminances of a display monitor are 2 and 250 cd/m?, the portion of the
DICOM GSDF contained in the segment encompassing 2 and 250 cd/m? is used as
the display function. The presentation values p, from 0 to the maximal possible pre-
sentation value (typically 2~ - 1, where N is the number of bits used for a presenta-
tion value), are linearly related to the values of JND index j for that segment:

3= Jin P G ™ JoinPrna

where j s the smallest JND index in the rectangle, j s the largest JND index in
the rectangle, and p__is the maximum possible presentation value. Thus, a presen-
tation value of 0 is assigned the lowest luminance of the monitor, which is the low-
est luminance in the part of the GSDF within the segment. The maximum possible
presentation value p,__ is assigned the maximal calibrated luminance of the monitor,
which is the maximal luminance in the segment. Each intermediate presentation
value p is assigned the luminance on the GSDF corresponding to the JND index j
determined from the equation above.

The calibration of a display monitor to the DICOM GSDF is usually performed
automatically by the workstation itself, using specialized software and a calibrated
photometer that sends a digital luminance signal to the workstation. The photometer
is aimed at a single point on the face of the monitor (Fig. 5-17). The software, start-
ing with a digital driving level of zero, increases the digital driving levels provided to
the display system in a stepwise fashion and the photometer sends to the software
the measured luminance for each step, thereby measuring the display function of the
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External

Internal

M FIGURE 5-17 A display monitor can be calibrated so its corrected display function conforms to the DICOM
GSDF. This is accomplished by using a photometer that measures the luminance at the center of the monitor
as a program varies the digital driving levels that control the luminance of pixels in a square area at the center
of the monitor. The photometer sends the digitized luminance values to the computer. The program then
calculates and stores values in a LUT to cause the monitor to conform to the GSDF. The upper picture shows a
monitor with a photometer manually placed at the center of the monitor. The lower picture shows a medical-
grade monitor with a built-in internal photometer that calibrates the display automatically.

display system. The software then calculates the values to be placed in the LUT that
will cause the LUT and display system, acting together, to conform to the DICOM
GSDE Some display monitors are equipped with photometers and can automatically
assess monitor luminance and GSDF calibration (Fig. 5-17, bottom.).

The DICOM GSDF also can be applied to printed images, whether on transmis-
sive media (film on a viewbox) or reflective media (e.g., an image printed on paper).
Shown in Figure 5-18 is an image of a “Briggs” contrast test pattern for a display
without luminance calibration (left) and luminance calibration conforming to the
DICOM GSDF (right).

False Color Displays

As mentioned above, radiographic images do not inherently have the property of color.
When color is used to display them, they are called false color images. Figure 5-19 shows
how false color images are produced by nuclear medicine computer workstations. Com-
mon uses of false color displays include nuclear medicine, in which color is often used to
enhance the perception of contrast, and ultrasound, in which color is used to superim-
pose flow information on images displaying anatomic information. False color displays



132 Section | e Basic Concepts

M FIGURE 5-18 A Briggs contrast Uncalibrated Calibrated
pattern. Left. The uncalibrated mon- p— come s
itor display (its uncorrected display
function is shown in Fig. 5-14 as the
white symbols) shows the difficulty
in resolving the contrast differences
in the darker areas of the image
(highlighted red box). Right. The
calibrated monitor display (response
to luminance variations is graphed
in Fig. 5-14 as the black symbols)
shows improved contrast response.

are also commonly used in image co-registration, in which an image obtained from one
modality is superimposed on a spatially congruent image from another modality. For
example, it is often useful to superimpose nuclear medicine images, which display phys-
iology, but may lack anatomic landmarks, on CT or MRI images. In this case, the nuclear
medicine image is usually superimposed in color on a grayscale MRI or CT image.

Performance of Diagnostic Monitors versus That
of Consumer-Grade Monitors

Radiological images are displayed for interpretation using very expensive LCD moni-
tors designed for medical image display instead of consumer-grade LCD monitors.
Advantages of these diagnostic monitors commonly include

1. Much higher maximal luminance
2. More uniform luminance
3. Smaller pixels, providing higher spatial resolution
4. Wider viewing angles, due to different LCD technology
— 1 Digital signal Analog signal
DAC ————————>
Red — to red subpixel
Translation || of video monitor
table
1 Digital signal Analog signal
DAC — >
Green —— to green subpixel
Digital Translation | of video monitor
image table
Video display memory (I
in video interface ——1 Digital signal Analog signal
DAC ————>
Blue to blue subpixel
Translation| | of video monitor
table

M FIGURE 5-19 Creation of a false color display in nuclear medicine. Each individual pixel value in the image
being displayed is used to look up a red, a green, and a blue intensity value. These are simultaneously displayed
adjacent to one another within a single pixel of a color display monitor. The mix of these three colors creates
the perception of a single color for that pixel.
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5. More than 8 bits for digital driving levels (grayscale monitors) or more than 8 bits
each for the digital driving levels for red, green, and blue (color monitors), to
display subtle contrast differences

5. Automatic luminance stabilization circuits to compensate for changing backlight
intensity

6. Hardware and software for implementing the DICOM GSDF

7. Ability to monitor display monitor luminance and GSDF calibration over a network

Cameras to Record Digital Images on Film

Despite the increasing capability to transfer and view medical images without the use
of photographic film, there are still situations in which digital images must be recorded
on film. For example, federal mammography regulations in effect require each facility
performing full-field digital mammography to have such a capability. Today, images
are commonly recorded on film by multiformat laser cameras, also known as laser
imagers. The images are usually sent to the device by a computer network. These
devices usually provide several formats (e.g., one image, four images, and six images
per sheet). After exposure of the film, it is chemically developed and viewed on a light
box. Although films with silver halide grains and wet chemical processing were once
used, nearly all laser imagers today use silver-based film and a dry thermal develop-
ment process to convert the latent images on the exposed film into visible images.

A laser camera typically contains a microprocessor; an image memory; an analog-to-
digital converter; a laser with a modulator to vary the intensity of the beam; a rotating
polygonal mirror to scan the laser beam across the film; and a film-transport mechanism
to move the film in a linear fashion so the scanning covers the entire film. Each sweep of
the laser beam across the film records a single row of pixel values. The lasers in most laser
cameras emit red or infrared light, requiring the use of red- or infrared-sensitive film.
Care must be taken not to handle this film under the normal red darkroom safelight.

Computer Networks

Definitions and Basic Principles

Computer networks permit the transfer of information between computers, allowing
computers to share devices, such as printers, laser multiformat cameras, and infor-
mation storage devices, and enabling services such as electronic transmission of mes-
sages (e-mail), transfer of computer files, and use of distant computers. Networks,
based upon the distances they span, may be described as local area networks (LANs)
or wide area networks (WANs). A LAN connects computers within a department, a
building such as medical center, and perhaps neighboring buildings, whereas a WAN
connects computers at large distances from each other. LANs and WANSs evolved
separately and a computer can be connected to a WAN without being part of a LAN.
However, most WANs today consist of multiple LANs connected by medium or long
distance communication links. The largest WAN is the Internet.

A server is a computer on a network that provides a service to other computers on
the network. A computer with a large array of magnetic disks that provides data stor-
age for other computers is called a file server. There are also print servers, application
servers, database servers, e-mail servers, web servers, etc. A computer, typically a
workstation, on a network that makes use of a server is called a client.

Two common terms used to describe client-server relationships are thick client
and thin client. “Thick client” describes the situation in which the client computer
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provides most information processing and the function of the server is mainly to store
information, whereas “thin client” describes the situation in which most information
processing is provided by the server and the client mainly serves to display the informa-
tion. An example would be the production of volume rendered images from a set of CT
images. In the thin client relationship, the volume rendered images would be produced
by the server and sent to a workstation for display, whereas in a thick client relation-
ship, the images would be produced by software and/or a graphics processor installed
on the workstation. The thin client relationship can allow the use of less capable and
less expensive workstations and enable specialized software and hardware, such as a
graphics processor, on a single server to be used by several or many workstations.

Networks have both hardware and software components. A physical connec-
tion must exist between computers so that they can exchange information. Common
physical connections include coaxial cable, copper wiring, optical fiber cables, and
radio, including microwave, communication systems. A coaxial cable is a cylindri-
cal cable with a central conductor surrounded by an insulator that, in turn, is sur-
rounded by a tubular grounded shield conductor. Coaxial cable and copper wiring
carry electrical signals. Optical fiber cables use glass or plastic fibers to carry near-
infrared radiation signals produced by lasers or light emitting diodes. Optical fiber
cables have several advantages over cables or wiring carrying electrical signals, par-
ticularly when the cables must span long distances—optical fiber is not affected by
electrical interference and thus usually has lower error rates; it can carry signals
greater distances before attenuation, distortion, and noise require the use of repeaters
to read and retransmit the signals; and it permits much greater information transmis-
sion rates. There are also layers of software between the application program with
which the user interacts and the hardware of the communications link.

Network protocols are standards for communication over a network. A protocol
provides a specific set of services. Both hardware and software must comply with
established protocols to achieve successful transfer of information. Failure to con-
form to a common protocol would be analogous to a person speaking only English
attempting to converse with a person speaking only Arabic. Several hardware and
software protocols will be described later in this chapter.

In most networks, multiple computers share communication pathways. Most
network protocols facilitate this sharing by dividing the information to be transmit-
ted into packets. Packets may be called frames, datagrams, or cells. Some protocols
permit packets of variable size, whereas others permit only packets of a fixed size.
Each packet has a header containing information identifying its destination. In most
protocols, a packet also identifies the sender and contains information used to deter-
mine if the packet’s contents were garbled during transfer. The final destination com-
puter reassembles the information from the packets and may request retransmission
of lost packets or packets with errors.

Large networks usually employ switching devices to forward packets between
network segments or even between entire networks. Each device on a network,
whether a computer or switching device, is called a node and the communications
pathways between them are called links. Each computer is connected to a network
by a network adapter, also called a network interface, installed on the 1/O bus of the
computer or incorporated on the motherboard. Each interface between a node and
a network is identified by a unique number called a network address. A computer
usually has only a single interface, but a switching device connecting two or more
networks may have an address on each network.

The maximal data transfer rate of a link or a connection is called the bandwidth, a
term originally used to describe the data transfer capacities of analog communications
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channels. An actual network may not achieve its full nominal bandwidth because of
overhead or inefficiencies in its implementation. The term throughput is commonly
used to describe the maximal data transfer rate that is actually achieved. Bandwidth
and throughput are usually described in units of megabits per second (10° bps =
1 Mbps) or gigabits per second (10° bps = 1 Gbps). These units should not be
confused with megabytes per second (MBps) and gigabytes per second (GBps),
commonly used to specify the data transfer rates of computer components such as
magnetic and optical disks. (Recall that a byte consists of eight bits. Megabytes and
gigabytes are defined in Table 5-3.) The latency is the time delay of a transmission
between two nodes. In a packet-switched network, it is the time required for a small
packet to be transferred. It is determined by factors such as the total lengths of the
links between the two nodes, the speeds of the signals, and the delays caused by any
intermediate repeaters and packet switching devices.

On some small LANs, all computers are directly connected, that is, all packets
reach every computer. However, on a larger network, every packet reaching every
computer would be likely to cause unacceptable network congestion. For this reason,
most networks larger than a small LAN, and even many small LANs, employ packet
switching. The packets are sent over the network. Devices such as switches and routers
(to be discussed shortly) store the packets, read the destination addresses, and send
them on toward their destinations, a method called “store and forward.” In some very
large packet-switched networks, individual packets from one computer to another
may follow different paths through the network and may arrive out-of-order.

Networks are commonly designed in layers, each layer following a specific pro-
tocol. Figure 5-20 shows a model of a network consisting of five layers. Each layer in
the stack provides a service to the layer above.

The top layer in the stack is the Application Layer (Layer 5 in Fig. 5-20). Appli-
cation programs, commonly called applications, function at this layer. Applications
are programs that perform useful tasks and are distinguished from systems software,
such as an operating system. On a workstation, applications include the programs,
such as an e-mail program, word processing program, web browser, or a program
for displaying medical images, with which the user directly interacts. On a server,
an application is a program providing a service to other computers on the network.
The purpose of a computer network is to allow applications on different computers
to exchange information.

Network communications begin at the Application Layer on a computer. The appli-
cation passes the information to be transmitted to the next lower layer in the stack.

M FIGURE 5-20 TCP/IP Network Pro-
tocol Stack. Another network model,
the Open Systems Interconnection
(OSl) model, is also commonly used
Transport Transport to model networks. The OSI model
has seven layers. The bottom four
layers of the OSI model match the
Network Network bottom four layers shown in this
figure. The OSI model has two addi-
tional layers between the transport
Data Link Data Link layer and the application layer.

Application Application

Physical network Physical
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The information is passed from layer to layer, with each layer adding information,
such as addresses and error-detection information, until it reaches the Physical Layer
(Layer 1 in Fig. 5-20). The Physical Layer sends the information to the destination
computer, where it is passed up the layer stack to the application layer of the desti-
nation computer. As the information is passed up the layer stack on the destination
computer, each layer removes the information appended by the corresponding layer
on the sending computer until the information sent by the application on the sending
computer is delivered to the intended application on the receiving computer.

The lower network layers (Layers 1 and 2 in Fig. 5-20) are responsible for trans-
mission of packets from one node to another over a LAN or point-to-point link, and
enable computers with dissimilar hardware and operating systems to be physically
connected. The lowest layer, the Physical Layer, transmits physical signals over a
communication channel (e.g., the copper wiring, optical fiber cable, or radio link
connecting nodes). The protocol followed by this layer describes the signals (e.g.,
voltages, near-infrared signals, or radiowaves) sent between the nodes. Layer 2, the
Data Link Layer, encapsulates the information received from the layer above into
packets for transmission across the LAN or point-to-point link, and transfers them
to Layer 1 for transmission. The protocol followed by Layer 2 describes the format
of packets sent across a LAN or point-to-point link. It also describes functions such
as media access control (determining when a node may transmit a packet on a LAN)
and error checking of packets received over a LAN or point-to-point link. It is usually
implemented in hardware.

Between the lower layers in the protocol stack and the Application Layer are
intermediate layers that mediate between applications and the network interface.
These layers are usually implemented in software and incorporated in a computer’s
operating system. Many intermediate level protocols are available, their complex-
ity depending upon the scope and complexity of the networks they are designed
to serve. Some functions of these intermediate layers will be discussed later in this
chapter when the methods for linking multiple LANs are described.

Local Area Networks

LAN protocols are typically designed to permit the connection of computers over
limited distances. On some small LANs, the computers are all directly connected
and so only one computer can transmit at a time and usually only a single computer
accepts the information. This places a practical limit on the number of computers
and other devices that can be placed on a LAN without excessive network conges-
tion. The congestion caused by too many devices on a LAN can be relieved by divid-
ing the LAN into segments connected by packet switching devices, such as bridges,
switches, and routers, that only transmit information intended for other segments.
Most types of LANs are configured in bus, ring, or star topologies (Fig. 5-21). In a
bus topology, all of the nodes are connected to a single cable. One node sends a packet,
including the network address of the destination node, and the destination node
accepts the packet. All other nodes must wait. In a ring topology, each node is only
directly connected to two adjacent nodes, but all of the nodes and their links form a
ring. In a star topology, all nodes are connected to a central node, often called a hub.

Ethernet

The most commonly used LAN protocols are the various forms of Ethernet. Before
transmission over Ethernet, information to be transmitted is divided into packets,
each with a header specifying the addresses of the transmitting and destination
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M FIGURE 5-21 Network topologies—bus, ring and star. Early forms of Ethernet used the bus topology; only
one computer at a time could transmit packets. Other networks have used the ring topology. Modern forms
of Ethernet use the star topology. The central node of the star is usually a packet switch that enables multiple
pairs of nodes to simultaneously exchange packets. Multiple stars can be connected by connecting the central

nodes.

nodes. Ethernet is contention based. A node ready to transmit a packet first “listens”
to determine if another node is transmitting. If none is, it attempts to transmit. If
two nodes inadvertently attempt to transmit at nearly the same moment, a collision
occurs. In Ethernet, collisions are normal expected events. When a collision occurs,
each node ceases transmission, waits a randomly determined but traffic-dependent
time interval, and again attempts to transmit. This media access control protocol is
called carrier-sense multiple-access with collision detection (CSMA/CD).

Ethernet has evolved greatly since its invention, resulting in several varieties of
Ethernet (Table 5-8). In early forms of Ethernet, only a single node could transmit
at a time on a LAN segment and usually only one node would receive and store the
packets. All other nodes had to wait. Modern forms of Ethernet are configured in a
star topology with a switch as the central node. The switch does not broadcast the

TABLE 5-8 COMMON LAN STANDARDS

TYPE BANDWIDTH PHYSICAL MEDIUM MAXIMAL RANGE
(MBPS) TOPOLOGY

Switched Ethernet 10 star UTP (common 100 m from node to

(10 Base-T) telephone wiring) switch

Switched Fast 100 star Category 5 UTP 100 m from node to

Ethernet (100 switch

Base-TX)

Gigabit Ethernet 1,000 star copper wiring at least 25 m and

(1000 Base-CX and perhaps

1000 Base-T) 100 m

Gigabit Ethernet 1,000 star optical fiber cable 550 m (multimode cable)

(1000 Base-SX and and 3 km (single mode)

1000 Base-LX)

FDDI 100 ring optical fiber cable 2 km (multimode) and

40 km (single mode)
between each pair of
nodes

Note: Early forms of Ethernet, which used the bus topology, are not listed. FDDI has largely been replaced by
the various forms of Ethernet. In all but FDDI, the bandwidth is between each pair of nodes, with multiple
nodes being able to simultaneously transmit. In FDDI, only a single node can transmit at a time.
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packets to all nodes. Instead, it stores each packet in memory, reads the address
on the packet, and then forwards the packet only to the destination node. Thus,
the switch permits several pairs of nodes to simultaneously communicate at the full
bandwidth (either 10 or 100 Mbps) of the network. 10Base-T Ethernet supports data
transfer rates up to 10 Mbps. Fast Ethernet (100Base-TX) is like 10Base-T, except that
it permits data transfer rates up to 100 Mbps over high-grade Category 5 UTP wiring.
There are also optical fiber versions of Ethernet and Fast Ethernet. Gigabit Ethernet
and Ten Gigabit Ethernet provide bandwidths of one and ten Gbps, respectively.

Other LAN Protocols

Many LAN protocols other than Ethernet have achieved wide implementation in
the past. These include Token Ring, AppleTalk, and Fiber Distributed Data Interface
(FDDI). These protocols have been largely replaced by the many forms of Ethernet.

Extended Local Area Networks

An extended LAN connects facilities, such as the various buildings of a medical cen-
ter, over a larger area than can be served by a single LAN segment. An extended LAN
is formed by connecting individual LAN segments. This is commonly performed
by devices such as packet switches that only transmit packets when the addresses
of the transmitting and destination nodes are on opposite sides of the device. Such
a device operates at the Data Link Layer (Layer 2) of the network protocol stack.
It stores each incoming packet in memory, reads its LAN destination address, and
then forwards the packet toward its destination. Thus, in addition to extending a
LAN, these devices segment it, thereby reducing congestion. Links, sometimes called
“backbones,” of high bandwidth media such as Gigabit or Ten Gigabit Ethernet, may
be used to carry heavy information traffic between individual LAN segments.

Large Networks and Linking Separate Networks

It is often desirable to connect separate networks, which may use different hardware
and software protocols. A network of networks is called an internetwork or internet
(with a lower-case “i”). Today, most WANs are internets formed by linking multiple
LANs (Fig. 5-22). There are several problems encountered when constructing an

Router T1lLine Router
West Whereve FR o
Medical Center P
Router
St. Barney

Medical Center

M FIGURE 5-22 Wide area networks are commonly formed by linking together two or more local area
networks using routers and links (e.g., T1 and T3 lines) leased from a telecommunications company.
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internet. One is the routing of packets across the internet. LAN protocols are not
designed for efficient routing of packets across very large networks. Furthermore, the
addresses of nodes on a LAN, even though they may be unique, are not known to the
nodes on other LANs. Additional problems are posed by the dissimilar protocols that
may be used in individual LANs and point-to-point links.

WANSs and separate networks are usually connected by devices called routers
and long distance links provided by telecommunications companies, as shown in
Figure 5-22. Routers are specialized computers or switches designed to route packets
among networks. Routers perform packet switching—they store incoming packets,
determine the intended destinations, and, by following directions in routing tables,
forward the packets toward their destinations. Each packet may be sent through sev-
eral routers before reaching its destination. Routers communicate among each other
to determine optimal routes for packets.

Routers follow a protocol that assigns each interface in the connected networks
a unique network address distinct from its LAN address. Routers operate at the Net-
work Layer (Layer 3 in Fig. 5-20) of the network protocol stack. The dominant
routable protocol today is the Internet Protocol (IP), described below. The function
of a router is described in greater detail below.

The Internet Protocol Suite—TCP/IP

The Internet Protocol Suite, commonly called TCP/IP, is a packet-based suite of pro-
tocols used by many large networks and the Internet. TCP/IP permits information
to be transmitted from one computer to another across a series of networks con-
nected by routers. TCP/IP is specifically designed for internetworking, that is, link-
ing separate networks that may use dissimilar lower-level protocols. TCP/IP operates
at protocol layers above those of lower layer protocols such as Ethernet. The two
main protocols of TCP/IP are the Transmission Control Protocol (TCP), operating at the
Transport Layer (Layer 4 in Fig. 5-20) and the Internet Protocol (IP), operating at the
Network Layer (Layer 3 in Fig. 5-20).

Communication begins when an application (at Layer 5 in Fig. 5-20) passes
information to the Transport Layer, along with information designating the des-
tination computer and the application on the destination computer, which is to
receive the information. The Transport Layer, following TCP, divides the infor-
mation into packets, attaches to each packet a header containing information
such as a packet sequence number and error-detection information, and passes
the packets to the Network Layer. The Network Layer, following IP, may fur-
ther subdivide the packets. The Network Layer adds a header to each packet
containing information such as the source address and the destination address.
The Network Layer then passes these packets to the Data Link Layer (Layer 2 in
Fig. 5-20) for transmission across the LAN or point-to-point link to which the
computer is connected.

The Data Link Layer, following the protocol of the specific LAN or point-to-point
link, encapsulates the IP packets into packets for transmission over the LAN or
point-to-point link. Each packet is given another header containing information
such as the LAN address of the destination computer. For example, if the lower level
protocol is Ethernet, the Data Link Layer encapsulates each packet it receives from
the Network Layer into an Ethernet packet. The Data Link Layer then passes the
packets to the Physical Layer, where they are converted into electrical, infrared, or
radio signals and transmitted.

Each computer and router is assigned an IP address. Under IP Version 4 (IPv4),
an [P address consists of four 1-byte binary numbers, permitting over 4 billion
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distinct addresses. The first part of the address identifies the network and the latter
part identifies the individual computer on the network. A new version of IP, IPv6,
designed to ultimately replace 1Pv4, permits a much larger number of addresses.
IP addresses do not have meaning to the lower network layers. IP defines methods
by which a sending computer determines, for the destination IP address, the next
lower layer address, such as a LAN address, to which the packets are to be sent by
the lower network layers.

IP is referred to as a “connectionless protocol” or a “best effort protocol.” This
means that the packets are routed across the networks to the destination computer
following IP, but some may be lost enroute. IP does not guarantee delivery or even
require verification of delivery. On the other hand, TCP is a connection-oriented
protocol providing reliable delivery. Following TCP, Network Layer 4 of the send-
ing computer initiates a dialog with Layer 4 of the destination computer, negoti-
ating matters such as packet size. Layer 4 on the destination computer requests
the retransmission of any missing or corrupted packets, places the packets in the
correct order, recovers the information from the packets, and passes it up to the
proper application.

The advantages of designing networks in layers should now be apparent. LANs
conforming to a variety of protocols can be linked into a single internet by installing a
router in each LAN and connecting the routers with point-to-point links. The point-
to-point links between the LANs can also conform to multiple protocols. All that is
necessary is that all computers and routers implement the same WAN protocols at
the middle network layers. A LAN can be replaced by one conforming to another
protocol without replacing the software in the operating system that implements
TCP/IP and without modifying application programs. A programmer developing an
application need not be concerned with details of the lower network layers. TCP/IP
can evolve without requiring changes to applications programs or LANs. All that is
necessary is that each network layer conforms to a standard in communicating with
the layer above and the layer below.

Routers

The packet switching performed by a router is different from that performed by
Ethernet switches, which merely forward identical copies of received packets. On a
LAN, the packets addressed to the router are those intended for transmission outside
the LAN. The LAN destination address on a packet received by the router is that of
the router itself.

A router performs the functions of the three lowest network levels shown in
Figure 5-20. On the router, Layer 1 receives the signals forming a packet and
passes the packet to Layer 2. Layer 2 removes the WAN packet from the lower
level protocol packet in which it is encapsulated and passes it to Layer 3. Layer
3 reads the WAN address (in WANs conforming to the Internet Protocol Suite,
an IP address) and, using a routing table, determines the optimal route for for-
warding the packet. If the link for the next hop of the packet is part of a LAN,
the router determines the LAN address of the next node to which the packet is
to be sent. Layer 3 then sends the WAN packet and the LAN address of the next
node to Layer 2, which encapsulates the WAN packet into a packet conforming
to the lower level protocol for the next hop. Layer 2 passes this packet to Layer 1,
which transmits the packet on toward its ultimate destination. Thus, the packets
transmitted by a router may conform to a different lower level protocol than those
received by the router.
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The Internet

The Internet (with a capital letter “I”) is an international network of networks using
the TCP/IP protocol. A network using TCP/IP within a single company or organiza-
tion is sometimes called an intranet.

The Internet is not owned by any single company or nation. The main part of
the Internet consists of national and international backbone networks, consisting
mainly of fiber optic links connected by routers, provided by major telecommuni-
cations companies. These backbone networks are interconnected by routers. Large
organizations can contract for connections from their networks directly to the back-
bone networks. Individual people and small organizations connect to the Internet by
contracting with companies called Internet service providers (ISPs), which operate
regional networks that are connected to the Internet backbone networks.

IP addresses, customarily written as four numbers separated by periods (e.g.,
152.79.110.12), are inconvenient. Instead, people use host names, such as www.
ucdmec.ucdavis.edu, to designate a particular computer. The domain name system is
an Internet service consisting of servers that translate host names into IP addresses.

Other Internet Protocols

The Internet Protocol Suite contains several protocols other than TCP and IP. These
include application layer protocols such as File Transfer Protocol (FTP) for transfer-
ring files between computers; Simple Mail Transfer Protocol for e-mail; TELNET,
which allows a person at a computer to use applications on a remote computer; and
Hypertext Transfer Protocol (HTTP), discussed below.

Auniversal resource locator (URL) is a string of characters used to obtain a service
from another computer on the Internet. Usually, the first part of a URL specifies the
protocol (e.g., FTP, TELNET, or HTTP), the second part of the URL is the host name
of the computer from which the resource is requested, and the third part specifies
the location of the file on the destination computer. For example, in the URL http://
www.ucdme.ucdavis.edu/physics/text/, “http” is the protocol, “www.ucdmc.ucdavis.
edu,” is the host name, and “physics/text/” identifies the location of the information
on the host computer.

The World Wide Web (WWW) is the largest and fastest growing use of the Inter-
net. The WWW consists of servers connected to the Internet that store documents,
called web pages, written in a language called Hypertext Markup Language (HTML).
To read a web page, a person must have a computer, connected to the Internet, that
contains an application program called a web browser such as Firefox or Microsoft
Internet Explorer. Using the web browser, the user types or selects a URL designating
the web server and the desired web page. The browser sends a message to the server
requesting the web page and the server sends it, using a protocol called Hypertext
Transfer Protocol (HTTP). When the browser receives the web page, it is displayed
using the HTML instructions contained in the page. For example, the URL http://
www.ucdme.ucdavis.edu/physics/text/ will obtain, from a server at the U.C. Davis
Medical Center, a web page describing this textbook.

Much of the utility of the WWW stems from the fact that a displayed web page
may itself contain URLs. If the user desires further information, he or she can select
a URL on the page. The URL may point to another web page on the same server or
it may point to a web page on a server on the other side of the world. In either case,
the web browser will send a message and receive and display the requested web page.
WWW technology is of particular interest in PACS because it can be used to provide
images and reports to clinicians.
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Long Distance Telecommunications Links

Long distance telecommunication links are used to connect individual computers
to a distant network and to connect distant LANs into a WAN. Most long distance
telecommunication links are provided by telecommunications companies. In some
cases, there is a fixed fee for the link, depending upon the maximal bandwidth and
distance, regardless of the usage. In other cases, the user only pays for the portion of
time that the link is used. Connections to the Internet are usually provided by com-
panies called Internet service providers (ISPs). The interface to an ISP’s network can
be by nearly any of the telecommunications links described below.

The slowest but least expensive link is by the telephone modem. “Modem” is a
contraction of “modulator/demodulator.” A telephone modem converts digital infor-
mation to a form for transmission over the standard voice-grade telephone system to
another modem. Typical data transfer rates of modems are up to 56 kbps.

Digital subscriber lines (DSL) use modulation techniques similar to a modem
to transfer digital information over local copper twisted-pair telephone lines to
the nearest telephone company end office at speeds up to about 1.5 Mbps. At
the telephone company’s end office, the information is converted to another form
suitable for the telephone company’s or an ISP’s network. DSL is usually used to
connect computers or networks to the Internet. Some versions of DSL provide
higher speeds downstream (to the customer) than upstream and are referred to
as asymmetric DSL (ADSL). DSL is usually available only when the length of the
copper telephone lines from the home or office to the nearest telephone company
end office is less than about 5 km; the bandwidth decreases as the length of the
line increases.

Cable modems connect computers to the Internet by analog cable television lines.
Cable television lines usually support a higher bandwidth than do local telephone
lines, often up to or beyond 2 Mbps. A disadvantage to using cable television lines is
that the bandwidth is shared among the users of the line. If only a single computer
is connected to the line, it can utilize the entire bandwidth; however, if several
computers are connected, they share the bandwidth.

Some local telecommunication companies provide optical fiber cables directly
to homes and small businesses. These usually provide higher bandwidth than
DSL and cable modems. These lines will likely ultimately replace DSL and cable
modems.

Point-to-point digital telecommunications links may be leased from telecommu-
nications companies. A fixed rate is usually charged, regardless of the amount of
usage. These links are available in various capacities (Table 5-9). The most common
are T1, at 1.544 Mbps, and T3, at 44.7 Mbps. Although these links behave as dedi-
cated lines between two points, they are really links across the telecommunications
company’s network. Optical carrier (OC) links are high-speed links that use optical
fiber transmission lines.

The Internet itself may be used to link geographically separated LANs into a
WAN. Encryption and authentication can be used to create a virtual private net-
work (VPN) within the Internet. However, a disadvantage to using the Internet
to link LANs into a WAN is the inability of today’s Internet to guarantee quality
of service. Disadvantages to the Internet today include lack of reliability, inabil-
ity to guarantee bandwidth, and inability to give critical traffic priority over less
important traffic. For critical applications, such as PACS and teleradiology, quality
of service is the major reason why leased lines are commonly used instead of the
Internet to link distant sites.
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5-9 LONG DISTANCE COMMUNICATIONS LINKS PROVIDED BY
TELECOMMUNICATION COMPANIES

DATA TRANSFER RATE NOTE POINT-TO-POINT?

Modem 28.8, 33.6, and 56 kbps Digital signals over No. Can connect to
commercial telephone system any computer or ISP
with modem.

DSL Various, typically Digital signals over local Typically provides

up to DS1. telephone wires connection to one ISP.
Cable modem Various, typically Signals over a cable Typically provides

500 kbps to 10 Mbps television line connection to one ISP.
T1 DS1 (1.544 Mbps) Leased line Yes
T3 DS3 (44.7 Mbps) Leased line Yes
ocC1 51.84 Mbps Leased line Yes
0c3 155 Mbps Leased line Yes
0C48 2,488 Mbps Leased line Yes

These can be used to connect an individual computer to a network or to link LANs into a WAN.

PACS and Teleradiology

Digital imaging technology and the falling costs and increasing capabilities of computer
networks, workstations, storage devices and media, and display devices have spurred
the implementation of picture archiving and communications systems (PACS) and
teleradiology, with the goal of improving the utilization and efficiency of radiological
imaging. For example, a PACS can replicate images at different display workstations
simultaneously for the radiologist and referring physician, and be a repository for
several years’ images. The loss of images, once a major problem in teaching hospi-
tals producing images on film, has been mostly eliminated. The transfer of images
via teleradiology can bring subspecialty expertise to rural areas and smaller facilities
and permit prompt interpretation of studies, particularly in trauma and other urgent
cases, outside of normal working hours. Knowledge of the basic aspects of these sys-
tems is needed when obtaining or upgrading them; for their optimal use; and when
purchasing imaging devices that will exchange information with them.

A PACS is a system for the storage, transfer, and display of radiological images.
Teleradiology is the transmission of such images for viewing at a site or sites remote
from where they are acquired. PACS and teleradiology are not mutually exclusive.
Many PACS incorporate teleradiology. It is essential that PACS and teleradiology sys-
tems provide images suitable for the task of the viewer and, when the viewer is
the interpreting physician, the images viewed must not be significantly degraded in
either contrast or spatial resolution with regard to the acquired images.

Picture Archiving and Communications Systems

A PACS consists of a digital archive to store medical images, display workstations to
permit physicians to view the images, and a computer network to transfer images and
related information between the imaging devices and the archive and between the
archive and the display workstations. There also must be a database program to track
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the locations of images and related information in the archive and software to permit
interpreting, and perhaps referring, physicians to select and manipulate images. For
efficiency of workflow and avoidance of errors, the PACS should exchange information
with other information systems, such as the hospital information system (HIS), radi-
ology information system (RIS), and electronic medical record (EMR) system. There
may be additional components to the PACS, such as a film digitizer, a film printer, a
CD or DVD “burner,” and a web server to provide images to referring clinicians.

Today, PACS vary widely in size and in scope. On one hand, a PACS may be
devoted to only a single modality at a medical facility. For example, a PACS may be
limited to a nuclear medicine department, the ultrasound section, mammography,
or a cardiac catheterization laboratory. Such a small single-modality PACS is some-
times called a mini-PACS. Mini-PACSs may exist in a large medical enterprise that has
adopted an enterprise-wide PACS, if the enterprise PACS lacks functionality needed
by specialists such as mammographers or nuclear medicine physicians. On the other
hand, a PACS may incorporate all imaging modalities in a system of several medical
centers and affiliated clinics (Fig. 5-23). Furthermore, a PACS may permit images to
be viewed only by interpreting physicians or it may make them available to the ER,
ICUs, and referring physicians as well. The goal, achieved at many medical centers
today, is to store all images in a medical center or healthcare system on PACS, with
images available to interpreting and referring clinicians through the EMR or thin-
client workstations within the enterprise, with the PACS receiving requests for stud-
ies from the HIS and RIS, and with the PACS providing information to the HIS and
RIS on the status of studies, and images available on the EMR. Another goal, far from
being achieved, is to make medical images and related reports available nationwide,
regardless of where they were acquired.

Imaging Exam orders RIS EMR

Modalities Schedu_ling Off-Site
Reporting Backup
HL7
DICOM
PACS widearea VPN jntermet
MWL Archive Network
VPN
Web
Emergency Server
Radiology Reading Backup Enterprise Image CustomerCare
Reporting Server Distribution Monitoring

M FIGURE 5-23 Modern PACS uses a webserver connected to the Internet and a thin client paradigm to
allow referring clinicians without access to the medical enterprise network to obtain images and reports over
the Internet. Users within the medical enterprise have access through a LAN and WAN. The RIS provides the
patient database for scheduling and reporting of image examinations through HL7 (Health Level 7) transac-
tions and provides modality worklists (MWLs) with patient demographic information to the modalities, allow-
ing technologists to select patient-specific scheduled studies to ensure accuracy. After a study is performed,
the information is sent to the PACS in DICOM format, and reconciled with the exam-specific information
(accession number). An emergency backup server ensures business continuity (red dotted line and highlights)
in the event of unscheduled PACS downtime. Also depicted are an “off-site” backup archive for disaster
recovery and real-time customer care monitoring to provide around the clock support. Not shown is the mirror
archive, which provides on-site backup, with immediate availability, in cause of failure of the primary archive.



Chapter 5 ¢ Medical Imaging Informatics 145

Teleradiology

Teleradiology can provide improved access to radiology for small medical facilities
and improved access to specialty radiologists. For example, teleradiology can per-
mit radiologists at a medical center to promptly interpret radiographs acquired at
affiliated outpatient clinics. This requires devices producing digital radiographs or
film digitizers at each clinic, leased lines to the medical center, and an interpreta-
tion workstation at the medical center. In another example, teleradiology can permit
an on-call radiologist to interpret after-hours studies at home, avoiding journeys to
the medical center and providing interpretations more promptly. This requires the
radiologist to have an interpretation workstation at home, perhaps with a DSL or
cable modem connection provided by a local telecommunications company, and the
medical center to have images in a digital format and a matching communications
connection. Image interpretation outside normal working hours may be provided
by commercial “nighthawk” services consisting of radiologists with display worksta-
tions, sometimes located in countries such as Australia or India with time zones very
different from those in the Americas, connected by high bandwidth links provided
by telecommunications companies.

Acquisition of Digital Images

Most medical imaging devices today produce digital images. However, radiographic
and mammographic images at some medical centers are still acquired using
film-screen image receptors and older images may exist on film. Film images can be
digitized by laser or charge-coupled device (CCD) digitizers.

Image Formats

The formats of digital radiological images are selected to preserve the clinical infor-
mation acquired by the imaging devices. As mentioned earlier in this chapter, the
numbers of rows and columns of pixels in an image are determined by the spatial res-
olution and the field-of-view of the imaging device, whereas the number of bits used
for each pixel is determined by the contrast resolution of the imaging device. Thus,
imaging modalities providing high spatial resolution (e.g., mammography) and with
large fields of view (e.g., radiography) require large numbers of pixels per image,
whereas modalities providing lower spatial resolution (e.g., CT) or small fields of
view (e.g., ultrasound) can use fewer pixels. Modalities providing high contrast reso-
lution (e.g., x-ray CT) require a large number of bits per pixel, whereas modalities
with low contrast resolution (e.g., ultrasound) require fewer bits per pixel. Typical
formats of digital images are listed in Table 5-7.

Film Digitizers
A film digitizer is a device that uses a light source and one or more light detectors to
measure the light transmitted through individual areas of a film and form a digital
image depicting the distribution of optical density in the film. The most common
digitizer technology employs a collimated light source and a charge-coupled-device
(CCD) linear array.

In a CCD digitizer (Fig. 5-24), the film is continuously moved across a lighted slit.
A lens system focuses the transmitted light onto a CCD. A CCD, discussed in Chapter
7, is a solid-state integrated circuit with a rectangular array of light detectors. Each
detector element of the CCD accumulates the signal from the transmitted light incident
on it and stores the signal as an electrical charge until the CCD is read. When the CCD
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M FIGURE 5-24 CCD film digitizer. A linear array of light-emitting diodes is the typical illumination source and
a CCD array at near contact to the film detects the transmitted light, which is then converted into a corre-
sponding digital value, typically using 16 bits of quantization for modern CCD digitizers. In this configuration,
the linear CCD photo-sensor, comprised of up to 4,000 pixels in a single row, produces electrons in proportion
to the light transmitted through the film at a corresponding film location. The signal is proportional to the
fraction of transmitted light.

is read, the analog signal from each element of the CCD is digitized by an analog-
to-digital converter (ADC). The logarithm is taken of the intensity signal from each
element of the CCD so that each pixel value in the digital image is proportional to the
optical density (OD) of the corresponding portion of the film. (In Chapter 7, the optical
density is defined as OD = log , (I /) = log , (I ) — log, (1), where s the intensity of
the light transmitted through the film and 1_ is the intensity if the film is removed.)

The role of film digitizers in PACS is likely to be transient, due to the decreas-
ing use of screen-film image receptors. However, it is likely be several years before
the film’s role in recording and displaying images will be but a footnote in a future
edition of this book.

Transfers of Images and Related Information

Computer networks, discussed in detail earlier in this chapter, permit exchanges of
images and related information between the imaging devices and the PACS, between
the PACS and display workstations, between the PACS and other information systems
such as the RIS and HIS, and between various components of the PACS itself. A PACS
may have its own local area network (LAN) or LAN segment, or it may share another
LAN, such as a medical center LAN. The bandwidth requirements depend upon the
imaging modalities and their workloads. For example, a LAN adequate for nuclear
medicine or ultrasound may not be adequate for other imaging modalities. Network
traffic typically varies in a cyclical fashion throughout the day. Network traffic also
tends to be “bursty”; there may be short periods of very high traffic, separated by peri-
ods of low traffic. Network design must take into account both peak and average band-
width requirements and the delays that are tolerable. Network segmentation, whereby
groups of imaging, archival, and display devices that communicate frequently with
each other are placed on separate segments, is commonly used to reduce network con-
gestion. Network media providing different bandwidths may be used for various net-
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work segments. For example, a network segment serving nuclear medicine will likely
have a lower bandwidth requirement than a network segment serving CT scanners.

Digital Imaging and Communications in Medicine

Connecting imaging devices to a PACS with a network, by itself, does not achieve
transfer of images and related information. This would permit the transfer of files,
but medical imaging equipment manufacturers and PACS vendors may use propri-
etary formats for digital images and related information. In the past, some facilities
solved this problem by purchasing all equipment from a single vendor; others had
custom software developed to translate one vendor’s format into anothers format.
To help overcome problems such as these, the American College of Radiology and
the National Electrical Manufacturers’ Association jointly sponsor a set of standards
called Digital Imaging and Communications in Medicine (DICOM) to facilitate the trans-
fer of medical images and related information. Other professional societies work to
develop medical specialty-specific DICOM standards. Many other national and inter-
national standards organizations recognize the DICOM standards.

DICOM includes standards for the transfer, using computer networks, of images
and related information from individual patient studies between devices such as imag-
ing devices and storage devices. DICOM specifies standard formats for the images
and other information being transferred, services that one device can request from
another, and messages between the devices. DICOM does not specify formats for
the storage of information by a device itself, although a manufacturer may choose to
use DICOM formats for this purpose. DICOM also includes standards for exchang-
ing information regarding workflow; standards for the storage of images and related
information on removable storage media, such as optical disks; and standards for the
consistency and presentation of displayed images.

DICOM specifies standard formats for information objects, such as “patients,”
“images,” and “studies.” These are combined into composite information objects,
such as the DICOM CT (computed tomography) image object, CR (computed radi-
ography) image object, DX (digital x-ray) image object, MG (digital mammogra-
phy x-ray) image object, US (ultrasound) image object, MR (magnetic resonance
imaging) image object, and NM (nuclear medicine) image object. DICOM specifies
standard services that may be performed regarding these information objects, such
as storage, query and retrieve, storage commitment, print management, and media
storage.

DICOM provides standards for workflow management, such as modality worklists
(MWLs) listing patients to be imaged on specific imaging devices, and Performed
Procedure Step, for communicating information about the status of a procedure.
DICOM also provides standards, particularly Grayscale Standard Display Function
(GSDF) and Presentation State, for the consistency and presentation of displayed and
printed images. The DICOM GSDF was discussed earlier in this chapter.

DICOM Presentation State is a standard for capturing and storing a technologist’s
or a radiologists adjustments of and annotations on key images. It records adjust-
ments such as roaming and zooming, cropping, flipping, and windowing and level-
ing, and annotations such as arrows and clinical notes. These are stored with the
image set on a PACS. When the images are viewed, the key images appear with the
adjustments and annotations made by the technologist or radiologist.

DICOM is compatible with common computer network protocols. DICOM is
an upper layer (Application Layer) standard and so is completely independent of
lower layer network protocols, such as LAN protocols. DICOM adopts the Internet
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Protocol Suite (TCP/IP). DICOM will function on any LAN or WAN, provided that
the intermediate network layer protocol is TCP/IP.

Today, the products of nearly all vendors of medical imaging and PACS equip-
ment permit exchanges of information that conform to parts of the DICOM standard.
A DICOM conformance statement is a formal statement, provided by a vendor, describ-
ing a specific implementation of the DICOM standard. It specifies the services, infor-
mation objects, and communications protocols supported by the implementation.

There are practical issues regarding DICOM that are worthy of emphasis. First,
DICOM applies not just to a PACS, but also to each imaging device that exchanges
information with the PACS. Hence, issues of DICOM conformance and functionality
must be considered when purchasing individual imaging devices, as well as when
purchasing or upgrading a PACS. Another issue is that DICOM is a set of standards,
not a single standard. When purchasing an imaging device or a PACS, the contract
should specify the specific DICOM standards with which conformance is desired. For
example, support for DICOM Modality Worklists, Performed Procedure Step, and
Storage Commitment should be provided in most cases, in addition to image store.
Furthermore, there may be more than one DICOM standard that will permit informa-
tion transfer, but all may not be equally useful. For example, digital radiographs may
be transferred as the older DICOM CR image object or the newer DX image object.
However, the old CR image object contains much less mandatory information regard-
ing procedure, projection, laterality, etc. Also, the CR image object does not clearly
define the meaning of pixel values. Even though use of the CR image object will
permit image transfer, the lack of information about the image will hinder the use
of automatic hanging protocols and optimal display of image contrast. For example,
purchasers of PACS and CR and DR imaging systems should consider whether the
systems support transfers using the CR image object or the newer DX image object
and whether display workstations are able to use the additional information in the
DX image object to provide automated hanging protocols (Clunie, 2003).

Communication with the Radiology Information System
and Hospital Information System

It is advantageous to have communication among a PACS, the radiology informa-
tion system (RIS), the hospital information system (HIS), and the electronic medi-
cal record (EMR, also known as the electronic patient record and electronic health
record). A RIS is an information system that supports functions within a radiology
department such as ordering and scheduling procedures, maintaining a patient data-
base, transcription, reporting, and bill preparation. The RIS is not always a separate
system—it may be part of the HIS or incorporated in the PACS. The RIS can pro-
vide worklists of scheduled studies to the operator’s consoles of the imaging devices,
thereby reducing the amount of manual data entry and the likelihood of improperly
identified studies.

Communication among the RIS, HIS, EMR, and PACS is often implemented using
a standard called HL7 (Health Level 7) for the electronic exchange of alphanumeric
medical information, such as administrative information and clinical laboratory
data. HL7 to DICOM translation, for instance, is a step in the RIS or HIS providing
worklists to the imaging devices. HL7, like DICOM, applies to the Application Layer
in the network protocol stack.

Modality worklists, supplied by the RIS, contain patient identifying information
that helps to reduce a common problem in PACS—the inadvertent assignment of
different patient identifiers to studies of a specific patient. This can arise from errors
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in manual data entry, for example, a technologist or clerk entering a single digit of a
social security number incorrectly. Entering names differently (e.g., Samuel L. Jones,
S. L. Jones, and Jones, Samuel) also may cause problems. These problems are largely
obviated if the imaging technologists select patient identifiers from worklists, pro-
vided of course that the RIS and/or HIS furnishes unique patient identifiers. A “lost
study” can still occur if the technologist mistakenly associates an imaging study with
the wrong patient in a worklist.

Modality worklists also permit the prefetching of relevant previous studies for
comparison by interpreting physicians. The network interfaces to the RIS and HIS
can provide the interpreting physicians with interpretations of previous studies and
the electronic patient record via the PACS workstation, saving the time that would
be required to obtain this information on separate computer terminals directly con-
nected to the RIS and/or HIS. These interfaces can also permit the PACS to send infor-
mation to the RIS and/or HIS regarding the status of studies (e.g., study completed).

In a PACS, each patient study is commonly identified by a unique number called
the accession number. The accession number is commonly assigned by the RIS.

Integrating the Healthcare Enterprise

As mentioned above, to provide optimal efficiency, the PACS and imaging devices
must exchange information with other healthcare information systems. DICOM and
HL7 provide standards for such exchanges of information, but they do not fully
describe the optimal use of these standards within a healthcare system. IHE (Integrat-
ing the Healthcare Enterprise) is an initiative sponsored by the Radiological Society of
North America and the Health Information Management Systems Society to improve
the sharing of information by healthcare information systems. Under IHE, priorities
for integration are identified and industry representatives achieve consensus on
standards-based transactions to meet each identified clinical need. These decisions
are recorded in documents called “integration profiles,” the collection of which is
called the “Technical Framework” and made freely available. Participating companies
build into their systems the capability to support IHE transactions. Testing, per-
formed during events called Connectathons, ensure a high degree of conformity with
the Technical Framework. THE does not provide standard formats for the exchange
of information between pairs of devices. It instead describes the uses of existing
standards such as DICOM, HL7, and the Internet Protocol Suite.

The most fundamental THE integration profile for radiology is Radiology Sched-
uled Workflow. It defines the flow of information for the key steps in a typical patient
imaging encounter (registration, ordering, scheduling, acquisition, distribution, and
storage). If an imaging device or PACS conforms to the Scheduled Workflow Integra-
tion Profile, it will support DICOM store, modality worklist, performed procedure
step, and storage commitment transactions. At the time of publication of this text-
book, the IHE Technical Framework included about 20 integration profiles relevant
to radiology that provide solutions to actual clinical problems. For example, signifi-
cant hindrances to workflow can occur in mammography if the digital mammogra-
phy system, the PACS or mammography mini-PACS, and interpretation workstation
do not conform to the IHE Mammography Image Integration Profile in addition to
the Radiology Scheduled Workflow Integration Profile. A major benefit of the THE
integration profiles is that a single integration profile can require conformance with
several DICOM, HL7, and other standards and so a commitment by a vendor to sup-
port that integration profile will commit the vendor to conforming with the various
standards included in that single integration profile.
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Provision of Images and Reports to Attending Physicians
and Other Healthcare Providers

WWW technology, described above, provides a cost-effective means for the distribu-
tion of images and other information over the HIS to noninterpreting physicians and
other healthcare professionals. A web server, interfaced to the PACS, RIS, and HIS,
maintains information about patient demographics, reports, and images. The server
permits queries and retrievals of information from the PACS database. Physicians
obtain images and reports from the web server using workstations with commercial
web browsers. Information is sent from the PACS, typically in a study summary form
containing just the images that are pertinent to a diagnosis. The full image set may be
available as well. A major advantage to using WWW technology is that the worksta-
tions need not be equipped with specialized software for image display and manipu-
lation; instead, these programs can be sent from the web server with the images or
the server itself can provide this function. It is particularly desirable, for healthcare
systems that have implemented electronic medical records, that relevant images can
be accessed from the EMR.

Healthcare professionals at remote sites such as doctors” offices, small clinics,
or at home can connect to the EMR using modems or leased lines. Alternatively, if
the PACS web server is interfaced to the Internet, these clinicians can obtain images
and reports over the Internet using DSL lines, cable modems, or fiber optic links
provided by Internet service providers.

Storage of Images

The amount of storage required by a PACS archive depends upon the modality or
modalities served by the PACS, on the workload, and the storage duration. The
amounts of storage required for individual images and for typical studies from the
various imaging modalities were discussed earlier in this chapter. For example, a
medium size nuclear medicine department without PET/CT or SPECT/CT generates
a few gigabytes (uncompressed) of image data in a year and so a single large-capacity
magnetic disk and an optical disk drive for backup would suffice for a mini-PACS
serving such a department. On the other hand, CT, MRI, and digitized radiographs
from a medium size radiology department can generate several gigabytes of image
data in a day and several terabytes (uncompressed) in a year, requiring a much larger
and complex archival system. Ultrasound storage requirements strongly depend on
the number of images in a study that are selected for archiving. For a medium-sized
medical center, if 60 images per patient are selected for storage, then up to 0.5 TB
per year may be generated. A cardiac catheterization laboratory may generate a few
terabytes (uncompressed) in a year.

Storage Schemes

In a PACS, one of two storage schemes is commonly used. In a hierarchical storage
scheme, recent images are stored on arrays of magnetic hard disk drives, and older
images are stored on slower but more capacious archival storage media, such as
optical disks and magnetic tape. In hierarchical storage schemes, the term on-line
storage is used to describe storage, typically arrays of magnetic disks, used to provide
nearly immediate access to studies. The term near-line storage refers to storage, such
as automated libraries of optical disks or magnetic tape, from which studies may be
retrieved within about a minute without human intervention. Optical disks have
an advantage over magnetic tape cassettes for near-line storage because of shorter
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average access times, but magnetic tape is less expensive per unit storage capacity.
Off-line storage refers to optical disks or magnetic tape cassettes stored on shelves or
racks. Obtaining a study from off-line storage requires a person to locate the relevant
disk, cartridge, or cassette and to manually load it into a drive. When hierarchical
storage is used, if considerable delays in displaying older studies are to be avoided,
the system must automatically copy (“prefetch”) relevant older studies from near-line
to online storage to be available for comparison when new studies are viewed.

An alternative to hierarchical storage is to store all images on arrays of magnetic
hard disk drives. As these become full, more disk arrays are added to the system. This
storage scheme has become feasible because of the increasing capacities of magnetic
drives and the decreasing cost per unit storage capacity. This method is commonly
referred to as “everything on line” storage.

Regardless of the storage scheme, the PACS must create and maintain a copy or
copies of all information on separate storage devices for backup and disaster recov-
ery. This is discussed later in this chapter in the section on security. The backup stor-
age should be in a location such that a single plausible incident would not destroy
both the primary and backup information.

Image Management

The PACS archive may be centralized, or it may be distributed, that is, stored at
several locations on a network. In either case, there must be archive management
software on a server. The archive management software includes a database program
that contains information about the stored studies and their locations in the archive.
The archive management software communicates over the network with imaging
devices sending studies for storage and sends copies of the studies received from
imaging devices to the storage devices, including to backup storage. The transfers
between imaging devices and the PACS usually conform to the DICOM standard.
The archive management software must also obtain studies from the storage devices
and send either the studies or selected images from them to workstations requesting
studies or images for display. In PACS with hierarchical storage, the archive manage-
ment software transfers studies between the various levels of archival storage, based
upon factors such as the recentness of the study and, when a new study is ordered,
prefetches relevant older studies from near-line storage to online storage to reduce
the time required for display.

In some PACS, studies or images from studies awaiting interpretation and relevant
older studies are requested by viewing workstations from the PACS archive as needed
(“on demand”) during viewing sessions, but this can slow the workflow process of
the interpreting physician. Alternatively, studies may be obtained (“prefetched”) from
the archive and stored on a display workstation or local file server, prior to the inter-
pretation session, ready for the interpreting physician’s use. The prefetch method
requires the interpretation workstations or server to have more local storage capacity,
whereas the on-demand method requires a faster archive and faster network connec-
tions between the archive and the interpretation workstations. An advantage to the
on-demand method is that a physician may use any available workstation to view a
particular study, whereas to view a particular study with the prefetch method, the
physician must go to a workstation that has access to the locally stored study. When
images are fetched on-demand, the first image should be available for viewing within
about two seconds. Once images reside on the local workstation’s disk or local server,
they are nearly instantaneously available.

On-demand systems may send all the images in entire studies to the workstation,
or they may just send individual images when requested by the viewing workstation.
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The method of sending entire studies at once requires greater network bandwidth
and much more magnetic disk storage capacity on the viewing workstation and
causes greater delay before the first images are displayed, but once the images are
stored on the viewing workstation’s disk, they are nearly instantaneously available.
On the other hand, providing only individual images upon request by the view-
ing workstation reduces the delay before the first image or images are displayed,
but places more demand on the archive server to respond to frequent requests for
individual images.

Image Compression

The massive amount of data in radiological studies (Table 5-10) poses consider-
able challenges regarding storage and transmission. Image compression reduces the
number of bytes in an image or set of images, thereby decreasing the time required
to transfer images and increasing the number of images that can be stored on a
magnetic disk or unit of removable storage media. Compression can reduce costs by
permitting the use of network links of lower bandwidth and by reducing the amount
of required storage. Before display, the image must be decompressed (Fig. 5-25).
Image compression and decompression can be performed by either a general-
purpose computer or specialized hardware. Image compression and decompression
are calculation-intensive tasks and can delay image display. The compression ratio is
the number of bytes of the uncompressed image divided by the number of bytes of
the compressed image.

There are two categories of compression: reversible, also called bit-preserving,
lossless, or recoverable compression; and irreversible, also called lossy or nonrecov-
erable, compression. In reversible compression, the uncompressed image is iden-
tical to the original. Typically, reversible compression of medical images provides
compression ratios from about two to three. Reversible compression takes advan-
tage of redundancies in data. It is not possible to store random and equally likely
bit patterns in less space without the loss of information. However, medical images
incorporate considerable redundancies, permitting them to be converted into a more
compact representation without loss of information. For example, although an image
may have a dynamic range (difference between maximal and minimal pixel values)
requiring 12 bits per pixel, pixel values usually change only slightly from pixel to
adjacent pixel and so changes from one pixel to the next can be represented by just

TABLE 5-10 IMAGE STORAGE REQUIREMENTS FOR VARIOUS

RADIOLOGICAL STUDIES, IN UNCOMPRESSED FORM

STUDY TYPICAL STORAGE (MB)
Chest radiographs (PA and lateral, 2 X 2.5 k) 20

Standard CT series of the head (50 512% images) 26

TI-201 myocardial perfusion SPECT study 1
Ultrasound (5122, 60 images to PACS archive) 16

Cardiac cath lab study (coronary and LV images) 450-3,000
Digital screening mammograms (2 CC and 2 MLO) 60-132

Note: The number of images per study varies greatly depending on the type of study (e.g., CT cardiac

angiography), number of acquisition phases, and whether thin slices for MPRs are necessary, which can
increase the number of images by an order of magnitude. Storage is calculated as the product of the number
of images and the size in bytes of an image.
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M FIGURE 5-25 Image compression reduces the number of bytes in an image to reduce image storage space
and image transmission times. At a display workstation, an image retrieved from the archive over the network
require image decompression, which restores the images to full physical size (number of pixels) and number of
bytes. Shown above is a chest image with lossless compression (left), and 30:1 jpeg lossy compression (right).
Although the minified images (above) look similar, the magnified views (below) illustrate loss of image fidelity
and nondiagnostic image quality with too much lossy compression.

a few bits. In this case, the image could be compressed without a loss of information
by storing the differences between adjacent pixel values instead of the pixel values
themselves. Dynamic image sequences, because of similarities from one image to the
next, permit high compression ratios.

In irreversible compression, information is lost and so the uncompressed image
will not exactly match the original image. However, irreversible compression per-
mits much higher compression,; ratios of 15-to-one or higher are possible with very
little loss of image quality. Currently, there is controversy on how much compres-
sion can be tolerated. Research shows that the amount of compression is strongly
dependent upon the type of examination, the compression algorithm used, and
the way that the image is displayed (e.g., on film or display monitor). In some
cases, images that are irreversibly compressed and subsequently decompressed are
actually preferred by radiologists over the original images, due to the reduction of
image noise. Legal considerations also affect decisions on the use of irreversible
compression in medical imaging. The ACR Technical Standard for Electronic Practice
of Medical Imaging (2008) states, “Data compression may be performed to facili-
tate transmission and storage. The type of medical image, the modality, and the
objective of the study will determine the degree of acceptable compression. Sev-
eral methods, including both reversible and irreversible techniques... may be used
under the direction of a qualified physician or practitioner, with minimal if any
reduction in clinical diagnostic image quality. If compression is used, algorithms
recommended by the DICOM standard ... should be used. The types and ratios
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of compression used for different imaging studies transmitted and stored by the
system should be selected and periodically reviewed by the responsible physician to
ensure appropriate clinical image quality.”

However, at the time of printing, the US Food and Drug Administration (FDA),
under the authority of the federal Mammography Quality Standards Act, restricts
the use of lossy compression in mammography. In particular, the FDA does not
permit mammograms compressed by lossy methods to be used for final interpreta-
tion, nor does it accept the storage of mammograms compressed by lossy methods
to meet the requirements for retention of original mammograms. The FDA does
permit interpretation of digital mammograms compressed by lossless methods and
considers storage of such mammograms to meet the requirement for retention of
original mammograms. The reader should refer to current guidance from the FDA
on this topic.

Display of Images

Images from a PACS may be displayed on monitors or, less often, may be recorded
by a laser imager on light-sensitive film, which is chemically developed, and then
viewed on light boxes. The purpose of the display system is to present anatomic
and/or physiologic information in the form of images to interpreting physicians and
other clinicians.

Computer workstations equipped with display monitors are commonly used,
instead of viewboxes and photographic film, to display radiological images for
both interpretation and review. The various radiological modalities impose specific
requirements on workstations. For example, a workstation that is suitable for the
interpretation of nuclear medicine or ultrasound images may not be adequate for
digital radiographs or mammograms.

As mentioned earlier in this chapter, the CRT monitors once used for radiological
image display have been mostly replaced by high-quality LCD monitors. The physi-
cal principles and performance of these devices were described earlier in this chapter
and only their use in medical imaging will be discussed here.

Display Workstations

Display Systems for Workstations

As mentioned above, the various imaging modalities impose specific requirements on
workstations. An interpretation workstation for large matrix images (digital radiographs,
including mammograms) is commonly equipped with two high-luminance 54-cm
diagonal 3 or 5 megapixel grayscale monitors, in the portrait orientation, to permit the
simultaneous comparison of two images in near full spatial resolution (Fig. 5-26). A
“navigation” monitor is also present on a diagnostic workstation to provide access to
the RIS database, patient information, reading worklist, digital voice dictation system,
EMR, and the Internet. Such a workstation is also suitable for viewing CT and MRI
images, unless surface and volume rendering are utilized, in which case color monitors
are preferable. Such a workstation can also be used to view digital fluorographs and, if
it has adequate cine capability, angiographic images. Three megapixel 54-cm diagonal
color monitors are available with sufficient calibrated maximal luminances (400 to 500
cd/m?) for viewing radiographs, and are now a typical choice for replacing older gray-
scale monitors. Another monitor format that is becoming popular is the 76-cm diago-
nal monitor, available with 4, 6, or 10 megapixels, designed to replace a pair of 54-cm
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M FIGURE 5-26 Interpretation workstation containing two 1.5 by 2 k pixel (3 megapixel) portrait-format
grayscale monitors for high resolution and high luminance image interpretation, flanked by two 1.9 by 1 k
(2 megapixel MP) color “navigation” monitors (left and right) for PACS access, patient worklist, timeline, and
thumbnail image displays; multipurpose display for 3D color rendering, digital voice dictation reporting, and
EMR and RIS information access. The keyboard, mouse, and image navigation and voice dictation device assist
Ramit Lamba, M.D., in his interpretation duties.

diagonal monitors. Such a monitor provides a seamless viewing area. However, when
a pair of 54-cm monitors is used, each can be turned slightly inward to face the viewer,
whereas, when a 76-cm monitor displays a pair of radiographs, the viewer must move
his or her head from side to side to look directly at each radiograph.

Workstations for viewing CT and MRI images, fluorographs, and angiographic
images can have smaller pixel format monitors. If surface or volume rendered images
or co-registered PET/CT or SPECT/CT images are to be displayed, the workstation
should be equipped with high-luminance color monitors. Workstations for inter-
pretation of angiographic image sequences (e.g., cardiac angiograms and ventricu-
lograms and digital subtraction angiograms) should be capable of displaying cine
images (sequences of images acquired to depict temporal variations in anatomy or
contrast material).

Workstations for the interpretation of nuclear medicine and ultrasound images
should have color monitors and must be able to display cine images. A single color
monitor with a pixel format on the order of 1,000 X 1,000 is sufficient for a nuclear
medicine or ultrasound workstation.

Most noninterpreting physicians typically use standard commercial personal
computers with consumer-grade color monitors, although some, such as orthopedic
surgeons, may require specialized workstations with display systems similar to those
of interpreting physicians.

An application program on the workstation permits the interpreting physician to
select images, arrange them for display, and manipulate them. The way in which the
program arranges the images for presentation and display is called a hanging protocol.
The hanging protocols should be configurable to the preferences of individual physi-
cians. Image manipulation capabilities of the program should include window and
level, and zoom (magnify) and roam (pan). In particular, because the dynamic range
of a display monitor is much less than that of film on a viewbox, windowing and
leveling are needed to compensate. The program should also provide quantitative
tools to permit accurate measurements of distance and the display of individual pixel
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values in modality-appropriate units (e.g., CT numbers). Image processing, such as
smoothing and edge enhancement, may be provided. Modality-specific or physi-
cian specialty—specific tools may be needed. For example, ultrasound and nuclear
medicine have specific display and tool requirements and orthopedic surgeons and
cardiologists have specific requirements such as specific quantitative and angular
measurements.

Ambient Viewing Conditions

Proper ambient viewing conditions, where interpretation workstations are used, are
needed to permit the interpreting physicians’ eyes to adapt to the low luminances of
the monitors, to avoid a loss in contrast from diffuse reflections from the faces of the
monitors, and to avoid specular reflections on the monitor’s faces from bright objects.
Viewing conditions are more important when monitors are used than when view-
boxes are used, because of the lower luminances of the monitors. The faces of LCDs
are flat and less reflective than those of CRTs and so LCDs are less affected by diffuse
and specular reflections. The replacement of CRT monitors by LCD monitors has
made ambient viewing conditions less critical. The photometric quantity illuminance,
also discussed in Chapter 8, describes the rate of light energy, adjusted for the photo-
pic spectral sensitivity of the human visual system, impinging on a surface, per unit
area. In areas used for viewing clinical images from display monitors, the illuminance
should be low (20-40 lux), but not so low as to interfere with other necessary tasks,
such as reading printed documents, or to require a major adjustment in adaption
when looking at a monitor after looking at another object, or vice versa. A reading
room should have adjustable indirect lighting and should not have windows unless
they can be blocked with opaque curtains or shutters. When more than one worksta-
tion is in a room, provisions should be made, either by monitor placement or by the
use of partitions, to prevent monitors from casting reflections on each other. Particu-
lar care must be taken, if both conventional viewboxes and viewing workstations are
used in the same room, to prevent the viewboxes from casting reflections on monitor
screens and impairing the adaptation of physicians’ eyes to the dimmer monitors.

Challenges of PACS

There are many challenges to implementing, using, maintaining, upgrading, and
replacing PACS. An important goal is achieving efficient workflow. There are far too
many issues regarding efficiency of workflow to be listed here; this paragraph merely
lists several important objectives. Prior to image acquisition by an imaging device,
little manual entry of information should be required by imaging technologists.
This can be facilitated by utilizing “modality worklists” generated by the radiology
information system and sent to the modality. Worklists of studies to be interpreted,
arranged by factors such as modality and priority, should be provided to interpret-
ing physicians. Images should be displayed promptly, ideally within two seconds,
to referring and interpreting physicians. Little or no manipulation of images should
be routinely necessary; automated hanging protocols should display the images in
the order, orientation, magnification, and position on the monitor expected. Soft-
ware tools should be available to technologists to help identify studies that are not
assigned to the proper patient, are mislabeled, or require image manipulation. Image
interpretation is made more efficient by a digital speech recognition system that
promptly displays the dictated report for review and approval by the interpreting
physician before he or she interprets the next study. These systems greatly decrease
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the turn-around-time of diagnostic reports, and are a major benefit to the referring
physician and ultimately to the patient.
Major challenges include the following:

Initial and recurring equipment purchase or lease costs.

Expensive technical personnel to support the PACS.

Training new users in system operation.

Achieving communication among equipment from several vendors.

Achieving information transfer among digital information systems (PACS, RIS,

HIS, EMR).

Maintaining security of images and related information and compliance with

Health Insurance Portability and Accountability Act (HIPAA) Regulations (dis-

cussed in a later section).

7. Equipment failures can impede interpretation and distribution of images and

reports.

Digital storage media longevity and obsolescence.

9. Maintaining access to images and data during PACS upgrades.

10. Maintaining access to archived images and related data if: converting to a new
archival technology, the PACS vendor goes out of business, the PACS vendor
ceases to support particular the PACS, or you replace the system with a PACS
from another vendor.

11. Providing access to and display of legacy film images.

12. Conversion of film images into digital images. (Some facilities choose to not
convert old film images to digital images.)

13. Completely eliminating the production of film images.

14. Locating misidentified studies.

15. Multiple PACS in a single healthcare enterprise.

16. Obtaining and importing images from outside your healthcare enterprise.

17. Providing images and reports to healthcare providers outside your healthcare
enterprise.

18. Quality control program for display monitors.

19. Providing adequate software tools for specialists such as orthopedic surgeons

and cardiologists.

Nl

o

o

This list is far from complete. Of course, the desirable strategy is to enhance the
advantages and minimize the disadvantages. Benefits will expand as experience with
these systems increases. Furthermore, the rapidly increasing capabilities and falling
costs of the technology used in PACS will continue to increase their performance
while reducing their cost.

Quality Control of PACS and Teleradiology Systems

PACS and teleradiology systems are part of the imaging chain and therefore require
quality control monitoring. Although both analog and digital portions of the sys-
tem can degrade images, the performance of digital portions (computer network,
software, storage, etc.) regarding image quality does not usually change with time.
The performance of analog portions (film digitizers, laser printers, and display moni-
tors) changes with time and therefore requires monitoring. Quality control can be
divided into acceptance testing, to determine if newly installed components meet
desired performance specifications, and routine performance monitoring. Display
monitors must be evaluated periodically to ensure all the monitors of a workstation
have adequate maximal calibrated luminances and the same display characteristics.
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B FIGURE 5-27 Society of Motion Picture and Television Engineers (SMPTE) monitor test pattern. This pattern
allows the inspection of spatial resolution in the center and at the corners of the image (high and low contrast
line patterns in horizontal and vertical orientations), assessment of contrast differences over the entire range
of luminance by the ten 10% intensity steps, contrast in the dark and bright areas of the image (5% patches
in the 0% and 100% bright areas, when used with a linear LUT), brightness linearity across the range of gray-
scale values, geometric linearity grid pattern, and transitions from dark to bright and bright to dark.

In particular, the display functions of grayscale monitors and color monitors that dis-
play grayscale images should be evaluated to ensure that they conform to the DICOM
GSDE The maximal luminance of a display monitor degrades with the amount of
time that the monitor is on and with the brightness of displayed images. Turning
LCD monitors off when they will not be used for an extended period of time can
significantly prolong their lives; however, monitors may take some time to stabilize
from a cold start, so a common strategy is to place them into a “standby” mode.
Monitors should be replaced when their maximal luminances become inadequate.
Some medical grade LCD monitors can measure their own luminances and can send
information on their maximal calibrated luminances and conformance to the DICOM
GSDF across a network to a workstation, greatly simplifying the task of monitoring
display monitor performance.

Test patterns, such as the Society of Motion Picture and Television Engineers
(SMPTE) Test Pattern (Fig. 5-27) are useful for semi-quantitative assessments of dis-
play monitor performance. The American Association of Physicists in Medicine has
available a set of test images for monitor quality control and evaluation.” Monitor
faces should be cleaned frequently to remove fingerprints and other dirt to avoid
image artifacts.

Another important quality assurance task is ensuring that acquired studies are
properly associated with the correct patients in the PACS, RIS, and EMR. Problems
can occur if an error is made in manually entering patient identifying information, if a
technologist selects the wrong patient identifier from a modality worklist, an imaging

**http://aapm.org/pubs/reports/OR_03.pdf
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study is performed on an unidentified patient, or if a patient’s name is changed, such
as after a marriage. These can result in imaging studies stored in a PACS that are not
associated with the proper patients. Procedures should be established to identify
such incorrectly associated studies and to associate them with the proper patients.

Image Processing

An important use of computers in medical imaging is to process digital images to
display the information contained in the images in more useful forms. Digital image
processing cannot add information to images. For example, if an imaging modality
cannot resolve objects less that a particular size, image processing cannot cause such
objects to be seen.

In some cases, the information of interest is visible in the unprocessed images and
is merely made more conspicuous. In other cases, information of interest may not be
visible at all in the unprocessed image data. X-ray CT is an example of the latter case;
observation of the raw projection data fails to reveal many of the structures visible
in the processed cross-sectional images. The following examples of image processing
are described only superficially and will be discussed in detail in later chapters.

The addition or subtraction of digital images is used in several imaging modali-
ties. Both of these operations require the images being added or subtracted to be of
the same format (same number of pixels along each axis of the images) and produce
a resultant image (sum image or difference image) in that format. In image subtrac-
tion, each pixel in one image is subtracted from the corresponding pixel in a second
image to yield the corresponding pixel value in the difference image. Image addition
is similar, but with pixel-by-pixel addition instead of subtraction. Image subtraction
is used in digital subtraction angiography to remove the effects of stationary anatomic
structures not of interest from the images of contrast-enhanced blood vessels and in
nuclear gated cardiac blood pool imaging to yield difference images depicting ven-
tricular stroke-volume and ventricular wall dyskinesis.

Spatial filtering is used in many types of medical imaging. Medical images commonly
have a grainy appearance, called quantum mottle, caused by the statistical nature of the
acquisition process. The visibility of quantum mottle can be reduced by a spatial filter-
ing operation called smoothing. In most spatial smoothing algorithms, each pixel value
in the smoothed image is obtained by a weighted averaging of the corresponding pixel
in the unprocessed image with its neighbors. Although smoothing reduces quantum
mottle, it also blurs the image. Images must not be smoothed to the extent that clini-
cally significant detail is lost. Spatial filtering can also enhance the edges of structures in
an image. Edge-enhancement increases the statistical noise in the image. Convolution
filtering, the method used for most spatial filtering, is discussed in detail in Chapter 4.

A computer can calculate physiologic performance indices from image data. For
example, the estimation of the left ventricular ejection fraction from nuclear gated
cardiac blood pool image sequences is described in Chapter 18. In some cases, these
data may be displayed graphically, such as the time-activity curves of a bolus of a
radiopharmaceutical passing through the kidneys.

In x-ray and nuclear CT, sets of projection images are acquired from different
angles about the long axes of patients. From these sets of projection images, comput-
ers calculate cross-sectional images depicting tissue linear attenuation coefficients
(x-ray CT) or radionuclide concentration (SPECT and PET). The methods by which
volumetric data sets are reconstructed from projection images are discussed in detail
in Chapters 10 and 19.
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In image co-registration, image data from one medical imaging modality is super-
imposed on a spatially congruent image from another modality. Image co-registration
is especially useful when one of the modalities, such as SPECT or PET, provides
physiologic information lacking anatomic detail and the other modality, often MRI or
x-ray CT, provides inferior physiologic information, but superb depiction of anatomy.
When the images are obtained using two separate devices, co-registration poses for-
midable difficulties in matching the position, orientation, and magnification of one
image to the other. To greatly simplify co-registration, PET and SPECT devices that
incorporate x-ray CT systems have been developed and are discussed in Chapter 19.

Computer-Aided Detection

Computer-aided detection, also known as computer-aided diagnosis, uses a com-
puter program to detect features likely to be of clinical significance in images. Its
purpose is not to replace the interpreting physician, but to assist by calling attention
to structures that might have been overlooked. For example, software is available to
automatically locate structures suggestive of masses, clusters of microcalcifications,
and architectural distortions in mammographic images (Chapter 8). Computer-aided
detection can improve the sensitivity of the interpretation, but also may reduce the
specificity. (Sensitivity and specificity are defined in Chapter 4.)

Display of Volumetric Image Data

High spatial resolution, thin slice tomographic imaging modalities (e.g., CT and MRI)
provide image sets that can exceed a thousand images covering large volumes of
patients. SPECT and PET, which have lower spatial resolution and therefore typically
produce smaller image sets, are commonly co-registered on CT image sets. The
display and interpretation of these massive image sets presents formidable challenges
to display systems, interpreting physicians, and other clinicians.

Stack versus Tile Mode Display

Tomographic images were once recorded on film and displayed side by side on
motorized light boxes. In early PACS systems, radiologists often replicated this side-
by-side viewing by attempting to simultaneously display all images in a study. This
side-by-side image display is referred-to as “tile-mode” display and early display
workstations were commonly equipped with four or more video monitors for this
purpose. Tile mode display became increasing impractical with thin slice image
acquisitions and correspondingly larger numbers of transaxial images. Tile mode
display has been largely replaced by stack mode display, in which only a single image
is displayed at a time and, as the viewing clinician manipulates a pointing device or
key on the keyboard, the computer successively replaces that image with the next
adjacent image. Stack mode permits the viewer to follow blood vessels and organ
boundaries while scrolling through the images.

Multiplanar Reformatting

Multiplanar reconstruction (MPR) is the reformatting of a volumetric dataset (e.g.,
a stack of axial images) into tomographic images by selecting pixel values from the
dataset that correspond to the desired tomographic image planes. MPR is most
commonly used to produce images that are parallel to one or more of the three
orthogonal planes: axial, coronal, and sagittal. In many cases (especially CT), the
data are acquired in the axial plane. A coronal image can be formed from such a
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dataset by selecting a specific row of pixel values from each axial image. Similarly,
a sagittal image can be created by selecting a specific column of pixel values from
each axial image. Oblique reconstructions (arbitrary planes that are not orthogonal
to the axial plane), “slab” (thicker plane) presentations, and curved MPR images
are also commonly produced. The latter are obtained along user-determined curved
surfaces through the volumetric dataset that follow anatomic structures such as the
spine, aorta, or a coronary artery. In MPR, particularly in creating oblique and curved
images, some pixels of the MPR images may not exactly correspond to the locations
of values in the volumetric dataset. In this case, the pixel values in the MPR images
are created by interpolation of the values in the nearest pixels in the volumetric data-
set. Figure 5-28 shows three MPR images.

Maximum Intensity Projection Images

Maximum intensity projection (MIP) is a method of forming projection images by
casting “rays” through a volume dataset and selecting the maximal pixel value along
each ray. The rays may be parallel or they may diverge from a point in space; in either
case, each ray intersects the center of one pixel in the projection image. This method
is extremely useful for depicting high signals in a volume (e.g., contrast CT or MRI
studies) for vascular angiography or demonstrating calcified plaque in vasculature,
for instance. A variation is thin or thick slab MIP, using MPR projections and a select-
able number of image slices (a slab), displaying the maximum values obtained along
rays projected through the slab. Figure 5-28 shows two thin-slab MIP images.

Volume Rendering

For some applications, there are advantages to providing a 2D image that contains
depth cues to permit it to be viewed as a 3D object. Two approaches are shaded surface
displays, also called surface rendering (not significantly used) and volume rendering.
In both approaches, the first step is to segment the volume set into different structures
(e.g., bones and soft tissue). Segmentation may be done entirely by the computer or
with guidance by a person. Segmentation is simplest when there are large differences
in the pixel values among the tissues or other objects to be segmented.

Shaded surface display (SSD) provides a simulated 3D view of surfaces of an object or
objects in the volume dataset. First, the surfaces to be displayed must be identified. For
instance, for bony structures on CT images, this can be by simple thresholding to exclude
soft tissues. Alternatively, they may be identified by a gradient edge-detection technique.
Surfaces are identified by marking individual voxels as belonging or not belonging to
the surface, creating a binary dataset. Then the computer calculates the observed light
intensity in the SSD image by calculating the reflections from simulated direct and diffuse
light sources. The surface may be displayed in shades of gray or in color, such as flesh-
tone for “fly-through” colonoscopy image sequences. Shaded surface display algorithms
are computationally efficient; however, a major disadvantage of SSDs is that only a very
small fraction of the information in the original image dataset is displayed. Furthermore,
errors may occur in the identification of the surface to be displayed.

Volume rendering, in contrast to SSD and MIP, uses a more complete set of
the voxels within the stacked axial images. In volume rendering, each voxel in the
image volume of a stacked tomographic image set is assigned an opacity ranging
from 0% to 100% and a color. A voxel assigned an opacity of 0% will be invis-
ible in the final image and assigning a voxel an opacity of 100% will prevent the
viewing of voxels behind it. A voxel with an opacity between 0% and 100% will be
visible and will permit the viewing of voxels behind it. The voxels in the volume
image set are segmented into those corresponding to various organs, tissues, and
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M FIGURE 5-28 A volumetric view from a 3D tomographic dataset is depicted. Top. multiplanar reconstruc-
tion from axial images include coronal and sagittal views with 1.25 mm slice thickness; Bottom. volume
rendered dataset from the full volume with bone removal, and corresponding thin-slab maximum intensity
projection (MIP) images for the anterior and posterior projections.

objects (e.g., bone, soft tissue, contrast enhanced blood vessels, air, fat) based
upon specific ranges of pixel values (e.g., CT numbers or MRI digital values), per-
haps also using assumptions about anatomy and/or guidance by a person. Then,
opacity values and colors are assigned to voxels containing specific tissues. The
assignments of these artificial characteristics to the voxels containing specific tis-
sues are selected from predefined templates for specific imaging protocols and
organ systems (e.g., CT angiogram, pulmonary embolism, or fracture). Next, as
in MIP image formation, a set of rays, parallel or diverging from a point, are cast
through the volume dataset, with each ray passing through the center of a pixel in
the volume rendered image. Each pixel value in the volume rendered image is cal-
culated from the opacities and colors of the voxels along the ray corresponding to
that pixel. Simulated lighting effects may be added. Volume rendering provides a
robust view of the anatomy and depth relationships. On the other hand, it displays
only a small fraction of the information in the initial image dataset, although much
more that SSD or MIP. Furthermore, segmentation errors can occur, causing errors
in the displayed anatomy. Additionally, the color assignments, while appearing
realistic, are arbitrary and can be misleading because of erroneous tissue classifica-
tion. Nevertheless, volume rendering is useful for surgical planning and provides
images that are easy for referring physicians to understand. Figure 5-28 shows
thin-slab MIP and volume rendered images.
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Security, Including Availablility

An important issue regarding medical imaging, PACS, and teleradiology is informa-
tion security. The main goals of information security are (1) privacy, (2) integrity, (3)
authentication, (4) nonrepudiation, and (5) availability. Privacy, also called confi-
dentiality, refers to denying persons, other than intended recipients, access to con-
fidential information. Integrity means that information has not been altered, either
accidentally or deliberately. Authentication permits the recipient of information to
verify the identity of the sender and the sender to verify the identity of the intended
recipient. Nonrepudiation prevents a person from later denying an action, such as
approval of a payment or approval of a report. Availability means that information
and services are available when needed.

Privacy is commonly achieved either by storing information in a secure location,
such as locked room, or by encrypting the information into a code that only intended
recipients can convert to its original form. Unintentional alteration of information
can be detected by use of an error detecting code. A sending computer calculates the
error detecting code from the information to be transmitted over a network and sends
the code along with the transmitted information. The receiving computer calculates
the error detecting code from the information it receives and compares the code it
calculated to the code sent with information. If the two codes match, there is a high
degree of assurance that the information was transmitted without error. Protection
against intentional modification can be achieved by encrypting both the transmitted
information and the error detecting code. Authentication is usually performed by
the use of passwords, which are encrypted when transmitted across a network, or by
using biometric methods, such as a scan of a person’s fingerprint or retina. Measures
to ensure availability are described later in this section.

The federal Health Insurance Portability and Accountability Act of 1996 (HIPAA)
and associated federal regulations (45 CFR 164) impose security requirements for
“electronic protected healthcare information.” Goals of the HIPAA regulations are to

1. Ensure the confidentiality, integrity, and availability of all electronic protected
healthcare information

2. Identify and protect against reasonably anticipated threats or hazards to the
security or integrity of the information

3. Protect against reasonably anticipated impermissible uses or disclosures

4. Ensure compliance by the workforce

The security measures described below largely conform to HIPAA security regu-
lations, but do not include all such requirements. Furthermore, the regulations are
subject to change. Hence, a person responsible for a security program should refer
to the current regulations.

A major danger in using a computer is that the operating system, applications
programs, and important information are often stored on a single disk; an accident
could cause all of them to be lost. The primary threats to information and software
on digital storage devices or media are mechanical or electrical malfunction, such
as a disk head crash; human error, such as the accidental deletion of a file or the
accidental formatting of a disk (potentially causing the loss of all information on
the disk); and malicious damage. To reduce the risk of information loss, important
files should be copied (“backed up”) onto magnetic disks, optical disks, or mag-
netic tape at regularly scheduled times, with the backup copies stored in a distant
secure location.
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Programs written with malicious intent are a threat to computers. The most preva-
lent of these are computer viruses. A virus is a string of instructions hidden in a pro-
gram. If a program containing a virus is loaded into a computer and executed, the virus
copies itself into other programs stored on mass storage devices. If a copy of an infected
program is sent to another computer and executed, that computer becomes infected.
Although a virus need not do harm, many deliberately cause damage, such as the dele-
tion of all files on the disk on Friday the 13th. Viruses that are not intended to cause
damage may interfere with the operation of the computer or cause damage because they
are poorly written. A computer cannot be infected with a virus by the importation of
data alone or by the user reading an e-mail message. However, a computer can become
infected if an infected file is attached to an e-mail message and if that file is executed.

Malicious programs also include Trojan horses, programs that are presented as
being of interest so people will load them onto computers, but have hidden purposes;
worms, programs that automatically spread over computer networks; time bombs,
programs or program segments that do something harmful, such as change or delete
information, on a future date; key loggers, programs that record everything typed by
a user, which can later be viewed for information of use, such as login names, pass-
words, and financial and personal information; and password grabbers, programs
that ask people to log in and store the passwords and other login information for
unauthorized use. A virus, worm, or Trojan horse may incorporate a time bomb or
key logger. In 1988, a worm largely brought the Internet to a standstill. The primary
way to reduce the chance of a virus infection or other problem from malicious soft-
ware is to establish a policy forbidding the loading of storage media and software from
untrustworthy sources. Commercial virus-protection software, which searches files
on storage devices and files received over a network for known viruses and removes
them, should be used. The final line of defense, however, is the saving of backup cop-
ies. Once a computer is infected, it may be necessary to reformat all disks and reload
all software and information from the backup copies. A related threat is a denial of
service attack, the bombardment of a computer or network with so many messages
that it cannot function. Denial of service attacks are commonly launched from mul-
tiple computers that are being controlled by malicious software.

Sophisticated computer operating systems provide security features including
password protection and the ability to grant individual users different levels of access
to stored files. Measures should be taken to deny unauthorized users access to your
system. Passwords should be used to deny access, directly and over a network or
a modem. Each user should be granted only the privileges required to accomplish
needed tasks. For example, technologists who acquire and process studies and
interpreting physicians should not be granted the ability to delete or modify system
software files or patient studies, whereas the system manager must be granted full
privileges to all files on the system.

Security measures include administrative, physical, and technical safeguards.
The following is a list of elements in a PACS and teleradiology security plan:

1. Perform a risk analysis.

2. Establish written policies and procedures for information security.

3. Train staff in the policies and procedures.

4. Backups—Maintain copies of important programs and information in case the
data on a single device are lost. Backup copies should be stored in a secure loca-
tion remote from the primary storage.

5. Install commercial anti-virus software on all computers to identify and remove
common viruses and periodically update the software to recognize the signatures
of recent viruses.
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6. Forbid the loading of removable media (e.g., floppy and optical disks from the
homes of staff) and programs from nontrustworthy sources and forbid activating
attachments to unexpected e-mail messages.

7. Authenticate users, directly and over a network or a modem, by passwords. Use

secure passwords.

Terminate promptly the access privileges of former employees.

9. “Log off” workstations, particularly those in nonsecure areas, when not in use.

10. Grant each user only sufficient privileges required to accomplish needed tasks
and only access to information to which the user requires access.

11. Secure transfer—Encrypt information transferred over nonsecure networks.

12. Secure storage—Physically secure media (e.g., store it in a room to which access
is controlled) or encrypt the information on it.

13. Erase information on or destroy removable media and storage devices before
disposal or transfer for reuse. On most operating systems, deleting a file merely
removes the listing of the file from the device directory. The information remains
stored on the device or media.

14. Install “patches” to the operating system to fix security vulnerabilities.

15. Install “firewalls” (described below) at nodes where your LAN is connected to
other networks.

16. Audit trails—FEach access to protected healthcare information must be
recorded.

17. Establish an emergency operations and disaster recovery plan.

@

The goal of availability is to ensure that acquired studies can be interpreted and
stored images can be viewed at all times. Availability is achieved by the use of reli-
able components and media, fault-tolerant and risk-informed design and installation,
provisions for prompt repair, and an emergency operation and disaster recovery plan.
A design that continues to function despite equipment failure is said to be fault toler-
ant. The design of a PACS must take into account the fact that equipment will fail. Fault
tolerance usually implies redundancy of critical components. Not all components are
critical. For example, in a PACS with a central archive connected by a network to mul-
tiple workstations, the failure of a single workstation would have little adverse effect,
but failure of the archive or network could prevent the interpretation of studies.

An essential element of fault tolerance is for the PACS to create and maintain cop-
ies of all information on separate and remote storage devices for backup and disaster
recovery. Offsite storage for disaster recovery, perhaps leased from a commercial ven-
dor, is an option. The value of a study declines with time after its acquisition and so,
therefore, does the degree of protection required against its loss. A very high degree
of protection is necessary until it has been interpreted.

The design of the PACS and the policies and procedures for its use should take
into account the probability and possible consequences of risks, such as human error;
deliberate attempts at sabotage, including computer viruses, worms, and denial of
service attacks; fire; water leaks; and natural disasters such as floods, storms, and
earthquakes. Examples are installing a redundant PACS archive far from the primary
archive, preferably in another building, and, in an area vulnerable to flooding, not
installing a PACS archive in a basement or ground floor of a building.

Provisions for repair of a PACS are important. A failure of a critical component is
less serious if it is quickly repaired. Arrangements for emergency service should be
made in advance of equipment failure.

Computer networks pose significant security challenges. Unauthorized persons
can access a computer over the network and, on some LANs, any computer on the
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network can be programmed to read the traffic. If a network is connected to the
Internet, it is vulnerable to attack by every “hacker” on the planet.

Not only must the confidentiality and integrity of information be protected dur-
ing transmission across a network, but the computers on the network must be pro-
tected from unauthorized access via the network. A simple way to protect a network
is to not connect it to other networks. However, this may greatly limit its usefulness.
For example, at a medical center, it is useful to connect the network supporting a
PACS to the main hospital network. The main hospital network typically provides a
link to the Internet as well.

A firewall can enhance the security of a network or network segment. A firewall is
a program, router, computer, or even a small network that is used to connect two net-
works to provide security. There are many services that can be provided by a firewall.
One of the simplest is packet filtering, in which the firewall examines packets reach-
ing it. It reads their source and destination addresses and the applications for which
they are intended and, based upon rules established by the network administrator,
forwards or discards them. For example, packet filtering can limit which computers
a person outside the firewall can access and can forbid certain kinds of access, such
as FTP and Telnet. Different rules may be applied to incoming and outgoing packets.
Thus, the privileges of users outside the firewall can be restricted without limiting
the ability of users on the protected network to access computers past the firewall.
Firewalls also can maintain records of the traffic across the firewall, to help detect
and diagnose attacks on the network. A firewall, by itself, does not provide complete
protection and thus should merely be part of a comprehensive computer security
program.

SUGGESTED READINGS

American Association of Physicists in Medicine Task Group 18, AAPM On-Line Report No. 03, Assessment
of display performance for medical imaging systems. April 2005.

American College of Radiology, ACR Technical Standard for Electronic Practice of Medical Imaging. ACR
Practice Guidelines and Technical Standards, 2007.

American College of Radiology. ACR—SIIM Practice Guideline for Electronic Medical Information Privacy
and Security. ACR Practice Guidelines and Technical Standards, 2009.

Badano A. Principles of cathode ray tube and liquid crystal display devices. In: Advances in digital
radiography: categorical course in diagnostic radiology physics. Oak Brook, IL: Radiological Society of
North America, 2003:91-102.

Barten PG]J. Contrast sensitivity of the human eye and its effects on image quality. Bellingham, WA: SPIE
Optical Engineering Press, 1999.

Branstetter BF IV. Basics of imaging informatics, part 1. Radiology 2007;243:656-667.

Clunie DA. DICOM implementations for digital radiography. In: Advances in digital radiography: categorical
course in diagnostic radiology physics. Radiological Society of North America, 2003:163-172.

Code of Federal Regulations, 45 CFR Part 164, HIPAA Privacy and Security Regulations.

Cohen MD, Rumreich LL, Garriot KM, et al. Planning for PACS: a comprehensive guide to nontechnical
considerations. ] Am Coll Radiol 2005;2:327-337.

Cusma JT, Wondrow MA, Holmes DR. Image storage considerations in the cardiac catheterization
laboratory. In: Categorical course in diagnostic radiology physics: cardiac catheterization imaging. Oak
Brook, IL: Radiological Society of North America, 1998.

Digital Imaging and Communications in Medicine (DICOM) Part 1: Introduction and Overview, PS
3.1-2011, National Electrical Manufacturers Association, 2011.

Digital Imaging and Communications in Medicine (DICOM) Part 14: Grayscale Standard Display Function,
PS 3.14-2011, National Electrical Manufacturers Association, 2011.

Flynn MG. Visual requirements for high-fidelity display. In: Advances in digital radiography: categorical
course in diagnostic radiology physics. Radiological Society of North America, 2003:103-107.

Myers RL. Display interfaces: Fundamentals and Standards. John Wiley & Sons, Ltd, Chichester, UK,
2003.



Chapter 5 ¢ Medical Imaging Informatics 167

Seibert JA, Filipow LJ, Andriole KP, eds. Practical digital imaging and PACS. Madison, WI: Medical Physics

Publishing, 1999.
Tanenbaum AS, Wetherall DJ. Computer networks. 5th ed. Upper Saddle River, NJ: Prentice Hall PTR,

2010.
Wallis JW, Miller TR, Three-dimensional display in nuclear medicine and radiology. ] Nucl Med 1991;32:

534-546.

SELECTED REFERENCES

Goo JM, Choi JY, et al. Effect of Monitor Luminance and Ambient Light on Observer Performance in
Soft-Copy Reading of Digital Chest Radiographs. Radiology, September 2004, Volume 232 Number

3: 762-766
Krupinski EA. Technology and Perception in the 21st-Century Reading Room. ] Am Coll Radiol 2006;3:

433-440.



Downloaded ofcom Vat-¢ Books.com



Diagnostic Radiology
H B



Downloaded ofcom Vat-¢ Books.com



CHAPTER

X-ray Production, X-ray Tubes,
and X-ray Generators

X-rays are produced when highly energetic electrons interact with matter, converting
some of their kinetic energy into electromagnetic radiation. A device that produces
x-rays in the diagnostic energy range typically contains an electron source, an evacuated
path for electron acceleration, a target electrode, and an external power source to provide
a high voltage (potential difference) to accelerate the electrons. Specifically, the x-ray tube
insert contains the electron source and target within an evacuated glass or metal enve-
lope; the tube housing provides protective radiation shielding and cools the x-ray tube
insert; the x-ray generator supplies the voltage to accelerate the electrons; x-ray beam
filters at the tube port shape the x-ray energy spectrum; and collimators define the size
and shape of the x-ray field incident on the patient. The generator also permits control
of the x-ray beam characteristics through the selection of voltage, current, and exposure
time. These components work in concert to create a beam of x-ray photons of well-
defined intensity, penetrability, and spatial distribution. In this chapter, the x-ray creation
process, characteristics of the x-ray beam, and equipment components are discussed.

Production of X-rays

Bremsstrahlung Spectrum

X-rays are created from the conversion of kinetic energy of electrons into electromagnetic
radiation when they are decelerated by interaction with a target material. A simplified
diagram of an x-ray tube (Fig. 6-1) illustrates these components. For diagnostic radiol-
ogy, a large electric potential difference (the SI unit of potential difference is the volt, V)
of 20,000 to 150,000 V (20 to 150 kV) is applied between two electrodes (the cathode
and the anode) in the vacuum. The cathode is the source of electrons, and the anode, with
a positive potential with respect to the cathode, is the target of electrons. As electrons
from the cathode travel to the anode, they are accelerated by the voltage between the
electrodes and attain kinetic energies equal to the product of the electrical charge and
potential difference (see Appendix A). A common unit of energy is the electron volt (eV),
equal to the energy attained by an electron accelerated across a potential difference of 1
V. Thus, the kinetic energy of an electron accelerated by a potential difference of 50 kV is
50 keV. One eV is a very small amount of energy, as there are 6.24 X 10'® eV/].

On impact with the target, the kinetic energy of the electrons is converted to
other forms of energy. The vast majority of interactions are collisional, whereby energy
exchanges with electrons in the target give rise to heat. A small fraction of the acceler-
ated electrons comes within the proximity of an atomic nucleus and is influenced by its
positive electric field. As discussed in Chapter 3, electrical (Coulombic) forces attract
and decelerate an electron and change its direction, causing a loss of kinetic energy,
which is emitted as an x-ray photon of equal energy (i.e., bremsstrahlung radiation).
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M FIGURE 6-1 Minimum requirements for x-ray production include a source and target of electrons, an evacu-
ated envelope, and connection of the electrodes to a high-voltage source.

The amount of energy lost by the electron and thus the energy of the result-
ing x-ray are determined by the distance between the incident electron and
the target nucleus, since the Coulombic force is proportional to the inverse
of the square of the distance. At relatively large distances from the nucleus,
the Coulombic attraction is weak; these encounters produce low x-ray energies
(Fig. 6-2, electron no. 3). At closer interaction distances, the force acting on
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M FIGURE 6-2 Bremsstrahlung radiation arises from energetic electron interactions with an atomic nucleus of
the target material. In a “close” approach, the positive nucleus attracts the negative electron, causing decelera-
tion and redirection, resulting in a loss of kinetic energy that is converted to an x-ray. The x-ray energy depends
on the interaction distance between the electron and the nucleus; it decreases as the distance increases.
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the electron increases, causing a greater deceleration; these encounters produce
higher x-ray energies (see Fig. 6-2, electron no. 2). A nearly direct impact of
an electron with the target nucleus results in loss of nearly all of the electron’s
kinetic energy (see Fig. 6-2, electron no. 1). In this rare situation, the highest
x-ray energies are produced.

The probability of electron interactions that result in production of x-ray
energy E is dependent on the radial interaction distance, r, from the nucleus,
which defines a circumference, 2mwr. With increasing distance from the nucleus,
the circumference increases, and therefore the probability of interaction increases,
but the x-ray energy decreases. Conversely, as the interaction distance, r, decreases,
the x-ray energy increases because of greater electron deceleration, but the prob-
ability of interaction decreases. For the closest electron-atomic nuclei interactions,
the highest x-ray energies are produced. However, the probability of such an inter-
action is very small, and the number of x-rays produced is correspondingly small.
The number of x-rays produced decreases linearly with energy up to the maximal
x-ray energy, which is equal to the energy of the incident electrons. A bremsstrahl-
ung spectrum is the probability distribution of x-ray photons as a function of pho-
ton energy (keV). The unfiltered bremsstrahlung spectrum (Fig. 6-3A) shows an
inverse linear relationship between the number and the energy of the x-rays pro-
duced, with the highest x-ray energy determined by the peak voltage (kV) applied
across the x-ray tube. A typical filtered bremsstrahlung spectrum (Fig. 6-3B) has
no x-rays below about 10 keV; the numbers increase to a maximum at about one
third to one half the maximal x-ray energy and then decrease to zero as the x-ray
energy increases to the maximal x-ray energy. Filtration in this context refers to the
removal of x-rays by attenuation in materials that are inherent in the x-ray tube
(e.g., the glass window of the tube insert), as well as by materials that are purpose-
fully placed in the beam, such as thin aluminum and copper sheets, to remove
lower energy x-rays and adjust the spectrum for optimal low-dose imaging (see
Section 6.7).

Major factors that affect x-ray production efficiency include the atomic num-
ber of the target material and the kinetic energy of the incident electrons. The
approximate ratio of radiative energy loss caused by bremsstrahlung production to

90 kVp operational voltage M FIGURE 6-3 The bremsstrahlung
energy distribution fora 90-kV accel-
eration potential difference. The
(a) Unfiltered bremsstrahlung unfiltered bremsstrahlung spectrum
/ spectrum (@) shows a greater probability of

low-energy x-ray photon produc-
tion that is inversely linear with
energy up to the maximum energy
of 90 keV. The filtered spectrum (b)
shows the preferential attenuation
of the lowest-energy x-ray photons.
The vertical arrow (c) indicates the
average energy of the spectrum,
which is typically 1/3 to 1/2 the
maximal energy.

(b) Filtered bremsstrahlung
spectrum

90 keV maximal
photon energy

(©

1
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collisional (excitation and ionization) energy loss within the diagnostic x-ray energy
range (potential difference of 20 to 150 kV) is expressed as follows:

Radiative energy loss _  ExZ [6-1]

Collisional energy loss ~ 820,000

where E, is the kinetic energy of the incident electrons in keV, and Z is the atomic
number of the target electrode material. The most common target material is tung-
sten (W, Z = 74); in mammography, molybdenum (Mo, Z = 42) and rhodium (Rh,
Z = 45) are also used. For 100-keV electrons impinging on tungsten, the approxi-
mate ratio of radiative to collisional losses is (100 X 74)/820,000 = 0.009 = 0.9%;
therefore, more than 99% of the incident electron energy on the target electrode
is converted to heat and nonuseful low-energy electromagnetic radiation. At much
higher electron energies produced by radiation therapy systems (millions of elec-
tron volts), the efficiency of x-ray production is dramatically increased. However,
Equation 6-1 is not applicable beyond diagnostic imaging x-ray energies.

Characteristic X-ray Spectrum

In addition to the continuous bremsstrahlung x-ray spectrum, discrete x-ray energy
peaks called “characteristic radiation” can be present, depending on the elemental
composition of the target electrode and the applied x-ray tube voltage. Electrons in
an atom are distributed in shells, each of which has an electron binding energy. The
innermost shell is designated the K shell and has the highest electron binding energy,
followed by the L, M, and N shells, with progressively less binding energy. Table 6-1
lists the common anode target materials and the corresponding binding energies of
their K, L, and M electron shells. The electron binding energies are “characteristic”
of the elements. When the energy of an incident electron, determined by the voltage
applied to the x-ray tube, exceeds the binding energy of an electron shell in a target
atom, a collisional interaction can eject an electron from its shell, creating a vacancy.
As discussed in Chapter 2, an outer shell electron with less binding energy immedi-
ately transitions to fill the vacancy, and a characteristic x-ray is emitted with an energy
equal to the difference in the electron binding energies of the two shells (Fig. 6-4).

For tungsten, an L-shell (binding energy = 10.2 keV) electron transition to fill a
K-shell (binding energy = 69.5 keV) vacancy produces a characteristic x-ray with a
discrete energy of

E,—E, =0695keV —10.2keV =593 keV

Electron transitions occur from adjacent and nonadjacent electron shells in the
atom, giving rise to several discrete characteristic energy peaks superimposed on the

TABLE 6-1 ELECTRON BINDING ENERGIES (KeV)
OF COMMON X-RAY TUBE TARGET

MATERIALS
ELECTRON SHELL  TUNGSTEN MOLYBDENUM RHODIUM
K 69.5 20.0 23.2
L 12.1/11.5/10.2 2.8/2.6/2.5 3.4/3.1/3.0

M 2.8-1.9 0.5-0.4 0.6-0.2
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Ejected K-shell electron M FIGURE 6-4 Generation of a char-

") acteristic x-ray in a target atom occurs
in the following sequence: (1) The inci-
dent electron interacts with the K-shell
electron via a repulsive electrical force.
(2) The K-shell electron is removed
(only if the energy of the incident elec-
tron is greater than the K-shell bind-
ing energy), leaving a vacancy in the
K-shell. (3) An electron from the adja-
cent L-shell (or possibly a different shell)

Target atom

! fills the vacancy. (4) A K characteristic
x-ray photon is emitted with energy

- equal to the difference between the

© binding energies of the two shells. In
Rebounding this case, a 59.3-keV photon is emitted.

incident electron

Characteristic X-ray 4

bremsstrahlung spectrum. Characteristic x-rays are designated by the shell in which
the electron vacancy is filled, and a subscript of a or 8 indicates whether the electron
transition is from an adjacent shell (a) or nonadjacent shell (B). For example, K,
refers to an electron transition from the L to the K shell, and K, refers to an electron
transition from the M, N, or O shell to the K shell. A K, x-ray is more energetic than
a K x-ray. Characteristic x-rays other than those generated by K-shell transitions are
too low in energy for any useful contributions to the image formation process and are
undesirable for diagnostic imaging. Table 6-2 lists electron shell binding energies and
corresponding K-shell characteristic x-ray energies of W, Mo, and Rh anode targets.
Characteristic K x-rays are produced only when the electrons impinging on the
target exceed the binding energy of a K-shell electron. x-Ray tube voltages must there-
fore be greater than 69.5 kV for W targets, 20 kV for Mo targets, and 23 kV for Rh
targets to produce K characteristic x-rays. In terms of intensity, as the x-ray tube voltage
increases, so does the ratio of characteristic to bremsstrahlung x-rays. For example, at
80 kV, approximately 5% of the total x-ray output intensity for a tungsten target is com-
posed of characteristic radiation, which increases to about 10% at 100 kV. Figure 6-5
illustrates a bremsstrahlung plus characteristic radiation spectrum. In mammography,
characteristic x-rays from Mo and Rh target x-ray tubes are particularly useful in opti-
mizing image contrast and radiation dose (See Chapter 8 for further information).

TABLE 6-2 K-SHELL CHARACTERISTIC X-RAY
ENERGIES (keV) OF COMMON X-RAY
TUBE TARGET MATERIALS

SHELL TRANSITION TUNGSTEN MOLYBDENUM RHODIUM
K, 59.32 17.48 20.22
K, 57.98 17.37 20.07
K 67.24 19.61 22.72

B1

Note: Only prominent transitions are listed. The subscripts 1 and 2 represent
energy levels that exist within each shell.
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M FIGURE 6-5 The filtered spectrum
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radiation from a tungsten target with
a potential difference of 90 kV illus-
trates specific characteristic radiation
energies from K and K| transitions.
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matter) is discussed in Section 6.5.

M FIGURE 6-6 A diagram of the
major components of a modern
x-ray tube and housing assembly is

shown.
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X-ray Tubes

The x-ray tube provides an environment for the production of bremsstrahlung and
characteristic x-rays. Major tube components are the cathode, anode, rotor/stator, glass
or metal envelope, tube port, cable sockets, and tube housing, illustrated in Figure 6-6.
An actual x-ray tube showing the x-ray tube insert and part of the housing is shown
in Figure 6-7. The x-ray generator (Section 6.3) supplies the power and permits
selection of tube voltage, tube current, and exposure time. Depending upon the type
of imaging examination and the characteristics of the anatomy being imaged, the
x-ray tube voltage is set to values from 40 to 150 kV for diagnostic imaging, and 25
to 40 kV for mammography. The x-ray tube current, measured in milliamperes (mA),
is proportional to the number of electrons per second flowing from the cathode to
the anode, where 1 mA = 6.24 X 10" electrons/s. For continuous fluoroscopy, the
tube current is relatively low, from 1 to 5 mA, and for projection radiography, the
tube current is set from 50 to 1,200 mA in conjunction with short exposure times
(typically less than 100 ms). (In pulsed fluoroscopy, the tube current is commonly
delivered in short pulses instead of being continuous; the average tube current is
typically in the range of 10 to 50 mA, while the overall number of electrons deliv-
ered through the tube is about the same per image.) The kV, mA, and exposure time
are the three major selectable parameters on the x-ray generator control panel that

Cable sockets

X-ray tube insert

/

Anode rotor

Transformer oil Stator windings

Cathode ‘ Anode
Output port

Lead shielding
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M FIGURE 6-7 Picture of an x-ray tube insert and partially cut-away housing, shows the various components
of the x-ray tube. For this housing, the lead shielding thickness is 2 mm.

determine the x-ray beam characteristics. Often, the product of the tube current and
exposure time are considered as one entity, the mAs (milliampere-second; techni-
cally, mAs is a product of two units but, in common usage, it serves as a quantity).
These parameters are discussed further in the following sections.

Cathode

The cathode is the negative electrode in the x-ray tube, comprised of a filament or
filaments and a focusing cup (Fig. 6-8). A filament is made of tungsten wire wound in
a helix, and is electrically connected to the filament circuit, which provides a voltage
of approximately 10 V and variable current up to 7,000 mA (7 A). Most x-ray tubes
for diagnostic imaging have two filaments of different lengths, each positioned in a
slot machined into the focusing cup, with one end directly connected to the focusing
cup, and the other end electrically insulated from the cup by a ceramic insert. Only
one filament is energized for an imaging examination. On many x-ray systems, the
small or the large filament can be manually selected, or automatically selected by the
x-ray generator depending on the technique factors (kV and mAs).

When energized, the filament circuit heats the filament through electrical resis-
tance, and the process of thermionic emission releases electrons from the filament
surface at a rate determined by the filament current and corresponding filament
temperature. Heat generated by resistance to electron flow in the filament raises the
temperature to a point where electrons can leave the surface. However, electrons
flow from the cathode to the anode only when the tube voltage is applied between these
electrodes. The numbers of electrons that are available are adjusted by the filament
current and filament temperature, as shown in Figure 6-9, where small changes in
the filament current can produce relatively large changes in tube current. Output
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B FIGURE 6-8 The x-ray tube
cathode structure consists of the fila-
ments and the focusing (or cathode)
cup. Current from the filament circuit
heats a filament, which releases elec-
trons by thermionic emission.
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of the x-ray tube is emission-limited, meaning that the filament current determines
the x-ray tube current; at any kV, the x-ray flux is proportional to the tube current.
Higher tube voltages also produce slightly higher tube current for the same filament
current. A filament current of 5 A at a tube voltage of 80 kV produces a tube current
of about 800 mA, whereas the same filament current at 120 kV produces a tube cur-
rent of about 1,100 mA.

In most x-ray tubes, the focusing cup is maintained at the same potential differ-
ence as the filament relative to the anode, and at the edge of the slot, an electric field
exists that repels and shapes the cloud of emitted electrons from the filament surface.
As a large voltage is applied between the cathode and anode in the correct polarity,
electrons are accelerated into a tight distribution and travel to the anode, striking a
small area called the focal spot (Fig. 6-10). The focal spot dimensions are determined
by the length of the filament in one direction and the width of electron distribution
in the perpendicular direction.

A biased x-ray tube has a focusing cup totally insulated from the filament wires
so that its voltage is independent of the filament. Because high voltages are applied

M FIGURE 6-9 Relationship of tube
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M FIGURE 6-10 The focusing cup shapes the electron distribution when it is at the same voltage as the
filament (left). Isolation of the focusing cup from the filament and application of a negative bias voltage
(~ =100 V) reduces electron distribution further by increasing the repelling electric fields surrounding the fila-
ment and modifying the electron trajectories (middle). At the top are typical electron distributions incident on
the target anode (the focal spot) for the unbiased and biased focusing cups. Application of —=4,000 V on an
isolated focusing cup completely stops electron flow, even with high voltage applied on the tube; this is known
as a grid biased or grid pulsed tube (right).

to the cathode, electrical insulation of the focusing cup and the bias supply voltage
is necessary, and can add significant expense to the x-ray system. A voltage of about
100 V negative is applied with respect to the filament voltage to further reduce the
spread of electrons and produce a smaller focal spot width (Fig. 6-10 middle). Even
greater negative applied voltage (about —4,000 V) to the focusing cup actually stops
the flow of electrons, providing a means to rapidly switch the x-ray beam on and off
(Fig. 6-10 right); a tube with this capability is referred to as a grid-biased x-ray tube.
Grid-biased x-ray tube switching is used by more expensive fluoroscopy systems
for pulsed fluoroscopy and angiography to rapidly and precisely turn on and turn
off the x-ray beam. This eliminates the build-up delay and turnoff lag of x-ray tubes
switched at the generator, which cause motion artifacts and produce lower average
x-ray energies and unnecessary patient dose.

Ideally, a focal spot would be a point, eliminating geometric blurring. However,
such a focal spot is not possible and, if it were, would permit only a tiny tube cur-
rent. In practice, a finite focal spot area is used with an area large enough to permit a
sufficiently large tube current and short exposure time. For magnification studies, a
small focal spot is necessary to limit geometric blurring and achieve adequate spatial
resolution (see Figure 6-16 and Chapter 7 on magnification).

Anode

The anode is a metal target electrode that is maintained at a large positive potential
difference relative to the cathode. Electrons striking the anode deposit most of their
energy as heat, with only a small fraction emitted as x-rays. Consequently, the pro-
duction of x-rays, in quantities necessary for acceptable image quality, generates a
large amount of heat in the anode. To avoid heat damage to the x-ray tube, the rate
of x-ray production (proportional to the tube current) and, at large tube currents,
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the duration of x-ray production, must be limited. Tungsten (W, Z = 74) is the most
widely used anode material because of its high melting point and high atomic num-
ber. A tungsten anode can handle substantial heat deposition without cracking or
pitting of its surface. An alloy of 10% rhenium and 90% tungsten provides added
resistance to surface damage. Tungsten provides greater bremsstrahlung production
than elements with lower atomic numbers (Equation 6-1).

Molybdenum (Mo, Z = 42) and thodium (Rh, Z = 45) are used as anode materials
in mammographic x-ray tubes. These materials provide useful characteristic x-rays
for breast imaging (see Table 6-2). Mammographic tubes are described further in
Chapter 8.

Anode Configurations: Stationary and Rotating

A simple x-ray tube design has a stationary anode, consisting of a tungsten insert
embedded in a copper block (Fig. 6-11). Copper serves a dual role: it mechanically
supports the insert and efficiently conducts heat from the tungsten target. However,
the small area of the focal spot on the stationary anode limits the tube current and
x-ray output that can be sustained without damage from excessive temperature. Den-
tal x-ray units and some low-output mobile x-ray machines and mobile fluoroscopy
systems use fixed anode x-ray tubes.

Rotating anodes are used for most diagnostic x-ray applications, mainly because
of greater heat loading and higher x-ray intensity output. This design spreads the
heat over a much larger area than does the stationary anode design, permitting much
larger tube currents and exposure durations. The anode is a beveled disk mounted
on a rotor assembly supported by bearings in the x-ray tube insert (Fig. 6-12). The
rotor consists of copper bars arranged around a cylindrical iron core. A donut-shaped
stator device, comprised of electromagnets, surrounds the rotor and is mounted out-
side of the x-ray tube insert. Alternating current (AC), the periodic reversal of elec-
tron movement in a conductor, passes through the stator windings and produces a
rotating magnetic field (see electromagnetic induction, Section 6.3). This induces an
electrical current in the rotor’s copper bars, which creates an opposing magnetic field
that causes it to spin. Rotation speeds are 3,000 to 3,600 (low speed) or 9,000 to
10,000 (high speed) revolutions per minute (rpm). X-ray systems are designed such
that the x-ray tube will not be energized if the anode is not at full speed; this is the
cause for the short delay (1 to 2 s) when the x-ray tube exposure button is pushed.

Rotor bearings are heat sensitive and are often the cause of x-ray tube failure.
Bearings require special heat insensitive, nonvolatile lubricants because of the vac-
uum inside the x-ray tube insert and also require thermal insulation from the anode,
achieved by using a molybdenum (a metal with poor heat conductivity) stem attach-
ing the anode to the rotor. Most rotating anodes are cooled by infrared radiation
emission, transferring heat to the x-ray tube insert and to the surrounding oil bath

M FIGURE 6-11 The anode of a  Evacuated

fixed anode x-ray tube consists of a  glass housing
tungsten insert mounted in a cop-
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the tungsten target by conduction
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M FIGURE 6-12 The anode of a rotat-
ing anode x-ray tube is a tungsten
disk mounted on a bearing-supported
rotor assembly (front view, top left;
side view, top right). The rotor con-
sists of a copper and iron laminated
core and forms part of an induction
motor. The other component is the
stator, which exists outside of the
insert, top right. A molybdenum
stem (molybdenum is a poor heat
conductor) connects the rotor to the
anode to reduce heat transfer to the
rotor bearings (bottom).

and tube housing. In imaging situations demanding higher heat loads and more rapid
cooling, such as interventional fluoroscopy and computed tomography (CT), sophis-
ticated designs with externally mounted bearings and oil or water heat exchangers
are employed (see special x-ray tube designs in this section).

The focal track area of the rotating anode is approximately equal to the product of
the circumferential track length (27r) and the track width (Ar), where r is the radial
distance from the axis of the x-ray tube to the center of the track (Fig. 6-13). Thus,
a rotating anode with a 5-cm focal track radius and a 1-mm track width provides a
focal track with an annular area 314 times greater than that of a fixed anode with a
focal spot area of 1 X 1 mm. The allowable instantaneous heat loading depends on

Side view of anode and cathode

Rotating Anode

Central Axis

Focal spot “true” length

Focal spot “effective” length

Front view of anode

Focal track

Rotation

Focal area—>! |
L N Wwidth
Projected focal spot “effective” size
Looking down central axis

B FIGURE 6-13 The anode (target) angle, 6, is defined as the angle of the target surface in relation to the
central ray. The focal spot length, as projected down the central axis, is foreshortened, according to the line

focus principle (lower right).
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the anode rotation speed and the focal spot area. Faster rotation distributes the heat
load over a greater portion of the focal track area for short exposure times. A larger
focal spot allows a greater x-ray beam intensity but causes a loss of spatial resolution
that increases with distance of the imaged object from the image receptor. A large
focal spot, which permits high x-ray output and short exposure times, should be
used in situations where motion is expected to be a problem and geometric magnifi-
cation is small (the object is close to the image receptor).

Anode Angle, Field Coverage, and Focal Spot Size

The anode angle is defined as the angle of the target surface with respect to the
central ray (central axis) in the x-ray field (Fig. 6-13, left diagram). Anode angles in
diagnostic x-ray tubes typically range from 7 to 20 degrees, with 12- to 15-degree
angles being most common. Major factors affected by the anode angle include the
effective focal spot size, tube output intensity, and x-ray field coverage provided at a
given focal spot to detector distance.

The actual focal spot size is the area on the anode that is struck by electrons, and
is primarily determined by the length of the cathode filament and the width of the
focusing cup slot. However, the projected length of the focal spot area at the x-ray
field central ray is much smaller, because of geometric foreshortening of the distri-
bution from the anode surface. Thus, the effective and actual focal spot lengths are
geometrically related as

Effective focal length = Actual focal length X sin 6 [6-2]

where 6 is the anode angle. Foreshortening of the focal spot length at the central ray
is called the line focus principle, as described by Equation 6-2. An ability to have a
smaller effective focal spot size for a large actual focal spot increases the power load-
ings for smaller effective focal spot sizes.

EXAMPLE 1: The actual anode focal area for a 20-degree anode angle is 4 mm (length) by
1.2 mm (width). What is the projected focal spot size at the central axis position?

Answer: Effective length = actual length X sin 6 = 4 mm X sin 20 degrees = 4 mm X 0.34 =
1.36 mm; therefore, the projected focal spot size is 1.36 mm (length) by 1.2 mm (width).

EXAMPLE 2: If the anode angle in Example 1 is reduced to 10 degrees and the actual focal spot
size remains the same, what is the projected focal spot size at the central axis position?

Answer: Effective length =4 mm X sin 10 degrees =4 mm X 0.174 = 0.69 mm,; thus, the smaller
anode angle results in a projected size of 0.69 mm (length) by 1.2 mm (width) for the same actual
target area.

As the anode angle decreases (approaches 0 degrees), the effective focal spot
becomes smaller for the same actual focal area, providing better spatial resolution
of the object when there is geometric image magnification. Also, for larger actual
focal areas, greater x-ray output intensity with shorter exposure times is possible.
However, a small anode angle limits the usable x-ray size at a given source to image
receptor distance, because of cutoff of the beam on the anode side of the beam. Field
coverage is also less for short focus-to-detector distances (Fig. 6-14). Therefore, the
optimal anode angle depends on the clinical imaging application. A small anode
angle (~7 to 9 degrees) is desirable for small field-of-view devices, such as some small
fluoroscopy detectors, where field coverage is limited by the image receptor diameter
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M FIGURE 6-14 Field coverage and effective focal spot length vary with the anode angle. A. A large anode
angle provides good field coverage at a given distance; however, to achieve a small effective focal spot, a
small actual focal area limits power loading. B. A large anode angle provides good field coverage, and achieve-
ment of high power loading requires a large focal area; however, geometric blurring and image degradation
occur. C. A small anode angle limits field coverage at a given distance; however, a small effective focal spot is
achieved with a large focal area for high power loading.

(e.g., 23 cm). Larger anode angles (~12 to 15 degrees) are necessary for general
radiographic imaging to achieve sufficiently large field area coverage at typical focal
spot-to-detector distances such as 100 cm.

The effective focal spot length varies with the position in the image plane, in the
anode-cathode (A-C) direction. Toward the anode side of the field, the projected
length of the focal spot shortens, whereas it lengthens towards the cathode side of
the field (Fig. 6-15). The width of the focal spot does not change appreciably with
position in the image plane. Nominal focal spot size (width and length) is specified
at the central ray of the beam, from the focal spot to the image receptor, perpen-
dicular to the anode-cathode axis and bisecting the plane of the image receptor.
x-Ray mammography is an exception, where “half-field” geometry is employed, as
explained in Chapter 8.

Measurement and verification of focal spot size can be performed in several ways.
Common tools for measuring focal spot size are the pinhole camera, slit camera, star pat-
tern, and resolution bar pattern (Fig. 6-16). The pinhole camera uses a very small circular
aperture (10 to 30 wm diameter) in a thin, highly attenuating metal (e.g., lead, tungsten,
or gold) disk to project a magnified image of the focal spot onto an image receptor. With
the pinhole camera positioned on the central axis between the x-ray source and detector,
an image of the focal spot is recorded. Figure 6-16E shows magnified (2 X) pinhole pic-
tures of the large (top row) and small (bottom row) focal spots with a typical “bi-gaussian”
intensity distribution. Correcting for the known image magnification allows measure-
ment of the focal spot dimensions. The slit camera consists of a highly attenuating metal
(usually tungsten) plate with a thin slit, typically 10 wm wide. In use, the slit camera is
positioned above the image receptor, with the center of the slit on the central axis, and
with the slit either parallel or perpendicular to the A-C axis. Measuring the width of the
x-ray distribution in the image and correcting for magnification yields one dimension of
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M FIGURE 6-15 Variation of the effective focal spot size in the image field occurs along the anode-cathode
direction. Focal spot distributions are plotted as a function of projection angle in degrees from the central axis,
the parallel (vertical axis), and the perpendicular (horizontal axis).

the focal spot. A second radiograph, taken with the slit perpendicular to the first, yields
the other dimension of the focal spot, as shown in Figure 6-16F The star pattern test tool
(Fig. 6-16G) contains a radial pattern of lead spokes of diminishing width and spacing
on a thin plastic disk. Imaging the star pattern at a known magnification and measuring
the distance between the outermost blur patterns (location of the outermost unresolved
spokes as shown by the arrows) on the image allows the calculation of the effective
focal spot dimensions in the directions perpendicular and parallel to the A-C axis.
A large focal spot will have a greater blur diameter than a small focal spot, as shown
in the figure. A resolution bar pattern is a simple tool for evaluation of focal spot size
(Fig. 6-16H). Bar pattern images demonstrate the effective resolution parallel and per-
pendicular to the A-C axis for a given magnification geometry, determined from the
number of the bar pattern that can be resolved.

The National Electrical Manufacturers Association (NEMA) has published
tolerances for measured focal spot sizes. For focal spot nominal (indicated) sizes less
than 0.8 mm, the measured focal spot size can be larger by 50% (e.g., for a 0.6-mm
focal spot, the measured size can be up to 0.9 mm), but not smaller than the nomi-
nal size. For focal spots between 0.8 and 1.5 mm nominal size, the measured focal
spot size can be 0% smaller to 40% larger; and for focal spots greater than 1.5 mm,
0% smaller to 30% larger.

Focal spot “blooming” is an increase in the size of the focal spot resulting from
high tube current (mA), and is caused by electron repulsion in the electron beam
between the cathode and anode. It is most pronounced at low kVs. Focal spot “thin-
ning” is a slight decrease in the measured size with increasing kV (electron repulsion
and spreading in the x-ray tube is reduced). NEMA standards require measurement
at 75 kV using 50% of the maximal rated mA for each focal spot.

Heel Effect

The heel effect refers to a reduction in the x-ray beam intensity toward the anode side
of the x-ray field (Figure 6-17), caused by the greater attenuation of x-rays directed
toward the anode side of the field by the anode itself. The heel effect is less promi-
nent with a longer source-to-image distance (SID). Since the x-ray beam intensity is
greater on the cathode side of the field, the orientation of the x-ray tube cathode over
thicker parts of the patient can result in a better balance of x-ray photons transmitted
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M FIGURE 6-16 Various tools allow measurement of the focal spot size, either directly or indirectly. A and E:
Pinhole camera and images. B and F: Slit camera and images. C and G: Star pattern and images. D and H: Resolu-
tion bar pattern and images. For E-H, the top row of images represents the measurements of the large focal spot
(1.2 mm X 1.2 mm), and the bottom row the small focal spot (0.6 mm X 0.6 mm). The star and bar patterns
provide an “equivalent” focal spot dimension based upon the resolvability of the equivalent spatial frequencies.

through the patient and onto the image receptor. For example, the preferred orienta-
tion of the x-ray tube for a chest x-ray of a standing patient would be with the A-C
axis vertical, and the cathode end of the x-ray tube down.

Off-Focal Radiation

Off-focal radiation results from electrons that scatter from the anode, and are
re-accelerated back to the anode, outside of the focal spot area. These electrons cause
low-intensity x-ray emission over the entire face of the anode, as shown in Figure 6-18,
increasing patient exposure, causing geometric blurring, reducing image contrast, and
increasing random noise. A small lead collimator aperture placed near the x-ray tube
output port can reduce off-focal radiation by intercepting x-rays that are produced
away from the focal spot. An x-ray tube that has a metal enclosure and the anode at
electrical ground potential will have less off-focal radiation, because many of the scat-
tered electrons are attracted to the metal envelope instead of the anode.
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M FIGURE 6-17 The heel effect is a loss of intensity on the anode side of the x-ray field of view. It is caused by
attenuation of the x-ray beam by the anode. Upper right is an expanded view that shows electrons interact-
ing at depth within the anode and the resultant “self attenuation” of produced x-rays that have a trajectory
towards the anode side of the field.

X-ray Tube Insert

The x-ray tube insert contains the cathode, anode, rotor assembly, and support struc-
tures sealed in a glass or metal enclosure under a high vacuum. The high vacuum
prevents electrons from colliding with gas molecules and is necessary in most
electron beam devices. As x-ray tubes age, trapped gas molecules percolate from

M FIGURE 6-18 Off-focal radiation is produced from
back-scattered electrons that are re-accelerated to the
anode outside the focal spot. This causes a low-intensity,
widespread radiation distribution pattern. Hotspots out-
side the focal spot indicate areas where the electrons
are more likely to interact.

Pinhole

Off-focal radiation distribution
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tube structures and degrade the vacuum. A “getter” circuit is used to trap gas in the
insert and to maintain the vacuum.

X-rays are emitted in all directions from the focal spot; however, the x-rays that
emerge through the tube port constitute the useful beam. Except for mammography
and special-purpose x-ray tubes, the port is typically made of the same material as
the tube enclosure. Mammography tubes use beryllium (Z = 4) in the port to mini-
mize absorption of the low-energy x-rays used in mammography.

X-ray Tube Housing

The x-ray tube housing supports, insulates, and protects the x-ray tube insert from
the environment. Between the x-ray tube insert and housing is oil that provides heat
conduction and electrical insulation. In many radiographic x-ray tubes, an expand-
ing bellows inside the housing accommodates oil expansion due to heat absorption
during operation. If the oil heats excessively, a microswitch disables the operation
of the x-ray tube until sufficient cooling has occurred. X-ray tubes used in inter-
ventional fluoroscopy and CT commonly have heat exchangers to allow prolonged
operation at high output.

Lead shielding inside the housing attenuates nearly all x-rays that are not directed
to the tube port (see Fig. 6-7 for the typical lead sheet thickness and location within
the housing). A small fraction of these x-rays, known as leakage radiation, penetrates
the housing. Federal regulations (21 CFR 1020.30) require manufacturers to pro-
vide sufficient shielding to limit the leakage radiation exposure rate to 0.88 mGy air
kerma per hour (equivalent to 100 mR/h) at 1 m from the focal spot when the x-ray
tube is operated at the leakage technique factors for the x-ray tube. Leakage tech-
niques are the maximal operable kV (kV__, typically 125 to 150 kV) at the highest
possible continuous current (typically 3 to 5 mA at kV,__for most diagnostic tubes).
Each x-ray tube housing assembly has a maximal rated tube potential that must not
be exceeded during clinical operation of the x-ray tube source assembly. The x-ray
equipment is designed to prevent the selection of x-ray tube kV greater than the
maximal rating.

Collimators

Collimators adjust the size and shape of the x-ray field emerging from the tube port.
The collimator assembly typically is attached to the tube housing at the tube port
with a swivel joint. Two pairs of adjustable parallel-opposed lead shutters define a
rectangular x-ray field (Fig. 6-19). In the collimator housing, a beam of light reflected
by a mirror of low x-ray attenuation mimics the x-ray beam. Thus, the collimation of
the x-ray field is identified by the collimator’s shadows. Federal regulations (21 CFR
1020.31) require that the light field and x-ray field be aligned so that the sum of the
misalignments, along either the length or the width of the field, is within 2% of the
SID. For example, at a typical SID of 100 cm (40 inches), the sum of the misalign-
ments between the light field and the x-ray field at the left and right edges must not
exceed 2 cm, and the sum of the misalignments at the other two edges also must not
exceed 2 cm.

Positive beam limitation (PBL) collimators automatically limit the field size
to the useful area of the detector. Mechanical sensors in the film cassette holder
detect the cassette size and location and automatically adjust the collimator
blades so that the x-ray field matches the cassette dimensions. Adjustment to a
smaller field area is possible; however, a larger field area requires disabling the
PBL circuit.
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M FIGURE 6-19 The x-ray tube collimator assembly is attached to the housing at the tube port, typically on a
collar that allows it to be rotated. A light source, positioned at a virtual focal spot location, illuminates the field
from a 45-degree angle mirror. Lead collimator blades define both the x-ray and light fields.

Special X-ray Tube Designs

A grid-biased tube has a focusing cup that is electrically isolated from the cathode
filament and maintained at a more negative voltage. When the bias voltage is suf-
ficiently large, the resulting electric field stops the tube current. Turning off the grid
bias allows the tube current to flow and x-rays to be produced. Grid biasing requires
approximately —4,000 V applied to the focusing cup with respect to the filament
to switch the x-ray tube current off (see Fig. 6-10). The grid-biased tube is used in
applications such as pulsed fluoroscopy and cine-angiography, where rapid x-ray
pulsing is necessary. Biased x-ray tubes are significantly more expensive than con-
ventional, nonbiased tubes.

Mammography tubes are designed to provide the low-energy x-rays necessary to
produce optimal mammographic images. As explained in Chapter 8, the main differ-
ences between a dedicated mammography tube and a conventional x-ray tube are the
target materials (molybdenum, rhodium, and tungsten), the output port (beryllium
versus glass or metal insert material), the smaller effective focal spot sizes (typically
0.3 and 0.1 mm nominal focal spot sizes), and the use of grounded anodes.

X-ray tubes for interventional fluoroscopy and CT require high instantaneous x-ray
output and high heat loading and rapid cooling. Furthermore, in CT, with the fast x-ray
tube rotation (as low as 0.3 s for a complete rotation about the patient) and the tremen-
dous mechanical forces it places on the CT tube, planar surface cathode emitter designs
different than the common helical filaments and enhanced bearing support for the rotat-
ing anode are often used. One manufacturer’s CT tube incorporates a novel design with
the cathode and the anode as part of a metal vacuum enclosure that is attached to exter-
nally mounted bearings and drive motor to rotate the assembly as shown in Figure 6-20.
Dynamic steering of the electron beam within the tube is achieved by external electro-
magnetic deflection coils to direct the electrons to distinct focal spots on the anode,
which can produce slightly different projections and improve data sampling during
the CT acquisition (refer to Chapter 10 on CT). Direct anode cooling by oil circulating
within the housing provides extremely high cooling rates, and eliminates the need for
high anode heat storage capacity. The cessation of imaging during clinical examinations
to allow anode cooling is seldom necessary when using these advanced x-ray tubes.
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Deflection[ _ M FIGURE 6-20 Diagram of an advanced CT x-ray
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Recommendations to Maximize X-ray Tube Life

X-ray tubes eventually must be replaced, but a long lifetime can be achieved with
appropriate care and use. Several simple rules are discussed here. (1) Minimize fila-
ment boost “prep” time (the first detent of two on the x-ray exposure switch) especially
when high mA is used. If applied for too long, filament life will be shortened, unstable
operation will occur, and evaporated tungsten will be deposited on the glass enve-
lope. (2) Use lower tube current with longer exposure times to arrive at the desired
mAs if possible. (3) Avoid extended or repeated operation of the x-ray tube with high
technique (kV and mAs) factors because, even though the x-ray generator has logic to
prohibit single exposure settings that could damage the x-ray tube, multiple exposures
could etch the focal track, resulting in less radiation output; transmit excessive heat to
the bearings; and cause outgassing of the anode structure that will cause the tube to
become unstable. (4) Always follow the manufacturer’s recommended warm-up pro-
cedure. Do not make high mA exposures on a cold anode, because uneven expansion
caused by thermal stress can cause cracks. (5) Limit rotor start and stop operations,
which can generate significant heating and hot spots within the stator windings; when
possible, a 30 to 40 s delay between exposures should be used.

Filtration

As mentioned earlier, filtration is the removal of x-rays as the beam passes through
a layer of material. Filtration includes both the inherent filtration of the x-ray tube
and added filtration. Inherent filtration includes the thickness (1 to 2 mm) of the
glass or metal insert at the x-ray tube port. Glass (primarily silicon dioxide, SiO,) and
aluminum have similar attenuation properties (Z, = 14 and Z, = 13) and effectively
attenuate all x-rays in the spectrum below about 15 keV. Dedicated mammography
tubes, on the other hand, require beryllium (Z = 4) to permit the transmission of low-
energy x-rays. Inherent filtration includes attenuation by housing oil and the field
light mirror in the collimator assembly.

Added filtration refers to sheets of metal intentionally placed in the beam to
change its effective energy. In general diagnostic radiology, added filters attenu-
ate the low-energy x-rays in the spectrum that have almost no chance of penetrat-
ing the patient and reaching the x-ray detector. Because the low-energy x-rays are
absorbed by the filters instead of the patient, radiation dose is reduced by beam
filtration. Aluminum (Al) is the most commonly used added filter material. Other
common filter materials include copper and plastic (e.g., acrylic). An example of the
patient dose savings obtained with extra tube filtration is described in Section 6.5,
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point no. 4, beam filtration. In mammography, thin filters of Mo, Rh, and silver (Ag)
are used to transmit bremsstrahlung x-rays in the intermediate energy range (15
to 25 keV), including characteristic radiation from Mo and Rh, and also to highly
attenuate lowest and highest x-ray energies in the spectrum (see Chapter 8). Some
have advocated using rare earth elements (K-absorption edges of 39 to 65 keV) such
as erbium in filters in radiography to reduce patient dose and improve image contrast
when contrast materials are used.

Compensation (equalization) filters are used to change the spatial pattern of
the x-ray intensity incident on the patient, so as to deliver a more uniform x-ray
exposure to the detector. For example, a trough filter used for chest radiography has
a centrally located vertical band of reduced thickness and consequently produces
greater x-ray fluence in the middle of the field. This filter compensates for the high
attenuation of the mediastinum and reduces the exposure latitude incident on the
image receptor. Wedge filters are useful for lateral projections in cervical-thoracic
spine imaging, where the incident fluence is increased to match the increased tissue
thickness encountered (e.g., to provide a low incident flux to the thin neck area and
a high incident flux to the thick shoulders). “Bow-tie” filters are used in CT to reduce
dose to the periphery of the patient, where x-ray paths are shorter and fewer x-rays
are required. Compensation filters are placed close to the x-ray tube port or just
external to the collimator assembly.

X-ray Generators

The principal function of an x-ray generator is to provide current at a high voltage to
an x-ray tube. Electrical power available to a hospital or clinic provides up to about
480 V, much lower than the 20,000 to 150,000 V needed for x-ray production.
Transformers are principal components of x-ray generators; they convert low voltage
into high voltage through a process called electromagnetic induction.

Electromagnetic Induction and Voltage Transformation

Electromagnetic induction is a phenomenon in which a changing magnetic field
induces an electrical potential difference (voltage) in a nearby conductor and also
in which a voltage is induced in a conductor moving through a stationary magnetic
field. For example, the changing magnetic field from a moving bar magnet induces
a voltage and a current in a nearby conducting wire (Fig. 6-21A). As the magnet
moves in the opposite direction away from the wire, the induced current flows in the
opposite direction. The magnitude of the induced voltage is proportional to the rate
of change of the magnetic field strength.

Electrical current, such as the electrons flowing through a wire, produces a mag-
netic field whose magnitude (strength) is proportional to the magnitude of the cur-
rent (see Fig. 6-21B). For a coiled wire geometry, superimposition of the magnetic
fields from adjacent turns of the wire increases the amplitude of the overall mag-
netic field (the magnetic fields penetrate the wire’s insulation), and therefore the
magnetic field strength is proportional to the number of wire turns. A constant cur-
rent flowing through a wire or a coil produces a constant magnetic field, and a vary-
ing current produces a varying magnetic field. With an AC and voltage, such as the
standard 60 cycles/s (Hz) AC in North America and 50 Hz AC in most other areas of
the world, the induced magnetic field alternates with the current.
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A Changing magnetic field induces electron flow:

Induced electron Reversed
Forward motion flow in conductor  Reverse motion electron flow

B Current (electron flow) in a conductor creates a magnetic field; its
amplitude and direction determines magnetic field strength and polarity

'N

\v/

Current: Large Small Small Large
Direction: forward forward reverse reverse

M FIGURE 6-21 Principles of electromagnetic induction are illustrated. A. Induction of an electrical current in
a wire conductor coil by a moving (changing) magnetic field. The direction of the current is dependent on the
direction of the magnetic field motion. B. Creation of a magnetic field by the current in a conducting coil. The
polarity and magnetic field strength are determined by the amplitude and direction of the current.

A wire or a wire coil with a changing current will induce a voltage in a nearby
wire or wire coil, and therefore, an AC applied to a wire or a wire coil will induce
an alternating voltage in another wire or wire coil by electromagnetic induction.
However, when a constant current, like that produced by a chemical battery, flows
through a wire or a wire coil, although it creates a constant magnetic field, electro-
magnetic induction does not occur, and so it does not induce a voltage or current in
a nearby conductor.

Transformers

Transformers use the principle of electromagnetic induction to change the voltage
of an electrical power source. The generic transformer has two distinct, electrically
insulated wires wrapped about a common iron core (Fig. 6-22). Input AC power
produces an oscillating magnetic field on the “primary winding” of the transformer,
where each turn of the wire amplifies the magnetic field that is unaffected by the elec-
trical insulation and permeates the iron core. Contained within the core, the chang-
ing magnetic field induces a voltage on the “secondary winding,” the magnitude of
which is amplified by the number of turns of wire. The voltage induced in the second
winding is proportional to the voltage on the primary winding and the ratio of the
number of turns in the two windings, as stated by the Law of Transformers,

Ve _Ne
VS NS

[6-3]
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where N _is the number of turns in the primary coil, N_is the number of turns in the
secondary coil, V is the amplitude of the input voltage on the primary side of the
transformer, and V. is the amplitude of the output voltage on the secondary side.

A transformer can increase, decrease, or isolate input voltage, depending on the
ratio of the numbers of turns in the two coils. For N, > N a “step-up” transformer
increases the secondary voltage; for N, < N, a “step-down” transformer decreases
the secondary voltage; and for N = N, an “isolation” transformer produces a secondary
voltage equal to the primary voltage. Configurations of these transformers are shown
in Figure 6-23. An input AC waveform is supplied to a transformer in order to pro-
duce a changing magnetic field and induce a voltage in the secondary winding. A
step-up transformer circuit provides the high voltage necessary (20 to 150 kV) for a
diagnostic x-ray generator.

For electrons to be accelerated to the anode in an x-ray tube, the voltage at the
anode must be positive with respect to the cathode, but alternating waveforms change
between negative and positive voltage polarity each half cycle. For continuous pro-
duction of x-rays, the anode must be continuously at a positive voltage with respect
to the cathode. However, this occurs only half of the time if an alternating voltage
waveform is provided directly to the x-ray tube. A basic electrical component known
as a rectifier will allow current to flow in one direction only. For instance, the x-ray
tube itself can act as a rectifier, since current usually will flow only when the anode

B FIGURE 6-23 Transformers Primary Secondary
increase (step up), decrease (step Input Output
down), or leave unchanged (isolate)  Voltage T ll; Voltage
the input voltage depending on the P
ratio of primary to secondary turns, E 3
according to the Law of Transformers. v g ]
In all cases, the input and the output 3
circuits are electrica”y isolated. ”””””””””” Step-up transformer
Jl LTI lL
q p
q p
q p
q p
S 3 Isolation transformer
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<
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has positive and the cathode has negative polarity; however, if the anode becomes
very hot from use and the accelerating voltage is applied with reverse polarity (tube
cathode positive and anode negative), electrons can be released from the hot anode
and accelerated into the cathode, possibly damaging it. A diode is a device with two
terminals. When a voltage is applied between the terminals with a specific polar-
ity, there is very little resistance and a large current flows; when the same voltage is
applied with the opposite polarity, little or no current flows. Diodes come in all sizes,
from large, x-ray tube—sized devices down to microscopic, solid-state components on
an integrated circuit board. Clever use of diodes arranged in a bridge rectifier circuit
can route the flow of electrons through an AC circuit to create a direct current (DC),
a unidirectional movement of electrons in which the voltage polarity never reverses.
Rectification is an important function of the x-ray generator.

Power is the rate of energy production or expenditure per unit time. The SI unit
of power is the watt (W), defined as 1 joule (J) of energy per second. For electrical
devices, power is equal to the product of voltage and current.

P=1V [6-4]

Because a volt is defined as 1 joule per coulomb and an ampere is 1 coulomb per
second,

1 watt= 1 voltX 1 ampere

For an ideal transformer, because the power output is equal to the power input,
the product of voltage and current in the primary circuit is equal to that in the sec-
ondary circuit

Velp = Vil [6-5]

where I is the input current on the primary side and I is the output current on the
secondary side. Therefore, a decrease in current must accompany an increase in volt-
age, and vice versa. Equations 6-3 and 6-5 describe ideal transformer performance.
Power losses in an actual transformer due to inefficient coupling cause both the
voltage and current on the secondary side of the transformer to be less than those
predicted by these equations.

EXAMPLE: The ratio of primary to secondary turns is 1:1,000 in a transformer. If an input AC
waveform has a peak voltage of 50 V, what is the peak voltage induced in the secondary side?

Yo _Ne.50_ T 50%1,000=50,000V = 50kV
V. NV, 1000

What is the secondary current for a primary current of 10 A?

Ve I = V5 1;50V X10 A =50,000V X s; [ =0.001X10 A =10mA

The high-voltage section of an x-ray generator contains a step-up transformer, typi-
cally with a primary-to-secondary turns ratio of 1:500 to 1:1,000. Within this range,
a tube voltage of 100 kV requires an input line voltage of 200 to 100 V, respec-
tively. The center of the secondary winding is usually connected to ground potential
(“center tapped to ground”). Ground potential is the electrical potential of the earth.
Center tapping to ground does not affect the maximum potential difference applied
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between the anode and cathode of the x-ray tube, but it limits the maximum voltage
at any point in the circuit relative to ground to one half of the peak voltage applied
to the tube. Therefore, the maximum voltage at any point in the circuit for a center-
tapped transformer of 150 kV is =75 kV or +75 kV, relative to ground. This reduces
electrical insulation requirements and improves electrical safety. In some x-ray tube
designs (e.g., mammography and CT), the anode is maintained at the same poten-
tial as the body of the insert, which is maintained at ground potential. Even though
this places the cathode at peak negative voltage with respect to ground, the low kV
(less than 50 kV) used in mammography does not present a big electrical insulation
problem, while in modern CT systems (up to 140 kV) the x-ray generator is placed
adjacent to the x-ray tube in the enclosed gantry.

X-ray Generator Modules

Modules of the x-ray generator (Fig. 6-24) include the high-voltage power circuit,
the stator circuit, the filament circuit, the focal spot selector, and automatic expo-
sure control (AEC) circuit. Generators typically have circuitry and microprocessors
that monitor the selection of potentially damaging overload conditions in order to
protect the x-ray tube. Combinations of kV, mA, and exposure time delivering exces-
sive power to the anode are identified, and such exposures are prohibited. Heat
load monitors calculate the thermal loading on the x-ray tube anode, based on kV,
mA, and exposure time, and taking cooling into account. Some x-ray systems are
equipped with sensors that measure the temperature of the anode. These systems
protect the x-ray tube and housing from excessive heat buildup by prohibiting expo-
sures that would damage them. This is particularly important for CT scanners and
high-powered interventional fluoroscopy systems.

Operator Console

For radiographic applications, a technologist at the operator’s console can select the
tube voltage (kV), the tube current (mA), the exposure time (s), or the product of
mA and time (mAs), the AEC mode, the AEC sensors to be used, and the focal spot.

Control desk —

Stator
circuit

kV selector —
—
mAs selector ~ — kV control H::

Fluoroscopy selector —

Microprocessors — Power circuit -

mA and mAs Filament
AEC --ABC — control circuit
Interface controllers —
. Phototimer
Service — circuits

M FIGURE 6-24 A modular schematic view shows the basic x-ray generator components. Most systems are
now microprocessor controlled and include service support diagnostics.
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If AEC is used, exposure time is not set. The focal spot size (i.e., large or small)
is usually determined by the mA setting; low mA selections allow the small focal
spot to be used, and higher mA settings require the use of the large focal spot due
to anode heating concerns. On some x-ray generators, preprogrammed techniques
can be selected for various examinations (e.g., chest; kidneys, ureter and bladder;
cervical spine; and extremities). For fluoroscopic procedures, although kV and mA
can be manually selected, the generator’s automatic exposure rate control circuit,
sometimes called the automatic brightness control (ABC), is commonly activated. It
automatically sets the kV and mA from feedback signals from a sensor that indicates
the radiation intensity at the image receptor. All console circuits have relatively low
voltages and currents to minimize electrical hazards.

High-Frequency X-ray Generator

Several x-ray generator circuit designs are in use, including single-phase, three-phase,
constant potential, and high-frequency inverter generators. The high-frequency gen-
erator is now the contemporary state-of-the-art choice for diagnostic x-ray systems.
Its name describes its function, whereby a high-frequency alternating waveform (up
to 50,000 Hz) is used for efficient conversion of low to high voltage by a step-up
transformer. Subsequent rectification and voltage smoothing produce a nearly con-
stant output voltage. These conversion steps are illustrated in Figure 6-25. The opera-
tional frequency of the generator is variable, depending on the exposure settings (kV,
mA, and time), the charge/discharge characteristics of the high-voltage capacitors on
the x-ray tube, and the frequency-to-voltage characteristics of the transformer.
Figure 6-26 shows the components and circuit diagram of a general-pur-
pose high-frequency inverter generator. Low-frequency, low-voltage input power
(50 to 60 cycles/s AC) is converted to a low voltage, direct current. Next, an inverter
circuit creates a high-frequency AC waveform, which supplies the high-voltage trans-
former to create a high-voltage, high-frequency waveform. Rectification and smooth-
ing produces high-voltage DC power that charges the high-voltage capacitors placed
across the anode and cathode in the x-ray tube circuit. Accumulated charge in the
capacitors will produce a voltage to the x-ray tube according to the relationship V =
Q/C, where V is the voltage (volts), Q is the charge (coulombs), and C is the capaci-
tance (farads). During the x-ray exposure, feedback circuits monitor the tube voltage

Single phase input voltage M FIGURE 6-25 In a high-frequency
inverter generator, a single- or three-
Inputvoltage Rectifier Smooth Inverter phase AC input voltage is rectified

' /\v/\\ /\/\/\ /W\ MMMMMMM and smoothed to create a DC wave-

vwwwwwww fqrm. An inverter circuit produ;es a

high-frequency AC waveform as input

110Vv60Hz AC 500-40000 Hz {5 the high-voltage transformer. Rec-

tification and capacitance smoothing

Transformer Rectifier Smooth X-ray tube provide the resultant high-voltage out-

put waveform, with properties similar
to those of a three-phase system.

Output voltage
50-150 kV
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M FIGURE 6-26 Modular components and circuits of the high-frequency generator. The selected high voltage
across the x-Ray tube is created by charging high voltage capacitors to the desired potential difference. During
the exposure when the x-ray circuit is energized, tube current is kept constant by the “mA sense” circuit that
maintains the proper filament current by sending trigger pulses to the filament circuit , and tube voltage is
kept constant by the “kV sense” circuit that sends trigger pulse signals to the DC/AC inverter to maintain the
charge of high voltage capacitors.

and tube current and continuously supply charge to the capacitors as needed to
maintain a nearly constant voltage.

For kV adjustment, a voltage comparator measures the difference between the
reference voltage (a calibrated value proportional to the requested kV) and the actual
kV measured across the tube by a voltage divider (the kV sense circuit). Trigger
pulses generated by the comparator circuit produce a frequency that is proportional
to the voltage difference between the reference signal and the measured signal.
A large discrepancy in the compared signals results in a high trigger-pulse frequency,
whereas no difference produces few or no trigger pulses. For each trigger pulse,
the DC/AC inverter circuit produces a corresponding output pulse, which is sub-
sequently converted to a high-voltage output pulse by the transformer. The high-
voltage capacitors store the charge and increase the potential difference across the
x-ray tube. When the requested x-ray tube voltage is reached, the output pulse
rate of the comparator circuit settles down to a constant value, and recharging of
the high-voltage capacitors is constant. When the actual tube voltage drops below
a predetermined limit, the pulse rate increases. The feedback pulse rate (generator
frequency) strongly depends on the tube current (mA), since the high-voltage capac-
itors discharge more rapidly with higher mA, thus actuating the kV comparator cir-
cuit. Because of the closed-loop voltage regulation, input line voltage compensation
is not necessary, unlike older generator designs.

The mA is regulated in an analogous manner to the kV, with a resistor circuit
sensing the actual mA (the voltage across a resistor is proportional to the current)
and comparing it with a reference voltage. If the mA is too low, the mA comparator
circuit increases the trigger frequency, which boosts the power to the filament to
raise its temperature and increase the thermionic emission of electrons. The feedback
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circuit eliminates the need for space charge compensation circuits and automatically
corrects for filament aging effects.

There are several advantages to the high-frequency inverter generator. Single-phase
or three-phase input voltage can be used. Closed-loop feedback and regulation circuits
ensure reproducible and accurate kV and mA values. Transformers operating at high
frequencies are efficient, compact, and less costly to manufacture than those in other
generator designs such as single-phase, three-phase, or constant-potential generators.
Modular and compact design makes equipment installation and repairs relatively easy.

The high-frequency inverter generator is the preferred system for all but a few
applications (e.g., those requiring extremely high power, extremely fast kV switch-
ing, or submillisecond exposure times provided by a constant-potential generator,
which is very costly and requires more space).

Voltage Ripple

Ideally, the voltage applied to an x-ray tube would be constant. However, variations occur
in the high voltage produced by an x-ray generator and applied to the x-ray tube. In an
electronic waveform, voltage ripple is defined as the difference between the peak voltage
and the minimum voltage, divided by the peak voltage and multiplied by 100%:

Vi =V,

% voltage ripple = —"=—" X100 [6-6]

max

The voltage ripple for various types of x-ray generators is shown in Figure 6-27.
In theory, a single-phase generator, whether one-pulse or two-pulse output, has 100%
voltage ripple. Actual voltage ripple for a single-phase generator is less than 100%
because of cable capacitance effects (longer cables produce a greater capacitance,
whereby the capacitance “borrows” voltage from the cable and returns it a short time
later, smoothing the peaks and valleys of the voltage waveform). Three-phase 6-pulse
and 12-pulse generators (not discussed in this chapter) have voltage ripples of 3% to
25%. High-frequency generators have a ripple that is kV and mA dependent, typically

Generator Typical voltage kv M FIGURE 6-27 Typical voltage
type waveform ripple ripple for various x-ray generators

used in diagnostic radiology varies

Single-phase 1-pulse 100% from 100% voltage ripple for a
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no ripple for a constant-potential
Single-phase 2-pulse o generator.
(full wave rectified) 100%
S
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similar to a three-phase generator, ranging from 4% to 15%. Higher kV and mA set-
tings result in less voltage ripple for these generators. Constant-potential generators
have an extremely low ripple, less than 2%, but are expensive and bulky.

Timers

Digital timers have largely replaced electronic timers based on resistor-capacitor
circuits and charge-discharge timers in older systems. Digital timer circuits have
extremely high reproducibility and microsecond accuracy, but the precision and
accuracy of the x-ray exposure time depends chiefly on the type of switching
(high voltage, low voltage, or x-ray tube switching) employed in the x-ray system.
A countdown timer, also known as a backup timer, is used as a safety mechanism to
terminate the exposure in the event of an exposure switch or timer failure.

Switches

The high-frequency inverter generator typically uses electronic switching on the
primary side of the high-voltage transformer to initiate and stop the exposure.
Arelatively rapid response resulting from the high-frequency waveform characteristics
of the generator circuit allows exposure times as short as 2 ms.

Alternatively, a grid-controlled x-ray tube can be used with any type of generator
to switch the exposure on and off by applying a bias voltage (about ~4,000 V) to the
focusing cup. This is the fastest switching method, with minimal turn-on—turnoff “lag”;
however, there are extra expenses and high-voltage insulation issues to be considered.

Phototimer—Automatic Exposure Control

The phototimer, also known as the automatic exposure control (AEC) system, is often
used instead of manual exposure time settings in radiography. Phototimers measure the
actual amount of radiation incident on the image receptor (i.e., screen-film or digital
radiography detector) and terminate x-ray production when the proper radiation expo-
sure is obtained. Compensation for patient thickness and other variations in attenua-
tion are achieved at the point of imaging. A phototimer system consists of one or more
radiation detectors, an amplifier, a film density or digital SNR variable selector, a signal
integrator circuit, a comparator circuit, a termination switch, and a backup timer safety
shutoff switch (Fig. 6-28). X-rays transmitted through the patient and antiscatter grid,
if present, generate ion pairs in one to three selectable ionization chambers positioned
prior to the detector. An amplifier boosts the signal, which is fed to a voltage com-
parator and integration circuit. When the accumulated signal equals a preselected refer-
ence value, an output pulse terminates the exposure. A user-selectable “film density”
or “SNR” selector on the generator control panel increases or decreases the reference
voltage about 10% to 15% per step to modify the total accumulated x-ray exposure.
For general diagnostic radiography, the phototimer sensors are placed in front of the
image receptor to measure the transmitted x-ray flux through the patient (see Fig. 6-28).
Positioning in front of the image receptor is possible because of the high transparency of
the ionization chambers at the high kV values (greater than 50 kV) used for diagnostic
radiography exams. In the event of a phototimer detector or circuit failure, the backup
timer safety switch terminates the x-ray exposure after a preset “on” time.

To facilitate radiography of various anatomic projections, wall-mounted chest and
table cassette stands and DR image receptors typically have three photocells arranged
as shown in Figure 6-28 (front view). The technologist can select which photocells
are used for each radiographic application. For instance, in posteroanterior chest
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AEC (ion chamber) detectors
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Amplifier Reference Voltage

Accumulating Voltage Comparator
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M FIGURE 6-28 AEC detectors measure the radiation incident on the detector and terminate the exposure
according to a preset optical density or signal-to-noise ratio achieved in the analog or digital image. A front view
(left) and side view (middle) of a chest cassette stand and the locations of ionization chamber detectors are
shown. The desired signal to the image receptor and thus the signal-to-noise ratio may be selected at the opera-
tor’s console with respect to a normalized reference voltage.

imaging, the two outside chambers are usually activated, and the x-ray beam trans-
mitted through the lungs determines the exposure time. This prevents signal satura-
tion in the lung areas, which can occur when the transmitted x-ray flux is otherwise
measured under the highly attenuating mediastinum with the center chamber.

Power Ratings and Heat Loading and Cooling

The power rating of an x-ray tube or generator is the maximal power that an x-ray
tube focal spot can accept or the generator can deliver. General diagnostic x-ray tubes
and x-ray generators use 100 kV and the maximum ampere rating available fora 0.1
s exposure as the benchmark, as

Power (kW) =100 kV X1 (A, for a 0.1 s exposure) [6-7]

For instance, a generator that can deliver 800 mA (0.8 A maximum) of tube
current at 100 kV for 0.1 second exposure has a power rating of 80 kW according
to Equation 6-7. For applications such as computed tomography and interventional
fluoroscopy, higher- power x-ray generators are specified, typically of 80 to 100 kW
or higher. However, this power capability must be matched to the power deposition
capability of the focal spot; otherwise, the power cannot be realized without exceed-
ing the x-ray tube heat limitations. Focal spot dimensions of approximately 1.2 mm
X 1.2 mm, large diameter anodes, and fast rotation speeds are necessary to achieve 80
to 100 kW of power deposition. Most medium focal spot dimensions (0.6 mm X 0.6
mm) have moderate power ratings (30 to 50 kW), and smaller focal spots (0.3 mm
X 0.3 mm) have low power ratings (5 to 15 kW), but power ratings are dependent
on several engineering, operational, and x-ray tube design factors. For instance, in
modern CT x-ray tubes, a shallow anode angle (7°), bearings mounted outside of the
vacuum of the insert, and heat exchangers allow for extended high power operation
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(e.g., continuous operation at 800 mA at 120 kV for minutes). X-ray generators have
circuits or programs to prohibit combinations of kV, mA, and exposure time that will
exceed the single-exposure power deposition tolerance of the focal spot.

X-ray generator power ratings vary considerably. The highest generator power
ratings (80 to 120 kW) are found in interventional radiology and cardiovascular
fluoroscopic imaging suites, while modern multirow detector CT scanners have 85-
to 100-kW generators. General radiographic or radiographic/fluoroscopic systems
use generators providing 30 to 80 kW. Lower powered generators (5 to 30 kW) are
found in mobile radiography and fluoroscopy systems, dental x-ray systems, and
other systems that have fixed anode x-ray tubes. When purchasing an x-ray genera-
tor and x-ray tube system, the clinical application must be considered, as well as
the matching of the power ratings of the x-ray tube large focal spot and the x-ray
generator. Otherwise, there will be a mismatch in terms of capability, and most likely
needless expense.

Heat Loading
The Heat Unit

The heat unit (HU) is a traditional unit that provides a simple way of expressing the
energy deposition on and dissipation from the anode of an x-ray tube. The number of
HU can be calculated from the parameters defining the radiographic technique

Energy (HU) = peak voltage (kV) X tube current (mA) X exposure time (s) [6-8]

Although Equation 6-8 is correct for single-phase generator waveforms, it
underestimates the energy deposition of three-phase, high-frequency, and constant-
potential generators because of their lower voltage ripple and higher average voltage.
A multiplicative factor of 1.35 to 1.40 compensates for this difference, the latter value
being applied to constant-potential waveforms. For example, an exposure of 80 kV,
250 mA, and 100 ms results in the following HU deposition on the anode:

Single-phase generator: 80 X 250 X 0.100 = 2,000 HU
Three-phase or high-frequency inverter generator: 80 X 250
X 0.100 X 1.35=2,700 HU

For continuous x-ray production (fluoroscopy), the HU/s is defined as follows:
HU/s=kVXmA [6-9]

Heat accumulates by energy deposition and simultaneously disperses by anode
cooling. The anode cools faster at higher temperatures, so that for most fluoroscopic
and long CT procedures, steady-state equilibrium exists and Equation 6-9 will over-
estimate the heat energy delivered to the anode. This is taken into consideration
by the anode thermal characteristics chart for heat input and heat output (cooling)
curves.

The Joule

The joule (J) is the SI unit of energy. One joule is deposited by a power of one watt
acting for 1 s (1J=1W X 1s). The energy, in joules, deposited in the anode is cal-
culated as follows:

Energy (J) = Voltage (V) X Tube current (A) X Exposure time(s) [6-10]
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The root-mean-square voltage, V,, ., is the constant voltage that would deliver
the same power as a varying voltage waveform (e.g., for a single phase generator),
which would be substituted for V, and, from Equation 6-8 and 6-10, the relationship
between the deposited energy in joules and HU can be approximated as

Energy (HU) = 1.4 X Heat input (J) [6-11]

Anode Heating and Cooling Chart

Multiple x-ray exposures, continuous x-ray tube operation with CT, and pro-
longed fluoroscopy in interventional procedures deliver significant heat energy
to the anode. An anode heating and cooling chart (Fig. 6-29) shows the anode heat
loading for various input powers (kW or HU/s) as the x-ray tube is operating, taking
into account the cooling that simultaneously occurs. For low-input power tech-
niques, the heat loading increases to a plateau, where the cooling rate equals the
heating rate. At higher power inputs, heating exceeds cooling, and after a cer-
tain time, a limit is reached where x-ray production must be stopped and anode
cooling must be allowed prior to using the x-ray tube again. With larger anode
heat capacities, the anode cooling curve is steeper because higher temperatures
result in more rapid cooling (the “black-body” effect, where the radiative cooling
rate is proportional to T*, for absolute temperature T). The maximal anode heat
capacity is indicated by the peak value of the cooling curve on the y-axis (0 time)
of the chart. Each anode heating and cooling chart is specific to a particular x-ray
tube and housing assembly. Some high-powered x-ray tubes for CT exceed 8 MHU
anode heat loading with extremely high anode and x-ray tube housing cooling rates,
achieved through advanced anode, rotor bearing, and housing designs. An example

Anode Heating and Cooling Curve: CT Tube
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M FIGURE 6-29 Anode heating and cooling curve chart for a CT scanner plots energy in megajoules (MJ) on
the vertical axis and time in minutes on the horizontal axis. A series of power input curves from low (2 kW) to
high (28 kW) are determined by the kV and mA settings with continuous x-ray tube operation as a function
of time. The cooling curve shows the rate of cooling and indicates faster cooling with higher anode heat load
(temperature). In this example the maximum capacity is 5.7 MJ. For low power inputs, heating and cooling
rates eventually equilibrate and reach a steady state, as shown for the 2, 4, and 8 kW curves.
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of a heating and cooling chart for a modern x-ray CT tube, with a maximum anode
heat capacity of 5.7 megajoules (M]) (equivalent to 8.0 MHU), is shown in Figure
6-29. If the x-ray technique is high or a large number of sequential or continuous
exposures have been taken (e.g., during operation of a CT scanner), it can be neces-
sary to wait before reenergizing the x-ray tube to avoid damage to the anode. Use of
the specific anode cooling curve can determine how long to wait, based upon
the total amount of accumulated heat, the simultaneous cooling that occurs,
and the amount of power that will be deposited during the next acquisition. Mod-
ern x-ray systems have sensors and protection circuits to prevent overheating.

Factors Affecting X-ray Emission

The output of an x-ray tube is often described by the terms quality, quantity, and
exposure. Quality describes the penetrability of an x-ray beam, with higher energy
x-ray photons having a larger half-value layer (HVL) and higher “quality.” (The HVL
is discussed in Chapter 3.) Quantity refers to the number of photons comprising the
beam. Exposure, defined in Chapter 3, is nearly proportional to the energy fluence
of the x-ray beam. X-ray production efficiency, exposure, quality, and quantity are
determined by six major factors: x-ray tube target material, tube voltage, tube cur-
rent, exposure time, beam filtration, and generator waveform.

1. Anode target material affects the efficiency of bremsstrahlung radiation produc-
tion, with output exposure roughly proportional to atomic number. Incident
electrons are more likely to have radiative interactions in higher-Z materials
(see Equation 6-1). The energies of characteristic x-rays produced in the target
depend on the target material. Therefore, the target material affects the quantity of
bremsstrahlung photons and the quality of the characteristic radiation.

2. Tube voltage (kV) determines the maximum energy in the bremsstrahlung spec-
trum and affects the quality of the output spectrum. In addition, the efficiency
of x-ray production is directly related to tube voltage. Exposure is approximately
proportional to the square of the kV in the diagnostic energy range.

Exposure < kV* [6-12]

For example, according to Equation 6-12, the relative exposure of a beam
generated with 80 kV compared with that of 60 kV for the same tube current
and exposure time is calculated as follows:

2
(80) =1.78
60

Therefore, the output exposure increases by approximately 78%
(Fig. 6-30). An increase in RV increases the efficiency of x-ray production and the
quantity and quality of the x-ray beam.

Changes in the kV must be compensated by corresponding changes in mAs
to maintain the same exposure. At 80 kV, 1.78 units of exposure occur for every
1 unit of exposure at 60 kV. To achieve the original 1 unit of exposure, the mAs
must be adjusted to 1/1.78 = 0.56 times the original mAs, which is a reduction
of 44%. An additional consideration of technique adjustment concerns the x-ray
attenuation characteristics of the patient. To achieve equal transmitted exposure
through a typical patient (e.g., 20-cm tissue), the compensatory mAs varies with
approximately the fifth power of the kV ratio
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X-ray output spectrum M FIGURE 6-30 x-Ray tube output
(Equal tube current & exposure time) intensity varies as the square of tube
voltage (kV). In this example, the

same tube current and exposure

times (mAs) are compared for 60 to

120 kV. The relative area under each

spectrum roughly follows a squared

dependence (characteristic radiation

is ignored).
20 40 60 80 100 120
Energy (keV)
rvp, )
P X mAs, = mAs, [6-13]
kVp,

According to Equation 6-13, if a 60-kV exposure requires 40 mAs for a
proper exposure through a typical adult patient, at 80 kV the adjusted mAs is
approximately

5
6—0 X 40 mAs = 9.5 mAs
80

or about one fourth of the original mAs. The value of the exponent (between four
and five) depends on the thickness and attenuation characteristics of the patient.

. Tube current (mA) is proportional to the number of electrons flowing from

the cathode to the anode per unit time. The exposure of the beam for a given
kV and filtration is proportional to the tube current. Also the exposure time
is the duration of x-ray production. The quantity of x-rays is directly propor-
tional to the product of tube current and exposure time (mAs), as shown in
Figure 6-31.

X-ray output spectrum at 80 kVp M FIGURE 6-31 X-ray tube output
(1, 2 and 3 times increased mAs) intensity is proportional to the mAs
(tube current and exposure time).

Shown is the result of increasing the
mAs by a factor of two and three,

/ with a proportional change in the

number of x-rays produced.
\A

\
\
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M FIGURE 6-32 X-ray tube output inten- Effect of Added Tube Filters:

sity decreases and spectral quality (effective Spectral shift to higher “effective” energy
energy) increases with increasing thickness

of added tube filters. Shown are spectra

with added filtration at the same kV and

mAs. Fixed kV and mAs

Relative Output

Energy (keV)

4. Beam filtration modifies the quantity and quality of the x-ray beam by pref-
erentially removing the low-energy photons in the spectrum. This reduces the
number of photons (quantity) and increases the average energy, also increasing
the quality (Fig. 6-32). For highly filtered beams, the mAs required to achieve
a particular x-ray intensity will be much higher than for lightly filtered beams;
therefore, it is necessary to know the HVL of the beam and the normalized x-ray
tube intensity per mAs (in addition to the geometry) to calculate the incident
exposure and radiation dose to the patient. One cannot simply use kV and mAs
for determining the “proper technique” or to estimate the dose to the patient
without this information. In the United States, x-ray system manufacturers must

TABLE 6-3 MINIMUM HVL REQUIREMENTS FOR X-RAY
SYSTEMS IN THE UNITED STATES (21 CFR

1020.30)

DESIGNED MEASURED X-RAY MINIMUM HVL
OPERATING RANGE _ TUBE VOLTAGE (kV) (mm OF ALUMINUM)
<51 kv 30 0.3

40 0.4

50 0.5
51-70 kv 51 1.3

60 1.5

70 1.8
>70 kV 71 25

80 2.9

90 3.2

100 3.6

110 3.9

120 43

130 4.7

140 5.0

150 5.4

Note: This table refers to systems manufactured after June 2006. It does not
include values for dental or mammography systems.

Downloaded cfcom Vat-a Books.com
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Effect of tube filtration on surface dose (microgray) M FIGURE 6-33 Added x-ray tube filters
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comply with minimum HVL requirements specified in the Code of Federal Regu-
lations, 21CFR 1020.30 (Table 6-3), which have been adopted by many state
regulatory agencies. A pertinent clinical example of the radiation dose savings
achievable with added filtration compared to the minimum filtration is shown
in Figure 6-33, comparing the surface entrance radiation dose to the same signal
generated in the detector for 0 mm Al (minimum filtration), 2 mm Al, 0.1 mm
Cu, and 0.2 mm Cu. With more filtration, the dose savings become greater. For
instance, as listed in Table 6-4, the comparison of 30 cm polymethylmethacrylate
(PMMA) at 100 kV indicates a dose savings of 49% when a 0.2 mm Cu filter is
added to the beam. To achieve this requires an increase in mAs of 37%, from 14.5
to 19.8 mAs at 100 kV. Even though the acquisition technique is much higher, the
entrance dose is much lower, without any loss of image quality, particularly for
digital imaging devices where image contrast and brightness enhancements are
easily applied. Using added filtration in a modern x-ray collimator assembly is as

TABLE 6-4 TUBE FILTRATION, MEASURED CHANGES IN REQUIRED mAs,

AND MEASURED SURFACE DOSE (.Gy) FOR EQUIVALENT
SIGNAL IN THE OUTPUT DIGITAL IMAGE

10 cm PMMA (60 kV) 20 cm PMMA (80 kV) 30 cm PMMA (100 kV)
TUBE DOSE TUBE DOSE TUBE DOSE
CURRENT  (nGy) CURRENT  (nGy) CURRENT  (nGy)
FILTRATION mAs %A DOSE %A mAs %A DOSE %A mAs %A DOSE %A
0 mm Al 38 0 264 0 68 0 1,153 0 145 0 4,827 0
2 mm Al 50 32 188 -29 82 21 839 -27 165 14 3,613 -25
0.1 mm 62 63 150 -43 93 37 680 -41 17.6 21 2960 -39

Cu+ 1 mm Al

0.2 mm

88 132 123 -53 112 65 557 -52 19.8 37 2,459 -49

Cu+ 1 mm Al

Note: % A indicates the percentage change from the no added filtration measurement. For mAs, there is
an increase in the mAs required to compensate for increased attenuation of the beam by the added filters.
For surface dose, there is a decrease in the percentage surface dose change with more added filters for equivalent
absorbed signal in the detector because of less attenuation of the beam in the object.
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M FIGURE 6-34 Output intensity (bremsstrahlung) spectra for the same tube voltage (kV) and the same tube
current and exposure time (mAs) demonstrate the higher effective energy and greater output of a three-phase
or high-frequency generator voltage waveform (~5% voltage ripple), compared with a single-phase generator
waveform (100% voltage ripple).

simple as pushing the filter selection button, or automatically selecting the filter
with anatomical programming.

5. Generator waveform affects the quality of the emitted x-ray spectrum. For
the same kV, a single-phase generator provides a lower average potential differ-
ence than does a three-phase or high-frequency generator. Both the quality and
quantity of the x-ray spectrum are affected (Fig. 6-34).

The x-ray quantity is approximately proportional to Z__ X kV? X mAs. The
x-ray quality depends on the kV, the generator waveform, and the tube filtration.
Exposure depends on both the quantity and quality of the x-ray beam. Compensa-
tion for changes in kV with radiographic techniques requires adjustments of mAs on
the order of the fourth to fifth power of the kV ratio, because kV determines quantity,
quality, and transmission through the object, whereas mAs determines quantity only.
Added filters to the x-ray tube can significantly lower patient dose by selectively
attenuating the low energy x-rays in the bremsstrahlung spectrum, but require a
compensatory increase in the mAs.

In summary, x-rays are the basic radiologic tool for a majority of medical diag-
nostic imaging procedures. Knowledge of x-ray production, x-ray generators, and
x-ray beam control is important for further understanding of the image formation
process and the need to obtain the highest image quality at the lowest possible radia-
tion exposure.
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CHAPTER

Radiography

Geometry of Projection Radiography

Radiography is the production of a two-dimensional image from a three-dimen-
sional object, the patient (Fig. 7-1). The procedure projects the x-ray shadows of
the patient’s anatomy onto the detector and is often called projection radiography.
The source of radiation in the x-ray tube is a small spot, and x-rays that are pro-
duced in the x-ray tube diverge as they travel away from this spot. Because of beam
divergence, the collimated x-ray beam becomes larger in area and less intense with
increasing distance from the source. Consequently, x-ray radiography results in some
magnification of the object being radiographed. Radiography is performed with the
x-ray source on one side of the patient, and the detector is positioned on the other
side of the patient. During the exposure, incident x-rays are differentially attenuated
by anatomical structures in the patient. A small fraction of the x-ray beam passes
through the patient unattenuated and is recorded on the radiographic detector, form-
ing the latent radiographic image.

The geometry of projection transmission imaging is described in Figure 7-2.
Magnification can be defined simply as

L

image

L

M= [7-1]

object
where L is the length of the object as seen on the image and L | is the length of
the actual object. Due to similar triangles, the object magnification can be computed
using the source to object distance (a) and the object to detector distance (b)

a+b
a

M = [7-2]

The magnification will always be greater than 1.0 but approaches 1.0 when a rela-
tively flat object (such as a hand in radiography) is positioned in contact with the
detector, where b = 0. The magnification factor changes slightly for each plane per-
pendicular to the x-ray beam axis in the patient, and thus different anatomical struc-
tures are magnified differently. This characteristic means that, especially for thicker
body parts, an AP (anterior-posterior) image of a patient will have a subtly different
appearance to an experienced viewer than a PA (posterior-anterior) image of the
same patient. Knowledge of the magnification in radiography is sometimes required
clinically, for example, in angioplasty procedures where the diameter of the vessel
must be measured to select the correct size of a stent or angiographic balloon cath-
eter. In these situations, an object of known dimension (e.g., a catheter with notches
at known spacing) is placed near the anatomy of interest, from which the magnifica-
tion can be determined and a correction factor calculated.

Radiographic detectors, both screen-film and digital, should be exposed to an
x-ray intensity within a relatively small range. X-ray technique factors such as the
applied tube voltage (kV), tube current (mA), and exposure time will be discussed
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e X

A B Cc

M FIGURE 7-1 The basic geometry of radiographic imaging is illustrated. The patient is positioned between
the x-ray tube and the detector system (A), and the radiograph is acquired. The photocell (seen between the
grid and detector) determines the correct exposure levels to the detector (phototiming). In transmission imag-
ing (B), the x-rays pass through each point in the patient, and the absorption of all the structures along each
ray path combine to produce the primary beam intensity at that location on the detector. The density at each
point in the image (C) reflects the degree of x-ray beam attenuation across the image. For example, the gray
scale under the red dot on (C) corresponds to the total beam attenuation along the line shown in (B).

later, but an important parameter that should be kept consistent is the distance
between the x-ray source and the detector. For most radiographic examinations, the
source to imager distance (SID) is fixed at 100 c¢m, and there are usually detents
in the radiographic equipment that help the technologists to set this distance. An
exception to the 100-cm (40 inches) SID is for upright chest radiography, where the
SID is typically set to 183 cm (72 inches). The larger SID used for chest radiography
reduces the differential magnification in the lung parenchyma.

The focal spot in the x-ray tube is very small but is not truly a point source,
resulting in magnification-dependent resolution loss. The blurring from a finite x-ray
source is dependent upon the geometry of the exam, as shown in Figure 7-3. The
length of the edge gradient (L) is related to the length of the focal spot (L) by

_ b
L, =1L e [7-3]
M FIGURE 7-2 The geometry of beam divergence is shown. The object
is positioned a distance a from the x-ray source, and the detector is posi-
tioned a distance (@ + b) from the source. From the principle of similar
triangles, _ Lmage _a+ b
m = =
Lob}ea a a
Lobject
b

Limage
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M FIGURE 7-3 The magnification of a sharp edge in the patient will result in some blurring of that structure
because of the use of a focal spot that is not truly a point source. For a focal spot with width L,, the intensity
distribution across this distributed (nonpoint) source will result in the edge being projected onto the image
plane. The edge will no longer be perfectly sharp, but rather its shadow will reflect the source distribution.
Most sources are approximately gaussian in shape, and thus the blurred profile of the edge will also appear

gaussian. The length of the blur in the image is related to the width of the focal spot by lg = QLf-
a

where b represents the magnification of the focal spot. The “edge gradient” is
measured using a highly magnified metal foil with a sharp edge. In most cir-
cumstances, higher object magnification increases the width of the edge gradient
and reduces the spatial resolution of the image. Consequently, in most cases, the
patient should be positioned as close as possible to the detector to reduce magni-
fication. For thin objects that are placed in contact with the detector, the magni-
fication is approximately 1.0, and there will be negligible blurring caused by the
finite dimensions of the focal spot. In some settings (e.g., mammography), a very
small focal spot is used intentionally with magnification. In this case, the small
focal spot produces much less magnification-dependent blur, and the projected
image is larger as it strikes the detector. This intentional application of magnifica-
tion radiography is used to overcome resolution limitations of the detector, and
increases spatial resolution.

Screen-Film Radiography

Screen-film radiography defined the field of radiology for most of the 20th cen-
tury. As other digital modalities such as CT and MRI became routinely used, pic-
ture archiving and communication systems (PACS) evolved. Radiography and then
mammography were the last modalities to become assimilated into the digital arena,
due to the large display monitors and storage requirements for large-format, high-
resolution digital radiographic images. Nevertheless, screen-film radiography still is
used in low-volume clinics and other niche areas.
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Screen film casette

Top view of T-Grains

Top intensifying screen
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Film base with emulsion
on both sides Silver halide in gelatin on base
Bottom intensifying screen
B

Cassette casing

Intensifying screen on base

M FIGURE 7-4 A. A diagram showing the various layers in a double-sided screen-film cassette is shown, with
the dual emulsion film laying inside the screen with two intensifying screens. B. A micrograph of the intensify-
ing screen phosphor, attached to a plastic base, is shown. The scintillating layer consists of small (~25 wm)
crystals of phosphor (i.e., Gd,0,S:Eu), packed with a binder into a screen. This is an unstructured or amorphous
intensifying screen. C. A micrograph of the emulsion layer is shown. The individual grains of silver halide are
seen within the gelatin layer.

Screens

In screen-film radiography, a sheet of film with a light-sensitive emulsion on both
sides is sandwiched between two intensifying screens (Fig. 7-4). A light-tight cas-
sette encapsulates the screens and film. The intensifying screens are composed of
a scintillator, such as Gd,O,S crystals, held together by a binder material (Fig. 7-4
shows a micrograph of a screen). The scintillator in the intensifying screen con-
verts incident x-ray photons to visible light, which then exposes the silver halide
emulsion on the film. Close physical contact between the screen and film is very
important, as gaps promote excessive lateral light propagation, which blur the image.
The screens in a cassette are mounted on compressible foam backing, which presses
the screens against the film to maintain good screen-film contact. The intensifying
screen is composed of high Z compounds that have high absorption efficiency for
x-rays. CaWO, initially was used; more common today are the rare-earth scintillators
Gd,0,S, LaOBr, and YTaO,. Thicker intensifying screens absorb more x-ray photons
than thinner screens, but the scintillation light that is emitted in a thicker screen dif-
fuses greater distances to reach and expose the film emulsion (Fig. 7-5). This results
in more light spread, which reduces the spatial resolution of the screen. For very
high-resolution screen-film systems (some extremity cassettes and nearly all mam-
mography systems), only one screen is used in conjunction with a single emulsion
film. Intensifying screens are discussed in more detail later in this chapter.

Film

Film is composed of a thin plastic base coated on one or both sides with a layer of
light-sensitive emulsion consisting of silver halide (about 95% AgBr and 15% Agl)
crystals held in water-soluble gelatin (Fig. 7-4 shows a micrograph). The shapes of
the silver halide crystals incorporated in radiographic film are engineered in a tabular
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M FIGURE 7-5 The indirect detection process is illustrated, with a thick screen (A) and a thinner screen (B). X-ray
photons are incident on both screen-film systems, interact in both the upper and lower screens, and the light pho-
tons that are created by scintillation then diffuse by scattering through the screen matrix, until some eventually
reach the film emulsion. The thicker screen creates a geometry where the light photons can travel farther laterally,
and this increases the width of the light distribution reaching the emulsion, compared to the thinner screen. Thus,
thicker screens absorb more photons (are more sensitive) but have reduced spatial resolution compared to thinner
screens. Not shown in this diagram is the fact that exponentially more x-ray photons are deposited in the upper
screens as compared to the lower screens, due to the exponential manner in which x-rays are absorbed.

“T” grain shape (see Fig. 7-4) to increase surface area for improving light capture
efficiency and reducing silver content to save cost. Silver halide grains have a small
amount of AgS that introduces defects in the ionic crystal structures, where the nega-
tive charge (from Br- and I-) builds up on the surfaces and a net positive charge (Ag*)
is more central in the crystals. A sensitivity speck, induced by the lattice defects caused
by AgS, is a protrusion of the positive charge that reaches the surface of the crystal.

When a silver halide grain is exposed to visible light, a small number of Ag* ions are
reduced (gain electrons) and are converted into metallic Ag (Ag™ + ¢ — Ag). If =5
Ag* ions are reduced, which depends on the incident light intensity, a stable latent
image center is formed. An exposed film that has not been chemically developed con-
tains a latent image consisting of a pattern of invisible silver halide grains with latent
image centers. There is also a slight intensity rate effect, giving rise to slight differ-
ences in film density depending on the exposure rate (called reciprocity law failure).

Film Processing

The gelatin layer is permeable to aqueous solutions, which is necessary for the aque-
ous developing chemicals to come into contact with the silver crystals. When the
film is developed in an aqueous chemical bath containing a reducing agent, called
the developer, the metallic Ag atoms at the latent image centers act as a catalyst, caus-
ing the remaining silver ions in that grain to be reduced. A grain of reduced metallic
silver atoms appears as a black speck on the film.

After the film has passed through the developer, it passes through a bath of an aque-
ous oxidizing solution called fixer that dissolves the remaining (inactivated) silver halide
from the emulsion layer areas that were not exposed (or were underexposed) to light.
The film is then rinsed with water to remove residual developer and fixer, and is dried.
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In this way, the visible light striking the film emulsion acts locally to cause film
darkening. The film appears darker to the human eye as a result of an increasing
density of microscopic black silver grains in the emulsion layer. Thus, when the film
is placed on a light box, a gray scale image is produced that is darker where the x-ray
beam incident on the screen-film detector was more intense (where x-ray attenua-
tion in the patient was lower), and the film is lighter where the x-ray beam was less
intense (where the attenuation in the patient was higher). Film radiographs are nega-
tive images—higher exposure to the detector produces darker images.

The details of film processing are outside the scope of this chapter. However, it is
worth noting that the catalytic reaction that is promoted by the sensitivity speck in
the presence of a strong reducing agent results in an approximately 10° gain in opti-
cal density on the film with very little added noise—this is a chemical amplification
process that few electronic detector systems can match.

The Characteristic Curve

Although the intensifying screen responds linearly to incident x-ray exposure (e.g.,
twice the x-ray fluence results in twice the visible light output), the response of the
film emulsion to light results in a nonlinear characteristic curve for screen-film sys-
tems. An “H and D” curve (for Hurter and Driffield) shown in Figure 7-6, is a plot
of the log of the relative exposure on the x-axis and the optical density (OD) of the
processed film on the y-axis. This figure illustrates that the optical density (OD) of
film changes nonlinearly with the x-ray exposure level. The OD is defined as the
negative of the base-10 logarithm of the transmittance (T) of the film

OD = —log,(T), (7-4]

In Eq. 7-4, T is defined as the fraction of visible light passing through the film from
a light source:

I
T = -, [7—5]
L

M FIGURE 7-6 A characteristic curve for 35
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In Eq. 7-5, I is the intensity of light that passes through the film and I is the intensity
of the light source at the same point with the film removed. From the above equations,
a film of OD=1 transmits 10%, OD=2 transmits 1% and OD=3 transmits 0.1% of
the intensity of a light source from a fluorescent light box. Since the human eye
responds approximately logarithmically to light intensity, a film OD of 1.0 appears
to be two times brighter than an OD of 2.0, and three times brighter than an OD of
3.0. The inverse of the relationship given in Eq. 7-4 is given by:

107" =T. [7-6]

Radiography has many clinical applications, and both the screen characteristics
and film characteristics can be changed to optimize the detector for different clinical
demands. Screen-film sensitivity can be adjusted as shown in Figure 7-7A. Systems can
be more sensitive (and have higher “speed”), which means that less x-ray radiation is
required to produce a given OD. “Slower” screen-film systems require more radiation
to produce a given level of film darkening, which results in more radiation dose, but
because more x-ray photons are used to make the image, the statistical integrity of the
image is better (lower quantum noise). A change in screen-film speed is seen as a lat-
eral shift of the H and D curve (Fig. 7-7A). Screen-film systems can also be adjusted to
deliver different image contrast, as seen in Figure 7-7B. Contrast is adjusted by altering
the grain size and other parameters in the film emulsion. While high contrast is desir-
able, the compromise is that dynamic range (called latitude in radiography) is reduced.

High contrast films are not suitable for all applications. For example, a large
difference in x-ray fluence to the detector occurs in chest radiography, because of
the highly attenuating mediastinum and the highly transmissive lung fields—a low-
contrast, wide-latitude film is required for this setting, otherwise the heart silhouette
would be too white and the lung fields would be too dark on the processed film.
Moreover, very high contrast films require more precise exposure levels to maintain
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M FIGURE 7-7 A. Two characteristic curves are shown, one for a more sensitive system (curve A), and one for
a system with lower sensitivity (curve B). The speed of a screen-film system relates to how much exposure is
required to deliver a specific OD, typically OD = 1 + base + fog. Curve A requires less radiation to reach this
OD, and hence it is faster. B. With these two characteristic curves, the speed is approximately the same; how-
ever, the slopes of these curves are different. Curve A has a steeper slope, and therefore has higher contrast,
but the exposure latitude is narrow—the exposure levels striking the screen-film system are optimally kept
to within this range. Curve B has less slope, and will produce less radiographic contrast, but it has a wider
exposure latitude. For examinations where a lot of subject contrast is expected (such as the chest radiograph),
wider latitude screen-film systems are required.
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proper optical density on the film, and failure to achieve such precision may require
more studies to be repeated. For mammography, on the other hand, the compressed
breast is almost uniformly thick and thus the x-ray fluence striking the detector
(under the breast anatomy) is relatively uniform, and thus a very high contrast (but
narrow latitude) film can be used (system A in Fig. 7-7B).

The concepts of changing the characteristics of screen film systems are discussed
above, however in actual practice screen film characteristics are fixed by the manu-
facturer. The user typically discusses the needs of their imaging facility with the
film vendor, and purchases the screen film system or systems appropriate for their
needs.

Computed Radiography

Computed radiography (CR) refers to photostimulable phosphor detector (PSP) sys-
tems, which are historically housed in a cassette similar to a screen-film cassette.
Traditional scintillators, such as Gd,O,S and cesium iodide (Csl), emit light promptly
(nearly instantaneously) when irradiated by an x-ray beam. When x-rays are absorbed
by photostimulable phosphors, some light is also promptly emitted, but a fraction
of the absorbed x-ray energy is trapped in the PSP screen and can be read out later
using laser light. For this reason, PSP screens are also called storage phosphors. CR was
introduced in the 1970s, saw increasing use in the late 1980s, and was in wide use
at the turn of the century as many departments installed PACS.

Most CR imaging plates are composed of a mixture of BaFBr and other halide-
based phosphors, often referred to as barium fluorohalide. A CR plate is a flexible
screen that is enclosed in a light-tight cassette. The CR cassette is exposed to x-rays
during the radiographic examination and is subsequently placed in a CR reader.
Once placed in the CR reader, the following steps take place:

1. The cassette is moved into the reader unit, and the imaging plate is mechanically
removed from the cassette.

2. The imaging plate is translated vertically in the (y) direction by rollers across a
moving stage and is scanned horizontally in the (x) direction by a laser beam of
approximately 700 nm wavelength.

3. Red laser light stimulates the emission of trapped energy in a tiny area (x,y loca-
tion) of the imaging plate, and blue-green visible light is emitted from the storage
phosphor as energetic electrons drop down to their ground state.

4. The light emitted through photostimulated luminescence is collected by a fiber
optic light guide and strikes a photomultiplier tube (PMT), where it produces an
electronic signal.

5. The electronic signal is digitized and stored as a pixel value. For every spatial
location (x, y) on the imaging plate, a corresponding gray scale value is deter-
mined that is proportional to the locally absorbed x-ray energy.

6. The plate is exposed to bright white light to erase any residual trapped energy.

7. The imaging plate is returned to the cassette and is ready for reuse.

The digital image that is generated by the CR reader is stored temporarily on a local
hard disk. Once acquired, the digital radiographic image undergoes image process-
ing by the CR reader. The image is then typically sent to a PACS for interpretation by
a radiologist and long-term archiving.

The imaging plate itself is a completely analog device, but it is read out by analog
and digital electronic techniques, as shown in Figure 7-8.
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Photomultiplier tube M FIGURE 7-8 The readout mechanics
of a CR system are shown. The imaging
Rotating mirror Light filter plate is translated through the mecha-

nism by a series of rollers, and a laser
beam scans horizontally across the plate.
The rotating multifaceted mirror causes
Laser diode the laser beam to scan the imaging plate

Light guide in a raster fashion. The light released by
laser stimulation is collected by the light
guide and produces a signal in the PMT.
The red light from the laser is filtered out
before reaching the PMT.

Imaging plate

Rollers

The light that is released from the imaging plate is a different color than the stimulating
laser light (Fig. 7-9). Indeed, the blue light that is emitted from the screen has shorter
wavelength and higher energy per photon than the stimulating red light. This is energeti-
cally feasible only because the energy associated with the emitted blue light was actually
stored in the screen from the absorption of very energetic x-ray photons, and the red
light serves only to release this energy from the storage phosphor. To eliminate detection
by the PMT of the scattered excitation laser light, an optical filter that is positioned in
front of the PMT transmits the blue light and attenuates the red laser light.

Figure 7-10 illustrates how photostimulable phosphors work. A small mass of
screen material is shown being exposed to x-rays. Typical imaging plates are com-
posed of about 85% BaFBr and 15% BaFI, activated with a small quantity of euro-
pium. The CR screen is amorphous (lacks structure); the barium fluorohalide crystals
are small and are held together by an inert, optically transparent binder. The nomen-
clature BaFBr:Eu indicates that the BaFBr phosphor is activated by europium. This
activation procedure, also called doping, creates defects in the BaFBr crystals that
allow electrons to be trapped more efficiently. The defects in the crystalline lattice
caused by the europium dopant give rise to so-called F-centers.
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M FIGURE 7-9 The red laser light (600 to 700 nm) is used to stimulate the emission of the blue light (400

to 450 nm); the intensity of the blue light is proportional to the x-ray exposure to the region of the detector
illuminated by the laser light.
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M FIGURE 7-10 A. During exposure, x-rays are absorbed in the storage phosphor and some of the electrons
reach the conduction band, where they may interact with an F-center, causing the reduction of europium (Eu)
ions. B. The electrons are trapped in this high-energy, metastable state, and can remain there for minutes
to months. C. During readout, the phosphor is scanned by a red laser, which provides the trapped electrons
enough energy to be excited into the conduction band. Here, some fraction of electrons will drop down to
the valence band, emitting blue light during the transition. When the F-center releases a trapped electron, the
trivalent europium (Eu*3) is converted back to its divalent state. (Eu*?).

When x-ray energy is absorbed by the BaFBr phosphor, the absorbed energy
excites electrons associated with the europium atoms, causing divalent europium
atoms (Eu™?) to be oxidized and changed to the trivalent state (Eu™?). The excited
electrons become mobile, and a fraction of them interact with F-centers. The F-centers
trap these electrons in a higher-energy, metastable state, where they can remain for
minutes to weeks, with only slight fading over time. The latent image that is encoded
on the imaging plate after x-ray exposure, but before readout, exists as billions of
electrons trapped in F-centers. The number of trapped excited electrons per unit area
of the imaging plate is proportional to the intensity of x-rays incident at each location
of the detector during the x-ray exposure.

When the red laser light scans the exposed imaging plate, some energy is absorbed
at the F-center and transferred to the electrons. A proportional fraction of electrons gain
enough energy to reach the conduction band, become mobile, and then drop to the
ground energy state, and thus Eu*? is converted back to Eu*2. Emission of the blue emit-
ted light is captured by a light guide and is then channeled to the PMT (Fig. 7-10).

The first readout of the imaging plate does not release all of the trapped electrons
that form the latent image; indeed, a plate can be readout a second time and a third
time with only slight degradation. To erase the latent image so that the imaging
plate can be reused for another exposure without ghosting, the plate is exposed to a
very bright light source, which flushes almost all of the metastable electrons to their
ground state, emptying most of the F-centers.
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Charge-Coupled Device and Complementary
Metal-Oxide Semiconductor detectors

Charge-coupled device (CCD) detectors form images from visible light (Fig. 7-11A).
CCD detectors are used in commercial-grade television cameras and in scientific applica-
tions such as astronomy. The CCD chip itself is an integrated circuit made of crystalline
silicon, as is the central processing unit of a computer. A CCD chip has an array of dis-
crete detector electronics etched into its surface. Linear arrays are configured with single
or multiple rows in a wide selection, such as 1 X 2048 detector elements (dexels), or 96
X 4096 dexels in a rectangular format for line scan detection (e.g, movement of a slot-
scan detector with a narrow fan-beam collimation). Area arrays have a 2.5 X 2.5-cm
dimension with 1,024 X 1,024 or 2,048 X 2,048 detector elements on their surface.
Larger chips and larger matrices spanning 6 X 6 cm are available, but are very expensive,
and ultimately the size is limited by the dimensions of crystalline silicon wafers. Another
limitation is the requirement for a small dexel (e.g., 20 wm dimension and smaller) to
achieve charge transfer efficiency of 99.99% to keep additive electronic noise low. The
silicon surface of a CCD chip is photosensitive—as visible light falls on each dexel, elec-
trons are liberated and build up in the dexel. More electrons are produced in dexels that
receive more intense light. The electrons are confined to each dexel because there are
electronic barriers (voltage) on each side of the dexel during exposure.

Once the CCD chip has been exposed, the electrical charge that resides in each
dexel is read out. The readout process is akin to a bucket brigade (Fig. 7-11B).
Along one column of the CCD chip, the electronic charge is shifted dexel by dexel

M FIGURE 7-11 A. A photograph of a high-resolution CCD chip is shown. B. The readout procedure in a CCD
chip is illustrated. After exposure, electrodes in the chip shift the charge packets for each detector element
by switching voltages, allowing the charge packets to move down by one detector element at a time. Charge
from the bottom element of each column spills onto the readout row, which is rapidly read out horizontally.
This process repeats itself until all rows in each column are read out. C. This illustration shows the shift of a
given pattern of exposure down one column in a CCD chip in four (t1-t4) successive clock cycles.
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M FIGURE 7-12 A. A CCD-based DR
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by appropriate control of voltage levels at the boundaries of each dexel. The charge
packet from each dexel in the entire column is shifted simultaneously, in parallel. For
a two-dimensional CCD detector, the charges on each column are shifted onto the bot-
tom row of electronics, that entire row is read out horizontally, then the charge packets
from all columns are shifted down one detector element (Fig. 7-11C), and so on.

CCD detectors are small, whereas the field of view in most medical imaging appli-
cations is large. Unfortunately, it is impossible to focus the light emitted from a large
scintillation screen (~43 X 43 cm) onto the surface of the CCD chip (~4 X 4 cm)
without losing a large fraction of light photons due to optical lens coupling inefficiency.
The amount of light transferred to the CCD is determined by the directionality of light
emitted by the scintillator, the lens characteristics (f number, the ratio of the focal
length of a lens to its effective diameter), and the demagnification factor, m, required to
focus the image from the screen onto the CCD array. For a typical scintillator material
(so-called lambertian emitter), the amount of light recorded is inversely proportional
to the square of the f number times the square of the demagnification factor. Even with
an excellent lens (e.g., f number = 1) and a demagnification of 10, less than 1% of the
light produced by x-ray interactions will reach the CCD array. (Fig. 7-12A).
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Many x-ray imaging systems are multi-stage, where the signal is converted from
stage to stage. For example, in a CCD system, x-rays are converted to visible light in
the scintillator, and then the light is converted to electrons in the CCD chip. X-ray
photons, visible photons, and electrons are all forms of quanta. The quantum sink refers
to the stage where the number of quanta is the lowest and therefore where the statisti-
cal integrity of the signal is the worst. Ideally, in a radiographic image, the quantum
sink should be at the stage where the x-ray photons are absorbed in the converter
(scintillator or solid state detector). This is referred to as an x-ray quantum limited
detector. However, if there is a subsequent stage where the number of quanta are less
than the number of absorbed x-rays, the image statistics and consequently the image
noise will be dominated by this stage, and a secondary quantum sink will occur.
Although an image can be produced, an x-ray detector system with a secondary quan-
tum sink will have image quality that is not commensurate with the x-ray dose used to
make the image. Large field of view CCD-based radiographic detectors have a second-
ary quantum sink due to the very low coupling efficiency of the lens system. Despite
this, higher doses can be used to create acceptable quality images. These systems are
relatively cost-effective and are sold commercially as entry-level digital radiographic
systems. Higher end area CCD radiography systems typically make use of CsI input
screens with improved x-ray detection efficiency and light capture efficiency, while less
costly systems use Gd,O,S screens. For a typical 43 X 43 cm FOV, 3,000 X 3,000-
pixel CCD camera (4 X 4 cm area with ~13 pm dexels) and ~10:1 demagnification,
the pixel dimensions in the resulting images are approximately 140 to 150 pm.

Linear CCD arrays optically coupled to an x-ray scintillator by fiberoptic chan-
nel plates (a light guide made of individual light conducting fibers), often with a
de-magnification taper of 2:1 to 3:1, are used in slot-scan x-ray systems. These sys-
tems operate using a narrow x-ray fan beam with pre-and post-patient collimators,
acquiring an image by scanning the beam over the anatomy for several seconds.
An advantage of this geometry is the excellent scatter rejection achieved, allowing
the elimination of the anti-scatter grid and the associated dose penalty (see section
7-12 in this chapter). Coupling of the scintillator to the linear CCD array requires
less demagnification than with a two dimensional CCD system, reducing the
secondary quantum sink problem. A readout process known as Time-Delay and
Integration (TDI) can deliver high dose efficiency and good signal to noise ratio.
TDI readout is a method that electronically integrates signal information from the
stationary patient anatomy by compensating for the velocity V of the x-ray/detec-
tor assembly by reading out the CCD in the opposite direction at a velocity -V.
(Fig 7-12B). The transmitted x-ray beam passes through the same object path during
the dwell time of the scan over the area. Disadvantages of slot-scan systems include
the longer exposure time required for the scan, increasing the potential for motion
artifacts, and substantially increased x-ray tube loading. Imaging systems using slot-
scan acquisition have shown excellent clinical usefulness in x-ray examinations of
the chest and in full-body trauma imaging.

Complementary Metal-Oxide Semiconductor (CMOS) light sensitive arrays are
an alternative to the CCD arrays discussed above. Based upon a crystalline silicon
matrix, these arrays are essentially random access memory “chips” with built-in
photo-sensitive detectors, storage capacitors, and active readout electronics, operating
at low voltage (3 to 5 volts). Inherent in the CMOS design is the ability to randomly
address any detector element on the chip in a read or read and erase mode, enabling
unique opportunities for built-in automatic exposure control (AEC) capabilities that
are not easily performed with a CCD photo detector. A major issue with CMOS
has been electronic noise from both acquisition (storage) and readout / reset noise
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sources. Correlated sampling methods can reduce the electronic reset noise common
to multiple measurements. Construction of a large area detector is a hurdle, due to
the maximum dexel size currently achievable (on the order of 50 pwm). CMOS detec-
tor applications for radiography are currently limited to small FOV (10 X 15 cm)
applications such as specimen tissue imaging of surgery samples.

Flat Panel Thin-Film-Transistor Array Detectors

Flat panel Thin-Film-Transistor (TFT) array detectors (Fig. 7-13) make use of tech-
nology similar to that used in flat panel displays, and much of this has to do with
the wiring requirements of a huge number of individual display elements. Instead
of producing individual electrical connections to each one of the elements in a flat
panel display, a series of horizontal and vertical electrical lines is used which, when
combined with appropriate readout logic, can address each individual display
element. This signal modulates light transmittance from a backlit liquid crystal dis-
play element in the flat panel display. With this approach, only 2000 connections
between the display and the electronics are required for a 1000 X 1000 display,
instead of 1,000,000 individual connections. For a flat panel display, the wiring
is used to send signals from the computer graphics card to each display element,
whereas in an x-ray detector the wiring is used to measure the signal generated in
each detector element.

Flat-panel TFT arrays are made of amorphous silicon, where lithographic etching
techniques are used to deposit electronic components and connections necessary for
x-ray detector operation. The large area TFT array is divided into individual detec-
tor elements (dexels), arranged in a row and column matrix. Electronic components

A
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Electronics

Light sensitive area \—Detector element

M FIGURE 7-13 A. flat panel detector systems are pixelated descrete detector systems. The detector array is
comprised of a large number of individual detector elements (dexels). Each dexel has a light sensitive region
and a light-insensitive area where the electronic components are located. B. A photomicrograph of an actual
TFT system is shown. The electronics component can be seen in the upper left corner of each dexel (Image
courtesy John Sabol and Bill Hennessy, GE Healthcare).
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within each dexel include a TFT, a charge collection electrode, and a storage capacitor.
The TFT is an electronic switch that is comprised of three connections: gate, source,
and drain. Gate and drain lines connect the source and drain of the TFT5% along the
row and columns, respectively.

The gate is the transistor’s “on” — “off” switch, and is attached to the gate conductor
line along each row of the array. The source is attached to the storage capacitor, and
the drain is attached to the drain conductor line running along each column of the
array. The charge collection electrode captures the charge produced by incident x-ray
energy deposited over the area of the dexel (either by indirect or direct conversion, as
discussed below), and the storage capacitor stores it. During x-ray exposure, the TFT
switch is closed, allowing charge in each dexel to be accumulated and stored. After
the exposure is completed, sequential activation of the TFT array occurs one row at a
time, by sequentially turning on the gate line to every dexel in the row (Fig 7-14). This
allows the accumulated charge in each dexel capacitor to flow through the transistor
to the drain line, and subsequently to the connected charge amplifier. The charge
amplifiers are positioned outside of the panel active area. They amplify the charge,
convert it to a proportional voltage, and digitize the voltage level, resulting in a gray
scale value for each dexel in the row. This sequence is repeated row by row, to fully
read out the array. The speed of the detector readout is governed by the intrinsic elec-
tronic characteristics of the x-ray converter material and the TFT array electronics.

Indirect Detection TFT Arrays

Indirect x-ray conversion TFT arrays use a scintillator to convert x-rays to light with
optical coupling of the scintillator to the active matrix. The scintillator is layered on
the front surface of the flat panel array. Thus the light emanating from the back of
the scintillator layer strikes the flat panel and, because x-ray interactions are more
likely to occur toward the front of the scintillator layer, the light that is released in
the scintillation layer has to propagate relatively large distances, which can result
in appreciable “blurring” and a loss of spatial resolution (Fig. 7-15A). To improve

Multiplexer
S1 S2 S3
Charge amplifer
Gate
lines
Drain lines

M FIGURE 7-14 This diagram shows circuitry for a TFT flat panel detector system. The readout process is
described in the text.
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M FIGURE 7-15 Indirect and direct detector TFT-based x-ray detectors are shown. A. Photons in the indirect sys-
tem propagate laterally, compromising resolution. The detected signal shown for the indirect detector shows this
lateral spread in the signal from one x-ray photons interaction. B. For the direct detector system, the ion pairs liber-
ated by x-ray interaction follow the electric field lines (electron holes travel upwards, electrons travel downwards)
and have negligible lateral spread. Here, the detected electronic signal from one x-ray photons interaction is
collected almost entirely in one detector element, and therefore better spatial resolution is achieved.

this situation, most flat panel detector systems for general radiography use a Csl
scintillator instead of Gd,O,S. Csl is grown in columnar crystals, and the columns
act as light pipes to reduce the lateral spread of light. The reduction of the lateral
propagation of light helps to preserve spatial resolution.

Because the electronics requires a certain amount of area on the dexel, the entire
surface area is not photosensitive. This reduces the geometrical efficiency of light col-
lection of each dexel to less than 100%. The fill factor refers to the percent of the area
of each dexel that is photosensitive. The fill factor is typically about 80% for dexel
dimensions of 200 pm X 200 pwm, and much less (40% to 50%) for smaller dexel
dimensions. Fill factor issues place limitations on how small dexels in a TFT array can
be made, and currently the smallest indirect detector dexel size is about 100 pm. Tech-
nological advances are now overcoming fill-factor penalties by stacking the electrical
components of each dexel in lithographic layers under the photosensitive layer.

Direct Detection TFT Arrays

Direct x-ray conversion TFT arrays use a semiconductor material that produces
electron-hole pairs in proportion to the incident x-ray intensity. Absorbed x-ray
energy is directly converted into charge in the detector - there is no intermediate step
involving the production of visible light photons. Amorphous selenium (a-Se) is the
semiconductor most widely used, and is layered between two surface-area electrodes
connected to the bias voltage and a dielectric layer. The dielectric layer prevents over-
charging dexels, which could damage the TFT array. lon pairs are collected under
applied voltage across the solid state converter (10-50 V/mum of thickness). This
electric field in the converter almost completely eliminates lateral spreading of the
charges during transit through the semiconductor, resulting in high spatial resolution
(Fig. 7-15B). Even though Se has a relatively low atomic number and consequently
low absorption efficiency, the Se layer can be made thick (0.5 to 1.0 mm) to improve
detection efficiency and still maintain excellent spatial resolution. Fill factor penal-
ties are not as significant with direct conversion TFT systems compared to indirect
conversion TFT arrays. This is because the electrical potential field lines are designed
to bend and thereby direct charge carriers to the collection electrode, avoiding the
insensitive regions of the dexel. In addition to selenium, other materials such as
mercuric iodide (Hgl,), lead iodide (Pbl,), and cadmium telluride (CdTe) are being
studied for use in direct detection flat panel systems.
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Technique Factors in Radiography

The principal x-ray technique factors used for radiography include the tube voltage
(the kV), the tube current (mA), the exposure time, and the x-ray source-to-image
distance, SID. The SID is standardized to 100 cm typically (Fig. 7-16), and 183 cm
for upright chest radiography. In general, lower kV settings will increase the dose
to the patient compared to higher kV settings for the same imaging procedure and
same body part, but the trade-off is that subject contrast is reduced with higher kV.
The kV is usually adjusted according to the examination type—lower kVs are used
for bone imaging and when iodine or barium contrast agents are used; however, the
kV is also adjusted to accommodate the thickness of the body part. For example, in
bone imaging applications, 55 kV can be used for wrist imaging since the forearm is
relatively thin, whereas 75 to 90 kV might be used for L-spine radiography, depend-
ing on the size of the patients abdomen. The use of the 55-kV beam in abdominal
imaging would result in a prohibitively high radiation dose. Lower kVs emphasize
contrast due to the photoelectric effect in the patient, which is important for higher
atomic number (Z) materials such as bone (anlcium = 20) and contrast agents contain-
ing iodine (Z = 53) or barium (Z = 56). Conversely, for chest radiography, the soft
tissues of the cardiac silhouette and pulmonary anatomy are of interest, and the ribs
obscure them. In this case, high kV is used (typically 120 kV) in order to decrease
the conspicuity of the ribs by reducing photoelectric interactions.

With the SID and kV adjusted as described above, the overall x-ray fluence is
then adjusted by using the mA and the time (measured in seconds). The product of
the mA and time (s) is called the mAs, and at the same kV and distance, the x-ray
fluence is linearly proportional to the mAs—double the mAs, and the x-ray fluence
doubles. Modern x-ray generators and tubes designed for radiography can operate
at relatively high mA (such as 500 to 800 mA), and higher mA settings allow the
exposure time to be shorter, which “freezes” patient motion.

Manual x-ray technique selection was used up until the 1970s in radiography,
whereby the technologist selected the kV and mAs based on experience and in-house
“technique charts”. Some institutions required technologists to use large calipers to
measure the thickness of the body part to be imaged, to improve the consistency of
the radiographic film optical density. Today, radiography usually makes use of auto-
matic exposure control (AEC), which informally is called phototiming. The mA is set to
a high value such as 500 mA, and the exposure time (and hence the overall mAs) is
determined by the AEC system. In general radiography, an air-ionization photocell
is located behind the patient and grid, but in front of the x-ray detector (Fig. 7-16).

B FIGURE 7-16 The standard configuration

Xl—ray tubeﬂt for radiography is illustrated. Most table-
aluminum fiters based radiographic systems use a SID of
colimator

100 c¢cm. The x-ray collimator has a light
bulb and mirror assembly in it, and (when
activated) this casts a light beam onto the
patient that allows the technologist to posi-
tion the x-ray beam relative to the patient’s
anatomy. The light beam is congruent with
the x-ray beam. The x-rays that pass through
the patient must pass through the antiscatter
anti-scatter grid ~ grid and the photocell (part of the AEC sys-
photocell tem) to then strike the x-ray detector.

X-ray detector

100 cm
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During exposure, the AEC integrates the exposure signal from the photocell in real
time until a preset exposure level is reached, and then the AEC immediately termi-
nates the exposure. The preset exposure levels are calibrated by the service person-
nel, and the sensitivity of the radiographic detector is taken into account in the
calibration procedure. For screen-film radiography, the AEC is set to deliver proper
film darkening. For a digital radiographic system, the AEC is adjusted so that the
exposure levels are both in the range of the detector system and produce images with
good statistical integrity based on a predetermined signal-to-noise ratio. This means
that a trade-off between radiation dose to the patient and noise in the digital image
should be reached. For some digital imaging systems, the signal from the detector
itself can be used as the AEC sensor.

Scintillators and Intensifying Screens

An indirect x-ray detector system uses a scintillator to convert the x-ray fluence inci-
dent on the detector into a visible light signal, which is then used to expose the emul-
sion in screen-film radiography or a photoconductor in digital radiographic systems.
Over the long history of screen-film radiography, a number of scintillators were devel-
oped. Most intensifying screens are comprised of fine-grain crystalline scintillating
powders (also called phosphors), formed into a uniformly thick intensifying screen
that is held together by a binder. During production, the phosphor power is mixed
with the binder material at high temperature, and then this molten mixture is layered
onto a metallic sheet, where rollers spread the material into a uniform thickness. The
material hardens as it cools, and the intensifying screen is cut to the desired dimen-
sions. The binder is usually a white powder, and intensifying screens appear white to
the naked eye. Intensifying screens are considered turbid media—they are not strictly
transparent to optical light (in such case they would be clear in appearance), but
instead the visible light that is produced in the screen from x-ray interactions under-
goes many scattering events as it propagates through the intensifying screen. The light
photons have a certain probability of being absorbed as well. Most intensifying screens
are amorphous (lack structure), and are comprised of billions of tiny crystals of the
scintillator randomly embedded in the inert binder layer. Because the index of refrac-
tion of the binder is different than the scintillator crystals, the facets of these tiny crys-
tals are sites where light scattering (and absorption) occurs. Each light photon that is
produced by x-ray interaction inside a scintillator crystal propagates in any direction
in the screen, refracting off thousands of small surfaces until it either exits the screen
matrix or is absorbed. Consequently, a burst of perhaps 2,000 light photons produced
at the point of x-ray interaction propagates inside the screen matrix undergoing many
scattering and absorption events, and eventually about 200 photons reach the surface
of the screen where they can interact with the photodetector.

In thicker screens, the packet of photons diffuses a greater thickness before emerg-
ing from the phosphor layer, and this results in more spreading of light reaching the
light detector (see Fig. 7-5). The extent of lateral light spread is also governed by the
design of the phosphor screen itself—the relative coefficients of optical scattering
and optical absorption affect the amount of blurring, and the overall sensitivity of
the screen. Increasing the optical absorption reduces light spread, improving spatial
resolution for the same screen thickness, but less light reaches the surface.

Some crystalline scintillators such as Csl form in long columnar crystals, which
are tiny natural light pipes, and this structured crystal tends to reduce lateral light
spread and preserve spatial resolution for a given screen thickness. Csl is a salt,
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chemically similar to NaCl, and is hygroscopic (absorbs moisture from the air). It
therefore must be sealed to keep out moisture; it may be kept in a vacuum or encap-
sulated in a plastic layer. Csl is too fragile and expensive for screen-film radiography
applications.

Absorption Efficiency and Conversion Efficiency

Because of the dynamics of indirect x-ray detection described above, there are two
factors that are important in x-ray detectors. The first is the absorption efficiency in
the phosphor layer, which is determined by the phosphor composition (its effective
Z and density), and the screen thickness. The absorption efficiency is also dependent
on the x-ray beam energy. The term quantum detection efficiency is used to describe
how well x-ray detectors capture the incident x-ray photon beam, but because this
metric does not consider x-ray fluorescence (where a considerable fraction of the
detected photon energy is re-emitted by the detector), the energy absorption efficiency
is perhaps a better metric, given that most x-ray detectors are energy integrators, not
photon counters. Thicker, denser phosphor layers absorb more of the incident x-ray
beam (Fig. 7-17), and increased absorption efficiency is always desirable. However,
increasing the screen thickness has to be balanced with the concomitant increase in
blurring and loss of spatial resolution that results in thicker screens.

A second factor relates to how efficiently the optical signal is conveyed from the
scintillator to the silicon photodetector, and how it is then amplified and converted
to signal in the image (i.e., gray scale value or digital number). Conversion Efficiency
(CE) includes x-ray to light photon energy transfer in scintillators, the light to charge

fewer incident X-rays X-ray photons fewer incident X-rays
lower dose standard dose lower dose
higher electronic gain for comparison thicker screen
same screen thickness same electronic gain
Increased conversion efficiency Increased absorption efficiency

M FIGURE 7-17 The center panel is used for comparison, and here a higher exposure level is used as repre-
sented by the larger number of x-ray photons incident on the detector system. By increasing the absorption
efficiency (right panel) using a thicker screen by a factor G (G>1), the x-ray beam can be reduced to 1/G
and the same number of x-ray photons will be absorbed in the detector, yielding the same image noise as
before. By increasing the conversion efficiency (left panel) by a factor G, the x-ray beam intensity is turned
down to 1/G to compensate but because the absorption efficiency has not changed in this case, the number
of absorbed photons is decreased, and this increases the image noise.
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conversion efficiency for photodiodes, the light to OD in film, geometry and lens
efficiency in optically coupled detectors, and the electronic gain in a digital detector
(see Fig. 7-17). To reduce the radiation dose (i.e., use fewer photons to make the
image), but to keep the same gray scale (or OD) in the image, if the conversion effi-
ciency is increased by a factor G (where G > 1) for a system with the same absorption
efficiency, the x-ray fluence must be reduced by a factor of G to deliver the same gray
scale value. This would result in 1/G of the photons being absorbed in the detector,
and hence a /G increase in relative quantum noise would result.

If, on the other hand, the absorption efficiency is increased by the factor G, the
x-ray fluence is decreased by the AEC by this same factor. The increase in absorp-
tion is balanced by the reduction in x-ray fluence (saving dose), in order to get the
same gray scale. In this case, the same number of x-rays are absorbed by the detector
(i.e., G X 1/G = 1), and the quantum noise therefore is not changed. So, for a
discussion where the same signal levels in the image are being compared, increasing the
speed of the detector (and lowering the radiation dose) by increasing the conversion
efficiency increases image noise, whereas increasing absorption efficiency can reduce
dose but has no detrimental effect on quantum noise in the image.

Other Considerations

The choice of a digital detector system requires a careful assessment of the needs of
the facility. CR is often the first digital radiographic system installed in a hospital,
because it can directly replace screen-film cassettes in existing radiography units
and in portable, bedside examinations, where the cost of retakes in both technolo-
gist time and money is high. A benefit of CR over TFT-based digital radiographic
technology is that the relatively expensive CR reader is stationary, but because the
CR imaging plates themselves are relatively inexpensive, several dozen plates may
be used in different radiographic rooms simultaneously. The number of rooms
that one CR reader can serve depends on the types of rooms, workload, and prox-
imity. Typically, one multi-cassette CR reader can handle the workload of three
radiographic rooms. The cost of an individual flat panel detector is high, and it
can only be in one place at one time. The obvious use for flat panel detectors or
other solid-state digital radiographic systems is for radiographic suites that have
high patient throughput, such as a dedicated chest room. Because no cassette han-
dling is required and the images are rapidly available for technologist approval, the
throughput in a single room using flat panel detectors can be much higher than
for CR systems, where manual cassette handling is required. Recent introduction
of portable TFT flat panel cassettes using wireless technology is an alternative to
the portable CR detectors that have historically been used in portable radiography,
however, the consequences of the technologist dropping the fragile flat panel cas-
sette can be expensive.

Radiographic Detectors, Patient Dose, and Exposure
Index

In traditional screen-film radiography, film OD serves as an exposure indicator,
and direct feedback is obtained by simple visual inspection of the processed film
image (Fig. 7-18, left). CR and DR detectors have wide exposure latitude and with
image post-processing, these systems produce consistent image gray scale even with
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M FIGURE 7-18 Response of a screen-film detector with fixed radiographic speed and a digital detector
with variable radiographic speed to underexposure, correct exposure, and overexposure are shown. For
screen-film, to the left of each radiograph is a distribution representing the x-ray exposure absorbed by
the screen and converted to OD on the film. Note that the characteristic curve translating exposure to OD
is fixed on the exposure axis. For digital detectors, to the right of each radiograph is a distribution repre-
senting the frequency of digital values (a histogram) linear with exposure absorbed by the detector and
converted to a digital value. Note that the look-up table curve translating the digital values to brightness
and contrast on a display monitor is variable and adjusts to the histogram to achieve optimal rendering of
the image contrast.

underexposed and overexposed images (Fig. 7-18, right). With the capability of
automatically adjusting the gray scale on digital radiographic images, the checks and
balances provided to the technologist from the immediate feedback of film density
are lost. Underexposed DR images use fewer absorbed x-rays, and can be recognized
by increased image noise, but overexposed images can easily go unnoticed, resulting
in unnecessary overexposure to the patient. Furthermore, underexposed images are
likely to be criticized by radiologists for excessive image noise, whereas overexposed
images will likely be of high quality; this may lead to a phenomenon known as
“dose creep,” whereby technologists tend to use unnecessarily high exposures. Dose
creep is most likely to occur in examinations such as portable radiography in which
automatic exposure control is not feasible and manual technique factors must be
chosen.

In most digital radiographic systems, image-processing algorithms are used
to align measured histogram values (after exposure) with a predetermined look-
up table, to make image gray scale appear similar to screen-film images. The
measured histogram distribution on each radiograph is used to determine the
incident radiation exposure to the detector, and to provide an “exposure index”
value. Anatomically relevant areas of the radiograph are segmented (parts of the
image corresponding to no patient attenuation—high values, and collimated
regions—low values, are excluded), a histogram is generated from the relevant
image area, and it is compared to an examination-specific (e.g. chest, forearm,
head, etc.) histogram shape. The gray scale values of the raw image are then
digitally transformed using a look-up-table (LUT) to provide desirable image
contrast in the “for presentation” image.
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TABLE 7-1 MANUFACTURER, CORRESPONDING SYMBOL FOR El, AND
CALCULATED EI FOR THREE INCIDENT EXPOSURES TO THE

DETECTOR
MANUFACTURER SYMBOL 50 pGy 100 pGy 200 pGy
Canon (Brightness = 16, contrast = 10) REX 50 100 200
Fuji, Konica S 400 200 100
Kodak (CR, STD) El 1,700 2,000 2,300
IDC (ST = 200) F# -1 0 1
Philips El 200 100 50
Siemens El 500 1,000 2,000

The median value of the histogram is used in many systems to determine a
proprietary exposure index (EI) value, which is dependent on each manufacturer’s
algorithm and detector calibration method. This exposure index indicates the amount
of radiation reaching the detector and is not an indicator of dose to the patient.
Unfortunately, widely different methods to calculate the EI value have evolved, as
shown in Table 7-1.

An international standard for an exposure index for digital radiographic sys-
tems has been published by the International Electrotechnical Commission (IEC),
IEC 62424-1. This standard describes “Exposure Indices” and “Deviation Indices,”
along with a method for placing these values in the DICOM header of each radio-
graphic image. The manufacturer’s responsibility is to calibrate the imaging detector
according to a detector-specific procedure, to provide methods to segment pertinent
anatomical information in the relevant image region, and to generate an EI from his-
togram data that is proportional to detector exposure.

This dose index standard for radiography requires staff to establish target exposure
index (EL,) values for each digital radiographic system and for each type of exam; for
instance, the EI for a skull radiographic will, in general, differ from that of a chest
radiograph. Feedback to the user on whether an “appropriate” exposure has been
achieved is given by the deviation index (DI), calculated as

The DI provides feedback to the operator with a value that is equal to O (zero) when
the intended exposure to the detector is achieved (i.e., EI = EL), a positive number
when an overexposure has occurred, and a negative number when an underexposure
has occurred. A DI of +1 indicates an overexposure of about 26%; a value of -1 indi-
cates an underexposure of 20% less than desired. The acceptable range of DI values is
approximately from +1 to -1. When the DI is in the desired range, the radiographic
system is considered to be working well and is able to deliver the EI_values set up by
the institution. Tracking DI values with respect to equipment and technologist can be
useful in maintaining high image quality for radiography at an institution.

Dual-Energy Radiography

As mentioned in Chapter 4, anatomical noise can contribute to a loss of conspicu-
ity in radiological imaging. Dual-energy radiographic techniques have been devel-
oped, which can in some instances reduce anatomical noise and thereby produce an
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image that has better information content. Dual-energy chest radiography is a good
example of this and will be used to illustrate the concept.

Figure 7-19A shows the attenuation characteristics of iodine, bone, and soft
tissue as a function of x-ray photon energy. The curves have different shapes, and
thus the energy dependencies of bone, iodine, and soft tissue attenuation are dif-
ferent. The reason for these differences is that higher atomic number materials
(i.e., bone, with effective Z = 13, or iodine, with Z = 53) have higher photo-
electric absorption levels than lower atomic materials such as soft tissue (effec-
tive Z =7.6). The photoelectric interaction component of the linear attenuation
coefficient has an energy dependency of E>, as opposed to very little energy
dependency for the Compton scattering component in the x-ray energy range
used for diagnostic imaging. Because of the different energy dependencies in tis-
sue types, the acquisition of two radiographic images at two different effective
energy levels (i.e., different kVs), enables either the bone component or the soft
tissue component in the image to be removed by image post-processing. The
general algorithm for computing dual-energy subtracted images on each pixel

(x,y) is
DE(x,y) = a + B [Ln{Uyu(x,9)} = R Ln{l,o(x,y }] [7-7]
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M FIGURE 7-19 Dual-energy chest radiography is illustrated. A. The linear attenuation coefficients for soft tis-
sue, bone, and iodine are shown. B. The single-energy (120 kV) radiograph is shown. C. The bone-subtracted,
soft tissue—only image is illustrated. This image shows the lung parenchyma and mediastinum, which are the
principal organs of interest on most chest radiographs. D. The soft tissue—subtracted, bone-only image is illus-
trated. Note that the earrings, which are made of metal and are more similar to bone than soft tissue in terms
of composition, show up on the bone-only image.
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where DE(x,y) is the gray scale value in the dual-energy image, I, (xy) is the
corresponding gray value in the acquired high-energy image, and I, (x,y) is the cor-
responding gray scale value in the acquired low-energy image. The value of R is
selected to isolate bone, iodine, or soft tissue in the subtraction, and « and B scale
the output image for brightness and contrast for optimal display. Equation 7-7 repre-
sents logarithmic weighted subtraction.

Figure 7-19B shows a standard single-energy chest radiograph for comparison,
and Figure 7-19C and 7-19D illustrate the soft tissue and bone-only images, respec-
tively. Notice on the tissue-only image (Fig. 7-19C), the ribs are eliminated and the
soft tissue parenchyma of the lungs and mediastinum are less obscured by the ribs.
On the bone-only image, bones are of course better depicted. Interestingly, one can
also see the metallic earrings on this patient, whereas they are not visible on the soft
tissue—only image. The metal earrings have attenuation properties more like bone
than soft tissue.

Scattered Radiation in Projection Radiographic
Imaging

The basic principle of projection x-ray imaging is that x-rays travel in straight lines.
However, when x-ray scattering events occur in the patient, the resulting scattered
x-rays are not aligned with the trajectory of the original primary x-ray, and thus the
straight-line assumption is violated (Fig. 7-20). Scattered radiation that does not
strike the detector has no effect on the image; however, scattered radiation ema-
nating from the patient is of concern for surrounding personnel due to the associ-
ated radiation dose. If scattered radiation is detected by the image receptor, it does
have an effect on the image and can be a significant cause of image degradation.
Scattered radiation generates image gray scale where it does not belong, and this
can significantly reduce contrast in screen-film radiography. Because contrast can
be increased in digital images by window/leveling or other adjustment schemes, on

M FIGURE 7-20 This illustration demonstrates that when x-rays are
scattered in the patient and reach the detector, they stimulate gray
scale production, but since they are displaced on the image, they carry
little or no information about the patient’s anatomy.
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digital radiographic images, scatter acts chiefly as a source of noise, degrading the
signal-to-noise ratio.

The amount of scatter detected in an image is characterized by the scatter-to-primary
ratio (SPR) or the scatter fraction. The SPR is defined as the amount of energy deposited
in a specific location in the detector by scattered photons, divided by the amount of
energy deposited by primary (non-scattered) photons in that same location. Thus,

SPR = S [7-8]
p

For an SPR of 1, half of the energy deposited on the detector (at that location)
is from scatter—that is, 50% of the information in the image is largely useless. The
scatter fraction (F) is also used to characterize the amount of scatter, defined as

S
= — [7-9]
P+S
The relationship between the SPR and scatter fraction is given by
F = SPi [7_10]
SPR+1

The vast majority of x-ray detectors integrate the x-ray energy and do not count
photons (which is typical in nuclear medicine). Thus, the terms S and P in this dis-
cussion refer to the energies absorbed in the detector from the scattered and primary
photons, respectively.

If uncorrected, the amount of scatter on an image can be high (Fig. 7-21). The SPR
increases typically as the volume of tissue that is irradiated by the x-ray beam increases.
Figure 7-21 illustrates the SPR as a function of the side of a square field of view, for
different patient thicknesses. The SPR increases as the field size increases and as the
thickness of the patient increases. For a typical 30 X 30 abdominal radiograph in a
25-cm-thick patient, the SPR is about 4.5—so0 82% (the scatter fraction) of the infor-
mation in the image is essentially useless, if scatter correction methods are not used.

The Anti-scatter Grid

The anti-scatter grid, or sometimes just called a scatter grid, is the most widely used
technology for reducing scatter in radiography, fluoroscopy, and mammography. The

M FIGURE 7-21 The SPR is shown as
a function of the side dimension of a
square field of view, for three differ-
ent patient thicknesses. For example,
the 20-cm point on the x-axis refers
to a 20 X 20-cm field. The SPR
increases with increasing field size
and with increasing patient thickness.
Thus, scatter is much more of a prob-
lem in the abdomen as compared to
extremity radiography. Scatter can be
reduced by aggressive use of collima-
tion, which reduces the field of view
of the x-ray beam.
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M FIGURE 7-22 The antiscatter grid is located between the patient,
who is the principal source of scatter, and the detector. Grids are geo-
metric devices, and the interspace regions in the grid are aligned with
the x-ray focal spot, which is the location where all primary x-ray pho-
tons originate from. Scattered photons are more obliquely oriented,
and as a result have a higher probability of striking the attenuating
septa in the grid. Hence, the grid allows most of the primary radiation
to reach the detector, but prevents most of the scattered radiation from
reaching it.

grid is placed between the detector and the patient (Fig. 7-22). Ideally, it would allow
all primary radiation incident upon it to pass, while absorbing all of the scattered
radiation. The scatter grid has a simple geometric design, in which open interspace
regions and alternating x-ray absorbing septa are aligned with the x-ray tube focal
spot. This alignment allows x-ray photons emanating from the focal spot (primary
radiation) to have a high probability of transmission through the grid (thereby reach-
ing the detector), while more obliquely angled photons (scattered x-rays emanating
in the patient) have a higher probability of striking the highly absorbing grid septa
(Fig. 7-23). The alignment of the grid with the focal spot is crucial to its efficient

M FIGURE 7-23 The basic dimen-
sions of a 10:1 antiscatter grid are
shown. The grid is manufactured
from alternating layers of inter-
space material and septa mate-
rial. This illustration shows parallel
grid septa; however, in an actual
grid, the septa and interspace
are focused (and thus would be
slightly angled). H 1.20mm

Grid Ratio = —H
0.12mm

W 0.045mm

grid septa interspace material
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operation, and errors in this alignment can cause reduced grid performance or arti-
facts in the image.

There are several parameters that characterize the anti-scatter grid. In the clinical
imaging environment (practical radiographic imaging), the following grid parameters
are important:

Grid Ratio

The grid ratio (see Fig. 7-23) is the ratio of the height of the interspace material to
its width—the septa dimensions do not affect the grid ratio metric. Grid ratios in
general diagnostic radiology are generally 6, 8, 10, 12, or 14, with the central three
values used most commonly. Grid ratios are lower (~5) in mammography. The grid
septa in a grid are typically manufactured from lead (z = 82, p = 11.3 g/cm?). The
grid ratio is the most fundamental descriptor of the grid’s construction.

Interspace Material

Ideally, air would be the interspace material; however, the lead septa are very mal-
leable and require support for structural integrity. Therefore, a solid material is
placed in the interspace in the typical linear grid used in general radiography to
keep the septa aligned. Low-cost grids in diagnostic radiology can have aluminum
(z =13, p = 2.7 g/cm’) as the interspace material, but aluminum can absorb an
appreciable number of the primary photons (especially at lower x-ray energies),
and so, carbon fiber interspaced grids are more common in state-of-the-art imag-
ing systems. Carbon fiber (z = 6, p = 1.8 g/cm’) has high primary transmission
due to the low atomic number of carbon fiber and its lower density, and thus is a
desirable interspace material.

Grid Frequency

The grid frequency is the number of grid septa per centimeter. Looking at the
grid depicted in Figure 7-23, the septa are 0.045 mm wide and the interspace is
0.120 mm wide, resulting in a line pattern with 0.165 mm spacing. The correspond-
ing frequency is 1/0.165mm = 6 lines/mm or 60 lines/cm. Grids with 70 or 80 lines/
cm are also available, at greater cost. For imaging systems with discrete detector
elements, a stationary high-frequency grid can be used instead of grid motion (no
Bucky mechanism). For example, a 2,048 X 1,680 chest radiographic system has
approximately 200 wm detector elements, and thus a grid with 45-pm-wide grid
septa (see Fig. 7-23) should be largely invisible because the grid bars are substantially
smaller than the spatial resolution of the detector.

Grid Type

The grid pictured in Figure 7-23 is a linear grid, which is fabricated as a series of
alternating septa and interspace layers. Grids with crossed septa are also available but
seldom are used in general radiography applications. Crossed grids are widely used
in mammography (Chapter 8).

Focal Length

The interspace regions in the antiscatter grid should be aligned with the x-ray source,
and this requires that the grid be focused (see Fig. 7-22). The focal length of a grid is
typically 100 cm for most radiographic suites and is 183 cm for most upright chest
imaging units. If the x-ray tube is accidentally located at a different distance from the
grid, then grid cutoff will occur. The focal distance of the grid is more forgiving for
lower grid ratio grids, and therefore high grid ratio grids will have more grid cutoff
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if the source to detector distance is not exactly at the focal length. For systems where
the source-to-detector distance can vary appreciably during the clinical examination
(fluoroscopy), the use of lower grid ratio grids allows greater flexibility and will suf-
fer less from off-focal grid cutoff, but will be slightly less effective in reducing the
amount of detected scattered radiation.

Moving Grids

Grids are located between the patient and the detector, and for high-resolution
detector systems such as screen-film receptors, the grid bars will be seen on the
image if the grid is stationary. Stationary grids were common in upright screen-
film chest radiography systems, and the success of this approach suggests that
the radiologist is quite adroit at “looking through” the very regularly spaced grid
lines on the image. A Bucky grid is a grid that moves with a reciprocating motion
during the x-ray exposure, causing the grid bars to be blurred by this motion and
not visible in the image. The motion is perpendicular to the long axis of the linear
septa in the grid.

Bucky Factor

The Bucky factor, not to be confused with the moving Bucky grid, describes the relative
increase in x-ray intensity or equivalently, mAs, needed when a grid is used, compared
to when a grid is not used. The Bucky factor essentially describes the radiation dose
penalty of using the grid—and typical values of the Bucky factor for abdominal radi-
ography range from 3 to 8. The Bucky factor is relevant in screen-film radiography,
but less so with digital imaging systems. In screen-film radiography, the use of the grid
slightly reduces the amount of detected primary radiation and substantially reduces
the amount of scattered radiation detected, and both of these effects reduce the OD of
the resulting film. Thus, the x-ray technique has to be increased by the Bucky factor
to replace this lost radiation, in order to deliver films of the same OD. Digital systems,
however, have much wider dynamic ranges than screen-film systems in general, and
therefore the x-ray technique does not have to be increased to replace the lost x-ray
exposure to the detector, which was mostly scattered radiation anyway. In practice,
since digital imaging systems have replaced our century-long experience with screen-
film image receptors, the exposures used in digital systems largely follow the trends of
what was used in the screen-film era. Nevertheless, these considerations suggest that
DR systems may be used to provide lower dose examinations than in the screen-film
era.

It should be noted that for thin anatomical structures, there is very little scattered
radiation, and the use of a grid is not necessary. For example, for hand or forearm
radiography, scatter levels are low and the technologist will usually place the limb to
be imaged directly on the detector, with no grid (if it is removable).

There are other parameters that characterize the performance of the anti-scatter
grid, which are used primarily in the scientific evaluation of grid performance. These
parameters are less important to x-ray technologists and radiologists, but are of inter-
est to those engaged in designing grids or optimizing their performance. These met-
rics are discussed below.

Primary Transmission Factor

Tis the fraction of primary photons that are transmitted through the grid, and ideally
it would be 1.0. In Figure 7-23, the grid bars cover 27% of the field (0.045/[0.045 +
0.120]) and primary x-rays striking the top of the septa (parallel to their long axis)
will be mostly attenuated. For that grid, then, the primary transmission would at
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most be 73%, and this does not consider the attenuation of the interspace material.
Values of T  typically run from 0.50 to 0.75 with modern grids, and this value is
kV-dependent due to the penetration of the interspace material.

Scatter Transmission Factor

T is the fraction of scattered radiation that penetrates the grid. Ideally, it would be
0. The value of T, can range substantially depending on the amount of scatter in the
field, the x-ray energy, and the grid design. Typical values of T run approximately
from 0.05 to 0.20 in general diagnostic radiography.

Selectivity
Selectivity () is simply defined as

== [7-11]

Contrast Degradation Factor

The contrast degradation factor (CDF) refers to the reduction in contrast due to scat-
tered radiation. It can be shown that contrast is reduced by
1
CDF = ———— [7-12]
1+ SPR
However, because digital images can be adjusted to enhance contrast, CDF is of less
importance in digital radiography than in film-screen radiography.

Other Methods for Scatter Reduction

While the anti-scatter grid is by far the most ubiquitous tool used for scatter reduc-
tion, air gaps and scan-slot techniques have been studied for years (Fig. 7-24). The
principle of the air gap is that by moving the patient away from the detector, less of
the scatter that is emitted from the patient will strike the detector. The concept is

M FIGURE 7-24 The air gap technique has been used to reduce scattered radiation, and this figure shows the
air gap geometry. The scattered radiation that might strike the detector in the typical geometry (A) has a bet-
ter probability of not striking the detector as the distance between the patient and the detector is increased.
(B) While often discussed, the air gap technique suffers from field coverage and magnification issues, and is
used only rarely in diagnostic radiography.
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similar to the inverse square law (radiation intensity decreases as the square of the
distance from the source), except that for an extended source of radiation (scatter
from the patient does not originate from a point, but instead a large volume), the
scattered x-ray intensity with air gap distances is not proportional to 1/r?, but rather
approaches 1/r. Increasing the air gap distance also increases the magnification of
the patient’s anatomy (see Fig. 7-2). Thus, practical factors limit the utility of the air
gap method for scatter reduction—as magnification of the patient anatomy increases,
the coverage of a given detector dimension is reduced, and there is a loss in spatial
resolution due to the increased blurring of the finite focal spot with magnification
(see Fig. 7-3).

The scan-slot system for scatter reduction (Fig. 7-25) is one of the most effective
ways of reducing the detection of scattered x-rays, and the images that result from
scan-slot systems are often noticeably better in appearance due to their excellent
contrast and signal-to-noise ratio. Scan-slot radiography can be regarded as the gold
standard in scatter reduction methods. The method works because a very small field
is being imaged at any point in time (see Fig. 7-21), most scatter is prevented from
reaching the image receptor, and the image is produced by scanning the small slot
across the entire field of view. In addition to excellent scatter rejection, slot-scan radi-
ography also does not require a grid and therefore has the potential to be more dose
efficient. The dose efficiency of scan-slot systems is related to the geometric preci-
sion achieved between the alignment of the prepatient slit and the postpatient slot.
If the postpatient slot is collimated too tightly relative to the prepatient slit, primary
radiation that has passed through the patient will be attenuated, and this will reduce
dose efficiency. If the postpatient slot is too wide relative to the prepatient slit, then
more scatter will be detected.

Despite the excellent scatter reduction from these systems, there are limita-
tions. The scanning approach requires significantly longer acquisition times, and the
potential for patient motion during the acquisition increases. The narrow aperture
for scanning requires a high x-ray tube current and the longer scan time requires
significant heat loading of the x-ray tube anode. Alignment of mechanical systems
is always a source of concern, and complex mechanical systems invariably require
more attention from service personnel.

M FIGURE 7-25 The scanning
slit (or “slot-scan”) method for
scatter reduction is illustrated.
The prepatient slit is aligned with
the postpatient slot, and these
two apertures scan across the
field of view together. The chal-
lenge is to keep the slot aligned
with the slit, and this can be done
electronically or mechanically.
This geometry was deployed for
an early digital mammography
system, but is also commercially
available for radiography appli-
cations. Excellent scatter reduc-
tion can be achieved using this
method.

Slit and slot
translate in unison

Slot attenuates forward-
directed scatter from
narrow beam

Pre-patient slit

Patient
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Mammography is a radiographic examination that is designed for detecting breast
pathology, particularly breast cancer. Breast cancer screening with mammography
assists in detecting cancers at an earlier, more treatable stage, and is an important
clinical procedure because approximately one in eight women will develop breast
cancer over their lifetimes. Technologic advances over the last several decades have
greatly improved the diagnostic sensitivity of mammography. Early x-ray mam-
mography was performed with direct exposure film (intensifying screens were not
used), required high radiation doses, and produced images of low contrast and
poor diagnostic quality. Mammography using the xeroradiographic process was
very popular in the 1970s and early 1980s, spurred by high spatial resolution and
edge-enhanced images; however, its relatively poor sensitivity for breast masses and
higher radiation dose compared to screen-film mammography led to its demise in
the late 1980s. Continuing refinements in screen-film technology and digital mam-
mography, which entered the clinical arena in the early 2000s, further improved
mammography (Fig. 8-1).

The American College of Radiology (ACR) mammography accreditation program
changed the practice of mammography in the mid-1980s, with recommendations for
minimum standards of practice and quality control (QC) that spurred improvements
in technology and ensured quality of service. The federal Mammography Quality
Standards Act (MQSA) was enacted in 1992. The law, and associated federal regula-
tions (Title 21 of the Code of Federal Regulations, Part 900) issued by the US Food
and Drug Administration (FDA), made many of the standards of the accreditation
program mandatory. For digital mammography systems, many of the regulatory
requirements entail following the manufacturer’s recommended QC procedures.

Breast cancer screening programs depend on x-ray mammography because it is a
low-cost, low-radiation dose procedure that has the sensitivity to detect early- stage
breast cancer. Mammographic features characteristic of breast cancer are masses, par-
ticularly ones with irregular or “spiculated” margins; clusters of microcalcifications;
and architectural distortions of breast structures. In screening mammography as prac-
ticed in the United States, two x-ray images of each breast, in the mediolateral oblique
and craniocaudal views, are acquired. Whereas screening mammography attempts to
identify breast cancer in the asymptomatic population, diagnostic mammography pro-
cedures are performed to assess palpable lesions or evaluate suspicious findings iden-
tified by screening mammography. The diagnostic mammographic examination may
include additional x-ray projections, magnification views, spot compression views,
ultrasound, magnetic resonance imaging (MRI), or mammoscintigraphy.

Ultrasound (Chapter 14) is often used to differentiate cysts (typically benign)
from solid masses (often cancerous) and is also used when possible for biopsy needle
guidance. MRI (Chapters 12 and 13) has excellent tissue contrast sensitivity and
with contrast enhancement can differentiate benign from malignant tumors; it is
used for diagnosis, staging, biopsy guidance, and, in some cases, screening. The
clinical utility of mammoscintigraphy utilizing Tc-99m sestamibi is in the evaluation
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Screen-film (2006) Digital (2009) Digital tomosynthesis (2010)

M FIGURE 8-1 Improvements in mammography. Images of a medial-lateral oblique view of the breast are
shown. On the left is a state-of-the-art screen-film image (2006); in the middle is a corresponding digital mam-
mogram (2008) demonstrating excellent exposure latitude and the skin line not seen in the film image; and
on the right is one of approximately 50 digital tomosynthesis images (2010), which reduce superposition of
anatomy in the projection image at about the same dose as a screen-film mammogram. Today, digital imaging
equipment is used in the majority of mammography clinics.

of suspected breast cancer in patients for whom mammography is nondiagnostic,
equivocal, or difficult to interpret (e.g., the presence of scar tissue, mammographi-
cally dense breast tissue, implants, or severe dysplastic disease). It is also used to
assist in identifying multicentric and multifocal carcinomas in patients with tissue
diagnosis of breast cancer.

The morphological differences between normal and cancerous tissues in the
breast and the presence of microcalcifications require the use of x-ray equipment
designed specifically to optimize breast cancer detection. As shown in Figure 8-2A,
the attenuation differences between normal and cancerous tissue are extremely
small. Subject contrast, shown in Figure 8-2B, is highest at low x-ray energies (10
to 15 keV) and reduced at higher energies (e.g., greater than 30 keV). Low x-ray
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M FIGURE 8-2 A. Attenuation of breast tissues as a function of energy, showing fat, glandular, and ductal carci-
noma linear attenuation coefficients. Comparison of the three tissues shows a very small difference between the
glandular and the cancerous tissues. B. Calculated percentage contrast of the ductal carcinoma relative to the
glandular tissue declines rapidly with energy; contrast is optimized by the use of a low-energy, nearly monoen-
ergetic x-ray spectrum (Adapted from Yaffe MJ. Digital mammography. In: Haus AG, Yaffe MJ, eds. Syllabus: a
categorical course in physics: technical aspects of breast imaging. Oak Brook, IL: RSNA, 1994:275-286.)
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M FIGURE 8-3 A dedicated mammography system has many unique attributes. Major components of a typical
system, excluding the generator and user console, are shown.

energies provide the best differential attenuation between the tissues; however, the
high absorption results in higher radiation doses and long exposure times. Detection
of small calcifications in the breast is also important because microcalcifications are
in some cases early markers of breast cancer. Thus, mammography requires x-ray
detectors with high spatial resolution that function best at higher doses. Enhancing
contrast sensitivity, reducing dose, and providing the spatial resolution necessary to
depict microcalcifications impose extreme requirements on mammographic equip-
ment and detectors. Therefore, dedicated x-ray equipment, specialized x-ray tubes,
breast compression devices, antiscatter grids, x-ray detectors (screen-film or digital),
and phototimer detector systems are essential for mammography (Fig. 8-3). Strict
QC procedures and cooperation among the technologist, radiologist, and medical
physicist are necessary to ensure that high-quality mammograms are achieved at the
lowest possible radiation doses. With these issues in mind, the technical and physi-
cal considerations of mammographic x-ray imaging are discussed below. Many of
the basic concepts regarding image quality, x-ray production, and radiography are
presented in Chapters 4, 6, and 7, respectively. The applications of these concepts
to mammography, together with many new topics specific to mammography, are
presented below.

X-ray Tube and Beam Filtration

A dedicated mammography x-ray tube has more similarities than differences when
compared to a conventional x-ray tube. Therefore, this section highlights the
differences between mammography and general radiography x-ray tubes.

Cathode and Filament Circuit

The mammography x-ray tube is configured with dual filaments in the focusing cup
to produce 0.3- and 0.1-mm focal spot sizes, with the latter used for magnification
studies to reduce geometric blurring, as discussed later in this chapter. An important
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distinction between mammography and conventional x-ray tube operation is the
low operating voltage, below 40 kV, which requires feedback circuits in the x-ray
generator to adjust the filament current as a function of kV to deliver the desired
tube current because of the nonlinear relationship between filament current and
tube current as described in Chapter 6. In addition, the filament current is restricted
to limit the tube current, typically to 100 mA for the large (0.3 mm) focal spot and
25 mA for the small (0.1 mm) focal spot so as to not overheat the Mo or Rh targets
due to the small interaction areas. Higher filament currents and thus tube currents,
up to and beyond 200 mA for the large focal spot and 50 mA for the small focal spot,
are possible with tungsten anodes chiefly due to a higher melting point compared to
Mo and Rh anodes.

Anode

Molybdenum is the most common anode target material used in mammography
x-ray tubes, but Rh and increasingly tungsten (W) are also used as targets. Charac-
teristic x-ray production is the major reason for choosing Mo (K-shell x-ray ener-
gies of 17.5 and 19.6 keV) and Rh (20.2 and 22.7 keV) targets, as the numbers of
x-rays in the optimal energy range for breast imaging are significantly increased
by characteristic x-ray emission. With digital detectors, W is becoming the target
of choice. Increased x-ray production efficiency, due to its higher atomic number,
and improved heat loading, due to its higher melting point, are major factors in
favor of W. Digital detectors have extended exposure latitude, and because post-
acquisition image processing can enhance contrast, characteristic radiation from
Mo or Rh is not as important in digital mammography as it is with screen-film
detectors.

Mammography x-ray tubes have rotating anodes, with anode angles ranging from
16 to 0 degrees, depending on the manufacturer. The tubes are typically positioned
at a source-to-image receptor distance (SID) of about 65 cm. In order to achieve
adequate field coverage on the anterior side of the field, the x-ray tube must be physi-
cally tilted so that the effective anode angle (the actual anode angle plus the physical
tube tilt) is at least 22 degrees for coverage of the 24 X 30-cm field area. A tube with
a 0-degree anode angle requires a tube tilt of about 24 degrees to achieve an effective
anode angle of 24 degrees (Fig. 8-4A). A 16-degree anode angle requires a tube tilt of
6 degrees for an effective angle of 22 degrees (Fig. 8-4B).

The intensity of the x-rays emitted from the focal spot varies within the beam,
with the greatest intensity on the cathode side of the projected field and the lowest
intensity on the anode side, a consequence of the heel effect (Chapter 6). Position-
ing the cathode over the chest wall of the patient and the anode over the anterior
portion (nipple) achieves better uniformity of the transmitted x-rays through the
breast (Fig. 8-5). Orientation of the tube in this way also decreases the equipment
bulk near the patient’s head. The anode is kept at ground potential (0 voltage),
and the cathode is set to the highest negative voltage to reduce off-focal radiation
(Chapter 6).

Focal Spot Considerations

Focal spot nominal sizes of 0.3 to 0.4 mm for contact mammography (breast com-
pressed against the grid and image receptor) and 0.10 to 0.15 mm for magnification
imaging (breast compressed against a magnification stand, which supports the breast
at a distance from the image receptor to provide geometric image magnification)
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M FIGURE 8-4 Design of a dedicated mammography system includes unique geometry and x-ray tube design.
A “half-field” geometry is implemented with the x-ray beam central axis perpendicular to the plane of the
image receptor at the center edge of the field at the chest wall, and centered horizontally. To provide full-area
x-ray beam coverage over the large FOV (24 X 30 c¢m) at the 60- to 70-cm SID, a tube tilt of about 20 to 24
degrees is necessary. A. An anode angle of 0 degrees requires a tube tilt of 24 degrees. B. An anode angle of
16 degrees requires a tube tilt of about 6 degrees.

M FIGURE 8-5 Orientation of the cathode-anode
direction of the x-ray tube is from the chest wall side
of the breast (over the cathode) to the anterior side of
the breast (over the anode). Variation of x-ray beam
intensity is caused by the heel effect, a result of anode

; ; ; . Cathode
self-filtration of x-rays directed toward the anode side Anode
of the field, with a significant reduction in x-ray inten-
sity. The thickest part of the breast (at the chest wall)
is positioned below the cathode, which helps equalize
x-ray intensities reaching the image receptor that are
transmitted through the breast in the cathode-anode
direction.

Chest Anterior
wall
2
‘e 100%
oy
Q
E
c
o
o 50%
<
o
()
=
©
g 0%

Cathode Anode



Chapter 8 ¢ Mammography 243

reduce geometric blurring so that microcalcifications can be resolved. A consequence
of using small focal spots is reduced maximal tube current (e.g., for a Mo target,
100 mA for the large focal spot and 25 mA for the small focal spot) and correspond-
ingly longer exposure times.

In order to avoid exposure of the patients’ torsos and to maximize the amount of
breast tissue near the chest wall that is imaged, all dedicated mammography systems
utilize a “half-field” x-ray beam geometry, which is achieved by fixed collimation at
the x-ray tube head. As a result, the central axis of the x-ray beam is directed at the
chest wall edge of the receptor and perpendicular to the plane of the image receptor.
Furthermore, by convention, the nominal focal spot size is measured at the reference
axis, which bisects the x-ray field along the chest wall—anterior direction of the
x-ray field (Fig. 8-6A).

The sum of the target angle and tube tilt is equal to 0, and ¢ represents the refer-
ence angle. At the reference axis, the focal spot length, d.p is foreshortened compared
to the focal spot length at the chest wall, a, . given by the relationship

- _tan(0-¢) 81
Apef = Achest wall 1 an® (8-1]

Nominal focal spot size and tolerance limits for the width and length are listed in
Table 8-1. As a consequence of the effective focal spot size variation in the field (the
line focus principle), sharper image detail is rendered on the anode (anterior) side of
the field toward the nipple, which is more evident with magnification examinations,
as described in Section 8.3.

A = B

=

Tube tilt = 24°
65 cm SID 0=12°
Actual focal area
Reference i
Axis | . B} tengin
y — <—width
= 24°

Central 0
AXis Projected
focal area

.-—

29 cm—>-

M FIGURE 8-6 A. The projected focal spot size varies along the cathode-anode axis, and the nominal focal
spot size is specified at a reference axis at an angle ¢ from a line perpendicular to the cathode-anode axis
(dashed line, & = 12 degrees). The actual focal area is the electron distribution area on the anode (width X
length), and the projected length is foreshortened according to the line focus principle. B. A resolution bar
pattern with object magnification measures overall system resolution including that of the focal spot. Bars of
12 line pairs per mm are resolved for this particular system (magnification = 1.5X, 0.1-mm focal spot).
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TABLE 8-1 NOMINAL FOCAL SPOT SIZE AND MEASURED TOLERANCE

LIMITS OF MAMMOGRAPHY X-RAY TUBES SPECIFIED BY NEMA
AND MQSA REGULATIONS

NOMINAL FOCAL SPOT SIZE (mm) WIDTH (mm) LENGTH (mm)
0.10 0.15 0.15
0.15 0.23 0.23
0.20 0.30 0.30
0.30 0.45 0.65
0.40 0.60 0.85
0.60 0.90 1.30

National Electrical Manufacturers Association publication XR-5, and MQSA regulations 21 CFR 900.

Focal spot resolvability with or without magnification is measured by imaging
a high-resolution bar pattern with up to 20 line pairs/mm. For conventional breast
imaging, the bar pattern is placed 4.5 cm above the breast support surface near the
chest wall; for magnification imaging, it is placed 4.5 cm above the magnification
platform. Orientation of the bar pattern parallel and perpendicular to the cathode-
anode direction yields measurements of overall effective resolution that reflect the
effects of the focal spot dimensions, the acquisition geometry, and the detector sam-
pling characteristics. A resolution bar pattern is shown in Figure 8-6B for a magni-
fication study using the 0.1-mm focal spot. The resolving capability of the imaging
system is limited by the component that causes the most blurring. In magnification
mammography, this is generally the focal spot, whereas in contact mammography, it
may be the detector element size, and at other times patient motion.

Tube Port, Tube Filtration, and Beam Quality

The tube port and added tube filters play an important role in shaping the mammog-
raphy x-ray energy spectrum. The tube port window is made of beryllium. The low
atomic number (Z=4) of beryllium and the small thickness of the window (0.5 to 1 mm)
allow the transmission of all but the lowest energy (less than 5 keV) bremsstrahlung
x-rays. Inaddition, Mo and Rh targets produce beneficial K-characteristic x-ray peaks at
17.5 and 19.6 keV (Mo) and 20.2 and 22.7 keV (Rh) (see Chapter 6, Table 6-2),
whereas tungsten targets produce a large fraction of unwanted L-characteristic x-rays
at 8 to 10 keV. Figure 8-7 shows a bremsstrahlung, characteristic, and composite x-ray
spectrum from an x-ray tube with a Mo target and Be window operated at 30 kV.
Added x-ray tube filtration improves the energy distribution of the mammography
output spectrum by selectively removing the lowest and highest energy x-rays from
the x-ray beam, while largely transmitting desired x-ray energies. This is accomplished
by using elements with K-absorption edge (Chapter 3) energies between 20 and 27 keV.
Elements that have these K-shell binding energies include Mo, Rh, and Ag, and each
can be shaped into thin, uniform sheets to be used as added x-ray tube filters. At the
lowest x-ray energies, the attenuation of added filtration is very high. The attenua-
tion decreases as the x-ray energy increases up to the K-edge of the filter element. For
x-ray energies just above this level, photoelectric absorption interactions dramatically
increase attenuation as a step or “edge” function (Fig 8-8A). At higher x-ray energies,
the attenuation decreases. The result is the selective transmission of x-rays in a nar-
row band of energies from about 15 keV up to the K-absorption edge of the filter.
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B FIGURE 8-7 The x-ray spectrum of a mammography x-ray tube is composed of bremsstrahlung (with a
continuous photon energy spectrum) and characteristic (discrete energies) radiation (see Chapter 6 for more
details). A Mo anode tube operated at 30 kV creates the continuous spectrum as well as characteristic radia-
tion with photon energies of 17.5 and 19.6 keV. On the lower right, the “unfiltered” composite spectrum
transmitted through 1 mm of Be (tube port material) has a large fraction of low-energy x-rays that will deposit
high dose without contributing to the image, and a substantial fraction of high-energy x-rays that will reduce
subject contrast of the breast tissues. The ideal spectral energy range is from about 15 to 25 keV, depending
on breast tissue composition and thickness.

In Figure 8-8B, the unfiltered Mo target spectrum and a superimposed attenuation
curve for a Mo filter are shown. Importantly, the characteristic x-ray energies produced
by the Mo target occur at the lowest attenuation of the filter in this energy range.

With a Mo target, a 0.030-mm-thick Mo filter or a 0.025-mm Rh filter is typically
used, and for a Rh target, a 0.025-mm Rh filter is used. A variety of filters are used
with W targets, including Rh (0.05 mm), Ag (0.05 mm), and Al (0.7 mm).

The spectral output of a Mo target and 0.030-mm-thick Mo filter is shown in
Figure 8-9A, illustrating the selective transmission of Mo characteristic radiation and
significant attenuation of the lowest and highest x-rays in the transmitted spectrum.
Tuning the spectrum to achieve optimal effective x-ray energy for breast imaging
is accomplished by selecting the anode material, added filtration material, and kV.
Screen-film detectors most often use a Mo target and 0.03-mm Mo filtration with a
kV of 24 to 25 kV for thin, fatty breasts and up to 30 kV for thick, glandular breasts.
For thicker and denser breasts, a Mo target and Rh filter are selected with higher
voltage, from 28 to 32 kV, to achieve a higher effective energy and more penetrating
beam (Fig. 8-9B, right graph). Some systems have Rh targets, which produce Rh
characteristic x-ray energies of 20.2 and 22.7 keV, achieving an even higher effective
energy x-ray beam for a set kV (Fig. 8-10A). A Mo filter should never be used with
a Rh target, because Rh characteristic x-rays are attenuated significantly as their
energies are above the Mo K-absorption edge (Fig. 8-10B).
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B FIGURE 8-8 A. The linear attenuation coefficients of Al, Mo, Rh, and Ag are plotted as a function of energy.
A low-attenuation “window"” exists below the K-absorption edge energy for the higher Z elements. B. An
unfiltered Mo target spectrum generated at 30 kV shows a large fraction of low- and high-energy photons.
Superimposed at the same energy scale is a dashed line illustrating a Mo filter attenuation as a function of
energy.

W targets are now used for many digital mammography systems because of their
higher bremsstrahlung production efficiency and higher tube loadings than Mo and
Rh targets. K-edge filters can optimize the output energy spectrum for breast imaging.
However, an unfiltered W spectrum contains a huge fraction of unwanted L x-rays in
the 8- to 12-keV range (Fig. 8-11A). Therefore, minimum filter thicknesses of 0.05 mm
for Rh and Ag are needed to attenuate the L-x-rays to negligible levels, as shown in
Figure 8-11B. In some applications, an Al filter is used, but because of its low Z and
lack of a useful K-absorption edge, a thickness of 0.7 mm is necessary to attenuate
the L x-rays. In digital tomosynthesis, in which contrast is largely provided by the
tomographic image reconstruction process (Section 8.5), breast dose can be reduced
by the use of Al filtration, which yields a larger fraction of high-energy x-rays.

A B
30 kVp, Mo target, 0.025 mm Rh filter
30 kVp, Mo target, 0.03 mm Mo filter (superimposed on 0.03 mm Mo filter spectrum)

x-rays transmitted
using Rh filter

Relative number of x-rays
Relative number of x-rays

1 | 1 I )
0 10 20 30 40 0 10 20 30 40

Energy, (keV) Energy, (keV)

M FIGURE 8-9 A. A filtered output spectrum is shown for a Mo target and 0.030-mm Mo filter for a 30-kV
tube voltage, with prominent characteristic peaks at 17.5 and 19.6 keV. This is a common spectrum for less
dense and thinner breast tissues, particularly with lower operating tube voltages (25 to 28 kV). B. A filtered
output spectrum is shown for a Mo target and 0.025-mm Rh filter, superimposed on the Mo/Mo spectrum
in (A), indicating the transmission of higher energy bremsstrahlung x-rays up to the K absorption edge of Rh
at 23.2 keV. The spectrum, including the Mo characteristic x-rays, is more energetic and penetrating, and is
preferable for imaging thicker and denser breast tissues.
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M FIGURE 8-10 A. A filtered output spectrum is shown for a Rh target and 0.025-mm Rh filter for a 30-kV
tube voltage, with prominent Rh characteristic x-rays at 20.2 and 22.7 keV. This spectrum provides a higher
effective energy than a Mo target—Rh filter x-ray beam at the same kV, due to the higher energy character-
istic x-rays. B. A combination of a Rh target and Mo filter is inappropriate, as the Rh characteristic x-rays are
strongly attenuated as shown.

Half-Value Layer

The half-value layer (HVL) of a mammography x-ray beam ranges from 0.3 to 0.7-mm
Al for the kV range and combinations of target material, filter material, and filter
thickness used in mammography (Fig. 8-12). The HVL depends on the target mate-
rial (Mo, Rh, W), kV, filter material, and filter thickness. Measurement of the HVL is
usually performed with the compression paddle in the beam, using 99.9% pure Al
sheets of 0.1-mm thickness. A Mo target, 0.03-mm Mo filter, 28 kV, and a 1.5 mm
Lexan compression paddle produce a HVL of about 0.35-mm Al, whereas a W tar-
get, 0.05-mm Rh filter, and 30 kV produce a HVL of about 0.55-mm Al. HVLs vary

. . 30kVp, W target: output normalized to 1 mGy
30kVp, W target: unfiltered Filters: 0.05mm Rh, 0.05mm Ag, 0.7mm Al

g
g % Rh
X 5
s bol
- “L” x-rays 3]
) 5 Ag
Q -1
£ £
S 3
c g
2 £
5 3
] o«
Al
0 10 20 30 40 0 10 20 30 40
Energy, keV Energy, keV

M FIGURE 8-11 A. An unfiltered W target spectrum generated at 30 kV shows a large fraction of lower
energy L-Characteristic x-rays at 8 to 11.5 keV. Superimposed at the same energy scale is a dashed line illus-
trating the high- and low-attenuation characteristics of a Rh filter. B. Filtered W-target x-ray spectra by Rh
(0.05 mm), Ag (0.05 mm), and Al (0.7 mm) are normalized to the same exposure output.
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M FIGURE 8-12 The HVL (including the Target/Filter HVL versus kV
compression paddle attenuation) versus kV plus 1.5mm Lexan compression paddle
is plotted for Mo targets with Mo and Rh 0.70

filters, and for W targets with Rh, Ag, and

Al filters. HVL measurements are represen- 0.65

tative of an average of a number of evalua-

tions on various mammography systems at 0.60
the UC Davis Health System and are gen- =~ 055 W/Ag
erally within +/— 0.05 mm of the values < ™
shown. E 050 W/Rh
= W/AI
>
I 0.45 Mo/Rh
0.40
Mo/Mo
0.35
0.30
20 25 30 35 40

kv

from machine to machine because of slight variation in actual filter thicknesses and
kV. The HVL of breast tissue is highly dependent on tissue composition (glandular,
fibrous, or fatty) and the HVL of the incident x-ray beam. Usually, the HVL for breast
tissues is from 1 to 3 cm.

Minimum HVL limits, listed in Table 8-2, are prescribed by MQSA regulations
to ensure that a beam of adequate effective energy is achieved. Maximum HVL lim-
its are recommended by the ACR accreditation guidelines, as listed in Table 8-3.
An x-ray beam that is “harder” than optimal indicates too much filtration or a pit-
ted anode or aged tube and can result in reduced output and poor image quality.
Estimates of the radiation dose to the breast require accurate assessment of the HVL
(see Section 8.6).

Tube Output and Tube Output Rate

Tube output is a measure of the intensity of the x-ray beam, typically normalized to
mAs or to 100 mAs, at a specified distance from the source (focal spot). Common
units of tube output are mGy (air kerma)/100 mAs and mR (exposure)/mAs. The
kV, target, filter material and thickness, distance from the source, and focal spot size
must be specified. Figure 8-13 shows the output at a 50-cm distance from Mo and W

TABLE 8-2 REQUIREMENTS FOR MINIMUM HVL IN THE MQSA
REGULATIONS (21 CFR PART 1020.30); ACR: WITH
COMPRESSION PADDLE

TUBE VOLTAGE (kV) MQSA: kV/100 ACR: kV/100 + 0.03
24 0.24 0.27
26 0.26 0.29
28 0.28 0.31
30 0.30 0.33
32 0.32 0.35

ACR, American College of Radiology; CFR, Code of Federal Regulations; MQSA, Mammography Quality Stan-
dards Act.
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TABLE 8-3 ACR SPECIFICATIONS FOR MAXIMUM HVL: MAXIMUM HVL

(mm Al) = kV/100 + C FOR TARGET-FILTER COMBINATIONS

TUBE VOLTAGE (kV) Mo/Mo C = 0.12 Mo/Rh C=0.19 Rh/Rh C =0.22 W/Rh C = 0.30

24 0.36 0.43 0.46 0.54
26 0.38 0.45 0.48 0.56
28 0.40 0.47 0.50 0.58
30 0.42 0.49 0.52 0.60
32 0.44 0.51 0.54 0.62

ACR Accreditation Program requirements as specified in the Medical Physics testing section, http://www.acr.org

target x-ray tubes with a variety of tube filter materials and thicknesses. Even though
W targets are more efficient at producing x-rays, the thicker filters needed to attenu-
ate the L-characteristic x-rays result in lower tube output per mAs compared to the
Mo target. However, W spectra have higher HVLs and greater beam penetrability,
allow higher tube current, and result in comparable exposure times to a Mo target
and filter for a similar breast thickness.

X-ray tube output values are useful for calculating the free-in-air incident air
kerma (or exposure) to the breast for a mammography system’s target and filter
combination, kV, mAs, and source-to-breast surface distance. The source-to-breast
surface distance is determined from the known SID, breast platform to detector dis-
tance, and compressed breast thickness. For instance, assume that a mammography
system with a Mo target and Rh filter uses 30 kV and 160 mAs for a SID of 65 cm,
compressed breast thickness of 6 ¢cm, and a breast platform to detector distance of
2 cm. The entrant breast surface to the source is closer by 8 cm, and is therefore
57 cm from the source. From Figure 8-13, the tube output is 16 mGy/100 mAs for
30 kV at a distance of 50 cm. Calculation of incident air kerma considers tube output
at a specific kV, the mAs used, and inverse square law correction from 50 to 57 cm:

16 mGy/100 mAs X 160 mAs X [50.0/57.0]*> = 19.7 mGy

Calculation of the average glandular dose to the breast is determined from the
measured incident air kerma value and other parameters as discussed in Section 8.6.

M FIGURE8-13 Tubeoutput(mGy/100mAs
at 50-cm distance from the source with
compression paddle in the beam) for two
clinical mammography units is measured at
2-kV intervals, and the data are smoothed.
A Mo target with 0.030-mm Mo and
0.025-mm Rh filter, and a W target with
0.05-mm Rh, 0.05-mm Ag, and 0.7-mm Al
filters are plotted.
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Tube output rate is the air kerma rate at a specified distance from the x-ray focal
spot and is a function of the tube current achievable for an extended exposure time
(typically ~300 mAs for an exposure time greater than 3 s). To ensure the ability to
deliver a sufficient x-ray beam fluence rate to keep exposure times reasonable, MQSA
regulations require that systems be capable of producing an air kerma rate of at least
7.0 mGy/s, when operating at 28 kV in the standard (Mo/Mo) mammography mode,
at any SID for which the system is designed to operate for screen-film detectors. Digi-
tal systems have requirements specified by the manufacturers’ QC manuals.

X-ray Tube Alignment and Beam Collimation

Alignment of the x-ray tube and collimator are crucial to ensure that the x-ray beam
central axis is perpendicular to the plane of the image receptor and intercepts the
center of the chest wall edge of the image receptor. This will protect the patient from
unnecessary radiation exposure to the lungs and torso and include as much breast tis-
sue as possible in the image. Tube alignment with respect to the image receptor must be
verified during acceptance testing of the system and after x-ray tube replacements.
Collimation of the x-ray beam is achieved by the use of fixed-size metal apertures
or adjustable shutters. For most screen-film examinations, the field size is automatically
set to match the film cassette dimensions (e.g., 18 X 24 cm or 24 X 30 cm). For a large
area digital detector (24 X 30 cm), when operating with the smaller field area (18 X
24 c¢m), one of three active acquisition areas is used: center, left shift, and right shift,
which requires the collimator assembly to restrict the x-ray field to the corresponding
active detector area. Field shifts are used for optimizing the oblique projections for sub-
jects with smaller breasts to accommodate positioning of the arm and shoulder at the top
edge of the receptor. Collimation to the full active detector area is the standard of practice
(see Section 8.4: “Film-Viewing Conditions”). There is no disadvantage to full-field col-
limation compared to collimation to the breast only, as the tissues are fully in the beam in
either case. However, for magnification and spot compression studies, manually adjusted
shutters allow the x-ray field to be more closely matched to the volume being imaged.
The projected x-ray field must extend to the chest wall edge of the image recep-
tor without cutoff, but not beyond the receptor by more than 2% of the SID. If the
image shows evidence of collimation of the x-ray field on the chest wall side or if
the chest wall edge of the compression paddle is visible in the image, service must
be requested. A collimator light and mirror assembly visibly display the x-ray beam
area. Between the tube port and the collimator is a low-attenuation mirror that directs
light from the collimator lamp through the collimator opening to emulate the x-ray
field area. Similar to conventional x-ray tube collimator assemblies, the light field
must be congruent with the actual x-ray field to within 2% overall, which is achieved
by adjustment of the light and mirror positions. MQSA regulations require repairs to
be made within 30 days if the light/x-ray field congruence, x-ray field-image receptor
alignment, or compression paddle alignment is out of tolerance as described above.

X-ray Generator and Phototimer System

X-ray Generator

A dedicated mammography x-ray generator is similar to a conventional x-ray gen-
erator in design and function. Differences include the lower voltages supplied to
the x-ray tube, space charge compensation, and automatic exposure control (AEC)
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circuitry. In most cases, AEC is employed for mammography screening and diagnostic
examinations, although there are instances when the technologist will use manual
controls to set the tube current - exposure duration product (mAs). Like most con-
temporary x-ray imaging systems, high-frequency generators are used for mammog-
raphy due to low voltage ripple, fast response, easy calibration, long-term stability,
and compact size. There are circuits that prohibit x-ray exposures if the setup is
incomplete (e.g., insufficient compression, cassette not in the tunnel, or digital detec-
tor not ready to capture an image).

Automatic Exposure Control

The AEC employs a radiation sensor or sensors, a charge amplifier, and a voltage com-
parator to control the exposure (Fig. 8-14). For cassette-based image receptors (screen-
film and computed radiography [CR]), the phototimer sensor is located underneath the
cassette, and consists of a single ionization chamber or an array of three or more semi-
conductor diodes. X-rays transmitted through the breast, antiscatter grid (if present),
and the image receptor generate a signal in the detector. The signal is accumulated
(integrated) and, when the accumulated signal reaches a preset value, the exposure
is terminated. The preset value corresponds to a specified signal-to-noise ratio (SNR)
in a digital mammography unit or an acceptable optical density (OD) if a film-screen
system is used. For an active matrix flat-panel imager, the detector array itself can be
used to measure the x-rays transmitted through the breast and the antiscatter grid.
Phototimer algorithms use several inputs to determine the radiographic tech-
nique, including compressed breast thickness, phototimer adjustment settings on
the generator console, the kV, the tube anode selection (if available), and the tube
filter to achieve the desired film OD or digital SNR in the acquired image. The opera-
tor typically has two or three options for AEC: (a) a fully automatic AEC mode
that sets the optimal kV and filtration (and target material on some systems) from a
short test exposure of approximately 100 ms to determine the penetrability of the
breast; (b) automatic kV with a short test exposure, with user-selected target and
filter values; and (c) automatic time of exposure using manually set target, filter, and

High
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Manual
AEC Logic selector Manual
AEL_odic 10 41 kv mAs
kV-filter ) 2
Thickness 3 AEC
Penetrabilty B Auto kHfilter
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M FIGURE 8-14 The AEC (phototimer) circuits use algorithms with input from the breast thickness (from
the compression paddle), breast density (via a test exposure), density setting (operator density selector), and
exposure duration (reciprocity law failure issues) to determine overall exposure time. In fully automatic modes,
the kV, beam filter, and target are also determined, usually from a short (100 ms) exposure to determine
attenuation characteristics of the breast.



252

Section Il e Diagnostic Radiology

kV values. For most patient imaging, the fully automatic mode is used, but, for QC
procedures, the automatic exposure time adjustment mode with other parameters
manually selected by the user is often employed.

At the generator control panel, an exposure adjustment selector modifies the
AEC response to permit adjustments for unusual imaging circumstances such as
imaging breasts with implants, magnification, or for radiologist preference in film
OD or digital image SNR. Usually, eleven steps (—5 to O [neutral] to +5) are available
to increase or decrease exposure by adjusting the AEC comparator switch. Each step
provides a difference of 10% to 15% positive (greater exposure) or negative (lesser
exposure) per step from the baseline (0) setting.

An x-ray exposure that is not stopped by the AEC circuit and exceeds a preset
time (e.g., greater than 5 s) is terminated by a backup timer. This can occur if there
is a malfunction of the AEC system or if the kV is set too low with insufficient x-ray
transmission. In the latter situation, the operator must select a higher kV to achieve
greater beam penetrability and shorter exposure time to correct the problem.

Inaccurate phototimer response, resulting in an under- or overexposed film or
digital image, can be caused by breast tissue composition (adipose versus glandu-
lar) heterogeneity, compressed thickness beyond the calibration range (too thin or
too thick), a defective cassette, a faulty phototimer detector, or an inappropriate
kV setting. Screen-film response to very long exposure times, chiefly in magnifi-
cation studies caused by the low mA capacity of the small focal spot, results in
reciprocity law failure (Chapter 7), whereby the resultant OD is less than would be
predicted by the amount of radiation delivered to the screen-film cassette; conse-
quently, insufficient film OD results, and extension of the exposure time is added
to compensate. For extremely thin or fatty breasts, the phototimer circuit and x-ray
generator can be too slow in terminating the exposure, causing film overexposure.
In situations where the exposure is terminated too quickly, grid-line artifacts will
commonly appear in the image due to lack of complete grid motion during the
short exposure.

The position of the phototimer detector (e.g., under dense or fatty breast tissue)
can have a significant effect on film density but has much less of an impact on digital
images because of postprocessing capabilities, even though the SNR will vary. Previ-
ous mammograms can aid the technologist in selecting the proper position for the
phototimer detector to achieve optimal film density or optimal SNR for glandular
areas of the breast. Most systems allow phototimer positioning in the chest wall to
anterior direction, while some newer systems also allow side-to-side positioning to
provide flexibility for unusual circumstances.

Technique Chart

Technique charts are useful guides to help determine the appropriate kV and target-
filter combinations for specific imaging tasks, based on breast thickness and breast
composition (fatty versus glandular tissue fractions). Most mammographic tech-
niques use phototiming, and the proper choice of kV is essential for a reasonable
exposure time, defined as a range from approximately 0.5 to 2.0 s to achieve an
OD of 1.5 to 2.0 for film, or the desired SNR for digital images. Too short an expo-
sure can cause visible grid lines to appear on the image, whereas too long an expo-
sure can result in breast motion, either of which degrades the quality of the image.
Table 8-4 lists kV recommendations for screen-film detectors to meet the desired
exposure time range for breast thickness and breast composition using a Mo target
and 0.030-mm Mo filter, determined from computer simulations and experimental



Chapter 8 ¢ Mammography 253

TABLE 8-4 RECOMMENDED kV, AS A FUNCTION OF BREAST COMPOSITION

AND THICKNESS
BREAST THICKNESS (cm)
BREAST COMPOSITION 2 3 4 5 6 7 8
Fatty 24 24 24 24 25 27 30
50/50 24 24 24 25 28 30 32
Glandular 24 24 26 28 31 33 35

The goal is an exposure time between 0.5 and 2.0 s. This chart is for a Mo target and 0.030-mm Mo filter using
a 100-mA tube current and screen-film detector. These kVs may not be appropriate for other target/filter
combinations or for digital detectors. The kV values were determined by computer simulations and clinical
measurements.

measurements. Techniques for digital detector systems are more flexible, and
because of postprocessing and contrast enhancement capabilities, will often use a
wider range of kV settings. A technique chart example for an amorphous selenium
(Se) flat panel detector system using a Mo target, a W target, or a W target (without
a grid for a digital tomosynthesis acquisition) and corresponding tube filtration is
listed in Table 8-5.

Compression, Scattered Radiation, and Magnification

Compression

Breast compression is an important part of the mammography examination, whether
using screen-film or digital detectors. Firm compression reduces overlapping
anatomy, decreases tissue thickness, and reduces inadvertent motion of the breast
(Fig. 8-15A). It results in fewer scattered x-rays, less geometric blurring of anatomic
structures, and lower radiation dose to the breast tissues. Achieving a uniform breast
thickness lessens exposure dynamic range and allows the use of higher contrast film,
or allows more flexibility in image processing enhancement of the digital image.
Compression is achieved with a compression paddle, a Lexan plate attached to
a mechanical assembly (Fig. 8-15B). The full area compression paddle matches the
size of the image receptor (18 X 24 ¢cm or 24 X 30 cm) and is flat and parallel to the
breast support table. An alternative to the flat compression paddle is the “flex” paddle

TABLE 8-5 TECHNIQUE CHART FOR A DIGITAL MAMMOGRAPHY SYSTEM

WITH SELENIUM DETECTOR FOR 50% GLANDULAR 50%
ADIPOSE COMPOSITION

DIGITAL, Mo TARGET, DIGITAL, W TARGET, DIGITAL TOMOSYNTHESIS,
CELLULAR GRID CELLULAR GRID W TARGET, NO GRID
THICKNESS (cm)  FILTER kv mAs FILTER kv mAs FILTER kv mAs
<3 Mo30um 24 35 Rh50pm 25 40  AI700pm 26 35
3-5 Mo30pm 27 75 Rh50pm 28 80  AI700pm 29 50
5-7 Mo30pm 31 100 Rh50pm 31 150 AI700pm 33 65
>7 Rh25um 33 150 Ag50pm 32 200 AI700pm 38 85
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M FIGURE 8-15 A. Compression is
essential for mammographic stud-
ies to reduce breast thickness (less
scatter, reduced radiation dose,
and shorter exposure time) and to
spread out superimposed anatomy.
B. Suspicious areas often require
“spot” compression to eliminate
superimposed anatomy by further
spreading the breast tissues over a
localized area. C. Example of image
with suspicious finding (left). Cor-
responding spot compression image
shows no visible mass or architec-
tural distortion (right).

that is spring loaded on the anterior side to tilt and accommodate variations in breast
thickness from the chest wall to the nipple, providing more uniform compression of
the breast. A compression paddle has a right-angle edge at the chest wall to produce
a flat, uniform breast thickness when an adequate force of 111 to 200 newtons (25
to 44 1b) is applied. A smaller “spot” compression paddle (~5-cm diameter) reduces
the breast thickness further over a specific region and redistributes the tissue for
improved contrast and reduced anatomic overlap (Fig. 8-15C,D).
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Typically, a hands-free (e.g., foot-pedal operated), motor-driven compression
paddle is used, which is operable from both sides of the patient. In addition, a
mechanical adjustment knob near the paddle holder allows fine manual adjustments
of compression. While firm compression is not comfortable for the patient, it is often
necessary for a clinically acceptable image.

Scattered Radiation and Antiscatter Grids

X-rays transmitted through the breast contain primary and scattered radiation.
Primary radiation carries information regarding the attenuation characteristics of the
breast and delivers the maximum possible subject contrast to the detector. Scattered
radiation is an additive, gradually varying radiation distribution that degrades sub-
ject contrast and adds random noise. If the maximum subject contrast without scat-
ter is C, and the maximum contrast with scatter is C, then the contrast degradation
factor (CDF) is approximated as

c._ 1

CDF= == ———
Co 1+ SPR

[8-2]

where SPR is the scatter-to-primary ratio (Chapter 7). X-ray scatter increases with
increasing breast thickness and breast area, with typical SPR values shown in
Figure 8-16. A breast of 6-cm compressed thickness will have an SPR of approximately
0.6 and a calculated scatter degradation factor of (1/(1+0.6)) = 0.625 = 62.5%.
Without some form of scatter rejection, therefore, only a fraction of the inherent
subject contrast can be detected.

In digital mammography, unlike screen-film mammography, the main adverse
effect of scattered x-rays is not a reduction of contrast. Contrast can be improved by
any desired amount by post-acquisition processing, such as windowing. The main
adverse effect of scatter in digital mammography is that scattered photons add ran-
dom noise, degrading the signal to noise ratio.

Mo/Mo - 50% glandular tissue M FIGURE 8-16 X-ray scatter redu-

ces the radiographic contrast of
the breast image. Scatter is chiefly

8cm dependent on breast thickness and

field area, and largely independent
of kV in the mammography energy

range (25 to 35 kV). The scatter-to-

primary ratio is plotted as a function
of the diameter of a semicircular

6cm field area aligned to the chest wall
edge, for several breast thicknesses
of 50% glandular tissue.

4cm

/ - 2cm
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Scattered radiation reaching the image receptor can be greatly reduced by the
use of an antiscatter grid or air gap. (Antiscatter grids are described in Chapter 7.)
For contact mammography, an antiscatter grid is located between the breast and the
detector. Mammography grids transmit about 60% to 70% of primary x-rays and
absorb 75% to 85% of the scattered radiation. Linear focused grids with grid ratios
(height of the lead septa divided by the interspace distance) of 4:1 to 5:1 are common
(e.g., 1.5 mm height, 0.30-mm distance between septa, 0.016-mm septa thickness),
with carbon fiber interspace materials (Fig. 8-17A). Grid frequencies (number of
lead septa per cm) of 30/cm to 45/cm are typical. To avoid grid-line artifacts, the grid
must oscillate over a distance of approximately 20 lines during the exposure. Exces-
sively short exposures are the cause of most grid-line artifacts because of insufficient
grid motion.

A cellular grid, made of thin copper septa, provides scatter rejection in two
dimensions (Fig. 8-17B). Specifications of this design include a septal height of
2.4 mm, 0.64-mm distance between septa (3.8 ratio), a septal thickness of 0.03 mm,
and 15 cells/cm. During image acquisition, a specific grid motion is necessary for
complete blurring, so specific exposure time increments are necessary and are deter-
mined by AEC logic evaluation of the first 100 ms of the exposure. Because of two
dimensional scatter rejection and air interspaces, the cellular grid provides a better
contrast improvement factor than the linear grid.

Grids impose a dose penalty to compensate for loss of primary radiation that
would otherwise contribute to SNR in the digital image or for x-ray scatter and pri-
mary radiation losses that would otherwise contribute to film optical density in film-
screen mammography. As discussed in Chapter 7, the Bucky factor is the ratio of
exposure with the grid compared to the exposure without the grid to achieve the
same film optical density. For mammography grids, the Bucky factor is 2 to 3, so the
breast dose is doubled or tripled, but the benefit is improvement of image contrast
by up to 40%. For digital acquisitions, there is no similar “Bucky factor” definition,
but the loss of signal in the digital image from primary radiation being attenuated by
the grid strips will increase the exposure needed to achieve a similar SNR. Typically,

LT

Linear grid structure: Cellular grid structure: Air gap and magnification:
1D scatter rejection 2D scatter rejection geometric scatter rejection

M FIGURE 8-17 Antiscatter devices commonly employed in mammography include (A) the linear grid of
approximately 5:1 grid ratio and carbon fiber interspace material, (B) a cellular crosshatch grid structure made
of copper sheet of approximately 3.8 grid ratio with air interspaces and scatter rejection in two dimensions,
and (C) the air gap intrinsic to the magnification procedure. Note: while the illustration depicts 100% scatter
rejection by the grid, approximately 15% of scattered x-rays are transmitted.
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the extra radiation needed for a digital detector is less than the Bucky factor for
screen-film, perhaps by one half or more. Grid performance is far from ideal, but
digital acquisition and image processing can somewhat mitigate the dose penalty
incurred by the use of the antiscatter grid and analog screen-film detectors.

An air gap reduces scatter by increasing the distance of the breast from the detec-
tor, so that a large fraction of scattered radiation misses the detector (Fig. 8-17C).
The consequences of using an air gap, however, are that the field of view (FOV) is
reduced, the magnification of the breast is increased, and the dose to the breast is
increased. However, use of a sufficiently large air gap can render the antiscatter grid
unnecessary, thus reducing dose to the breast by approximately the same factor.

Magnification Techniques

Geometric magnification (Chapter 7) is used to improve system resolution, typi-
cally for better visualization of microcalcifications. In magnification studies, geomet-
ric magnification is achieved by placing a breast support platform (a magnification
stand) at a fixed distance above the detector, selecting the small (0.1 mm) focal
spot, removing the antiscatter grid, and using a compression paddle (Fig. 8-18).
Most dedicated mammographic units offer magnifications of 1.5X, 1.8X, or 2.0X.
Advantages of magnification include (a) increased effective resolution of the image
receptor by the magnification factor; (b) reduction of image noise relative to the
objects being rendered; and (c) reduction of scattered radiation. Geometric magni-
fication of the x-ray distribution pattern relative to the inherent unsharpness of the
image receptor improves effective resolution, as long as the loss of resolution by geo-
metric blurring is mitigated with the small 0.1-mm nominal focal spot. Since there
are more x-rays per object area in a magnified image, the effective quantum noise is
reduced, compared to the standard contact image. The distance between the breast
support surface of the magnification stand and the image receptor reduces scattered
radiation reaching the image receptor, thereby improving image contrast and reduc-
ing random noise and making an antiscatter grid unnecessary.

Magnification has several limitations, the most significant being geometric
blurring caused by the finite focal spot area. Even with a small 0.1-mm focal spot,
spatial resolution will be less on the cathode side of the x-ray field (toward the chest

M FIGURE 8-18 Geometric magnifica-
tion. A support platform positions the
breast closer to the source focal spot,
resulting in 1.5X to 2.0X image mag-
nification. A small focal spot (0.1-mm
nominal size) reduces geometric blurring.
Variation of effective focal spot size along
the cathode-anode axis (large to small
effective size) is accentuated with magni-
fication and increased penumbra width.
Best resolution and detail in the image
exist on the anode side of the field. SID:
source to image distance; SOD: source to
object (midplane) distance; OID: object to
image distance.
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wall), where the effective focal spot length is largest. In addition, the small focal
spot has a tube current limit of about 25 mA for a Mo target, so a 100-mAs tech-
nique requires 4 s exposure time. Even slight breast motion will result in image
blurring, which is exacerbated by the magnification. For screen-film detectors and
long exposure times, reciprocity law failure requires additional radiation exposure
to achieve the desired film OD. Regarding breast dose, the elimination of the grid
reduces dose by a factor of 2 to 3, but the shorter distance between the x-ray focal
spot and the breast increases dose by about the same factor due to the inverse square
law. Therefore, in general, the average glandular dose delivered to the breast with
magnification is similar to that from contact mammography. However, the smaller
irradiated FOV justifies collimating the x-ray beam to only the volume of interest,
which reduces radiation scatter and breast dose.

Screen-Film Cassettes and Film Processing

Screen-film detectors in mammography have been a proven technology over the last
30 years; in fact, the 2001-2005 study comparing screen-film and digital mammog-
raphy detectors showed that screen-film detectors are comparable to digital detec-
tors in terms of diagnostic accuracy as a means of screening for breast cancer. Digital
mammography has been shown to be more accurate for women under the age of
50 years, women with radiographically dense breasts, and premenopausal or peri-
menopausal women compared to screen-film mammography (Pisano et al. 2005).
While digital mammography has reduced the use of screen-film mammography, for
some low-volume mammography clinics and those clinics not yet able to transition
to digital technology, screen-film detectors remain a reasonable and cost-effective
technology.

Design of Mammographic Screen-Film Systems

A mammographic screen-film detector is comprised of a cassette, intensifying screen
or screens, and a light-sensitive film. Most cassettes are made of low-attenuation car-
bon fiber and have a single high-definition phosphor screen used in conjunction with
a single emulsion film. Terbium-activated gadolinium oxysulfide (Gd,O,S:Tb) is the
most commonly used screen phosphor. This scintillator emits green light, requiring a
green-sensitive film emulsion. Intensifying screen-film speeds and spatial resolution
are determined by screen phosphor particle size, number of phosphor particles per
volume, light-absorbing dyes in the phosphor matrix, and phosphor layer thickness.
Mammography screen-film systems have their own speed ratings and are classified as
regular (100 or par speed) and medium (150 to 190 speed), whereby the 100-speed
screen-film system requires 120 to 150 pGy incident air kerma to achieve the desired
film OD. For comparison, a conventional “400-speed” screen-film cassette for gen-
eral diagnostic imaging requires about 5-nGy air kerma.

The intensifying screen is positioned in the back of the cassette so that x-rays
travel through the cassette cover and the film before interacting with the phosphor.
Exponential attenuation in the phosphor results in a greater fraction of x-ray interac-
tions near the phosphor surface closest to the film emulsion. At shallow depths in
the phosphor, absorbed x-rays produce light distributions that have minimal light
spread prior to interacting with the film, thus preserving spatial resolution. X-ray
absorption occurring at greater depth in the screen produces a broader light distri-
bution and reduces spatial resolution (Fig. 8-19), but the number of interactions
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M FIGURE 8-19 Nearly all screen-film systems
used in mammography employ a single phos-
phor screen with a single emulsion film and
are “front-loaded” (x-rays pass through the
film to the screen). Light spread varies with
the depth of x-ray absorption, as depicted in
the lower diagram. Most x-rays interact in the
layers of the screen closest to the film, pre-
serving spatial resolution because of reduced
spread of the light distribution.

decreases exponentially with depth. For a “100-speed” mammography screen-film
cassette, the limiting spatial resolution is 15 to 20 Ip/mm.

Selection of a screen-film combination requires consideration of measures such as
spatial resolution and radiographic speed, as well as factors such as screen longevity,
cassette design, film base color, film contrast characteristics, radiologist’s preference,
and cost. In today’s market, there is no single best choice; hence, most screen-film
receptors, when used as recommended with particular attention to film processing,
provide excellent image quality for mammography imaging.

Film Recording and Film Processing

Mammography films are sensitized by x-ray—induced light from the phosphor screen.
Light produces latent image centers on microscopic light-sensitive silver halide grains in
the emulsion layered on a film substrate. (See Chapter 7 for more information.) Inten-
sity variations in the light produce corresponding variations in the number of sensitized
grains per area. Chemical processing in a bath of developer solution renders the invisible
latent image into a visible image by reducing the sensitized grains to elemental silver.
Unsensitized grains in the film emulsion are not reduced and are dissolved and washed
away by the fixer solution. Subsequent rinsing and drying complete the film process-
ing. Film is thus a two-dimensional recording of the incident light patterns encoded by
silver grains on the substrate that produce an image with varying light intensities when
the film is placed on a lightbox. Film opacity is the degree of the obstruction of light
transmission (the inverse of transmittance), and optical density (OD), equal to the base
ten logarithm of the opacity, is used as the metric of film response, as the eye responds
linearly to variations in OD (e.g., an OD = 2 appears to be twice as “dark” asan OD = 1,
although 10 times more light is attenuated with an OD = 2 compared to OD = 1). The
useful OD levels on a mammography film range from about 0.2 up to about 3.

Film processing is a critical step in the mammographic imaging chain for screen-
film detectors and is performed by automatic film processors. Film characteristics
such as film speed (an indication of the amount of incident radiation required to
achieve a specified OD on the film) and film contrast (the rate of change of OD
for a known difference in incident radiation) are consistently achieved by following
the manufacturer’s recommendations for developer formulation, development time,
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developer temperature, developer replenishment rate, and processor maintenance. If
the developer temperature is too low, the film speed and film contrast will be reduced,
requiring a compensatory increase in radiation dose. If the developer temperature is
too high or immersion time too long, an increase in film speed occurs, permitting a
lower dose; however, the film contrast is likely to be reduced because film fog and
quantum mottle are increased. Stability of the developer may also be compromised at
higher-than-recommended temperatures. The manufacturer’s guidelines for optimal
processor settings and chemistry specifications should be followed. Also, because
mammographic films must be retained for years, fixer retention on the film must be
measured when evaluating the processor. If film washing is incomplete and fixer is
retained, the films will oxidize and image quality will deteriorate over time.

Film Response, Sensitometry, and Quality Control

A film characteristic curve, also referred to as an H and D curve, represents the rela-
tionship between the incident x-ray exposure (proportional to light intensity on the
film) and the resulting OD in the processed film. As shown in Figure 8-20A, a film
characteristic curve is a graph of the OD as a function of the logarithm of the rela-
tive exposure and has three major sections: (a) the toe has a low OD that changes
very little with incident exposure up to a threshold; (b) the linear section represents
increasing OD with increasing incident exposure, with subject contrast mapped as
optical densities that render the radiographic contrast; and (c) the shoulder repre-
sents saturation of the film, where increases in incident exposure do not significantly
increase the OD. A film’s characteristic curve is determined by both the design of
the film and the film processing. Another way of displaying the film’s response is the
gradient curve, shown in Figure 8-20B. The gradient curve is a graph of the change
of OD per unit change in the incident exposure, as a function of the logarithm of the
relative exposure. The gradient is the rate of change of the characteristic curve, that
is, the film contrast. The Film contrast changes with incident exposure and has a
value near the maximum only over a narrow range of incident exposures.

Because of the high sensitivity of mammography film quality to slight changes
in processor performance, routine monitoring of film contrast, speed, and base
plus fog OD is important. A film-processor QC program is required by the MQSA
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M FIGURE 8-20 A. The film characteristic curve is a graph of the OD as a function of the logarithm of incident
air kerma, nGy (or exposure, mR). B. The gradient curve (the rate of change of the characteristic curve) indi-
cates the contrast as a function of the logarithm of air kerma (exposure). The maximal value of the gradient
curve is achieved for an exposure of about 120 wGy (14 mR), which is OD of about 2.0 for this exposure. Thus,
the maximal contrast (change in OD for a change in exposure) is achieved at an OD of about 2.0.
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regulations, and daily sensitometric tests must be performed before the first clinical
images to verify acceptable performance. This requires the use of a sensitometer
and a densitometer. A sensitometer is a device that emulates a range of incident
radiation exposures by using a constant light source and calibrated optical attenu-
ation steps to expose a mammographic film to known relative light intensities.
Developing the film produces a range of numbered OD steps known as a film
sensitometric strip. A densitometer is a device that measures the light transmission
through a small area of the film and calculates the OD. Additionally, a thermometer
is used to measure the temperature of the developer solution in the processor and
monitoring chart are tools used to complete the processor evaluation. A chart is
used to record and monitor the quality control measurements.

A box of film is reserved for QC testing; using films from a single box eliminates
variations among different lots of film from the manufacturer. Daily, in the darkroom
prior to the first case of the day, a film is exposed using a calibrated sensitometer
and is then developed (Fig. 8-21A). On the processed film, optical densities on the
sensometric strip are measured with a film densitometer (Fig. 8-21B). Data, which
are plotted on a processor QC chart, are the base plus fog OD (measured at an area
on the film that was not subjected to light exposure), a mid-density speed index step,
and a density difference (an index of contrast) between two steps. The mid-density
OD step and the two steps for calculating the density difference are selected from
5 day average ODs when the QC program is established. The mid-density step is the
one whose OD is closest to, but does not exceed 1.2; the density difference steps are
those whose ODs are closest to but not exceeding 0.45 and closest to 2.20. Action
limits, determined from the initial 5-day averages, define the range of acceptable
processor performance; they are base + fog density not exceeding +0.03, middensity
+ 0.15 OD, and density difference = 0.15 OD. If the test results fall outside of these
limits, corrective action must be taken prior to patient imaging.

A Sensitometer ) Film processor Developed film
I Exposed film P “sensitometry strip”

Exposure button

Unexposed Film

Calibrated light filter
Fixed intensity

light source Exposure Developer Fixer Wash Dry
timer
B . Mid-density Density
Densitometer Level Difference
Optical 1.30 1.95
Density 125 1.90
Sensitometry Photocell
strip 1.39 1.20 1.85
. 1.15 1.80
Calibrated
light source 1.10 1.75
Aperture
5 10 5 10
Action Limits Day of Month Day of Month

M FIGURE 8-21 A. Film-processor testing requires a calibrated sensitometer to “flash” an unexposed film to a
specified range of light intensities using an optical step wedge. The film is then developed. B. The correspond-
ing optical densities on the processed film are measured with a densitometer, and Base + Fog (the lowest OD
value), the mid-density level step (a measurement indicating relative speed), and the density difference value,
calculated by the subtraction of a low OD step from a high OD step (indicating the relative contrast response),
are plotted to verify processor performance before patients are imaged.
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M FIGURE 8-22 Equal x-ray subject contrast (range of transmitted relative exposures) generated in the breast
are manifested with variable contrast in the film image, resulting from the nonlinear characteristic curve.
Areas in the breast that have high transmitted exposure, such as the skin line, and low transmitted exposure,
such as glandular tissue, will have reduced radiographic contrast. Only over a small range of exposures is the
radiographic contrast high.

Variability of Screen-Film Contrast Response

Radiographic contrast (i.e., OD differences on the developed film) results from varia-
tions in subject contrast (x-ray transmission differences due to anatomy) translated
into these OD differences according to the film’s characteristic curve. Therefore, the
radiographic contrast varies depending upon the incident exposure to each area on
the film-screen cassette. The best recording of subject contrast occurs on areas of the
film where the exposure corresponds to the steepest part of the film characteristic
curve. Significant reduction of contrast occurs on parts of the film where the expo-
sures correspond to the toe and shoulder segments of the curve. Unfortunately, not
all important anatomical information is rendered with optimal contrast, particularly
in dense glandular breast tissues and at the skin line, as illustrated in Figure 8-22.

Film Viewing Conditions

Viewing conditions are very important so that the information on the film is visu-
alized well by the radiologist. Subtle lesions on the mammographic film may be
missed if viewing conditions are suboptimal. Since mammography films are exposed
to high optical densities to achieve high contrast, view boxes in the mammogra-
phy reading area must provide high luminance (a measure of brightness as described
in Chapter 5). Mammography view boxes should have minimum luminances of at
least 3,000 cd/m?, and luminances exceeding 6,000 cd/m? are common. (Note: the
luminance of 1 cd/m? is approximately the luminous intensity of the sky at the west-
ern horizon on a clear day, 15 min after sunset.) In comparison, the luminance of a
view box in diagnostic radiology is typically about 1,500 cd/m?*.

A high-intensity “bright” light should be available in the reading room to pen-
etrate high OD regions of the film, such as the skin line and the nipple area. Further-
more, the use of a magnifying glass improves the visibility of fine detail in the image,
such as microcalcifications.

Film masking (blocking clear portions of the film and areas of the view box
that are not covered by film to prevent extremely bright light from degrading the
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Collimated to Breast Collimated to Film

M FIGURE 8-23 Optimal viewing of film mammograms requires that the entire area of the film be exposed to
radiation to darken the background surrounding the breast image; otherwise, light cannot easily be masked
when viewing the films on a viewbox. For digital acquisitions, the background area location in each image is
determined, and “pixel padding” is performed so that the background is dark, even when digitally inverting
contrast.

radiologist’s visual adaptation to the range of luminances displayed by the images)
is essential for preserving perceived radiographic contrast. The film must be fully
darkened in background areas around the breast (Fig. 8-23) by collimating the x-ray
beam to the full area of the detector (see Section 8.1: “Collimation”). Most dedicated
mammography view boxes have adjustable shutters for masking to the film size.

The ambient light intensity (as measured by the illuminance) in a mammography
reading room must be reduced to eliminate reflections from the film and to improve
perceived radiographic contrast. Illuminance is the luminous flux incident upon a
surface per unit area, measured in lux or lumens/m?* For example, the full moon
in a clear night sky produces about 1 lux, whereas normal room lighting generates
100 to 1,000 lux. Subdued room lighting providing an illuminance of about 20-40
lux is acceptable for the viewing and interpretation of mammograms.

Digital Mammography

Digital acquisition devices became available in mammography in the early 1990s
in the form of small field-of-view digital biopsy systems. In early 2000, a full-field
digital mammography system was first approved by the FDA; it had a thin-film-
transistor (TFT) indirect detection flat panel array with an 18 X 23-cm active area.
Since that time, several digital mammography systems have been approved by the
FDA in the United States and, in 2010, 70% of all clinical mammography machines
in the United States were digital systems.

Full-Field Digital Mammography

There are compelling advantages to digital mammography, the most important of
which is the ability to overcome the exposure latitude limitations of screen-film
detectors and produce better image quality at lower doses. Other reasons include
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B FIGURE 8-24 A comparison of the
response of a screen-film and digital radi-
ography detector to variations in relative
exposure shows the large differences in
exposure latitude and image response. The
For Processing image (DICOM term for a raw
image that has been corrected for flaws and
detector non-uniformities) is linearly related
to incident exposure; the For Presentation
image is postprocessed by contrast and spa-
tial resolution enhancements for viewing.
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increased technologist productivity through rapid acquisition and evaluation of dig-
ital images; reduced patient waiting time, particularly for diagnostic studies; and
improved image quality and conspicuity of lesions.

Screen-film detectors for mammography are excellent image capture devices,
and the film serves as both the display device and the storage media, but the major
drawbacks are the limited exposure dynamic range and narrow latitude, which are
necessary to achieve high radiographic contrast (Fig. 8-24). A highly glandular
breast can produce exposure latitude that exceeds 200:1, causing underexposed
film areas corresponding to the glandular tissue, and overexposed film areas cor-
responding to the skin line and thinner parts of the breast. Digital flat panel and
digital cassette (CR) detectors have exposure dynamic ranges greater than 1,000:1,
which result in images showing little contrast when the entire ranges of pixel values
are displayed. The full exposure data is contained in the the raw, For Processing
image shown in Figure 8-24. With mammography-specific image postprocessing,
high image contrast can be rendered over all exposure levels (e.g., from the high
detector exposure at the skin line to the low detector exposure behind dense glan-
dular areas of the breast), as shown in the processed For Presentation image. Post-
processing image enhancement is a key element in producing an optimized digital
mammogran.

Flat panel detector arrays, which became clinically available in the mid to late
1990s for general radiography (see Chapter 7), are the major detector technologies
used in digital mammography. An active matrix, thin film transistor (TFT) array col-
lects the local signal (electric charge) generated during the x-ray exposure, absorp-
tion, and conversion process; stores the charge in a capacitor attached to each
detector element; and actively reads the array immediately afterward to produce the
image (Fig. 8-25). Key components in each detector element include a transistor
(which serves as an “on-off” switch), a charge collection electrode, and a storage
capacitor. During image acquisition, the transistor, controlled by the gate line, is in
the “off” position, and the charge collected by the electrode from incident x-rays is
stored in the capacitor. Immediately after the exposure, readout occurs by activat-
ing each gate line, one row at a time, which turns on the transistors along each row,
allowing charge transfer via the drain lines along each column to a series of charge
amplifiers and digitizers. The digital image is then stored in computer memory. In
some “fast” flat panel designs, readout of the whole array is performed in hundreds
of milliseconds, allowing near real-time acquisition of data for applications such as
digital tomosynthesis.
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M FIGURE 8-25 The flat panel array is a two-
dimensional matrix of individual detector ele-
ments lithographed on an amorphous silicon

% substrate. Each detector element is comprised
Z of an electronic switch (the TFT), a charge col-
a lection electrode, and a storage capacitor. The
g gate and drain lines provide the mechanism to
a-Silicon extract the locally stored charge by activating
TFT array gate lines row by row, and collecting charge
down each column. Charge amplifier and
digitizers convert the signals to corresponding
digital values for transfer to the digital image
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Common to all flat panel TFT arrays is the amorphous silicon circuit layer
(Fig. 8-26A). At present, approved digital mammography systems are based on four
technologies. The first is an indirect x-ray conversion TFT flat panel array receptor with
100-pm sampling pitch and 18 X 23-cm or 24 X 31-cm FOV (Fig. 8-26B). A struc-
tured cesium iodide (CsI) phosphor converts x-rays into light; the light is emitted onto
a photodiode in each detector element, from which the charge is generated and stored
in the local capacitor. Indirect conversion describes absorption of x-rays in the CsI, the
production of secondary light photons directed to a photodiode, and the generation of
the charge, which is stored on the storage capacitor in that detector element.

A second technology is based on a direct x-ray conversion TFT detector with 70-pm
sampling pitch and 24 X 29-cm FOV (Fig. 8-26C). A semiconductor x-ray converter,
Se, is uniformly deposited between two electrodes, with a large voltage placed across
the Se layer. Incident x-rays absorbed by the Se directly produce electron-hole pairs;
the applied voltage causes the electrons to travel to one electrode and the holes to the
opposite electrode. The local storage capacitor captures the charge from the collection
electrode. Direct conversion refers to the direct generation of charge by x-rays within
the photoconductor and capture by the electrode without intermediate signals.

A third technology approved for digital mammography is a cassette-based, dual-
side readout CR photostimulable storage phosphor (PSP) imaging plate detector
and reader system. Cassettes of 18 X 24 cm and 24 X 30 cm are used in place of
screen-film cassettes (Fig. 8-27), whereby x-rays absorbed in the phosphor raise
electrons to higher energy levels in the PSP material, where a fraction of them are
caught in semi-stable electron traps. An exposed imaging plate is subsequently pro-
cessed by a reader system that scans the plate with a laser beam with an effective
spot size of 50 microns. The laser beam provides energy to free the stored excited
electrons from the traps; these electrons fall to a lower energy state with the emis-
sion of light, a process called “stimulated luminescence.” Some of the light reaches
a photomultiplier tube (PMT), which produces and amplifies an electrical current
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M FIGURE 8-26 A.TFT flat panel arrays have a common underlying amorphous silicon structure, but there are
two types of TFT detectors, determined by the conversion of the x-rays into electrical signals. B. “Indirect x-ray
conversion” TFT arrays have an additional photodiode layer placed on the charge collection electrode of each
detector element. The photodiodes are optically coupled to a layer of a phosphor, such as Csl, that produces
light when irradiated by x-rays. The light produced by x-ray absorption in the phosphor in turn creates mobile
electric charge in the photodiode. The charge is collected by the electrode and stored in the capacitor. C. A
“Direct x-ray conversion” TFT array has a semiconductor layer of approximately 0.5 mm thickness between
the surface electrode extending over the detector area and each detector element electrode, under a potential
difference of approximately 10 V/um. As hole-electron pairs are created in the semiconductor layer by x-rays,
the electrons and holes migrate to the positive and negative electrodes, with minimal lateral spread. A pro-
portional charge is stored on the capacitor. The outward appearances of the indirect and direct detectors are
similar, shown by the pictures on the right.

M FIGURE 8-27 The CR digital mammography detector uses a cassette that contains a PSP imaging plate,
compatible with screen-film cassette sizes. Workflow is similar to screen film, but the AEC settings require
independent calibration. When exposed to x-rays, the storage phosphor contains a “latent image” of trapped,
excited electrons. Subsequent imaging plate processing uses dual-side readout (Fig. 8-27, right) by a scan-
ning 0.050-mm laser beam, plate translation, and approximately 60-s readout time. Stimulated luminescence
produces a light signal at each point on the imaging plate that is detected and digitized to create the digital
image. Erasure of the imaging plate after the readout eliminates residual signals prior to next use.
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proportional to the light intensity. The signal from the PMT is digitized to provide
pixel values of the digital image. Typical turnaround time of an imaging plate is on
the order of 60 to 90 s, similar to the batch mode processing of screen-film images.

The fourth technology approved for digital mammography uses a narrow 22 cm
long charge-coupled-device (CCD)-detector array, optically coupled to a CsI phosphor
X-Tay converter, to capture x-ray signals in a highly collimated x-ray beam configura-
tion (a “slot”). The moving collimator slot sweeps a narrow x-ray beam across the
breast. The detector moves across the image plane to stay aligned with the scanning-
slot x-ray beam. The scan acquires data in the medial to lateral directions in about 5 s,
with 50-pm sampling over a 22 X 29-cm FOV. A major advantage of the scanning-
slot fan-beam system is that very little scattered radiation from the breast reaches the
detector. This technology is not being manufactured at the present time.

All current full-field digital mammography detectors have similar attributes with
respect to exposure latitude. In terms of spatial resolution, the direct conversion TFT
detector achieves the best intrinsic spatial resolution due to active charge collection and
minimal signal spread in the semiconductor material, the signal being acquired onto
each 70 pm X 70 pm detector element (dexel). The indirect conversion TFT detector
uses a CsI(TI)-structured phosphor to reduce lateral spread of the light photons onto a
100 wm X 100 wm dexel, and the CR system uses a 50-pwm scanning laser beam and
plate translation speed to maintain an effective 50 pm X 50 wm dexel. In terms of
detective quantum efficiency (DQE—defined in Chapter 4), the indirect TFT array has
better performance at low to intermediate spatial frequencies, and the direct TFT array
has better performance at higher spatial frequencies. For cassette-based CR mammogra-
phy detectors, the image quality and SNR at a given incident radiation exposure to the
detector is lower than that of the TFT array detectors. In general, mammography tech-
nique factors and the corresponding average glandular doses are lowest for the indirect
TFT detectors and highest for the cassette-based CR detectors. In most situations (with
appropriate calibration of the AEC), use of digital detector systems will result in lower
doses than screen-film detectors, particularly for thick, dense breast tissues.

Due to high-spatial resolution requirements, digital mammography images are
quite large. A digital mammography system with a 0.07-mm pixel, 2 bytes per pixel,
and a 24 X 29-cm active detector area, produces a 27-MB image. One screening study
(4 images) will therefore contain 108 MB of data and, if 3 years of prior images are
reviewed, 432 MB of data will be required per patient reading session. The network
overhead and storage required for the picture archiving and communications system
are very large and even larger with the increased number of images in a diagnostic
exam. In addition, if For Processing images are stored, another factor of two increase is
incurred. Typical digital image sizes for mammography systems are listed in Table 8-6.

TABLE 8-6 DIGITAL IMAGE SIZE FOR MAMMOGRAPHY SCREENING EXAMS

DETECTOR PIXEL IMAGE EXAM
TYPE FOV (cm) SIZE (mm) SIZE (MB) SIZE (MB) +3 Y PRIORS (MB)
Indirect TFT 19 X 23 0.10 9 35 140
Indirect TFT 24 x 31 0.10 15 60 240
Direct TFT 18 X 24 0.07 18 70 280
Direct TFT 24 X 29 0.07 27 108 432
CR 18 X 24 0.05 32 128 512
CR 24 x 30 0.05 50 200 800
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Currently, the recommendation regarding mammography image compression to
reduce file size is to not use lossy compression algorithms—that is, an exact (lossless)
image must be reproduced during the decompression step. For most digital mammo-
grams, there is a significant background area that is “pixel-padded” with a constant
value number in the For Presentation image. On average, a compression factor of 3
to 5 can be achieved using lossless compression, depending on the fraction of the
image matrix area comprising the breast. FDA regulations require that facilities main-
tain mammography films, digital images, and reports in a permanent medical record
of the patient for a period of not less than 5 years and not less than 10 years if
no additional mammograms of the patient are performed at the facility. A longer
retention period may be mandated by state or local law. Many considerations are
described in the ACR practice guideline, “Determinants of Image Quality in Digital
Mammography” available on the ACR website, http://www.acr.org.

Processing and Viewing Digital Mammograms

Even the best digital detectors have malfunctioning detector elements, column and
line defects, and variation in gain across the detector area. Without corrections, these
artifacts would result in unacceptable image quality and interfere with the diagnostic
interpretation. Manufacturers use “preprocessing” algorithms to correct these defects.
First, the locations of inoperative detector elements and line defects are determined,
and these data are interpolated from nearest-neighbor pixels. Next, a uniform beam
of x-rays exposes the detector and generates an image, showing the variable gain from
the detector submodule electronics. Multiple images are averaged together to create a
flat-field correction image, which is normalized and inverted as an inverse-gain map.
When applied to an uncorrected image on a pixel-by-pixel basis, the gain variations are
canceled, and the corrected “raw” image is defect-free (see Chapter 4). In practice, flat-
field gain maps for various acquisition conditions are measured, stored on the system,
and applied to each clinical image that is acquired under similar conditions.

The output For Processing image has wide latitude, digital signals that are propor-
tional to the detector exposure or the logarithm of exposure, and very low contrast
(Fig. 8-28A). While not useful for diagnosis by the radiologist, this is the preferred
image for Computer-Assisted Detection (CADe) programs, which use computer algo-
rithms to identify image features that may indicate the presence of breast cancer. Con-
trast enhancement of the For Processing image is shown in Figure 8-28B, which looks
similar to a screen-film image. Nonlinear postprocessing algorithms applied to the For
Processing image data identify the skin line of the mammogram, modify the local-area
pixel values, and equalize the response in the high-signal, low-attenuation skin area
to the other areas of the breast. Contrast and spatial resolution enhancements are then
applied to create the For Presentation image for viewing and diagnosis. Unlike film
radiographic contrast, which is variable in the areas corresponding to the thinnest and
thickest parts of the breast image (see Fig. 8-22), image contrast is equalized across the
entire the digital image (Fig. 8-28C). Each manufacturer has proprietary methods of
image processing; the radiologist must to adopt a particular “look” for viewing current
and prior digital mammograms for consistency. The For Processing images should be
saved in addition to the For Presentation images as part of a patient’s examination if CAD
algorithms will be used in possible subsequent applications, or if other image process-
ing algorithms are to be applied, since For Presentation images cannot be “unprocessed.”
The disadvantage to saving the For Processing images is the extra storage required.

It is strongly recommended that diagnostic interpretation of digital mammograms
be performed on display monitors approved by the FDA for mammography having a
minimum of 5 million pixels (5 MP) and a calibrated, sustained maximal luminance
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of at least 450 cd/m? (per ACR guidelines for digital mammography), but preferably at
600 cd/m?*. Monitors of lower luminance make reading conditions more susceptible to
poor ambient lighting and illuminance conditions. A typical workstation has two large-
format portrait-oriented LCD monitors (each 54 ¢cm diagonal, 34 cm width, 42 cm
height) with 2,560 X 2,048 pixels at a pixel pitch of approximately 0.165 mm and a
contrast ratio (ratio of brightest to darkest luminance) greater than 350:1. The optimal
viewing distance for the resolution provided by the 0.165-mm pixel is about 50 cm
(slightly less than arm’ length). A lower resolution, smaller format “navigation” moni-
tor is used for patient lists and operating system access. All monitors should be cali-
brated to conform to the DICOM Grayscale Standard Display Function, as described in
Chapter 5, to ensure image contrast is consistently and optimally displayed.

To optimize the workflow of the radiologist, mammography workstations should
provide automated mammography-specific hanging protocols that present the images
in a useful and sequential way for review and diagnosis according to view, laterality,
magnification, and prior examination comparisons. Demographic overlays (patient
name, technique factors, and details of the exam) should be mapped in areas outside
of the breast anatomy. It is important to display images in true size at one point in
the diagnostic review (as close as possible to a magnification of 1, independent of the
detector pixel dimension so that measurements can be made directly on the monitor
if necessary) and to effectively handle images of different size from different manu-
facturers to appear the same size on the workstation when direct comparisons are
made. Also, viewing of all mammograms at one image pixel to one monitor pixel
ensures that the monitor does not limit the intrinsic resolution of the image. This
requires a “zoom and pan” procedure for each image. Sometimes, radiologists will
use a magnifying glass on a displayed digital mammogram to overcome limitations of
the human visual system acuity; this is reasonable as long as the image (or portion of)
is displayed at full resolution. However, a digital magnification by pixel replication
and interpolation to enlarge the image directly on the monitor is preferable. Issues
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confronting digital mammography workflow and hanging protocols are addressed in
the Integrating the Healthcare Enterprise Mammography Image Integration Profile*.
Even after solving many of the display concerns, image appearance may be
considerably different between the manufacturers’ proprietary processing algorithms,
which can make comparisons challenging.

An alternative to “soft-copy” reading of digital mammograms is the use of an
FDA-approved laser printer to record all digital studies on film, an unlikely sce-
nario. However, there is FDA requirement to have the capability of printing film
images from digital mammograms at each facility to be able to provide hard-copy
images to patients upon request. QC procedures must be performed on the printer
periodically, as described in the printer manufacturers QC manual for digital
mammography printers.

Computer-Aided Detection and Computer-Assisted
Diagnosis Systems

A computer-aided detection (CADe) system is a computer-based set of algorithms that
incorporates pattern recognition and uses sophisticated matching and similarity rules
to flag possible findings on a digital mammographic image, which may be a digitized
film mammogram. The computer software searches for abnormal areas of density, mass,
calcifications, and/or structural patterns (e.g., spiculated masses, architectural distor-
tion) that may indicate the presence of cancer. The CADe system then marks these
areas on the images, alerting the radiologist for further analysis. For digitally acquired
mammograms, the CADe algorithms require the use of linear, For Processing images
for analysis, as the algorithms are trained on these images and evaluation of processed
images would result in lower performance in terms of sensitivity and specificity.
Computer-assisted diagnosis (CADx) devices include software that provides
information beyond identifying suspicious findings; this additional information
includes an assessment of identified features in terms of the likelihood of the pres-
ence or absence of disease, or disease type. For instance, a CADx system for mam-
mography will not only identify clusters of microcalcifications and masses on digital
mammograms but also provide a probability score of the disease or malignancy to the
radiologist for each potential lesion. Currently, CADe and CADx systems are widely
used by radiologists who interpret mammography studies in addition to other duties.
The fraction of False-positive marks (marks placed on image features that do not
correspond to malignancy) can be high and is one of the downsides of using these
systems. Many expert mammography radiologists avoid using CAD for this reason.

Stereotactic Breast Biopsy

Stereotactic breast biopsy systems provide the capability to localize breast lesions
in three dimensions and physically sample them with a targeted biopsy instrument.
Generally, these systems are used for targeting microcalcifications associated with
lesions, whereas localization and biopsy of masses and areas of architectural distor-
tion are performed either with ultrasound guidance or MRI. Figure 8-29A shows
a prone-geometry stereotactic imaging system. The image receptors of these sys-
tems are CCD cameras coupled to x-ray phosphor screens of 5 cm X 5-cm FOV by
either lens optics or fiber optics. A 1,000 X 1,000 detector element matrix, with an

*http://www.ihe net/Resources/handbook.cfm)
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M FIGURE 8-29 A. A stereotactic biopsy system with a prone positioning system is shown. The patient’s
pendulant breast is positioned on the detector platform and compressed by an open-access paddle. The x-ray
tube pivots about a fulcrum point to acquire digital images at +15-, and —15-degree projections within the
5 X 5-cm detector FOV. B. Breast lesions positioned more cranially (toward the tube) will have a greater shift
in the image pair than lesions closer to the detector. C. Trigonometric relationships allow the determination
of lesion depth from the measured shift distance in the images. A frame of reference calibration between the
images on the computer and the biopsy gun placed on rails between the x-ray tube and breast allows a trajec-
tory calculation and needle orientation under computer control.

effective detector element size of 50 pm (0.05 mm), which is equivalent to10 lp/mm,
is deemed sufficient to visualize microcalcifications. Image acquisition is performed
by integrating light from x-ray exposure of the phosphor screen on the CCD pho-
todetector, reading the detector element array one line at a time after the exposure,
amplifying the electronic signal, and digitizing the output.

The breast is aligned and compressed by an open-area paddle. After verification
with a scout image, two images of the breast are acquired, at +15 and -15 degrees
from the normal, causing the lesion projections to shift on the detector, as shown in
Figure 8-29B. The shift distance is measured (Fig. 8-29C) from trigonometry rela-
tionships, the opposite sides of two right triangles, and the common adjacent side,
each with a 15-degree angle (30 degrees total). The adjacent side represents the
lesion distance from the detector, and since Opposite/Adjacent = tan(f = 15 degrees),
the lesion distance from the detector (mm) is calculated as 1.866 X shift (mm). Tra-
jectory information is determined by the position of the marked points in the images
correlated with the frame of reference of the biopsy device, which is positioned and
activated to capture the tissue samples.

Digital add-on biopsy units with larger FOVs (e.g., 8 X 8 cm) using CCDs or
other photosensitive detectors that fit into the cassette assemblies of the standard
mammography units are alternatives to the prone biopsy table, as well as full-field
digital mammography units that can provide similar capabilities.
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Breast Digital Tomosynthesis

Digital radiographic imaging offers postacquisition processing capabilities that are
not possible with conventional analog imaging systems. One of the major prob-
lems with conventional projection imaging is that overlying and underlying anat-
omy are superimposed on the pathology, often obscuring the visualization and
detection of the cancer or other abnormality. A method for reducing this super-
imposition is to acquire multiple low-dose images at several angular positions as
the x-ray tube moves in an arc about the breast. Each image projects the content
in the breast volume with different shifts depending on the distance of the object
from the detector. With high-speed digital readout, several projection images can
be acquired in under 10 s, and each image set is processed with a limited-angle
reconstruction algorithm to synthesize a tomogram (in-focus plane) at a given
depth in the breast. Many tomograms representing incremental depths within
the volume are produced, and in-focus planes throughout the breast can assist
in enhanced detection of pathology (e.g., tumor) or elimination of superimposed
anatomy that mimics pathology. Even though many more images must be reviewed
by the radiologist, digital tomosynthesis technology can lead to a superior diag-
nosis that might save a patient an unneeded biopsy or provide guidance for early
treatment of a cancer.

Digital tomosynthesis for breast imaging is made possible with fast readout TFT
arrays by acquiring many sequential images (11 to 51) over a limited angle (£ 7.5
to = 50 degrees) in a short time span (4 to 20 s). For one vendor’s implementation,
15 projection images of the compressed breast are acquired over a range of
15 degrees (1 image per degree) in 4s (270 ms per image), using a W target with
0.7-mm Al filtered x-ray beam, 32 to 38 kV, with no antiscatter grid, and 2 X 2
pixel binning of the digital detector array (140-pwm sampling). The image acqui-
sition process is illustrated in Figure 8-30A. Average glandular dose (discussed
below) for 15 image acquisitions is approximately 2 mGy for the accreditation
phantom. Larger breast thicknesses will require larger doses for tomosynthesis
acquisition, but the dose is similar to that of a single view mammogram of the
same compressed thickness. The 15 images are used in the reconstruction process
to create 1-mm focal plane images (tomograms), where the location of the recon-
structed plane depends on the reconstruction algorithm, and the number of recon-
structed images depends on the compressed breast thickness. Reconstruction can
be performed in several ways: (a) “shift and add” method shown in Figure 8-30B is
the simplest; (b) filtered backprojection; (¢) simultaneous algebraic reconstruction
techniques; and (d) maximum likelihood algorithms. More sophisticated methods
require longer reconstruction times but provide enhancement by further reducing
out-of-plane signals.

A series of approximately 60 tomograms was reconstructed from a volunteer
patient who was imaged in the cranial-caudal and medial-lateral oblique projec-
tions; four images from that dataset, at the entrance and exit points of the x-ray
beam and at two depths, are shown in Figure 8.30C. Rapid “stack mode” viewing
helps the perception of otherwise undetected lesions with good conspicuity. Inves-
tigations of breast tomosynthesis have demonstrated that its advantages are greater
for masses and architectural distortion, than for calcifications. The current role of
tomosynthesis is to supplement full-field digital mammography exams; however,
future limited-angle acquisition techniques and processing algorithms are expected
to provide both the tomosynthesis images at in-focal planes throughout the breast
and a high-quality reconstructed conventional projection mammogram from the
same image dataset.
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M FIGURE 8-30 A. Digital tomosynthesis images are acquired using low-dose techniques over a limited
projection angle, from +7.5 degrees up to + 30 degrees, with 15 to 40 images comprising the dataset.
lllustrated are a “square” and “circle” at two depths within the breast B. Reconstruction of tomogram
images at 1-mm incremental planes in the breast is performed by shifting the acquired images a known
amount, summing the images by projection and normalizing the output. In-focus images are shown for
two depths, illustrating the ability to blur the underlying and overlying signals for the white rectangle
and black circle. C. Tomosynthesis images from a volunteer patient are shown for the cranial-caudal and
medial-lateral oblique projections at 4 depths. The overall breast dose is similar to that from a single
projection mammogram.
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Radiation Dosimetry

X-ray mammography is the technique of choice for detecting nonpalpable breast
cancers. However, the risk of carcinogenesis from the radiation dose to the breast
is of concern, particularly in screening, because of the very large number of women
receiving the exams. Thus, the optimization of breast dose is important and dose
monitoring is required yearly as specified by the MQSA regulations.

The glandular tissue is the site of carcinogenesis, and thus the preferred dose
index is the average glandular dose. Because the glandular tissues receive varying
doses depending on their depths from the skin entrance site of the x-ray beam, esti-
mating the dose is not trivial. The midbreast dose, the dose delivered to the plane of
tissue in the middle of the breast, was the radiation dosimetry benchmark until the
late 1970s. The midbreast dose is typically lower than the average glandular dose and
does not account for variation in breast tissue composition.

Average Glandular Dose

The average glandular dose, D, is calculated from the equation

D =D XX
g gN

ESAK

where X, is the entrance skin air kerma (ESAK) in mGy, and D, is an air kerma
to average glandular dose conversion factor with units of mGy dose/mGy incident
air kerma. An air ionization chamber is used to measure the air kerma for a given
kV, mAs, and beam quality. Previously, this calculation involved a roentgen to rad
conversion, where the units of the D_ were mrad/R.

The conversion factor D is determined by computer simulation methods
and depends on radiation quality (kV and HVL), x-ray tube target material, filter
material, breast thickness, and tissue composition. Table 8-7 lists D_ values for a
50% adipose, 50% glandular breast that is 4.5-cm thick. The coefficients are shown as
a function of HVL and kV for a Mo/Mo target-filter combination. For a 26-kV tech-
nique with a HVL of 0.35-mm Al, the average glandular dose is approximately 19%
of the measured ESAK (Table 8-7). For higher average x-ray energies (e.g., Mo/Rh,
Rh/Rh, W/Rh, W/Ag), conversion tables specific to the generated x-ray spectrum must
be used, as the D_ values increase due to the higher effective energy of the beam.
D, values decrease with an increase in breast thickness for constant beam quality
and breast composition. This is because the glandular tissues furthest from the beam
entrance receive much less dose in the thicker breast due to attenuation (e.g., D, =
0.220 mGy dose/mGy air kerma for 3-cm thickness versus 0.110 mGy dose/mGy air
Kerma for 6-cm thickness). However, the lower D, coefficients for the thicker breast
do not mean that larger breasts receive less dose. The lower D values are more
than offset by a large increase in the entrance kerma necessary to achieve the desired
OD on the film or SNR in a digital image. Measured average glandular doses for
50% glandular/50% adipose tissue of 2 to 8-cm tissue thicknesses using AEC are
shown in Figure 8-31 for screen-film and direct-detection digital systems.

Factors Affecting Breast Dose

Many variables affect breast dose. The speed of the screen-film receptor, the film
OD, and the digital detector SNR level are major factors. Breast thickness and
tissue composition strongly affect x-ray absorption. Higher kV (higher HVL)
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TABLE 8-7 D, CONVERSION FACTOR (mGy AVERAGE GLANDULAR DOSE
PER mGy INCIDENT AIR KERMA) AS A FUNCTION OF HVL AND
kV FOR Mo TARGET AND FILTER, 4.5-cm BREAST THICKNESS
OF 50% GLANDULAR AND 50% ADIPOSE BREAST TISSUE

COMPOSITION
HVL (mm) 25 26 27 28 29 30 31 32
0.25 0.140
0.26 0.144 0.147
0.27 0.149 0.151 0.153
0.28 0.153 0.156 0.158 0.159
0.29 0.159 0.161 0.163 0.164 0.165
0.30 0.164 0.166 0.167 0.168 0.169 0.171
0.31 0.168 0.171 0.172 0.173 0.174 0.175 0.176
0.32 0.173 0.175 0.176 0.177 0.179 0.181 0.182 0.183
0.33 0.177 0.180 0.181 0.182 0.183 0.185 0.187 0.188
0.34 0.183 0.184 0.185 0.187 0.188 0.190 0.191 0.192
0.35 0.188 0.190 0.191 0.192 0.194 0.195 0.196 0.197
0.36 0.192 0.195 0.196 0.197 0.198 0.199 0.200 0.202
0.37 0.199 0.200 0.202 0.203 0.204 0.204 0.205
0.38 0.205 0.206 0.207 0.208 0.208 0.210
0.39 0.211 0.212 0.213 0.213 0.214
0.40 0.216 0.218 0.219 0.220

Adapted from ACR QC Manual, 1999; converted from mrad per R using 0.01 mGy/mrad and 0.1145 mGy air

Kerma/R

Downloaded cfcom Vat-a Books.com

M FIGURE 8-31 Approximate average glan-
dular doses (25 to 35 kV using AEC acqui-
sition) are shown for a screen-film detector
with Mo target and Mo/Rh filtration (green),
a digital system using a-Se direct conversion
detector with Mo target and Mo/Rh filtra-
tion (purple), and a digital system using a-Se
direct conversion detector with W target
and Rh/Ag filtration (blue). The accreditation
phantom (4.5 cm thickness) is indicated with
the vertical black bar for comparison of aver-
age glandular dose noted in MQSA reports.
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TABLE 8-8 AVERAGE GLANDULAR DOSE IN mGy WITH TWO TISSUE

COMPOSITIONS OF THE BREAST USING kV VALUES IN
TABLE 8-4° FOR SCREEN-FILM AND TABLE 8-5” FOR DIGITAL

ACQUISITIONS
BREAST THICKNESS (cm)

DETECTOR: BREAST COMPOSITION 2 4 6 8
Screen-Film: 100% Adipose 0.50 1.25 3.00 4.30
Screen-Film: 50/50 0.65 1.80 3.80 5.20
Digital Selenium, W target: 100% 0.50 0.75 1.55 2.45
Adipose

Digital Selenium, W target: 50/50 0.60 1.00 2.40 4.20

2Mo/Mo target/filter, 5:1 grid, and film OD = 1.80 (Fuji AD-M film and AD-fine screens).
PW/Rh (2, 4, 6 cm); W/Ag (8 cm) for selenium detector.

increases beam penetrability (lower ESE and therefore lower average glandular
dose) but also decreases subject contrast. Antiscatter grids improve subject and
radiographic contrast, but increase radiation dose by the Bucky or digital tech-
nique compensation factor (~2X). Table 8-8 lists measured average glandular
doses for a contemporary clinical screen-film mammography system with a film
OD of 1.8, a Mo/Mo target/filter, and a kV recommended in Table 8-4, com-
pared to a digital mammography system utilizing a W/Rh or W/Ag target/filter
combination with kV recommended in Table 8-5. Digital acquisition with higher
effective energy beams is shown to substantially reduce average glandular dose
over that of screen-film systems.

The MQSA regulations limit the average glandular dose for a compressed breast
thickness of 4.2 cm and a breast composition of 50% glandular and 50% adipose
tissue (the MQSA-approved mammography phantom) to 3 mGy per film or digital
image (6 mGy for two films or images). If the average glandular dose exceeds 3 mGy
for this size breast, mammography may not be performed. The average glandular
dose using screen-film receptors is typically about 2 mGy per view or 4 mGy for two
views. For full-field digital mammography systems, the dose is lower, typically from
1.2 to 1.8 mGy per view.

Mammography image quality strongly depends on beam energy, quantum mot-
tle, and detected x-ray scatter. Faster screen-film detectors can use a lower dose, but
often at the expense of spatial resolution. Digital detectors with higher quantum
detection efficiency can deliver significantly reduced dose; the tradeoff for reduced
dose can be a loss of SNR and contrast-to-noise ratio (CNR) and potentially less
diagnostic information. Higher energy beams (e.g., Rh target Rh filter or W target Rh
filter or Ag filter) can reduce the dose to thick or dense glandular breasts with little
or no loss of image quality.

Regulatory Requirements

Regulations mandated by the MQSA of 1992 specify operational and technical require-
ments necessary to perform mammography in the United States. These regulations
are contained in Title 21 of the Code of Federal Regulations, Part 900.
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Accreditation and Certification

Accreditation and certification are two separate processes. For a facility to perform
mammography legally under the MQSA, it must be accredited and certified. To begin
the process, the facility must first apply for accreditation from an accreditation body
(the ACR or one of several states if located in one of those states). The accreditation
body verifies that the mammography facility meets standards set forth by the MQSA
to ensure safe, reliable, high-quality, and accurate mammography. These include
the initial qualifications and continuing experience and education of interpreting
physicians, technologists, and physicists involved in the mammography program.
Existence of an active QC program and image quality standards are verified and
validated. Certification is the approval of a facility by the US FDA to provide mam-
mography services and is granted when accreditation is achieved.

Specific Technical Requirements and Quality Control

For screen-film mammography systems, requirements are largely unchanged from
the 1999 FDA regulations. Tables 8-9 and 8-10 summarize the annual QC tests
performed by the technologist and physicist, respectively, as required by MQSA
regulations.

Under FDA rules, facilities using x-ray systems other than screen-film mammog-
raphy must maintain a QA and QC program that is substantially equivalent to the
program recommended by the manufacturer. This has created a number of unique
tests that the technologist and physicist must understand and perform according to
the manufacturers manuals and procedural methods. In addition, QC procedures
for the diagnostic review workstation monitor and the laser printer for producing
hard-copy film are also under the auspices of the manufacturer.

Federal regulations specify that whenever QC test results fall outside of the action
limits for image receptor modalities other than screen-film, the source of the problem
shall be identified and corrective action taken before any further examinations are
performed. However, an alternative QC standard lists three different categories in
which specific action requirements are detailed.

Category A QC tests and action levels are specific to the digital acquisition system
and, when outside of the prescribed limits, the source of the problem must be identi-
fled and corrective action taken before any examinations can be performed. These
tests include system resolution, breast dose, image quality evaluation, SNR/CNR,
flat-field calibration, and compression.

Category B QC tests and action levels are specific to the performance of a diagnostic
device used for mammographic interpretation, including the review workstation and
laser film printer. When tests produce results that fall outside of the action limits
specified by the manufacturer, the source of the problem shall be identified and cor-
rective action taken before that specific device can be used for interpretation. Image
acquisition can continue, as long as there are alternate approved diagnostic devices
available for interpretation.

Category C QC tests and action levels evaluate performance of components other than
the digital image receptor or diagnostic devices for interpretation. When test results
are outside the action limits specified by the manufacturer, the source of the problem
shall be identified and corrective action shall be taken within 30 days of the test
date. Clinical imaging and mammographic image interpretation can continue during
this period. Applicable QC tests include collimation assessment, artifact evaluation,
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TABLE 8-9 PERIODIC TESTS PERFORMED BY THE QC TECHNOLOGIST FOR
SCREEN-FILM DETECTOR SYSTEMS

TEST AND
FREQUENCY

REQUIREMENTS FOR
ACCEPTABLE OPERATION

DOCUMENTATION
GUIDANCE

TIMING OF
CORRECTIVE ACTION

Daily: Processor

Established operating
level

QC records 12 mo

Before any clinical

Base + fog density = +0.03 OD . film processing is
Middensity +0.15 OD SSULEEN performed
Density difference  +£0.15 OD
Weekly: Phantom Established operating

level
Center OD OD = 1.20
Reproducibility +0.20 OD QC records 12 mo Before any
Density difference Phantom images further exams are
between disk and  +0.05 OD 12 wk performed
background
Phantom scoring Four fibers, three speck

groups, three masses
Quarterly:
Fixer retention; Residual fixer no .

QC records since last

quarterly >5ug/cm? I o 30d
Repeat analysis; <2% change up or
quarterly down from previous

Semiannually:
Darkroom fog

Screen-film
contact

Compression
device

OD difference = 0.05

40 mesh copper screen
with no obvious
artifacts

Compression force
=111 newtons (25 Ib)

QC records since last
inspection

QC records since last
inspection, three
previous contact tests
QC records since last
inspection or past
three tests

Before any clinical
film processing
Before any further
exams performed
using cassettes
Before exams
performed using
compression device

kV accuracy, HVL assessment, AEC performance and reproducibility, radiation out-
put rate, and compression thickness indicator.

An effort to standardize QC in digital mammography is underway, under the
auspices of the ACR, based upon review of QC test results and findings from the
multi-institutional Digital Mammography Imaging Screening Trial completed in 2005.

The Mammography Accreditation Phantom

The mammography accreditation phantom simulates the radiographic attenuation of
an average-size compressed breast and contains structures that model very basic image
characteristics of breast parenchyma and cancer. Its role is to help determine the ade-
quacy of the overall imaging system (including film processing and digital processing)
in terms of detection of subtle radiographic findings, and to assess the reproducibly of
image characteristics (e.g., contrast and OD or SNR and CNR) over time. It is composed
of a poly-methyl-methacrylate (PMMA) block, a wax insert, and a PMMA disk (4-mm
thick, 10-mm diameter) attached to the top of the phantom, and is intended to mimic
the attenuation characteristics of a “standard breast” of 4.2-cm compressed breast thick-
ness of 50% adipose and 50% glandular tissue composition. The wax insert contains six
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TABLE 8-10 SUMMARY TABLE OF ANNUAL QC TESTS BY THE MEDICAL
PHYSICIST FOR SCREEN-FILM DETECTOR SYSTEMS
TIMING OF

TEST REGULATORY ACTION LEVELS CORRECTIVE ACTION
AEC OD exceeds the mean by >0.30 30d

(over 2-6 cm range) or the phantom

image density at the center is <1.20
kv >5% of indicated or selected kV; 30d

C.0.V.>0.02
Focal spot See Table 8.1 30d
HVL See Tables 8.2 and 8.3 30d
Air kerma and AEC Reproducibility C.0.V.2 > 0.05 30d

reproducibility

Dose

>3.0 mGy per exposure

Immediate, before
any further exams

X-ray field/light field

>2% SID at chest wall

30d

congruence
Compression device Paddle visible on image 30d
alignment

Screen speed O.D. variation >0.30 from the 30d
uniformity maximum to minimum

System artifacts Determined by physicist 30d
Radiation output <6.1 mGy/s (700 mR/s) 30d
Automatic Failure of override or manual release 30d

decompression control

Any applicable annual
new modality tests

To be determined

Immediate, before
any further exams

Note: documentation requires the inclusion of two most recent reports
2C.0.V., coefficient of variation, equal to the standard deviation of a series of measurements divided by the

mean.

AEC, automatic exposure control; SID, source-to-image distance.

cylindrical nylon fibers of decreasing diameter, five simulated calcification groups with
simulated calcifications (AL O, specks) of decreasing size, and five low contrast disks of
decreasing diameter and thickness that simulate masses (Fig. 8-32A). Identification of
the smallest objects of each type that are visible in the phantom image indicates system
performance. To pass the MQSA image quality standards for screen-film mammogra-
phy, at least four fibers, three calcification groups, and three masses must be clearly vis-
ible (with no obvious artifacts) at an average glandular dose of less than 3 mGy. Further
details on other parameters can be found in the MQSA regulations.

For digital mammography, each manufacturer has set the criteria for meeting an
acceptable performance level in terms of qualitative visibility of the objects in the
accreditation phantom, as well as specific tests using the quantitative evaluation of
regions of interest (ROI) to calculate SNR and CNR. The “direct flat panel” detector
manufacturer, for instance, requires the visibility of five fibers, four speck groups, and
four masses, whereas the “indirect flat panel” and the cassette-based CR detector manu-
facturers require the visibility of four fibers, three speck groups, and three masses.
Quantitative evaluation for one manufacturer includes the evaluation of the signal
under the added acrylic disk and in the background area using ROIs of a specified size
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M FIGURE 8-32 A. The mammography accreditation phantom contains a wax insert which has six nylon fibers,
five aluminum oxide speck groups (six specks in each group), and five disks simulating masses. Mean diameters
of the objects are indicated. The corresponding radiograph of the wax insert shows their “undegraded” radio-
graphic appearance. B. The wax insert is placed into a cutout in a clear acrylic phantom with dimensions listed in
the diagram. The phantom is intended to mimic the attenuation characteristics of a “standard breast” of 4.2-cm
compressed breast thickness of 50% adipose and 50% glandular tissue composition. Note the “contrast disk”
on top of the phantom, which generates a signal for evaluation of contrast. C. Mammographic image of the
composite phantom with scatter and noise illustrates the loss of image quality.
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and locations, while another uses the largest mass in the ACR phantom and an adjacent
background area. The SNR is calculated as the average signal in the background ROI
divided by its standard deviation. The CNR is determined as the difference of the aver-
age signals from the object and background, divided by the standard deviation in the
background ROI. Each manufacturer requires the mammography site technologist to
measure the SNR and CNR weekly using the accreditation phantom, and to verify that
the calculated values are within the manufacturer’s established limits. When found out
of tolerance, the system may not be used clinically until the causes of the failures are
determined and the corrections are implemented and verified with subsequent tests.

Quality Assurance

Mammography is a very demanding imaging procedure, in terms of equipment per-
formance, and in regards to technical competence of the radiologist, technologist,
and medical physicist. Achieving the full potential of the mammography examination
requires careful optimization of the technique and equipment. Even a small change
in equipment performance, film processing, digital image SNR or CNR, image arti-
facts, patient setup, or image-viewing conditions can decrease the sensitivity and
specificity of mammography.

Ultimate responsibility for mammography quality assurance rests with the radiol-
ogist in charge of the mammography practice, who must ensure that all interpreting
radiologists, mammography technologists, and the medical physicist meet the initial
qualifications and maintain the continuing education and experience required by the
MQSA regulations. Records must be maintained of employee qualifications, quality
assurance, and the physicist’s tests. Clinical performance and QC issues should be
periodically reviewed with the entire mammography staff.

The technologist performs the examinations, that is, patient positioning, com-
pression, image acquisition, and film processing and/or evaluation of digital image
quality. The technologist also performs the daily, weekly, monthly, and semiannual
QC tests. The medical physicist is responsible for equipment performance measure-
ments before first clinical use, annually thereafter, and following major repairs, and
for oversight of the QC program performed by the technologist.

SUGGESTED READING

ACR Mammography Quality Control Manual, 1999. American College of Radiology, Reston, VA.

ACR Practice Guideline for the Performance of Screening and Diagnostic Mammography. 2008.
American College of Radiology, Reston, VA. Document is available at: http://www.acr.org/
SecondaryMainMenuCategories/quality_safety/guidelines/breast/Screening_Diagnostic.aspx

Food and Drug Administration Mammography Program (MQSA). The MQSA regulations and other
documentation are available on the Web at http://www.fda.gov/cdrh/mammography

Integrating the Healthcare Enterprise (IHE) Radiology Technical Framework. Mammography image
(MAMMO) profile. Document is available at: http://www.ihe.net/Technical_Framework/upload/IHE_
Rad1344TF_Suppl_MAMMO_T1_2006-04-13.pdf

Pisano E, Gatsonis C, Hendrick E, et.al. Performance of digital versus film mammography for breast-cancer
screening. N Engl ] Med 2005;353:1773-1783.

Practice Guideline for Determinants of Image Quality in Digital Mammography. 2007. American College of
Radiology, Reston, VA. Document is available at: http://www.acr.org/SecondaryMainMenuCategories/
quality_safety/guidelines/breast/image_quality_digital_mammao.aspx
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Fluoroscopy systems produce projection x-ray images and allow real-time x-ray
viewing of the patient with high temporal resolution. They are commonly used to
position the imaging system for the recording of images (e.g., angiography) and to
provide imaging guidance for interventional procedures (e.g., angioplasty). Before
the late 1950s, fluoroscopy was performed in a darkened room with the radiologist
viewing the faint scintillations from a thick fluorescent screen. Modern fluoroscopic
systems use image intensifiers (Ils) coupled to digital video systems or flat panel
digital detectors as image receptors. Fluoroscopy has undergone much technological
advancement in recent years. The II has increased in size from the early 15-cm
(6-inch)-diameter field of view (FOV) systems to 40-cm (16-inch) systems available
today. Analog television (TV) cameras have been replaced with high-resolution, low-
noise, digital charge-coupled device (CCD) or complementary metal-oxide semicon-
ductor (CMOS) cameras. Flat panel detector technology has led to larger rectangular
FOV systems (e.g. 48 cm) with high spatial resolution and improved image fidelity,
and will gradually replace II detectors. Improvements in fluoroscopic systems with
increased x-ray beam filtration, higher x-ray detection efficiency phosphors, lower
acquisition frame rates, and electronic image guidance and enhancement have led to
lower dose operation. Now, dose-monitoring technology is a component of all inter-
ventional fluoroscopy systems manufactured since June 10, 2006.

Functionality

“Real-time” imaging is usually considered to be 30 frames per second (FPS), equiva-
lent to older analog television frame rates in the United States, and sufficient to
provide the appearance of continuous motion. Modern general-purpose fluoroscopy
systems use a pulsed x-ray beam in conjunction with digital image acquisition, which
commonly allows variable frame rates ranging from 3 to 30 FPS. Lower frame rates
reduce radiation dose when high temporal resolution is not needed. Digital fluoros-
copy systems allow the recording of a real-time sequence of digital images (digital
video) that can be played back as a movie loop with subsequent archiving in the
patient’s electronic file in the picture archiving and communications system (PACS).
Unrecorded fluoroscopy sequences are used for advancing a catheter (positioning)
during angiographic procedures and, once the catheter is in place, an image sequence
is recorded using high frame rate pulsed fluorography as x-ray contrast material is
injected through the catheter into the vessels (e.g., angiography) or the body cavity of
interest. In gastrointestinal fluoroscopy, much of the diagnosis is formulated during
the unrecorded fluoroscopy sequence; however, fluorographic images are acquired
for documenting the study and illustrating important diagnostic findings. Imaging
the heart at rates of 15 to 60 FPS, formerly obtained with cine cameras on the optical
distributor of the II, using 35 mm continuous roll photographic film is now achieved
by using digital cameras or directly with flat-panel detectors.
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Fluoroscopic Imaging Chain Components

A standard fluoroscopic imaging chain is shown in Figure 9-1. The added filtration
in fluoroscopy systems has increased in recent years, as pulsed systems with high
mA capabilities have replaced older continuous fluoroscopy systems. Copper filtra-
tion combined with lower kV values allows angiography systems to provide lower
dose operation while still delivering high image contrast for angiographic applica-
tions. Collimators on fluoroscopy systems utilize circular diaphragms for II-based
systems and rectangular collimation for flat panel fluoroscopy systems. The collima-
tors on fluoroscopy systems are motorized, which allows the collimated x-ray beam
to change size in response to adjustment of the source-to-image distance (SID) or
when the FOV is electronically changed (see magnification mode in Section 9.3).

In addition to added filtration and beam collimation, some fluoroscopy systems
also have operator adjustable attenuating wedges to provide additional attenuation at
specified locations in the x-ray field, such as the pulmonary space between the heart
and chest wall, where excessive x-ray penetration of the pulmonary structures can
lead to bright regions in the image. The use of wedges can reduce the glare from these
areas, equalize the x-ray beam incident on the image receptor, and lower radiation
dose to the patient.

The principal feature of the imaging chain that distinguishes fluoroscopy from
radiography is the ability to produce real-time x-ray images with high frame rates
and a low-dose per image. In general, five configurations of fluoroscopy systems are
available: gastrointestinal/genitourinary (GI/GU) systems (with the x-ray tube under
the patient table); remote fluoroscopy (over-table x-ray tube); interventional vascular
(vascular surgery, radiology); cardiology and interventional electrophysiology, and
mobile C-arm configurations (surgery, pain medicine). All configurations have the
same basic components.

The basic product of a fluoroscopic imaging system is a projection x-ray image;
however, a 10-minute “on time” fluoroscopic procedure, if conducted at 30 FPS,
produces a total of 18,000 individual images! Due to the extremely large number
of images required to depict motion and to achieve positioning, fluoroscopic sys-
tems must produce each usable image with about one thousandth of the x-ray dose
of radiography, for radiation dose reasons. Consequently, a very sensitive low-noise

Camera Electronics
CCD or CMOS chip
Optical Coupling
ABC Sensor

Image Intensifier B FIGURE 9-1 The fluoroscopic imag-
ing chain is illustrated, with the patient in
the supine position. This figure shows an Il as
the detector, but flat panel detector systems
are common as well. The detector in fluoros-
copy is more sensitive than radiography to
enable low-dose, real-time, longer duration
studies. The x-ray system includes a collima-
tor with motorized blades to adjust to the
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detector is needed. IIs and fluoroscopic flat panel detectors operate in a mode that is
several thousand times more sensitive than a standard radiographic detector and, in
principle, can produce images using several thousand times less radiation. In prac-
tice, standard fluoroscopy uses about 9 to 17 nGy (~1 to 2 wR) incident upon
the detector per image, whereas a computed radiography (CR) system requires an
exposure of about 5 to 9 WGy (~0.6 to 1 mR) to the detector.

Fluoroscopic Detector Systems

The Image Intensifier, Based Fluoroscopy Systems

A diagram of a modern 1II is shown in Figure 9-2. There are four principal compo-
nents of an II: (a) a vacuum housing to keep air out and allow unimpeded electron
flow, (b) an input layer that converts the absorbed incident x-rays into light, which in
turn releases electrons, (c) an electron optics system that accelerates and focuses the
electrons emitted by the input layer onto the output layer, and (d) an output phos-
phor that converts the accelerated electrons into a visible light image. When appro-
priate, an antiscatter grid is mounted adjacent to the input layer on the housing.

Input Screen

The input screen of the Il consists of four different layers, as shown in Figure 9-3. The
first layer is the vacuum window, a thin (typically 1 mm) aluminum window that is
part of the vacuum containment vessel. The vacuum window keeps the air out of the
11, and its curvature is designed to withstand the force of the air pressing against it.
The vacuum window of a large FOV (35-cm) 1I supports over a ton of force from
atmospheric air pressure. A vacuum is necessary in all devices in which electrons are
accelerated across open space. The second layer is the support layer, which supports
the input phosphor and photocathode layers. The support, commonly 0.5 mm of
aluminum, is the first component in the electronic lens system, and its curvature is
designed for accurate electron focusing.

M FIGURE 9-2 A diagram of the modern Il is shown. X-rays strike the input phosphor, producing light that stim-
ulates the photocathode to emit electrons, which are ejected into the electronic lens system. The electronic lens
system is comprised of the cathode, anode, and three additional focusing electrodes (G1, G2, and G3). Energetic
electrons strike the output phosphor, generating light that is then imaged by a digital camera system.
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M FIGURE 9-3 A detailed view of the input window of an Il is shown. Incident x-rays pass through the
antiscatter grid (not shown), and must also pass through the vacuum support window (~1 mm Al) and the
support for the input phosphor (~0.5 mm Al). X-rays are absorbed by the Csl input phosphor, producing green
light that is channeled within the long Csl needles to the antimony trisulfide photocathode, which then ejects
electrons into the vacuum space of the II. Scanning electron micrographs illustrate the crystalline needle—like
structure of Csl.

After passing through the Al input window and substrate, x-rays strike the input
phosphor, whose function is to absorb the x-rays and convert their energy into vis-
ible light. The input phosphor must be thick enough to absorb a large fraction of the
incident x-rays, but thin enough to not significantly degrade the spatial resolution
of the image by the lateral dispersion of light through the phosphor. Virtually all
modern IIs use cesium iodide (CsI) for the input phosphor. With proper deposi-
tion techniques, Csl can be made to form in long, columnar crystals (Fig. 9-3). The
long, thin columns of Csl function as light pipes, channeling the visible light emitted
within them toward the photocathode with less lateral spreading than an amorphous
phosphor. As a result, the Csl input phosphor can be quite thick and still produce
high resolution. The CsI crystals are approximately 400 wm tall and 5 wm in diam-
eter and are formed by vacuum deposition of CsI onto the substrate. The Csl crystals
have a trace amount of sodium, causing it to emit blue light. For a 60-keV x-ray pho-
ton absorbed in the phosphor, approximately 3,000 light photons (at about 420 nm
wavelength) are emitted. The K-edges of cesium (36 keV) and iodine (33 keV) are
well positioned with respect to the fluoroscopic x-ray spectrum, which contribute to
high x-ray absorption efficiency.

The fourth layer of the input screen is the photocathode, which is a thin layer of
antimony and alkali metals (such as Sb253) that emits electrons when struck by visible
light. With 10% to 20% conversion efficiency, approximately 400 electrons are released
from the photocathode for each 60-keV x-ray photon absorbed in the phosphor.

Electron Optics

X-rays are converted into light which then ejects electrons from the input screen into
the evacuated volume of the II. The electrons are accelerated by a large electric field
created by a high voltage- between the anode and the cathode. Focusing the electrons is
accomplished by the several electrodes in the electron optics chain. The kinetic energy
of each electron is dramatically increased by acceleration due to the voltage difference
between the cathode and anode, resulting in electronic gain. The spatial pattern of elec-
trons released at the photocathode (Fig. 9-3) is maintained at the output phosphor,
albeit minified. The curved surface of the input screen, necessary for proper electron
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Flat Output Surface

Curved Input Surface Input Image Output Image

M FIGURE 9-4 The input phosphor/photocathode surface is curved to accommodate the physics of electronic
focusing, and the output phosphor is planar. Because the image is produced on a curved surface and projected
onto a plane surface, a characteristic pincushion distortion results in the output image.

focusing, causes unavoidable pincushion distortion of the image (Fig. 9-4). The G1, G2,
and G3 electrodes (Fig. 9-2), along with the input phosphor substrate (the cathode) and
the anode just proximal to the output phosphor, comprise the five-component (“pen-
tode”) electronic lens system of the II. The electrons are released from the photocathode
with very little kinetic energy, but under the influence of the 25,000 to 35,000 V electric
field, they are accelerated and arrive at the anode with high velocity and considerable
kinetic energy. The intermediate electrodes (G1, G2, and G3) shape the electric field,
focusing the electrons properly onto the output layer, where the energetic electrons
strike the output phosphor and cause visible light to be emitted.

The Output Phosphor

The output phosphor (Fig. 9-5) is made of zinc cadmium sulfide doped with silver
(ZnCdS: Ag), which has a green (~530 nm) emission spectrum. The ZnCdS phos-
phor particles are very small (1 to 2 wm), and the output phosphor is quite thin
(4 to 8 pm), to preserve high spatial resolution. The anode is a very thin (0.2 pwm)
coating of aluminum on the vacuum side of the output phosphor, which is electri-
cally conductive to carry away the electrons once they deposit their kinetic energy
in the phosphor. Each electron causes the emission of approximately 1,000 light
photons from the output phosphor.

Light Absorber

Window

Output Phosphor
Anode

Electron
Trajectory

M FIGURE 9-5 The output window of the Il is shown. The electron strikes the very thin (0.2 wm or 200 nm)
anode and phosphor, and the impact of this high-velocity charged particle causes a burst of green light in the
phosphor, which is very thin (1 to 2 wm). The light exits the back side of the phosphor into the thick glass win-
dow. Light photons that hit the side of the window are scavenged by the black light absorber, but a high frac-
tion of photons that reach the distal surface of the window will be focused using an optical lens and captured
by a digital camera. Light propagates by diffusion (multiple scatter interactions) in a turbid phosphor medium,
but in the clear glass window, light travels in straight lines until surfaces are reached, and then standard optics
principles (the physics of lenses) are used for focusing.
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The image is much smaller at the output phosphor than it is at the input
phosphor, because the 15- to 35-cm-diameter input image is focused onto a 2.5-cm
(1 inch)-diameter circle. To preserve a resolution of 5 line pairs/mm at the input
plane, the output phosphor must deliver resolution in excess of 70 line pairs/mm.
This is why a very fine grain phosphor is required at the output phosphor. The reduc-
tion in image diameter also leads to light intensity amplification, since, for example,
the electrons produced on the 410 cm? area of the 23-cm-diameter input phosphor
are concentrated onto the 5-cm? output phosphor. By analogy, a magnifying glass
collects light over its lens surface area and can focus it onto a small spot, and in the
process, the light intensity is amplified enough to start a fire using only sunlight. The
so-called minification gain of an Il is simply the ratio of the area of the input phosphor
to that of the output phosphor. The ratio of areas is equal to the square of the ratio of
diameters, so a 23-cm-diameter II (with a 2.5-cm-diameter output phosphor) has a
minification gain of (22.8/2.55) = 81, and in 17-cm mode it is 49.

The last stage in the II that the image signal passes through is the output window
(Fig. 9-5). The output window is part of the vacuum enclosure and must be transparent to
the emission of light from the output phosphor. The output phosphor is coated directly onto
the output window. Some fraction of the light emitted by the output phosphor is reflected
inside the glass window. Such stray light reflecting inside the output window contributes to
veiling glare, which can reduce image contrast. This glare is reduced by using a thick (about
14 mm) clear glass window, in which internally reflected light eventually strikes the side of
the window, which is coated with a black pigment to absorb the scattered light.

Optical Coupling to the Video Camera

A light-sensitive camera such as an analog vidicon or a solid-state CCD or CMOS
system is optically coupled to the output screen of the 1T and is used to relay the out-
put image to a video monitor for viewing by the operator. The lenses used in fluoros-
copy systems focus light emitted at the output phosphor onto the focal plane of the
video camera. The lens assembly includes an adjustable aperture, basically a small
hole positioned between individual lenses. Adjusting the size of the hole changes
how much light gets through the lens system. The f-number is inversely related to
the diameter of the hole (f = focal length/aperture diameter), but it is the area of the
hole that determines how much light gets through. Standard f-numbers increment by
multiples of ﬁ: 1.0,1.4,2.0,2.8,4.0,5.6,8, 11, and 16. Changing the diameter of
the hole by a factor of 2 changes its area by a factor of 2, and thus, increasing the
f-number by one f-stop reduces the amount of light passing through the aperture by
a factor of 2. At /16, the aperture is tiny, little light gets through, and the overall gain
(signal amplification of the light by minification gain and electron acceleration) of the
I and combined optics is reduced. At £/5.6, more light gets through, and the overall
gain of the II-optics subsystem is eight times higher than at {/16.

Adjustment of the lens aperture on Il-based fluoroscopy systems markedly
changes the gain of the system, which has an important effect on its performance. By
lowering the gain of the II and associated optics by increasing the f-number, a higher
x-ray exposure rate will result, producing lower noise images and higher patient
dose. Increasing the gain reduces the x-ray exposure rate and lowers the dose, but
reduces image quality. This will be discussed more fully below (see Section 9.4).

IIs absorb x-ray photons and emit light photons, just as an intensifying screen
does, but the amplification of the II produces orders-of-magnitude more light. It is
this electronic gain that creates a very sensitive detector, which produces a viewable
output image using much less radiation compared to a radiographic detector.
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M FIGURE 9-6 A diagram illustrating the closed circuit analog TV system used in older fluoroscopy systems
is illustrated. At the TV camera (A), an electron beam is swept in raster fashion on the TV target (e.g. SbSO,).
The TV target is a photoconductor, whose electrical resistance is modulated by varying levels of light intensity.
In areas of more light, more of the electrons in the electron beam pass across the TV target and reach the
signal plate, producing a higher video signal in those lighter regions. The video signal (B) is a voltage versus
time waveform which is communicated electronically by the cable connecting the video camera to the video
monitor. Synchronization pulses are used to synchronize the raster scan pattern between the TV camera target
and the video monitor. Horizontal sync pulses (shown) cause the electron beam in the monitor to laterally
retrace and prepare for the next scan line. A vertical sync pulse (not shown) has different electrical charac-
teristics and causes the electron beam in the video monitor to reset at the top of the screen. Inside the video
monitor (C), the electron beam is scanned in raster fashion, and the beam current is modulated by the video
signal. Higher beam current at a given location results in more light produced at that location by the monitor
phosphor (D). The raster scan on the monitor is done in synchrony with the scan of the TV target.

Video Cameras

The operation of a legacy fully-analog electron-beam (vidicon) video camera is shown
schematically in Figure 9.6. In the video camera, patterns of light (the image data) are
incident upon the TV target (Fig. 9.6A). The target is swept by a scanning electron
beam in a raster scan pattern. The TV target is made of a photoconductor, which has
high electrical resistance in the dark, but becomes less resistive as the light intensity
striking it increases. As the electron beam (electrical current) scans each location on
the target, the amount of current that crosses the TV target and reaches the signal
plate depends on the resistance of the target at each location, which in turn is related
to the local light intensity. Thus the electrical signal is modulated by the local varia-
tions in light intensity, and that is physically how the video system converts the opti-
cal image incident upon it into to an electronic signal. Note that this is a process of
sampling in time described as temporal sampling frequency with units of cycles/s,
with the unit hertz (Hz).

The video signal, which is represented as voltage versus time (Figure 9.6B), is
transferred by wire to the video monitor. Synchronization pulses are electronically
added to the signal to synchronize the raster scanning in the video camera and video
monitor. At the monitor, the raster scan pattern on the target is replicated by an elec-
tron beam scanning the monitor phosphor,. The video signal voltage modulates the
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beam current in the monitor, which in turn modulates the luminance at that location
on the monitor (Figure 9.6C). The raster scan on the monitor is done in synchrony
with the scan of the TV target. (Figure 9.6D).

Vidicon video systems typically operate at 30 FPS in an interlaced scanning
mode to reduce flicker, the perception of the image flashing on and off. The human
eye-brain system can detect temporal fluctuations slower than about 47 images/s,
and therefore at 30 FPS, flicker would be perceptible. With interlaced systems, each
frame is composed of two fields (called odd and even fields, corresponding to every
other row in the raster, with the odd field starting at row 1, and the even field start-
ing at row 2), and each field is refreshed at a rate of 60 FPS (although with only
half the information), which is fast enough to avoid the perception of flicker. One
drawback of interlaced scanning is the inability to uniformly read out a short pulsed
exposure (less than 33 ms), since the scanning electron beam occupies distributed
profile on the TV target, which causes some of the photoconductive charge patterns
to be removed from the alternate field when the other field is scanned. Because
light is not continuously incident on the target, the first field that is read will have
a much larger video signal (and therefore greater brightness on a monitor) than
the second field, and when interlaced, a bright/dark flicker pattern will be present.
(This was a common presentation problem with pulsed cardiac angiography studies
in legacy systems).

Charge coupled device (CCD) and complementary metal oxide semiconduc-
tor (CMOS) photosensitive cameras are solid-state electronic arrays that convert a
projection image into a digital image and then into a video signal. Such a device
uses photodiode semiconductor materials in an array to convert incident light inten-
sity incident into corresponding electronic charge (electrons), and locally store the
charge for electronic readout. Both CCD and CMOS cameras have very small pixel
dimensions, on the order of 10-20 micron (0.01 to 0.02 mm), incorporated into a
2.5 X 2.5 cm area that replaces an analog TV camera. The typical matrix comprises
1,000 X 1,000 or 2,000 X 2,000 detector elements, but there is a wide variety
and selection of sizes that a manufacturer might choose to include in a system.
Unlike analog photoconductive targets, which have a non-linear response to light,
CCD and CMOS cameras have a linear characteristic response over a very wide
brightness range. Both CCD and CMOS systems can integrate light produced from
intermittent pulsed exposures, or continuously read out fluoroscopic images in real
time (30 FPS). The CCD reads out the stored charge in a “bucket brigade” fashion,
as discussed in Chapter 7, causing locally stored electrons to be transferred from
one row to the next row, along defined columns, to eventually be deposited onto a
charge amplifier at the end of each column. The signals from the column amplifiers
are synchronized and convert each row of accumulated charge into a corresponding
digital value in the digital frame buffer. The CMOS device has independent detector
elements, each comprised of a storage capacitor and transistor switch. The signal
from a CMOS device is accessed, as is the signal from a TFT flat panel detector, as
discussed in chapter 7. In either output (CCD or CMOS) a digital projection image
is produced, and then converted to a video signal that is used to drive one or more
monitors in the fluoroscopy suite. Solid-state cameras are preferred because of their
stability, reproducibility, and linearity.

Characteristics Unique to Image Intensifier Systems

Brightness Gain

The brightness gain is the product of the electronic and minification gains of the
II. The electronic gain of an II is roughly about 50, and the minification gain is
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variable depending on the electronic magnification (see magnification mode in
Section 9.5). For a 30-cm (12-inch) diameter II, the minification gain is 144, but
in 23-cm (9-inch) mode it is 81, and in 17-cm (7-inch) mode it is 49. The overall
brightness gain, therefore, ranges from about 2,500 to 7,000. As the effective diam-
eter (FOV) of the input phosphor decreases (increasing magnification), the bright-
ness gain decreases.

Pincushion Distortion

Pincushion distortion was mentioned previously and is the result of projecting the
image with a curved input phosphor to the flat output phosphor (Fig. 9-4). Pincush-
ion distortion worps the image by stretching the physical dimensions in the periph-
ery of the image. Therefore, for improved accuracy with distance measurements, it is
best to position the desired anatomy in the central area of the FOV.

S Distortion

S distortion is a spatial warping of the image in an S shape through the image. This
type of distortion is usually subtle, if present, and is the result of stray magnetic fields
and the earth’s magnetic field affecting the electron trajectory from the cathode to the
anode inside the II. On fluoroscopic systems capable of rotation, the S distortion will
generally shift in the image during rotation due to the change in the II's orientation
with respect to the earth’s magnetic field.

Flat Panel Detector Based Digital Fluoroscopy Systems

Flat panel detectors are comprised of thin film transistor (TFT) arrays of individ-
ual detector elements (dexels) that are packaged in a square or rectangular area. A
more complete discussion of TFT arrays can be found in Chapter 7. Both indirect
and direct x-ray conversion modes are used with TFT panels for fluoroscopy
applications. In both types of systems, each detector element has a capacitor, which
accumulates and stores the signal as an electrical charge, and a transistor which
serves as a switch. For indirect detection TFT systems, in which the absorbed x-rays
are initially converted to light in the adjacent layered phosphor, each dexel has a
transistor and a capacitor, in addition to a photodiode, which converts the x-ray
induced light from the phosphor into a corresponding charge. For direct detec-
tion fluoroscopy detectors, the semiconductor (selenium) produces x-ray induced
charge directly, which is collected under a voltage to ensure that the signal is cap-
tured within the same dexel as the x-ray absorption event. In either detector type,
while a frame is being acquired, the electrical charge proportional to the x-ray flux
incident on that dexel is accumulated and stored by the capacitor. Later, when the
image receptor is “read”, a signal is sent to all the transistors in a row of dexels and
the signals from the capacitors in the dexels of that row are simultaneously read as
the charge from the capacitor is sent down a corresponding “drain” line along each
column of the array to a charge amplifier. Reading the array discharges the capaci-
tors and readies them for acquiring the next frame. This is performed row by row
until the full frame is read. Even in continuous fluoroscopic acquisitions, the charge
continues to be stored in each capacitor in a steady-state situation so that x-ray
information is always collected as the flat-panel image receptor provides real-time
fluoroscopic presentation of image data.

For fluoroscopic applications, the flat panel image receptor replaces the II,
lenses, and camera system, and directly records the real-time fluoroscopic image
sequence. The size of a detector element (dexel) in fluoroscopy is usually larger than
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in radiography, and some flat panel systems have the ability to adjust the dexel size
by binning four dexels into one larger dexel. For example, four 100-pwm detector
elements are grouped together (“binned”) electronically to form an effective 200 pm
X 200 pm dexel. Such dual-use systems have dexels small enough for high-resolution
radiography (e.g., 100 to 150 wm), but the dexels can be binned to provide a detec-
tor useful for fluoroscopy (e.g., 200 to 300 pwm).

In some fluoroscopic flat-panel detectors, larger dexels (providing less spatial
resolution) are necessary for fluoroscopy because data transfer rate (“bandwidth”)
limitations restrict the amount of image data that can be displayed at 30 FPS. The
2 X 2 binning reduces the amount of data by a factor of four, making real-time
display feasible. In addition, the low doses per frame used in fluoroscopy results
in significant quantum noise, and ultimately the poor statistical integrity (low
SNR) limits the ability to see small objects. Therefore, larger dexel and poorer
spatial resolution are sometimes necessary for fluoroscopic operation. In other flat
panel detectors for fluoroscopy, the detector is read out always with full resolu-
tion, and to the extent that the number of pixels in the digital image excceds those
on the display monitor, real-time video processors interpolate and average the
information as displayed to the fluoroscopist. The effect of this averaging on the
video monitor results in an image presentation that appears similar to the binning
method, but in image playback mode the full image resolution can be viewed with
image zoom, unlike the systems that implement directly on the detector binning.
Flat panel receptors replace the II, optics, video camera, digital spot film device,
and cine camera in a much lighter and smaller package. A cover comprised of
carbon fiber (~1 mm) instead of ~1.5 mm Al in an II input screen reduces x-ray

attenuation and improves the quantum detection efficiency compared to the II
(Fig. 9-7).
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M FIGURE 9-7 This figure compares the quantum detection performance as a function of x-ray beam energy
(kV of a polyenergetic spectrum hardened by a 20-cm-thick patient). In an Il system, an x-ray has to penetrate
about 1.5 mm of aluminum before reaching the actual phosphor. A considerable fraction of incident photons
will be attenuated, reducing QDE, especially at lower kV values. The flat panel detector system also uses a Csl
phosphor, but only a carbon fiber cover is in the x-ray beam path, which acts as physical protection and as a
light shield to the detector.
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Automatic Exposure Rate Control

The exposure rates in modern fluoroscopic systems are controlled automati-
cally. The purpose of the automatic exposure rate control (AERC) circuit (formerly
referred to as Automatic Brightness Control — ABC) is to keep the signal-to-noise
ratio (SNR) of the image constant when possible. It does this by regulating the
x-ray exposure rate incident on the input phosphor of the II or flat panel detec-
tor. When the system is panned from a region of low attenuation to one of greater
attenuation (e.g., thin to a thick region of soft tissue) of the patient, fewer x-rays
strike the detector. An AERC sensor (Fig. 9-1) measures the x-ray intensity and
the AERC sends a signal to the x-ray generator to increase the x-ray exposure rate.
The AERC circuitry strives to keep the detected photon fluence used for each fluo-
roscopic frame at a constant level, keeping the SNR of the image approximately
constant regardless of the thickness of the patient. It also increases the exposure
rate when magnification modes are used, so that the detected photon fluence per
pixel is approximately constant as the effective pixel area on the displayed image
becomes larger. The AERC circuitry in the x-ray generator is capable of chang-
ing the mA and the kV in continuous fluoroscopy mode. For pulsed fluoroscopy
systems, the AERC circuitry may regulate the pulse width (the time duration) or
pulse height (the mA) of the x-ray pulses as well as kV (to increase or decrease
penetrability of the beam).

For large patients, the x-ray exposure rate may reach a regulatory limit, dis-
cussed later in this chapter, yet the image will still not be appropriately bright.
Some II-based fluoroscopic systems employ AERC circuitry, which can modulate
the lens aperture to increase the conversion efficiency (i.e., gain) of the system
when the exposure rate reaches regulatory limits. With current technology flat-
panel detectors for fluoroscopy, the charge amplifier gain is fixed (although vari-
able gain, avalanche detector technologies are in the development stage). When
X-Tay exposure rates reach a maximum (e.g., 87 mGy/min (10 R/min) maximum
tabletop exposure rate) the visible noise in the image will be very apparent.
Special activation controls (175 mGy/min [20 R/min] tabletop exposure) can
be utilized in such circumstances to reduce excessive noise when absolutely
necessary.

For AERC, the x-ray generator changes the mA and the kV in a predeter-
mined manner; however, this varies with different models of generators and is
often selectable on a given fluoroscopic system. How the mA and kV change
as a function of patient thickness has an important influence on the compro-
mise between patient dose and image quality. When the fluoroscopist pans to
a thicker region of the patient, the AERC circuit requests more x-rays from the
generator. When the generator responds by increasing the kV, the subject con-
trast decreases, but the dose to the patient is kept low because more x-rays
penetrate the patient at higher kV. In situations where contrast is crucial (e.g.,
angiography), the generator can increase the mA instead of the kV; this preserves
subject contrast at the expense of higher patient dose. In practice, the mA and
kV are increased together, but the curve that describes this can be designed to
aggressively preserve subject contrast, or alternately, to favor a lower dose exam-
ination (Fig. 9-8). Many fluoroscopy systems have “low dose,” “conventional”,
or “high contrast” selections on the console, which select the different mA-kV
curves shown in (Fig. 9-8).
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M FIGURE 9-8 AERC circuitry adjusts the x-ray output in response to the thickness of the patient. X-ray output
can be increased for thick regions by increasing the mA, kV, or both. Increasing kV increases the dose rate but
contrast is reduced, whereas increasing mA raises the dose rate but preserves contrast. Different AERC curves
can be used on some systems (five are shown, typically fewer are available), which allow the user to select the
low-dose or high-contrast AERC logic, depending on the clinical application.

Fluoroscopy Modes of Operation

Modern x-ray generators and imaging systems are controlled by computers, resulting
in a great deal of flexibility regarding operational modes compared to the availability
in the 1990s and earlier. A brief description of various fluoroscopy modes, analog
and digital, is given below.

Continuous Fluoroscopy

Continuous fluoroscopy produces a continuous x-ray beam typically using 0.5 to
6 mA (depending on patient thickness and system gain). A camera displays the
image at 30 FPS, so that each fluoroscopic frame is displayed for 33 ms (1/30 s).
Any motion that occurs within the 33-ms acquisition blurs the fluoroscopic image.
This mode is the most basic approach to fluoroscopy acquisition, is typically used
on all analog systems, and was the standard operating mode for image-intensified
fluoroscopy up until the 1980s. The TV camera-based systems typically operated
with either 525 line or 1,000 (1023, 1024) line video output in an interlaced
scanning format. Modern fluoro systems may permit operation in this mode and
some very simple mobile “mini-C-arm” systems for extremity use only work in
this mode.

Variable Frame Rate Pulsed Fluoroscopy

In pulsed fluoroscopy, the x-ray generator produces a series of short x-ray pulses
(Fig. 9-9). The pulsed fluoroscopy system can generate 30 pulses/s, but each pulse
can be very short in time. With pulsed fluoroscopy, the exposure time ranges from
about 3 to 10 ms instead of 33 ms, which reduces blurring from patient motion (e.g.,
pulsatile vessels and cardiac motion) in the image. Therefore, in fluoroscopic proce-
dures where object motion is high (e.g., positioning catheters in highly pulsatile ves-
sels), pulsed fluoroscopy offers better image quality at the same average dose rates.



294

Section Il e Diagnostic Radiology

33 ms 8ms Same area

30 FPS

Continuous
Fluoroscopy
QD
mA

b <
g 30 FPS

Pulsed
Fluoroscopy

15 FPS

Time

M FIGURE 9-9 This figure illustrates three different pulse sequences for fluoroscopy. The top (a) is continuous
fluoroscopy, which was the standard operating mode for fluoroscopy for decades. The 33-ms frame integra-
tion time led to motion blurring in highly pulsatile regions of the patient. The middle sequence (b) shows a
pulsed fluoroscopy sequence at 30 FPS. Here, the pulse width is 8 ms instead of 33, while the mA is increased
by the factor 33/8, to deliver images of similar image quality (same dose) but with less motion blurring. The
bottom sequence (c) shows a 15-FPS sequence, which reduces not only the temporal sampling but also the
radiation dose by a factor of 2. To reduce dose, the fluoroscopist should use the lowest frame rate that is
practical for the clinical task at hand. The hatched areas shown in sequences a and b illustrate that the area of
each pulse is the product of the time (s) and mA and hence is the mAs per fluoroscopic frame.

During much of a fluoroscopic procedure, temporal resolution with high frame
rate isnot required. For example, in a carotid angiography procedure, initially guiding
the catheter from the femoral artery access to the aortic arch might allow the use of
7.5 FPS—reducing the radiation dose for that portion of the study to 25% (7.5/30).
Pulsed fluoroscopy at selectable frame rates (typically 30, 15, 7.5 and 3.75 FPS)
allows the fluoroscopist to reduce temporal resolution when it is not needed, spar-
ing dose. At low frame rates, the fluoroscopic image would demonstrate intolerable
flicker if not displayed with continuous refresh during the time intervals between the
pulses. However, all modern fluoroscopy systems use a digital refresh memory, where
each image is captured digitally and is displayed continuously at the refresh rate of
the fluoroscopy display monitor. (e.g., 60 to 72 Hz or faster) until it is refreshed with
the next x-ray pulse and newer digital image. In this way, a slightly jerky temporal
progression of images may be seen by the human observer at low frame rates, but the
image does not suffer from overt on-and-off flicker that would occur if the displayed
image flickered off and on synchronously with the x-ray pulse.

Field of View and Magnification Modes

IIs are available in different sizes, commonly 23-, 30-, 35-, and 40-cm diameter FOV.
Large IIs are appropriate for GI/GU work, where it is useful to image the entire abdo-
men. For cardiac imaging, the 23-cm (9-inch) II is adequate for imaging the heart, and
its smaller size allows closer positioning in a typically biplane configuration and cranio-
caudad tilt without moving the center of the image receptor far from the patient.

In addition to the largest FOV, which is determined by the physical size of the II,
most IIs have several magnification modes, which yield higher spatial resolution for a
smaller field of view. Magnification is produced by changing the voltages applied to
the electrodes in the II, resulting in electron focusing from a smaller central area of the
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M FIGURE 9-10 No-magnification (left) and magnification (right) modes are illustrated. When the magnifica-
tion mode is selected, the electrode voltages in the Il are changed such that the electrons are focused to a smaller
FOV. The motorized collimator blades also constrict the x-ray field to the smaller region. The AERC senses a loss
of light immediately after switching to the magnification mode, and increases the exposure rate.

II's input screen to the entire output phosphor. As the magnification factor increases,
asmaller area on the input of the 11 is seen (Fig. 9-10). When the magnification mode
is engaged, the x-ray beam collimator automatically adjusts to match the x-ray beam
dimensions to the smaller FOV.

As discussed previously, the brightness gain (and hence the overall gain) of the
II decreases as the magnification increases. The AERC circuitry compensates for the
lower signal by boosting the x-ray exposure rate. The increase in the exposure rate is
commonly equal to the ratio of FOV areas, although the user can deviate from this
algorithm to lower the radiation dose to the patient at the expense of greater quan-
tum noise in the image. Consider a 30-cm 11, which may have 23- and 18-cm magni-
fication modes. Switching from the 30-cm mode to the 23-cm mode will increase the
x-ray exposure rate by a factor of (30/23)* = 1.7, and going from the 30-cm FOV to
the 17-cm FOV will increase the exposure rate by a factor of (30/17)* = 3.1. Image-
intensified fluoroscopy systems use a sensor at the output of the II to drive the AERC,
so the overall gain of the II and optics systems drives the AERC feedback operation.

Flat panel fluoroscopy systems can provide similar exposure rate adjustment as a
function of field size as Ils; however, the exposure rate is controlled by system logic
and is explicitly calibrated into the fluoroscopy system. In designing fluoroscopy
systems using flat panel detector systems, it is logical that the same approximate dose
rate-versus-FOV performance as with II systems should be used, since that is what
users are familiar with.

In comparing image quality between imaging intensifiers and flat panel detector
systems, although the rectangular format, compact design, and intrinsic digital attri-
butes of flat panel systems enhance functionality, the electronic gain circuitry in the II
produces images with very little added electronic noise. Flat panel systems, however,
have amplifier systems that work at the very limit of what compact digital electronics
can deliver, and consequently, there is appreciably more electronic noise in most flat
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panel fluoroscopy systems. Thus, flat panel fluoroscopy detectors are calibrated to
use slightly higher exposures per frame compared to IIs of similar area. Electronic
noise is far less of an issue in flat panel detectors when they are used in higher dose
fluorographic and radiographic acquisition modes.

To minimise patient dose, the fluoroscopist should use the least magnification
and smallest collimation area that facilitates the diagnostic task at hand.

Frame Averaging

Fluoroscopy systems provide excellent temporal resolution, a feature that is the basis
of their clinical utility. However, fluoroscopy images are also relatively noisy, and
under certain circumstances it is appropriate and beneficial to (reduce) temporal
resolution for lower quantum noise. This can be accomplished by averaging a series
of images, as shown in Figure 9-11. Appreciable frame averaging can cause notice-
able image lag with reduced temporal resolution. The compromise depends on the
specific fluoroscopic application and the preferences of the user. Aggressive use of
frame averaging can provide lower dose imaging in many circumstances. Mobile
fluoroscopy systems use x-ray tubes with limited output, and consequently temporal
frame averaging is a common feature.
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M FIGURE 9-11 A. This image shows the trade-off between temporal blurring and noise. Frame A integrates
five frames, and there is minimal blurring of the moving central object, but the image is overall noisier. Frame
B shows 10-frame blurring, with a considerably broader central object but lower noise in the static areas of
the image. Frame C (20-frame averaging) shows dramatic blurring of the central, moving object but enjoys
a very high SNR in the static regions of the image. D. This figure shows the influence of different recursive
filters for temporal averaging. A parameter () setting of 1.0 results in no temporal filtering, and a noisy trace
at this one (arbitrary) pixel is seen. As the value of « is lowered, the amount of temporal lag is increased and
the trace becomes smoother. However, the rounded leading edges (at t = 1 and t = 40) show the increased
lag that occurs in the signal.
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Different temporal averaging algorithms can be used, but a common approach to
frame averaging is called recursive filtering. In this approach, the image just acquired,
I, is added together with the last displayed image (I ) using

Idisplaycd = (XIn + (l - a)I(n—l) [9—1 ]

The parameter a ranges from O to 1; as a is reduced, the contribution of the
current image (I ) is reduced, the contribution of the previous displayed image is
enhanced, and the amount of lag is increased. As a is increased, the amount of lag is
reduced, and at @ = 1, no lag occurs. The current displayed image I, ., becomes the
I, image for the next frame, and the weighted image data from an entire sequence of
images (not just two images) is included (Fig. 9-11). For example, for a = 0.3, if the
x-rays are abruptly turned off, the signal in the displayed image would be less than
1% after 17 blank (no input) frames at 30 FPS, or about 0.56 s.

Last-Frame-Hold, Last-Sequence-Display

When the fluoroscopist steps off the pedal and deactivates fluoroscopy, rather than
seeing a blank monitor, last-frame-hold continuously displays the last acquired image
or set of images on the fluoroscopy monitor. Last-frame-hold is a standard feature on
modern fluoroscopy systems, and is achieved by continuously digitizing images in
real time and temporarily storing them in a digital video frame memory. When the
fluoro pedal is released, are displayed the last bright image or images on the moni-
tor. Rather than orienting oneself with patient anatomy while the fluoroscopy pedal
is depressed and x-rays are on, last-frame-hold allows the fluoroscopist to examine
the image on the monitor for as long as necessary, using no additional radiation. A
playback of the last sequence of images, programmable over several seconds, is avail-
able on many advanced fluoro systems with larger video buffer memories, and can
be useful for complicated procedures. Last-frame-hold is a necessary feature for dose
reduction, especially at training institutions.

Road Mapping

Road mapping is a software- and video-enhanced variant of the last-frame-hold
feature and is useful for angiography procedures. Two different approaches to road
mapping can be found on fluoroscopic systems. Some systems employ side-by-side
video monitors, and allow the fluoroscopist to capture an image (usually with a
small volume of injected contrast media), which is then shown on the monitor next
to the live fluoroscopy monitor. In this way, the path of the vessel can be seen on
one monitor, while the angiographer advances the catheter viewing in real-time on
the other monitor. Another approach to road mapping is to capture a contrast injec-
tion image or subtracted image, and use this as an overlay onto the live fluoroscopy
monitor. In this way, the angiographer has the vascular “road map” superimposed on
the fluoroscopy image and can orient the guidewire or catheter tip to negotiate the
patients vascular anatomy. Road mapping is useful for advancing catheters through
tortuous vessels.

C-Arm CT

Some modern C-arm fluoroscopic systems for angiography have computed tomogra-
phy (CT) acquisition modes (Fig. 9-12). The C-arm is capable of motorized rotation
of about 220 degrees around the patient, which allows two-dimensional projection
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M FIGURE 9-12 C-arm CT on an angiographic system makes use of a motorized rotating C-arm, and acquires
image data over about a 220-degree arc around the patient.

images to be acquired at many different angles around the patient. This data is then
reconstructed using cone beam reconstruction algorithm. Images from such a cone-
beam CT acquisition have poorer image quality compared to a conventional CT scan-
ner, but can be of value in applications such as angiography. Details on CT and cone
beam reconstruction are discussed in Chapter 10. The fidelity of the images is not
as good as with whole body CT scanners, because the rotational axis on the C-arm
system is not as rigid, and the cone beam geometry results in the detection of much
higher scatter levels compared to whole body CT systems. Nevertheless, C-arm CT
provides tomographic capability during interventional procedures, and this provides
interventionalists an important additional tool in validating the success of the pro-
cedure. Dose levels during these procedures are high, and so physicians should use
this acquisition mode sparingly.

Image Quality in Fluoroscopy

Spatial Resolution

For routine quality control testing in fluoroscopy, a visual assessment of a resolu-
tion test object imaged with minimal geometric magnification is commonly used
to assess spatial resolution (Fig. 9-13). The intrinsic limiting resolution of mod-
ern fluoroscopy detectors is quite high, ranging from 3 to 5 cycles/mm; however,
the limiting resolution of the entire system is most often governed by the video
device and the effective sampling matrix size across the FOV, the latter determin-
ing the pixel dimension in the displayed image. A 23 cm FOV II/TV system with a
1024 X 1024 matrix will have a pixel dimension of 230 mm / 1024 = 0.22 mm,
which translates to about 2.2 cycles/smm (Table 9-1). Higher magnification modes
provide better resolution; for example, an 11-cm mode may have a limiting resolu-
tion up to 3.5 cycles/mm.

Flat panel detectors for fluoroscopy are designed to deliver similar or better
spatial resolution as image-intensifier systems. Arrays with detector elements hav-
ing similar dimensions as II/TV systems with or without pixel binning are being
used. In many systems, the full sampling resolution of the flat panel is maintained,
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shown. As the field size decreases, magnification increases, and the spatial resolution increases commensu-
rately. The resolution template is shown before (left) and after (right) image blurring.

independent of the displayed FOV. Spatial resolution in this instance is limited by
the monitors display matrix size and the software which interpretates and scales the
full FOV image onto the monitor. With image zoom and panning, however, the full
inherent spatial resolution of the acquired image can be obtained, regardless of the
mode of operation. For systems with detector element binning, the intrinsic resolu-
tion is reduced by the binning factor (e.g., 2 X 2 binning reduces resolution by a

factor of 2.
The theoretical intrinsic resolution of fluoroscopy cannot exceed the Nyquist
frequency, F, = 1/2 A, where A is the size of a detector element. Thus, for a sys-

tem with a 30-cm FOV and 1,024 X 1,024 imaging matrix, A = 300 mm/ 1,024
= 0.29 mm; F = 1/(0.29X2) = 1.7 line pairs/mm.

The Nyquist frequency describes the maximum possible resolution in a digitally
sampled imaging system; Overall spatial resolution is also determined by the calibra-
tion of electronic and optical focusing of the II/TV system, pincushion distortion of
the 1T at the periphery of the image, and the size of the focal spot.

Geometric magnification, when used in conjunction with a small focal spot, is
sometimes useful in overcoming the spatial resolution limitations of a fluoroscopy
system, and is achieved by moving the detector away from the patient. Downsides
to geometric magnification are the large increase in dose nesessary to address the
increase in source to detector distance and the reduced anatomical coverage for a
given detector field at view.

TABLE 9-1 TYPICAL LIMITING SPATIAL
RESOLUTION
IN FLUOROSCOPY

FOV: cm (inches) 525 LINE VIDEO 1023 LINE VIDEO  FLAT PANEL 0.157
LINE PAIRS/mm LINE PAIRS/mm mm LINE PAIRS/mm

14 (5.5) 21/ 1.4 3.2
20 (7.9) 2.0 1.0 2.8
27 (10.6) 1.6 0.7 2.5

40 (15.7) 1.3 0.5 1.8
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M FIGURE 9-14 Contrast resolution in fluoroscopy is essentially a measure of image noise. Many differ-
ent types of phantoms (and testing procedures) are used, but shown here is a step wedge with holes
of different depths drilled into each of the steps. The thicker step attenuates more x-rays, resulting in a
noisier image. The noise differences between steps in this example were amplified for the purposes of this
demonstration.

Contrast Resolution

The contrast resolution of fluoroscopy compared to radiography is low, chiefly due
to the low SNR. Contrast resolution is usually measured subjectively by viewing
contrast-detail phantoms under fluoroscopic imaging conditions (Fig. 9-14). When
higher exposure rates are used contrast resolution increases, but dose to the patient
also increases. The use of exposure rates consistent with the image quality needs
of the fluoroscopic examination is an appropriate guiding principle. Fluoroscopic
systems with different dose settings (selectable at the console) allow the user flexibility
from patient to patient to adjust the compromise between contrast resolution and
patient dose.

Scattered radiation from the patient also has a significant impact on contrast
resolution, and therefore the use of an antiscatter grid in front of the fluoroscopy
detector is employed in most situations other than pediatric and extremity imag-
ing. The antiscatter grid selectively removes contrast-degrading scatter and prefer-
entially allows primary radiation to pass, improving contrast sensitivity. However,
the use of a grid causes a 2 to 4 times increase in radiation dose to the patient
because of compensation by AERC due to the attenuation of x-rays by the grid
(both scatter and primary). Grids with grid ratios of 6:1 to 12:1 and short (100 cm
or less) focal distances are used in fluoroscopic examinations. In some systems,
the grid can be moved in and out of the beam by the fluoroscopist. It is important
that this feature be employed, particularly in the case of smaller-size pediatric
patients.

Temporal Resolution

The excellent temporal resolution and its ability to provide real-time images
are the advantages of fluoroscopy in comparison to radiography. As mentioned
previously, temporal blurring is typically called image lag. Lag implies that a
fraction of the image data from one frame carries over into the next frame, and
this can be intentionally affected using algorithms such as recursive filtering
(Equation 9-1). By blurring together several temporal frames of image data, a
higher SNR is realized, because the x-ray photons from the several images are
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combined into one image. In addition to the lag of the fluoroscopic system, the
photoreceptors in the human eye produce a lag of about 0.2 s. At 30 FPS, this
means that approximately six frames are averaged together by the lag of the
human eye-brain system. An image with six times the x-ray photons increases
the SNR by 4/6 = 2.5 times, and thus the contrast resolution improves at the
expense of temporal resolution. Whereas some lag is usually beneficial for unre-
corded fluoroscopic viewing, for recording dynamic events such as in digital
subtraction angiography, lag is undesirable and recursive filtering modes are
disabled. The significantly higher exposure per frame (and higher SNR) in DSA
negate the need for intentional lag.

Fluoroscopy Suites

The clinical application strongly influences the type of fluoroscopic equipment
that is needed. Although smaller facilities may use one fluoroscopic system for a
wide variety of procedures, larger hospitals have several fluoroscopic suites dedi-
cated to specific applications, such as GI/GU, cystography, peripheral vascular
and cardiac angiography, cardiac electrophysiology, and neurovascular imaging
procedures.

Genitourinary

In GI fluoroscopic applications, the radiographic/fluoroscopic room (commonly
referred to as an “R and F room”) has a large table that can be rotated from horizontal
to vertical to put the patient in a head-down (Trendelenburg) or head-up position
(Fig.9-15A ). The detector is typically mounted over the table, with the x-ray tube
under the table. The table has a large metal base that hides the fluoroscopic x-ray
tube and provides radiation shielding. For radiography, an overhead x-ray tube is
mounted on a ceiling crane in the room. The table may have a Bucky tray for use with
screen-film, CR and portable DR cassette detectors. Typically the cassette holder has
a moving antiscatter grid and has the capability of being aligned with the overhead
x-ray tube. Alternately, a DR detector system can be built directly into the table.

Remote Fluoroscopy Rooms

A remote fluoroscopy room is designed for remote operation by the physician in
charge of the examination (e.g., a radiologist or urologist). The fluoroscopic sys-
tem is motorized and is controlled by the operator sitting in a shielded control
booth. In addition to the normal operation of the detector (pan, zoom, up, down,
magnification), a remote room typically has a motorized compression paddle that is
used to remotely palpate the patient, to manipulate contrast agent in the upper or
lower GI tract. Remote rooms use a reverse geometry, with the x-ray tube above the
table and the detector system below the table. These systems reduce the radiation
exposure to the physician operating it and reduce fatigue by allowing the procedure
to be performed sitting down and without a lead apron on. However, because of
the remote operation, these rooms require more operator experience. Remote rooms
with over-table x-ray tubes should not be used with the operator in the room, as a
GI/GU would be used. The x-ray scatter from the patient is most intense on the
entrant side of the patient and, with the over-table x-ray tube geometry, that means
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M FIGURE 9-15 A. An ll-based fluoroscopy system for GI/GU applications is shown. This system has a foot
board to allow the patient to be tilted upright in a standing position, in order to move barium contrast
agent in the Gl track. B. An ll-based angiography system with a floating table is shown. This is a body
angiography system with a relatively large (40 cm) IIl. C. A flat panel-based, biplane, cardiac catheter-
ization laboratory is shown. The smaller format of the flat panel detectors permits tighter positioning.
Notice the lead drape system mounted on the table for radiation protection. D. Electrophysiology lab
with permanent magnet and steerable catheter system that allows the operator to map cardiac functions
remotely, outside the room.

that the highest scattered radiation levels will strike a person standing next to the
table in his or her upper body and face.

Peripheral Angiography Suites

In the angiographic setting, the table does not rotate but rather “floats”—it allows
the patient to be moved from side to side and from head to toe (Fig. 9-15B). The
fluoroscopy imaging chain (the x-ray tube and detector) can also be panned around
the stationary patient. The fluoroscopic system is typically mounted on a C-arm
apparatus, which can be rotated and skewed, and these motions provide consider-
able flexibility in providing standard posteroanterior, lateral, and oblique projec-
tions. Because of the routine use of iodinated contrast media, power injectors (for
injecting intravenous or intra-arterial iodinated contrast material) are often table- or
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ceiling-mounted in angiographic suites. For peripheral angiography and body work,
the detector dimensions run from 30 to 44 cm. For neuroangiography rooms, 23- to
30-cm detector dimensions are commonly used.

Cardiology Catheterization Suite

The cardiac catheterization suite is very similar to an angiography suite, but typically
smaller (~23 cm) flat panel detectors are used (Fig. 9-15C). The smaller detectors
permit more tilt in the cranial caudal direction, as is typical in cardiac imaging. High
frame rate (15 to 60 FPS) pulsed x-ray cineradiography operation is mandatory to
capture injected contrast medium as it moves through the vessels in the rapidly beat-
ing heart. Because multiple cine acquisitions are acquired, many cardiac catheteriza-
tion systems are biplane (see below) to reduce the amount of contrast material that
must be administered.

Cardiology Electrophysiology Laboratory

Interventional cardiac electrophysiology (EP) studies chiefly use fluoroscopy to guide
pacing and recording electrodes that are introduced into the heart to stimulate and
measure the electrical properties of various cardiac control functions. These stud-
ies can sometimes take hours, and therefore it is important that the interventional
system be tuned for very low fluoroscopy dose rates by using heavy beam filtration,
very low pulsed fluoroscopy frame rates (3.75 or 7.5 FPS), and high sensitivity
fluoroscopy detectors. Advanced EP laboratories use remote fluoroscopy capabili-
ties coupled with high-field strength magnets that can steer intracardiac catheters to
target locations in the heart with excellent accuracy. (Fig 9.15D)

Biplane Angiographic Systems

Biplane angiographic systems are systems with one patient table but with two com-
plete imaging chains; there are two generators, two fluoroscopic detectors, and
two x-ray tubes (Fig. 9-15C). Two complete x-ray tube-detector systems are used
to simultaneously record two approximately orthogonal views following a single
injection of contrast material. The additional complexity and cost of a biplane sys-
tem is to reduce the amount of iodinated contrast agent that is injected, to avoid or
reduce contrast reactions, and to allow more vessels to be evaluated. Two imaging
chains allow two orthogonal (or oblique) views of the area of interest to be acquired
simultaneously with one contrast injection. During biplane angiography, the x-ray
pulse sequence of each plane is staggered so that scattered radiation from one imag-
ing plane is not imaged by the other plane. Biplane suites usually allow one of the
imaging chains to be swung out of the way when single plane operation is desired.

Mobile Fluoroscopy—C Arms

Mobile fluoroscopy systems are C-arm devices, and are used frequently in operating
rooms and intensive care units. These systems plug into a standard wall plug for
power, and therefore are relatively low power. Most C-arm systems use 15- to 23-cm
detector systems. The typical system has two movable units, one is the C-arm and
base itself, and the other unit (which can be connected by cables to the C-arm unit)
contains the fluoroscopic controls and display monitors.
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Radiation Dose

Patient Dose Rate

The US Food and Drug Administration (FDA) regulates the manufacture of medi-
cal equipment and fluoroscopic equipment in the u.s. The maximum permissible
entrance exposure rate to the patient for normal fluoroscopy is 87.3 mGy/m or (10
R/m). For specially activated fluoroscopy, the maximum exposure rate allowable is
175 mGy/m (20 R/min). These dose rates limits are assessed at specified positions
— for systems in which the x-ray tube is below the patient table, the measurement
position is one cm above the table; for C-arm fluoroscopes, this position is 30 cm
from the image receptor toward the x-ray source along the central axis of the beam.
Most states impose similar regulations on the users of fluoroscopes in their states.
However, neither the FDA nor the states provide dose limits for image recording.
Typical entrance exposure rates for fluoroscopic imaging are about 8.7 to 17 mGy/m
(1 to 2 R/min) for thin body parts and 26 to 44 mGy/m (3 to 5 R/min) for the average
patient. The dose rate may be much larger for oblique and lateral projections and for
obese patients. The entrance exposure rate to the skin of a patient can also substan-
tially exceed these values if the skin of the patient is much closer to the x-ray source
than the dose reference point.

Dose rates are evaluated in fluoroscopy by using a tissue-equivalent phantom
made of a material such as polymethyl methacrylate (PMMA, also known as Lucite
or Perspex) placed in the field, with an ionization chamber positioned in front of
it to measure the entrance skin dose (Fig. 9-16). Dose rates are measured with the

M FIGURE 9-16 This figure shows the procedure for measuring the entrance dose rates on a fluoroscopy
system. The exposure meter is positioned under the PMMA using blocks, and different thicknesses of PMMA
are used to assess the dose rate over a range of magnification factors and operating modes (different fluoro
schemes, cine, DSA, etc.) of the system. To determine the maximum tabletop exposure rate, a sheet of lead is
positioned in the back of the PMMA—this drives the system to maximum output and allows the measurement
of maximum exposure rates.
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fluoroscopic system operating in all typical modes (e.g., magnification modes, low
dose/high contrast, cine, DSA, etc), with the antiscatter grid in. Dose rates also are
measured using different thicknesses of PMMA to determine the entrance dose as a
function of “patient” thickness, for example, using 10, 20, and 30 cm of PMMA. To
determine the maximum exposure rate, a sheet of lead is placed between the PMMA
and the detector system to attenuate the x-ray beam and drive the AERC system to its
maximum output. The geometry shown in Figure 9-16 includes the measurement of
backscatter, because the ionization chamber is very close to the PMMA attenuator.
The overall sensitivity of the fluoroscopic system in a particular operating mode
can be characterized directly, and this approach is used when service personnel cali-
brate the fluoroscopic systems during installation and service. The grid is removed,
and all objects are removed from the FOV, including the table. A sheet of approxi-
mately 0.5 - 1.2 mm of copper is taped to the x-ray tube port to provide some beam
hardening so that the x-ray beam spectrum striking the detector is roughly similar
that used during patient imaging. An ionization chamber is placed over the detec-
tor, and the exposure rate is measured at the surface of the detector. Typical entrance
kerma rates for fluoroscopic detectors range from 8.7 nGy (1 pR) to 44 nGy
(5 pR) per frame. Figure 9-17 shows the dose rate at the detector, as a function of
field size, for several fluoroscopic systems. For the II, these data are simply a com-
puted curve with 1/x* performance normalized to 17 nGy/frame for a 23-cm-diame-
ter I1. The other curves shown correspond to exposure rates measured on flat panel
fluoroscopic systems. These data fit curves with exposure rate dependencies of 1/x",
1/ and 1/x', respectively, where x is the side dimension of the rectangular FOV.

Dose to Personnel

Occupational exposures of physicians, nurses, technologists, and other personnel
who routinely work in fluoroscopic suites can be high. As a rule of thumb, standing
1 m from the patient, the fluoroscopist receives from scattered radiation (on the
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B FIGURE 9-17 The dose to the detector per frame is shown for several different fluoroscopic systems. The
curve with diamond symbols shows an Il-based fluoroscopy system, while the other curves correspond to dif-
ferent flat panel imaging systems. It is seen that the flat panel system response, which is calibrated into the
system, closely matches that of the Il
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outside of his or her apron) approximately 1/1,000 of the exposure incident upon
the patient. To reduce radiation exposure in fluoroscopy, everyone in the fluoroscopy
suite should wear radiation attenuating aprons, always. Movable lead shields should
be available for additional protection to staff members observing or participating
in the procedure. The dose to personnel is reduced when the dose to the patient is
reduced, so measures such as reducing the total fluoroscopy time, using variable rate
pulsed fluoroscopy at low pulse rates, and aggressive beam collimation are beneficial
to everyone. Stepping back from the radiation field helps reduce dose to the fluoros-
copist and other staff, particularly during image recording when dose rates are typi-
cally higher. In addition to the protective apron, lead eyeglasses, a thyroid shield, and
the use of ceiling-mounted and table-mounted radiation shields can substantially
reduce the radiation doses to personnel in the fluoroscopy suite.

Stray radiation, comprised of both leakage and scatter radiation, has a distinctly
non-uniform distribution, chiefly due to backscattered radiation from the entrant
beam surface. A factor of 10 or more scatter difference exists between the entry and
exit locations on the patient, as shown in Figure 9-18.

Dose Monitoring

Patient Dose Monitoring

Active monitoring of doses to patients by fluoroscopy systems is routinely per-
formed during exams that can lead to large skin dose levels, such as interven-
tional neuroangiography and cardiology procedures. The purposes of patient
dose monitoring are to assess risks to individual patients and for quality assur-
ance. With large radiation doses delivered in a short time for these types of
procedures, deterministic effects, including skin injury, hair loss, and cataract
formation, can occur (See Chapter 20 on Radiation Biology). One would like
to know the peak skin dose or have a map of skin doses, as in some cases the
x-ray tube and detector move over a considerable area of the body (e.g., cardiac
catheterization, while in other procedures, the x-ray tube movement is limited
(e.g., interventional neuroangiography).

Dose monitoring may make use of ion chambers placed over the x-ray tube
and collimator assembly, as illustrated in Figure 9-1. These systems have various
acronyms such as kerma-area-product (KAP), roentgen-area-product, and dose-
area-product meters. These systems are large ion chambers that are located after
the collimator, and so the meter does not indicate exposure or kerma rate, because
the entire chamber is not exposed as the collimator changes dimensions during
fluoroscopy. Consequently, KAP meters typically report output in the units of mGy-
cm?. If field area in cm? is known for a particular exposure (e.g., at the skin surface,
then the incident accumulated air kerma in mGy at that point can be calculated
by simply dividing the KAP measurement by the area. For the same exposure rate,
the KAP will give a larger value with a larger collimator setting. Since the col-
limated beam dimensions, patient position, and x-ray technique factors are con-
stantly changing during most fluoroscopy and examinations, the KAP reading is
useful metric of accumulated dose, especially to the skin. This in turn can be useful
in managing the followup of patients who may reach dose levels that can cause
deterministic effects.

Active dose monitoring is important in interventional procedure rooms (typically
cardiac and neuroangiography suites) to alert physicians when skin dose levels are
getting so high as to potentially cause erythema. It is typically the responsibility of
the x-ray technologist or other personnel to monitor these dose levels during the
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M FIGURE 9-18 Stray (scatter plus leakage) radiation distributions surrounding the patient are not uniformly
distributed, as shown for three common projections used in cardiac catheterization procedures. A. 90 degree
LAO projection; B. 60 degree LAO projection.
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M FIGURE 9-18 (Continued) C. 30 degree RAO projection. “Isokerma” maps at the plane of the tabletop are for
one manufacturer’s equipment and for a given patient size. These do not represent the stray radiation levels for
a general situation. The intent is to depict the factor of 10 and more difference between stray radiation between
the entry port and exit port of the beam on the patient for different projections, where backscatter predominates
the distribution. Figures are adapted from NCRP report 168, “Radiation Dose Management for Fluoroscopically—
Guided Interventional Procedures,” The National Council on Radiation Protection and Measurements, Bethesda,
MD, 2011. LAO: Left Anterior Oblique; RAO: Right Anterior Oblique.

procedure. A procedural pause is required by some institutions when the integrated
skin dose reaches predefined levels, in order to evaluate the benefits and risk of con-
tinuing with the procedure.

Fluoroscopy systems manufactured on or after June 10, 2006 are required to
display the cumulative air kerma (commonly in the units of mGy) at a reference
point. For a C-arm fluoroscope, this reference point is on the beam axis, 15 cm from
the isocenter, toward the x-ray tube. The cumulative air kerma provides an actual
dose value that will have more meaning to most users. To avoid the additional cost
of active dose monitors, it is also possible (with proper calibration) to compute the
cumulative air kerma from the mA, time, kV, and SID used during the fluoroscopic
procedure—no physical dose monitoring is necessary.

The cumulative air kerma may significantly over or underestimate the actual
peak skin dose for three reasons: (1) The cumulative air kerma does not account for
backscattered radiation. Due to back scatter, the actual skin dose will exceed the air
kerma at that location by a factor of about 1.25 to 1.5, depending upon the kV, beam
filtration, and x-ray field size. (2) The x-ray beam may be incident upon a single area
on the skin, or may be incident on multiple areas. If these areas do not overlap, the
dose is spread over the multiple areas. (3) The skin may closer or farther from the
x-ray tube than the reference point at which the cumulative air kerma is specified.
If the skin is much closer to the x-ray tube, the skin dose may greatly exceed the
cumulative air kerma.
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Dosimeters are available that may be placed on a patient’s skin. Some are read after
the procedure and some give readings of cumulative dose during the procedure.

Monitoring of Doses to Personnel

Personnel who are routinely involved in interventional fluoroscopic procedures
usually wear personal dosimeters to measure their exposures. A number of tech-
nologies such as thermoluminescent dosimeters, film, and other dose integrat-
ing materials can be used; these are discussed in Chapter 21. Doses are reported
monthly or quarterly, to ensure that these individuals do not exceed dose limits
defined by the institution or state and to assess the effectiveness of dose-reduction
measures. It is customary to wear a single dosimeter at the collar level, in front
of the protective apron. A second dosimeter may be worn on the body under the
apron. Methods are available to estimate the effective doses from the readings
from the dosimeters (NCRP Report No. 122). A finger dosimeter may be worn to
monitor the dose to the hand likely to receive the largest exposure. Furthermore,
a self-reading dosimeter may be worn on the collar outside the apron to monitor
the dose from individual procedures.

Dose Reduction

Actively employing dose reduction techniques has immediate benefit to the patient
on the fluoroscopic table but also benefits the physicians and other personnel
who spend considerable time in the fluoroscopic suite. Techniques to minimize
the dose include heavy x-ray beam filtration (e.g., 0.2-mm copper), aggressive use
of low frame rate pulsed fluoroscopy, and use of low-dose (higher kV, lower mA)
AERC options.

The x-ray tube should be kept as far from the patient’s skin as possible. Aggres-
sive beam collimation should be used. Although collimation does not reduce the
skin dose, it does limit the area irradiated, reduces the effective dose to the patient,
improves image quality by reducing the amount of scattered radiation, and reduces
dose to staff in the room. Removing the antiscatter grid is a selection on some fluoros-
copy systems, and should be chosen when imaging patients of smaller size, particu-
larly young pediatric patients and extremities. Using the lowest magnification mode
that is clinically acceptable reduces the higher dose that accompanies these modes.
Patient positioning is important: when possible, ensure that the patient’s arms are out
of the beam when using lateral projections; when the patient is supine, keep the x-ray
tube under the table to spare dose to the lenses of the eye and breast tissue in women;
and if possible, use dose spreading by varying the location of the x-ray entrance field
on the patient. The most effective way to reduce patient dose during fluoroscopy is
to use less fluoroscopy time. The fluoroscopist should learn to use fluoroscopic imag-
ing sparingly, only to view motion in the image, and should release the fluoroscopy
pedal frequently. The last-frame-hold feature helps to reduce fluoroscopy time. Radi-
ation dose during fluoroscopy procedures is not only from fluoroscopy per se, but
also from radiographic acquisitions: DSA sequences in the angiography suite, digital
spot images in the GI/GU fluoroscopy suite, and cineradiography runs in the cardiac
catheterization laboratory. Reducing the number of radiographic images, consistent
with the diagnostic requirement of the examination, is an excellent way of reduc-
ing patient dose. During cine and DSA radiographic acquisitions, when possible, all
personnel should stand behind portable lead shields or other radiation barriers in the
room, as these provide more protection than just a lead apron. A summary of how
changes in these operational factors affect image quality and radiation dose to the
patient and staff is given in Table 9-2.
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TABLE 9-2 SUMMARY OF OPERATIONAL FACTORS THAT AFFECT IMAGE
QUALITY AND RADIATION DOSE TO THE PATIENT AND STAFF

EFFECT ON IMAGE QUALITY & RADIATION DOSE

RADIATION DOSE RADIATION DOSE

OPERATIONAL CHANGE IMAGE QUALITY TO THE PATIENT TO THE STAFF

Increase in patient size Worse (increased Higher Higher
scatter fraction)

Increase in tube current (mA) Better (lower Higher Higher

with constant kV (i.e., AERC off) image noise)

'Increase in tube potential (kV)  Soft tissue: Better Lower Lower

with AERC active (lower noise)

Bone & contrast
material: Worse:
(decreased subject

contrast)
Increase in tube filtration with  Little change Lower Lower
AERC active
Increase in source to skin Slightly better Lower Little change
distance
2Increase in Skin to image Slightly better Higher Higher
receptor Distance (less scatter)
Increase in Magnification Better (improved Higher Higher
Factor spatial resolution)
Increase in Collimator opening ~ Worse (increased Little change Higher

scatter fraction) (however higher

integral and
effective dose)

Increase Beam on time No effect Higher Higher
Increase in pulsed fluroscopy Better (improved Higher Higher
frame rate temporal resolution)
Grid is used Better (decreased Higher Higher

scatter fraction)
Image recording modes (cine, Better (lower noise, Higher Higher
DSA, radiographic) higher resolution)

"When kV is increased with AERC activated, the system decreases the mA to maintain a constant signal level at
the image receptor.
2Fixed source to skin distance.

Dose Recording and Patient Follow-up

Records of doses to the patient from each procedure should be kept for quality assur-
ance purposes. Records of doses may also be entered into the patient’s medical record;
these doses should always be recorded when they are sufficiently large to potentially
cause tissue reaction. In high dose procedures, the stored information should include
the estimated skin doses and their locations on the patient’s skin.

If the estimated skin doses are large enough to cause skin injury, arrangements
should be made for clinical follow-up of the patient. Such large skin doses are most
likely to be imparted by prolonged fluoroscopically-guided interventional procedures
such as angioplasties, cardiac radiofrequency ablations, transjugular intrahepatic
portosystemic shunt (TIPS) procedures, and vascular embolizations, particularly
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in procedures on large patients. If erythema does not appear approximately 10 to
15 days after the procedure or if moist desquamation does not appear within 8 weeks,
further follow-up is likely unnecessary (see chapter 20).

DICOM and IHE standards (discussed in Chapter 5) will ultimately permit
the automatic transfer of patient dose information from fluoroscopes to the PACS
or other information system. Ideally, software will become available providing
maps of doses on each patient’s skin. Today, it is common practice to establish
a cumulative air kerma threshold (e.g., 3 or 5 gray) and arrange for follow-up of
each patient whose procedure exceeds that threshold. For older fluoroscopes that
do not display cumulative air kerma, similar thresholds should be established for
fluoroscopy time.
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Clinical Use

From the first 80 X 80 matrix, 3-bit computed tomography (CT) images of the early
1970s, CT scanner capabilities and image quality have grown steadily over the past
40 years. Scanner rotation times have plummeted from the early 4.5-min scans to
sub-half-second scanner rotation of today, a greater than 500-fold increase in the
mechanical speed of gantry rotation. Increased gantry rotation speed combined with
an increasing number of detector arrays on the CT gantry has led to the acquisition
times per CT image going from 135 seconds per image in 1972 to greater than 200
images per second today. The reduced scan time, increased x-ray tube power, and
advanced reconstruction algorithms have led to significant advances in CT image
quality, as shown in Figure 10-1. Once called computed axial tomography (“CAT”)
scanners, modern CT systems can provide isotropic spatial resolution resulting in
excellent three-dimensional (3D) image data sets, including axial, coronal, and sagit-
tal images (Fig. 10-2).

Due to the advances in image quality and reduction in acquisition time, CT
has experienced enormous growth in clinical use over the past three decades. Most
reports put the number of CT scans performed annually in the United States between
70 and 80 million. The speed of CT image acquisition increased with the introduc-
tion of helical (or spiral) scanning in the late 1980s, and another large increase in
scanner speed occurred when multislice CT scanners became available in the late
1990s. Each of these advances led to pronounced increases in the utilization rates as
seen in Figure 10-3. Utilization rates (the slope of the curve shown in Figure 10-3)
increased as CT scanner acquisition speed increased, because reducing scan time
increases the number of clinical applications for CT imaging. Reduced scan time also
means that one CT scanner can image more patients per day.

CT System Designs

Gantry Geometries

Figure 10-4 shows a pediatric patient undergoing a head CT scan. For most CT
scans, a full 360-degree rotation of the CT gantry is used to collect data. The gantry
is the moving part of the scanner apparatus; however, there is a large housing that
surrounds the moving gantry to prevent mechanical injury to patients due to the
rapidly rotating hardware. In earlier scanners, electrical cables were connected from
the stationary frame to the moving frame, and the outer rim of the gantry served as
a cable take-up spool. These cables connected the stationary x-ray generator to the
rotating x-ray tube, and the signal data from the detector arrays were transferred
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B FIGURE 10-1 A collection of CT images is shown, demonstrating the wide use of CT and the excellent
anatomical detail that CT provides.

off of the rotating gantry via cables as well. All modern CT scanners use a slip ring
connection (Fig. 10-5) between the stationary and the rotating frames, allowing the
gantry to rotate freely, untethered to the stationary frame.

The patient table is an intrinsic component of the CT scanner as well. The CT
computer controls table motion using precision motors with telemetry feedback, for
patient positioning and CT scanning. The patient table (or couch) can be removed
from the bore of the CT gantry and lowered to allow the patient to comfortably get
on the table, usually in the supine position as shown in Figure 10-6A. Under the
technologist’s control, the system then moves the table upward and inserts the table

M FIGURE 10-2 Multiple detector array CT has led to a drastic reduction in slice thickness, and this means
that the spatial resolution of CT is nearly isotropic. Thus, in addition to the natively reconstructed axial images,
high-resolution coronal and sagittal images are routinely produced and used.
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M FIGURE 10-3 The excellent image quality and rapid acquisition time of CT has led to a dramatic increase in
utilization rates in recent years. Major technological advances in CT including the introduction of helical (spiral)
and multidetector array CT led to reductions in scan time, opening up CT for more clinical applications. Hence,
the use of CT in the United States has grown steadily over the past three decades. (Courtesy SE McKenney.)

with the patient into the bore of the scanner (Fig. 10-6B). A series of laser lights
provide reference to allow the patient to be centered in the bore and to adjust the
patient longitudinally. The cranial caudal axis of the patient is parallel to the z-axis
of the CT scanner (Fig. 10-7). The scanner field of view (FOV) is a circle in the x-y

M FIGURE 10-4 This figure illustrates a pediatric patient in position to receive a head CT scan. Control
pads are located on either side of the gantry to allow the CT operator to position the patient. The operator
console (inset) is positioned behind a large lead glass window, providing an excellent view of the scanner
and the patient. A power injector is seen to the patient’s right side, hanging from the ceiling. Photo credit:
Emi Manning UC Davis Health System
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M FIGURE 10-5 A slip ring is

a component in all modern CT

contactors to scanners and allows the rotating

stationary frame gantry to have electrical connec-

tions to the stationary compo-

L) nents. Slip rings have concentric

metal bands that are connected

to a series of gliding contacts. Slip

ring technology enables helical

(spiral) CT scanning modes, and

these have led to major reduc-
tions in CT scan times.
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M FIGURE 10-6 A. The gantry is comprised of the imaging hardware, and the patient table can move up
and down and translate. The gantry is lowered to allow the patient to get on or off. B. The patient table is
raised and translated, allowing the patient to be inserted into the bore of the scanner. Laser lights are used for
patient positioning, in all three orthogonal planes. During the actual scan, the CT imaging hardware rotates
inside the gantry cover, and the table and patient translate through the bore of the gantry.
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N
v

z-axis of a CT scanner

M FIGURE 10-7 The CT image is a circle inside of the square 512 X 512 image matrix. The circular field of
view over the length of the patient forms a volume field of view that is cylindrical in shape. Most CT scanners
have a maximum circular field of view of 50 to 70 cm in diameter, but there are few restrictions in terms of
the scan length (in z).

plane but can extend considerably along the z-axis, essentially forming a cylindrical
FOV, which envelopes the patient.

In the first years of CT, the x-ray tube and detectors used a linear scanning tra-
jectory, as illustrated in Figure 10-8. The data that were collected in this scanning
pattern correspond to attenuation measurements that are parallel to each other, and
this geometry is called a parallel beam projection. Parallel beam projection is a more
general geometrical concept, and it has utility in some nuclear and x-ray tomog-
raphy geometries till today. For example, some modern scanners reorganize their
acquired data in order to use parallel ray algorithms for image reconstruction. A
projection refers to the data collected at a specific angle of interrogation of the object,
and this term is synonymous with the terms profile or view. Rays are individual
attenuation measurements that correspond to a line through the object defined at
one end by the x-ray source and at the other end by a detector. A projection is a
collection of rays.

Fan beam projection is shown in Figure 10-9. For a single detector array CT
scanner, the geometry shown in Figure 10-9 is a true fan beam geometry. The indi-
vidual rays in this geometry each correspond to a line integral that spans between
the x-ray source and the x-ray detector; however, there are a lot more detectors in
the fan beam geometry compared to the parallel beam geometry. The “true fan beam”
geometry caveat refers to the 2D geometry shown in the figure, where there is only
minimal divergence of the x-ray beam trajectory in and out of the plane of the figure.
Figure 10-10 shows a more accurate depiction of a modern multislice CT scanner,
where the fan angle defines the “fan beam geometry,” but there is nonnegligible x-ray

M FIGURE 10-8 In earlier CT scanners, the x-ray /—X—ray tube

tube and detector(s) translated to cover the patient,

and this geometry lead to the formation of parallel
beam geometry. Although scanners no longer use
this acquisition geometry, the concept of the paral-
lel beam geometry remains useful in the science of
reconstruction. A projection is a collection of rays. rays —

— detector
[ -]

parallel beam projection
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M FIGURE 10-9 A fan beam projection
refers to a fan of data that converges on
a vertex, and using rotate-rotate geometry
as shown in this figure, the apex of the fan
is the x-ray tube. The individual rays corre-
spond to each detector measurement. The
collection of rays in this geometry is a fan
beam projection.

fan beam projection

beam divergence in the orthogonal direction, which gives rise to the concept of nar-
row cone beam geometry. For typical 64 to 128 detector array CT scanners, the fan
angle is approximately 60 degrees, while the full cone angle is about 2.4 degrees.

Most clinical CT scanners have detector arrays that are arranged in an arc rela-
tive to the x-ray tube, as shown in Figure 10-10. This arc is efficient from several
standpoints—firstly, by mounting the detector modules on a support structure that
is aligned along a radius of curvature emanating from the x-ray source, there is very
little difference in fluence to the detectors due to the inverse square law. Very impor-
tantly, the primary x-rays strike the detector elements in a nearly normal manner, and
so there are effectively no lateral positioning errors due to x-ray beam parallax.

M FIGURE 10-10 As modern scan-
ners use more detector arrays, their
width in the z-axis dimension gives
rise to a narrow cone beam geom-
etry, as illustrated here. Cone beam
reconstruction algorithms are used
on all modern MDCT scanners.

fan angle

cone angle
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M FIGURE 10-11 Some commercial cone beam
CT scanners use flat panel detectors, and these
systems may be considered as true cone beam
scanners, with cone half angles approaching 10
degrees. These systems are used for image guid-
ance on radiation therapy treatment machines,
for cone beam dental CT, and for other niche
CT applications such as breast, extremity, and
SPECT/CT systems.

cone beam projection

Some niche CT scanners make use of flat panel detectors for the detector array,
and this is shown in Figure 10-11. This geometry represents a full cone beam geom-
etry, where the cone angle is almost as great as the fan angle. The use of the planar flat
panel detector system leads to a 2D bank of detectors, which has no curvature, and
so correction methods are needed for the different distances from source to detec-
tor, giving rise to inverse square law and heel effect—based differences in fluence to
each detector element in the 2D array. There is also some parallax that occurs in this
geometry. The cone angle that exists in some true cone beam scanners can be appre-
ciable; for example, using a standard 30 X 40 cm flat panel detector at a source-
to-detector distance of 90 c¢m, the fan angle spans about 25 degrees and the cone
angle spans about 19 degrees. Flat panel detectors are used for cone beam systems
in dental and maxillofacial CT systems, breast CT systems, and in radiation therapy
imaging applications where the cone beam CT system is mounted orthogonally to
the high-energy linear accelerator treatment beam.

Basic Concepts and Definitions

Figure 10-12 illustrates some basic geometry pertinent to CT scanners. The isocenter
is the center of rotation of the CT gantry, and in most cases (but not all), the isocen-
ter is also the center of the reconstructed CT image—that is, pixel (256, 256) on the
512 X 512 reconstructed CT image. The maximum FOV is defined by the physical
extent of the curved detector arrays (the fan angle). The source-to-isocenter distance
is illustrated as A in Figure 10-12, and the source-to-detector distance is labeled B.
The magnification factor from the isocenter to the detectors is then given by M =
B/A. If the (minimum) CT slice thickness is quoted on a scanner as, for example,
0.50 mm, the actual detector width is larger by the magnification factor M. Thus, if
B=95cmand A = 50 cm, M = 1.9 and the physical width of the detector arrays is
M X 0.50 mm = 0.95 mm. Hence by convention, most dimensions in CT are related
to the plane of the isocenter.

Figure 10-12B illustrates the rotation of the gantry around the circular FOV.
Almost all modern CT scanners have a design where the x-ray tube and detector are
attached rigidly to the rotating gantry, and this leads to a so-called third-generation
or “rotate-rotate” geometry. Thus, as the gantry rotates, the x-ray tube and detector
arrays stay in a rigid alignment with each other. This fixed geometry allows the use
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x-ray tube M FIGURE 10-12 A. The general geom-
etry of a CT scanner is illustrated, with the
source-to-detector distance of B and the
source-to-isocenter distance A. The magni-
fication factor at the scanner’s isocenter is
A > M = B/A. Detector dimensions in CT are gen-
erally referred to their size as projected to the
isocenter. The maximum field of view (FOV)
is shown, although scanners routinely recon-
struct smaller FOVs for heads and smaller
patients. B. The majority of modern MDCT
systems use a rotate-rotate (third generation)
geometry, where the x-ray tube and detec-
tor arrays are mounted rigidly onto the same
rotating platform and rotate in unison.

detector arrays

of an antiscatter grid in the detector array, as shown in Figure 10-13. The grid septa
are aligned with the dead space between individual detectors, in an effort to preserve
the geometrical detection efficiency of the system. As the width of the x-ray beam
has increased with multidetector array CT (to 40, 80 mm, and larger), there is greater
need for more aggressive scatter suppression. At least one manufacturer uses a 2D
grid on its large multidetector array CT system.

X-ray Tubes, Filters, and Collimation

X-ray tubes for CT scanners have much more power than tubes used for radiography
or fluoroscopy, and consequently, they are quite expensive. It is not unusual to replace
an x-ray tube every 9 to 12 months on CT systems. CT x-ray tubes have a power rat-
ing of about 5 to 7 megajoule (M]), whereas a standard radiographic room may use
a 0.3- to 0.5-MJ x-ray tube. There were many advancements in x-ray tube power
during the decade of the 1990s. With the advent of multidetector array CT in the
late 1990s, x-ray tube power issues abated somewhat because multislice CT scanners
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B FIGURE 10-13 Most CT systems use some
form of antiscatter technology such as the grid
pictured here. The grid septa are aligned with
the detector dead spaces to reduce impact on
detection efficiency. A one-dimensional grid is
shown here, although some manufacturers use
a two-dimensional grid. This figure shows the
concept, actual grid spacing on CT systems, is
much tighter.

one-dimensional grid

make much more efficient use of the x-ray tube output by opening up the collimation.
In changing from a 10-mm collimated beam width to a 40-mm beam width, a four-
fold increase (400%) in effective x-ray beam output results (Fig. 10-14).

CT gantry rotation speeds are approaching 5 rotations per second (0.20 s rotation
time), and these high angular velocities create enormous g-forces on the components
that rotate. The x-ray tube is mounted onto the gantry such that the plane of the
anode disk is parallel to the plane of gantry rotation (Fig. 10-14A), which is necessary
to reduce gyroscopic effects that would add significant torque to the rotating anode if
mounted otherwise. Furthermore, this configuration means that the anode-cathode
axis and thus the heel effect run parallel to the z-axis of the scanner. This eliminates
heel effect—induced spectral changes along the fan angle, which is important. The
angular x-ray output from an x-ray tube can be very wide in the dimension parallel
to the anode disk but is quite limited in the anode-cathode dimension (Fig. 10-15),
and so this x-ray tube orientation is necessary given the approximately 60-degree fan
beam of current scanners.

e 1
cathode | anode
1
1
1
A. tube position relative to gantry B. X-ray beam profile along z

M FIGURE 10-14 A. The x-ray tube rotates on the gantry as shown in this figure. This tube orientation is
required to reduce gyroscopic effects. The anode-cathode axis runs parallel to the z-axis. B. The x-ray beam
profile in the z-dimension of the scanner includes the heel effect, since this is the direction of the anode-
cathode axis.
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focal track =\

<—— anode

cathode

A. wide angular range
no heel effect
(fan angle)

B. limited angular range
has heel effect
(cone angle)

M FIGURE 10-15 This figure demonstrates the angular coverage of an x-ray tube. In the plane of the fan angle
(A), the x-ray beam coverage is quite wide, whereas in the direction parallel to the z-axis (B), the coverage is
limited due to the anode angle and resulting heel effect.

Most modern CT scanners use a continuous output x-ray source; the x-ray beam
is not pulsed during the scan (some exceptions are described later). The detector
array sampling time in effect becomes the acquisition interval for each CT projection
that is acquired, and the sampling dwell times typically run between 0.2 and 0.5
ms, meaning that between 1,000 and 3,000 projections are acquired per 360-degree
rotation for a 2-s gantry rotation period. For a typical CT system with about a 50-cm
source-to-isocenter distance, the circle that defines the x-ray tube trajectory is about
3,140 mm (27r) in circumference. Therefore, using a 2-kHz detector sampling rate,
for example, the x-ray focal spot moves about 3,140/2,000 = 1.5 mm along the cir-
cumference of the circle per sample. While the x-ray detectors are moving in unison
with the x-ray source, the patient is stationary, and thus the 1.5-mm circumferential
displacement of the x-ray source over the time it takes to acquire one projection
can lead to motion blurring and a loss of spatial resolution. To compensate for this,
some scanners use a magnetic steering system for the electrons as they leave the
cathode and strike the anode. With clockwise rotation of the x-ray tube in the gantry
(Fig. 10-16A), the electron beam striking the anode is steered counterclockwise in
synchrony with the detector acquisition interval (Fig. 10-16B), and this effectively
stops the motion of the x-ray source and helps to preserve spatial resolution. Notice
that given the 1- to 2-mm overall dimensions of an x-ray focal spot in a CT scanner
x-ray tube, steering the spot a distance of approximately 1.5 mm is realistic in con-
sideration of the physical dimensions of the anode and cathode structures.

One CT manufacturer also uses a focal spot steering approach to provide over-
sampling in the z-dimension of the scan. This x-ray tube design combines high
power with the ability to stagger the position of the x-ray focal spot inside the x-ray
tube, as illustrated in Figure 10-17A. The electron beam is steered using magnetic
fields provided by steering coils, and due to the steep anode angle, modulating the
electron beam landing location on the focal track causes an apparent shift in the
source position along the z-axis of the scanner. Another manufacturer uses a different
magnetic electron beam steering approach (Figure 10-17B) to achieve a similar effect.
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&/_ x-ray tube
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anode

focal track steered e~ beam

A B

B FIGURE 10-16 A. As the x-ray tube and detector rotate around the table and patient, they can travel on the
order of 1 to 2 mm per acquisition cycle, leading to potential motion artifacts. Some manufacturers compen-
sate for this motion by steering the electron beam (B) between the cathode and the anode to rotate the focal
spot in the opposite direction, partially correcting for gantry motion.

For helical (spiral) scans, this approach leads to an oversampling in the z-dimension,
which leads to Nyquist—appropriate sampling in z (see Chapter 4).

X-ray CT scanners typically run at 120 kV for generic scanning; however, more
recently, the tube voltage has been used more aggressively to optimize the trade-off
between image quality and radiation dose to the patient. The high kV combined
with the added filtration in the x-ray tube leads to a relatively “hard” x-ray spectrum.
The tube voltage options in CT depend on the vendor; however, 80- 100- 120- and
140-kV spectra are typical (but not exclusive) in the industry (Fig. 10-18). The high
x-ray energy used in CT is important for understanding what physical properties of

steering coils

| Y anode
/ /— bearings
&\ vacuum 2 motor
shaft
cathode cooling oil

electron beams J

A —>| l«— shift in z-dimension

M FIGURE 10-17 A. As the table advances through the gantry, the x-ray beam is rapidly shifted along z using
the x-ray design shown in this figure. The magnetic steering coils in the tube assembly shift the electron beam
trajectory, resulting in a different location for the focal spot. This design allows oversampling in the z-dimen-
sion, improving the spatial resolution in z. Using N actual detectors arrays (in z), with two focal spot positions
(about a half detector width apart), a total of 2N detector channels are formed.
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B FIGURE 10-17 (Continued) B. The alignment of the anode and cathode is shown. C. Another vendor
approach to focal spot steering uses a more conventional x-ray tube geometry, where electrostatic collimators
are used to steer the electron beam to alter its trajectory from cathode to anode. (courtesy J. Hsieh).

tissue are being displayed on CT images. The effective energy of the 80-kV spectrum
is about 40 keV, while that of the 140-kV spectrum is approximately 60 keV. The
range of effective x-ray energies in typical CT spectra is shown in Figure 10-19,
overlaid on the mass attenuation coefficients for soft tissue. In this region, it is seen
that Rayleigh scattering has the lowest interaction probability and the Compton
scatter interaction has the highest interaction probability. For the 120- to 140-kV
spectra, the Compton scattering interaction is 10-fold more likely than the photo-
electric effect in soft tissue. For soft tissue, the CT image depicts physical properties
for which Compton scattering is most dependent on electron density. As discussed
in Chapter 3, the Compton scatter linear attenuation coefficient is proportional to

—2
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M FIGURE 10-18 This figure illustrates typical x-ray spectra that are used by several of the CT manufacturers. Tube
voltages of 90, 130, and other slight variations are used by some vendors. The x-ray spectra in CT scanners are
hardened using significant thicknesses (5 to 10 mm Al) of added filtration, in addition to the beam shaping filters.
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M FIGURE 10-19 The mass attenuation coefficient for soft tissue is shown as a function of x-ray beam energy,
and the various interaction cross sections are shown. For the energy region of CT (~40 to 60 keV effective
energy), it is seen that the Compton scatter interaction cross section is much higher than the Rayleigh or
photoelectric cross sections. Hence, for soft tissue, the CT image is essentially a map of the parameter that
primarily impacts the Compton scatter cross section—electron density.

4
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where p - is the linear attenuation coefficient for the Compton scattering interaction,
p is the mass density of the tissue in a voxel, N is Avogadros number (6.023 X 10%),
Z is the atomic number, and A is the atomic mass. The primary constituents of soft tis-
sue are carbon, hydrogen, oxygen, and nitrogen. It is interesting to note that in all of
these elements except hydrogen, the ratio (Z/A) is 2 for commonly occurring isotopes.
For hydrogen, the Z/A ratio is 1. While this would imply that hydrogenous tissues such
as adipose tissue would have a higher p. ., in reality, the range of fluctuation in
hydrogen content in tissues is small and the lower density of adipose (p = 0.94 g/cm?)
relative to soft tissue (p = 1) tends to dominate Equation 10-1 when it comes to the
difference between soft tissue and adipose tissues. Consequently, adipose tissue appears
darker (has a lower ;L(jompm) than soft tissues such as liver or other organ parenchyma.

Figure 10-19 illustrates the attenuation characteristics of soft tissue, but the
relative attenuation coefficients for soft tissue, bone, and iodine are shown in
Figure 10-20. Also shown is the range of effective energies for most CT spectra.
Because of the higher proportion of photoelectric interactions (relative to Compton)
in bone and iodine due to their higher Z, the overall mass attenuation coefficients
are higher. The mass attenuation coefficient is defined at unit density, and the higher
density of bone (p = 2 to 3) relative to soft tissue further increases the linear attenu-
ation coefficient p (the linear attenuation coefficient w is the product of the mass
attenuation coefficient [pw/p] and density, p). Hence, it is clear from Figure 10-20 that
bone and pure iodine have larger w values than soft tissue, water, or adipose.

The gray scale in CT images is a quantitatively meaningful value, unlike any
other clinical imaging modality used today. The gray scale values in CT are called
Hounsfield units (HUs), in honor of Sir Godfrey Hounsfield who was one of the prin-
cipal innovators of CT technology in its early days. The HU is defined as

(u(x,y,2)-1,)

w

HU(x, y,z) =1000 [10-2]
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effective energies B FIGURE  10-20 This figure
shows the mass attenuation coef-
80 kV —>| <— 140 kV ficient for bone, tissue, and iodine

as a function of x-ray energy. The
attenuation coefficient is much
greater for bone and greater
still for 100% iodine. Typically,
tissues have much lower con-
centrations of iodine. This figure
illustrates the basis for contrast in
CT between bone-, tissue-, and
contrast-enhanced CT.

l[bone /—iodine

tissue 7

where w(x,y,2) is the average linear attenuation coefficient for a volume element
(“voxel”) of tissue in the patient at location (x,y,z) (Fig. 10-21). HU(x,y,2) repre-
sents the gray scale CT images in the same (x,y,2) spatial coordinates, and u_ is
the linear attenuation coefficient of water for the x-ray spectrum used. Note that
when w(x,y,z) corresponds to a voxel of water, then the numerator in Equation
10-2 is zero, and HU = 0. Because w(x,y,2) is essentially zero for air, the ratio on
the right in Equation 10-2 becomes —1, and therefore HU = —1,000 for air. The
HU range is defined only at these two points—water and air. In practice, adipose
tissues typically range from HU = —80 to —30, and most organ parenchyma runs
from approximately HU = +30 to +220. Tissue with iodinated contrast and bone
can run much higher, to a maximum of HU = 3,095 for most 12-bit CT scanners.
Because urine in the urinary bladder is predominately water, it should be close to
HU = 0. At all x-ray tube voltages, HU = 0and HU_ = —1,000; however, due
to energy-dependent attenuation, the HU values of adipose and soft tissues will
shift slightly with different tube voltages. This shift should be most apparent for
bone and iodine contrast.

The CT reconstruction process converts the raw acquired data from the CT scan-
ner to a series of CT images, usually reconstructed as a series of contiguous axial
images. While each of the individual CT images is 2D, in the patient’s body that image
corresponds to a 3D cross section of tissue as shown in Figure 10-21A. Hence, when
referring to the location in the body, the term volume element (voxel) is used. Axial and

B FIGURE 10-21 A. The dimensions of the in-

voxel /L plane (Ax, Ay) and the slice thickness in the z-axis

(Az) are combined to form the volume element or

‘/f voxel. In modern MDCT scanners, the dimensions

Az of the voxel are approximately equal on thin-slice
reconstructions, where Ax = Ay = Az.

{
/
Az

A. in the patient
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pixel

-

AX .
pixel

square pixels on axial images

rectangular pixels on coronal images
B. in the images
B FIGURE 10-21 (Continued) B. Despite the three-dimensional nature of most CT scan data, the individual
images are fundamentally two dimensional. Like all digital images, each picture element is called a pixel. The

pixel on an axial image (x,y) is square; however, the coronal image (x, z) and sagittal image (y, z) usually have
rectangular pixel which can be resampled along z such that Ax = Ay = Az.

without beam shaping filter

approximately circular
patient cross section

Q@
x-ray fluence

profile along fan angle
A

M FIGURE 10-22 A. Most body areas scanned by a CT scanner are circular in cross section, and this gives rise
to an uncorrected x-ray fluence at the detector that is high at the edges and low in the center, as seen in the
profile. A beam shaping filter, also called a bow tie filter, is used on all whole body CT scanners and is located
in the x-ray tube assembly. The shape of the filter is designed to attenuate more toward the periphery of the
field, which tends to make the signal levels at the detector more homogeneous.
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with beam shaping filter

periphery dose in patient is reduced
with no loss of image quality
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M FIGURE 10-22 (Continued) B. This creates the opportunity to reduce dose to the patient with no loss of
image quality. C. A photograph of a beam shaping filter assembly from a commercial CT scanner is shown.
This assembly has three different bow tie filters, as labeled. (Courtesy J. Hsieh.)

coronal CT images are illustrated in Figure 10-21B with one picture element (pixel)
indicated. The 2D pixels in each image correspond to 3D voxels in the patient.

The vast majority of CT scans are either of the head or of the torso, and the torso
is typically broken up into the chest, abdomen, and pelvis. These exams represent
over three fourths of all CT procedures in a typical institution. All of these body
parts are either round or approximately round in shape. Figure 10-22A shows a
typical scan geometry where a circular body part is being scanned. The shape of the
attenuated (primary) x-ray beam, which reaches the detectors after attenuation in
the patient, is shown in this figure as well, and this shape is due to the attenuation
of the patient when no corrective measures are taken. Figure 10-22B shows how the
x-ray beam striking the detector array is made more uniform when a beam shaping
filter is used. The beam shaping filter, often called a bow tie filter due to its shape,
reduces the intensity of the incident x-ray beam in the periphery of the x-ray field
where the attenuation path through the patient is generally thinner. This tends to
equalize or flatten the x-ray fluence that reaches the detector array. An assembly from
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a commercial whole body CT scanner employing three different bow tie filters is
illustrated in Figure 10-22C.

The bow tie filter has consequences both on patient dose and on image quality.
Figure 10-23A shows a central ray (C) and a peripheral ray (P) with no bow tie filter
in place. The dose at the entrance points for these two rays is only slightly different
due to the slight differences in distance from the x-ray source (i.e., the inverse square
law). The dose at the exit points in the central and peripheral rays can be markedly
different, however, due to the much longer attenuation path in the central ray com-
pared to that of the peripheral ray. Thus, the dose at the exit point of the peripheral
ray is much greater. When these factors are applied and the dose distribution from
an entire rotation of the x-ray tube around the patient is considered, when no bow tie
filter is used, increased radiation dose at the periphery of the patient results, as shown
in Figure 10-23B. An ideal bow tie filter equalizes dose to the patient perfectly, as

entrance points
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M FIGURE 10-23 A. The peripheral ray (marked P) passes through a shorter path of tissue to reach the exit
point than the central ray (C) on a circular object, and thus the dose at the exit point for ray P is greater than for
ray C. When the source is rotated 360 degrees around the object, this consideration leads to higher dose levels
at the periphery (B) for larger cylindrical objects when no beam shaping filter is used. C. With an ideal bow tie
filter, the attenuation thicknesses of the object are exactly compensated for, producing a nearly homogeneous
dose distribution in the patient. D. If a bow tie filter designed for a small cylinder is used for a larger cylinder
(such as using a head bow tie for a body scan), the dose will be too concentrated toward the center of the fan
angle, and higher doses will result centrally.
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shown in Figure 10-23C. If the bow tie filter has too much peripheral beam attenu-
ation, then it will concentrate the radiation toward the center of the patient and lead
to higher central doses as in Figure 10-23D.

Since CT images are reconstructed from many projection data acquired around
the patient, the image noise at a given pixel in the CT image is the consequence of
the noise from all of the projection data which intersect that pixel. The noise variance
(0?) at a point in the CT image results from the propagation of noise variance from
the individual projections (p1, p2, ..., pN). A simplified mathematical description of
the noise propagation is given by

0. =0, + 0, + 0, + .. 0on [10-3]

For the peripheral beams (such as P in Fig. 10-23A), in the absence of a bow tie
filter, the x-ray fluence striking the detectors is high, and thus the noise variance is
low. However, because the noise in the CT image results from all the views, some of
the projections through any point in the CT image will be from central rays (ray C in
Fig. 10-23A), and these rays have lower x-ray fluence and higher statistical variance.
Thus, the noise in the reconstructed CT image will be dominated by these higher
noise central rays. Consequently, the higher dose that is delivered to the periphery of
the patient is essentially wasted and does not contribute to better image quality (i.e.,
lower noise). Hence, the bow tie filter is a very useful tool because it reduces patient
dose with no loss of image quality. The bow tie filter is used in all commercial whole
body CT scanners and in all CT acquisition scenarios.

The standard adult head is about 17 cm in diameter, whereas the standard adult
torso ranges from 24 up to 45 cm or greater, with an average diameter ranging
between 26 and 30 cm. Because of these large differences, all commercial CT scan-
ners make use of a minimum of two bow tie filters—a head and a body bow tie. The
head bow tie filter is also used in pediatric body imaging on most scanners.

Detector Arrays

All modern multidetector array CT scanners use indirect (scintillating) solid-state
detectors. Intensifying screens used for radiography are composed of rare earth crys-
tals (such as Gd,0,S) packed into a binder, which holds the screen together. To
improve the detection efficiency of the scintillator material for CT imaging, the scin-
tillation crystals (Gd,S,0 and other materials as well) are sintered to increase physical
density and light output. The process of sintering involves heating up the phosphor
crystals to just below their melting point for relatively long periods of time (h), and
there are many other details to the process. In the end, densification occurs, and the
initial scintillating powder is converted into a high-density ceramic. The ceramic
phosphor is then scored with a saw or laser to create a number of individual detector
elements in a detector module, for example, 64 X 64 detector elements. An opaque
filler is pressed into the space between detector elements to reduce optical cross talk
between detectors. The entire fabrication includes a photodiode in contact with the
ceramic detector (Fig. 10-24).

The detector module sits on top of a larger stack of electronic modules, which
provide power to the detector array and receive the electronic signals from each
photodiode (Fig. 10-25). The electronics module has gain channels for each
detector in the module and also contains the analog-to-digital converter, which
converts the amplified electronic signal to a digital number. The detector array
modules are mounted onto an aluminum frame on the mechanical gantry assembly.
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M FIGURE 10-24 The detectors in modern CT are fabricated as detector modules (perspective view). A side
view of the modern CT detector shows individual detector elements coupled to photodiodes that are layered
on substrate electronics. Spaces between detector elements are scored out creating a small void, which is filled
with an optical filler material to reduce detector cross talk. CT detectors are much more expensive than those
used in radiography and make use of sintered phosphors resulting in high-density ceramic detector arrays. The
increased density improves x-ray detection efficiency.

The aluminum frame forms an approximate radius of curvature from the position of
the x-ray source. Each detector module can be removed and exchanged on the gantry
for rapid repair, when necessary.

Figure 10-26 illustrates cross sections through the x-ray beam and detector
array for three different models of CT scanners—a single array CT (for comparison),

detector array —>

!

M FIGURE 10-25 A. The detector arrays are mounted on electronics module, which includes power supplies for the
amplifiers, amplification circuits for the detector module, and analog-to-digital converter systems. B. A photograph
of a detector module with electronics from a commercial CT scanner is shown. (Photograph courtesy J. Hsieh.)
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B FIGURE 10-26 A. A cross section (see inset figure showing orientation) of a single array CT scanner is
shown. Adjustment of slice thickness in single detector CT involved the relatively simple manipulation of
the x-ray beam width using the collimator. B. Multiple detector array CT (MDCT) systems result in a divorce
between slice thickness and x-ray beam width. The detector array width (T) determines the minimum CT slice
width, while the overall x-ray beam thickness (>nT) is determined by the collimator. C. Cone beam CT systems
are essentially MDCT systems that have a very large number of detector arrays. While typical state-of-the-art
MDCT systems may use 64 to 128 detector channels, some manufacturers have expanded this to 256 to 320
element detector arrays (T = 0.5 mm), which give rise to a collimated beam width of 160 mm.

a small multiple detector array CT (MDCT), and a larger MDCT system. In a single
detector array scanner, the detectors were 13 to 16 mm wide, and the x-ray beam col-
limation was used to determine the slice thickness. Collimator settings ranged from
1 mm (thin slice) to 10 mm (thick slice) or larger. The single detector array system
integrated the x-ray signal over the entire width of each detector, and so changing
slice thickness was solely a function of the collimation. Thin slices could be acquired,
but a greater number of CT acquisitions were required to interrogate a given length of
the patient’s anatomy. For example, to scan 20 cm in the abdomen with contiguous
images, a total of 100 CT images need to be acquired for 2-mm slice thicknesses (t =
2 mm). For a typical 1-s scan time, this would require 100 s of actual scan time (lon-
ger in practice due to breathing gaps). That was generally too long to be practical,
and thus 7- or 10-mm slices would typically be acquired, requiring 28 scans (28 s)
or 20 scans (20 s), respectively.

With MDCT, the slice thickness and x-ray beam width are decoupled. The slice
thickness is determined by the detector configuration, and the x-ray beam width is
determined by the collimator. In the standard vernacular of CT, the detector thick-
ness is T (measured at isocenter) and the number of detectors is n. For one manufac-
turer’s 64 slice (n) scanner, T = 0.625 mm and so the collimated x-ray beam width
is nT = 40 mm. For contiguous images, the 20-cm section of abdomen discussed in
the paragraph above could be acquired in just 5 scans (5 X 40 mm = 200 mm), and
a total of 256 CT images, each 0.625 mm thick, would be acquired. So compared
to the single slice CT system, the scan time in this example went from 100 to 5 s,
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40 x 5 mm slices

320 x 0.625 mm slices

M FIGURE 10-27 Slice thickness plays an important role in regard to the relationship between radiation dose
and CT image noise. Although very thin CT images can be produced by all modern MDCT scanners, the user
needs to balance this advantage of spatial resolution in the z-dimension with the clinical necessity for low-dose
CT imaging. One CT acquisition can produce thin-section relatively noisy images (0.625) that have high z-axis
resolution, and thick-section lower noise images can also be produced for primary interpretation.

and the slice thickness went from 2 to 0.625 mm. These capabilities underscore the
advances that MDCT offers—faster scans and thinner slices.

Dose and Image Noise Consequences of CT Section Thickness

Take an example where a top of the line MDCT (64 slice or larger) scans 200 mm of
anatomy with nT = 40 mm. Five gantry rotations (pitch = 1, as discussed later) are
required’, and with a 0.5-s scan, this takes 2.5 s. A total of 320 very thin (0.625 mm)
CT scans can be reconstructed, delivering excellent spatial resolution along the z-axis
of the patient. Compare this to combining the acquired projection data from 8 contig-
uous detectors (8 X 0.625 mm = 5 mm), and reconstructing 5-mm thick CT images,
which would lead to 40 images covering the same 200-mm section of anatomy (Fig.
10-27). For a fixed technique (e.g., 120 kV, 300 mA, and pitch = 1.0 for a helical
scan), the radiation dose to the patient will be the same. Indeed, the two image data
sets described above were reconstructed from the same physical CT acquisition, so
of course the dose was the same. However, the thinner T = 0.625 mm images are
eight times thinner than the T = 5 mm images, and consequently each thin CT image
makes use of eight times fewer detected x-ray photons. The T = 0.625 mm images
provide more spatial resolution in the z-axis. However, the use of an eightfold reduc-
tion in photons means that they are a factor of /8 = 2.8 times noisier. This can be
seen in Figure 10-27. One can acquire thin T = 0.625 mm images with the same
noise levels as the 5-mm images, by increasing the dose by a factor of 8. For example,
at 120 kV as before, increase the mA to 600 (2 X), increase the scan time from 0.5 to
1.0 s (2X), and go to a pitch of 0.5 (2X). However, given heightened concerns about
the radiation dose levels in CT, using thicker CT slices for interpretation is a good
way to reduce noise while keeping dose levels low.

The message of the above observations is this: Even though MDCT scanners
allow a vast number of thin images to be reconstructed, there is a trade-off in terms of
image noise, patient dose, and z-axis resolution, and that trade-off needs to balance
patient dose with image quality (resolution and noise).

"Actually six rotations are required in helical mode on some systems, as discussed
later.
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Overbeaming and Geometrical Efficiency

For helical (spiral) scanning on a MDCT system, a given voxel in the patient is
reconstructed from the data acquired by most or all of the detector arrays as the
patient’s body translates through the gantry. Figure 10-28 shows how the rightmost
detector array (b) acquires the x-ray projection of a given point in the patient, but as
the table advances through the gantry and as the gantry rotates, a different detector
array (a) acquires the x-ray projection through this point in the patient. If the z-axis
beam width or shape differed significantly from detector array to detector array in
the system, then the projection data used to reconstruct each CT image would dif-
fer around 360 degrees and artifacts would occur. The artifact would be most pro-
nounced when there is an abrupt change in attenuation in the z-dimension such as
at the end of a bone. The x-ray beam has relatively constant intensity throughout its
center, but the consequences of the finite focal spot and the highly magnified col-
limator give rise to a penumbra at the edges of the beam (Fig. 10-29). Because the
beam shape is so different in the penumbra region compared to the center of the
beam, the penumbra region is to be avoided, and hence the penumbra is positioned
outside of the active detector arrays—those x-rays essentially strike lead shielding on
the sides of the detector assembly or inactive detectors. This is called overbeaming.
Note that for a single detector array scanner, this is not necessary. The consequence
of overbeaming is that for MDCT scanners, the geometrical efficiency is less than the
100% geometrical efficiency of a single detector array scanner. In the early days of
MDCT scanners when 4 or 8 detector arrays were used, the geometrical efficiency
was quite low (~70%), and consequently there was a considerable radiation dose
penalty (~30%) that resulted. As more detector arrays were used and as the beam
width in the z-dimension consequently increased, the penumbra region of the beam
became a smaller fraction of the overall x-ray beam flux, and the geometrical effi-
ciency increased as a result. With state-of-the-art MDCT scanners (=64 detector
channels), the geometrical efficiency is greater than 95%.

Selection of CT Slice Width

As mentioned previously (Fig. 10-26), for single detector array CT, the slice width
was selected by adjusting the collimator width. With MDCT, the collimator adjusts
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M FIGURE 10-29 A. The z-axis dose profile of a typical MDCT scanner is illustrated and the influence of heel
effect is seen. The beam profile slopes off dramatically in the penumbra, and therefore the penumbra edge
is placed outside the active detector arrays. The x-ray beam that does not strike active detectors represents a
reduction of geometrical dose efficiency. B. The dose efficiency is shown as a function of the number of the
detector arrays. In the early days of MDCT systems with only a few detector arrays (n = 4 to 16), the wasted
dose in the penumbra was a considerable fraction (up to 30%) of the total x-ray beam. As detector arrays
become wider, the fraction of the beam represented by the penumbra is reduced, giving rise to very accept-
able geometrical efficiencies for MDCT systems with more numerous arrays.

the overall beam width (nT) and the slice thickness is governed by the width of the
detector arrays (T). For a state-of-the-art scanner (typically =64 detector channels),
each detector array has its own data channel and all of the detector array signals are
recorded during a CT scan. Let’s use the example of a 64-slice scanner with 0.5-mm-
wide detector arrays (at isocenter). All of the data are recorded, and so the system can
be instructed to reconstruct 64 X 0.50 mm slices, or 32 X 1.0 mm, 16 X 2.0 mm,
8 X 4.0 mm, 4 X 8.0 mm, etc. Any combination of signals from adjacent detector
arrays is possible, although the actual selections on commercial scanners are limited
to standard, usable combinations. So assuming that the acquired raw data exist on
the CT scanner console, one can go back days later and re-reconstruct the CT slice
thickness to any selectable value on the scanner. However, the raw CT data only
reside on the scanner’s computer for a period of time until it is overwritten with
new data—how long that is depends on how large the data drive is and how many
CT scans are performed with the system in a day—in busy settings, the raw data are
available for a day or less. With these scanners, it is typical to reconstruct 5.0-mm
axial slices for radiologist interpretation, and 0.50- to 0.625-mm axial slices to be
used for reformatting to coronal or sagittal data sets.

In older MDCT scanners with 4 to 32 detector arrays, the number of data acquisi-
tion channels in many cases was less than the number of detector arrays. For exam-
ple, one vendors 16-detector scanner had only 4 data channels. In this setting, the
desired slice thickness had to be selected prior to the CT scan. For the 1.25-mm
detector width, the user could acquire 4 X 1.25 mm for a total collimated beam
width of 5.0 mm. The signals from adjacent detector arrays can be combined, and so
by “binning” together signals from two adjacent detector arrays, the scanner could
acquire 4 X 2.5 mm data (10.0-mm collimation). By binning 3 and 4 adjacent detec-
tor signals, 4 X 3.75 (15-mm collimation) or 4 X 5.0 mm (20-mm collimation)
could also be acquired, respectively (Fig. 10-30).
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M FIGURE 10-30 For the early MDCT systems, the number of electronics channels was less than the number
of detector arrays, and so a decision of CT slice thickness had to be made prior to acquisition. For a standard
16-slice CT scanner as illustrated here, with 4 channels of electronics, the detectors could be used individually
(4 X 1.25 mm data sets) or could be binned to produce thicker slices and better CT coverage (e.g., 4 X 5.0 mm
data sets).

Modes of CT Acquisition

Scanned Projection Radiograph

Once the patient is on the table and the table is moved into the gantry bore, the
technologist performs a preliminary scan called the CT radiograph. This image is
also called the scout view, topogram, scanogram, or localizer; however, some of these
terms are copyrighted to specific vendors. The CT radiograph is acquired with the
CT x-ray tube and detector arrays stationary, the patient is translated through the
gantry, and a digital radiographic image is generated from this line-scan data. CT sys-
tems can scan anterior-posterior (AP), posterior-anterior (PA), or lateral. It is routine
to use one CT radiograph for patient alignment; however, some institutions use the
lateral localizer as well to assure patient centering. The PA CT radiograph is preferred
over the AP to reduce breast dose in women and girls.

Using the CT radiograph, the CT technologist uses the software on the CT con-
sole to set up the CT scan geometry (Fig. 10-31). The process for doing this is spe-
cific to each vendor’s CT scanner; however, a common theme is to place guidelines to
define each end of the CT scan. It is at this point in the scanning procedure that all
the CT scan parameters are set, usually using preset protocols. For a basic CT scan,
these parameters include kV, mA, gantry rotation time(s), type of scan (helical or
axial), direction of scan, pitch, detector configuration, reconstruction kernels(s), mA
modulation parameters, if used, and so on. Complexity increases for more advanced
scanning protocols.

Basic Axial/Sequential Acquisition

The axial (also called sequential) CT scan is the basic step-and-shoot mode of a CT
scanner (Fig. 10-32). The gantry rotates at typical rotation speeds of 0.5 s or so, but
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M FIGURE 10-31 The CT radiograph, known by a number CT radiograph
of other names, is typically acquired first and is used by the

technologist to set up the extent of the CT exam. Bounding

lines for an abdominal pelvis CT scan are shown.

the x-ray tube is not turned on all the time. The table is stationary during the axial
data acquisition sequences. The system acquires 360 degrees of projection data with
the x-ray tube activated, the tube is deactivated, the table is moved with the x-ray
beam off, another scan is acquired, and so on. This process is repeated until the entire
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Axial or Sequential CT Acquisition

M FIGURE 10-32 Axial (also called sequential) CT scanning is the basic step-and-shoot mode of the CT
scanner—the x-ray beam is not “on” while the patient is being translated between acquisition cycles. For
MDCT systems, the table advance between each scan is designed to allow the production of contiguous CT
images in the z-axis direction. Thus, for a scanner with 64 (n) detector arrays with width T = 0.625 mm, the
table is moved a distance of about nT between axial acquisitions—about 40 mm in this example.
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anatomical area is covered. Because the table and patient are stationary during an axial
scan, the x-ray tube trajectory defines a perfect circle around the patient. Due to the
table’s start/stop sequence, axial CT requires more acquisition time than helical scan-
ning (described below). With the advent of MDCT, it is common to acquire contiguous
CT images during an axial acquisition. This implies that between each axial acquisi-
tion, the table moves a distance D, which is essentially equal to the width of the detec-
tor array at isocenter (nT). This results in a series of images in the CT volume data set,
which are contiguous and evenly spaced along the z-direction. In practice, the x-ray
beam width is slightly wider than the distance nT, and so the series of axial scans
results in some x-ray beam overlap between the axial acquisitions (Fig. 10-33).

Helical (Spiral) Acquisition

With helical (also called spiral) scanning, the table moves at a constant speed while
the gantry rotates around the patient. This geometry results in the x-ray source form-
ing a helix around the patient, as shown in Figure 10-34. The advantage of helical

=
table feed per 360° 1\ width of active

gantry rotation detector arrays

Helical or Spiral CT Acquisition

M FIGURE 10-34 With helical (or spiral) CT scanning, the x-ray tube has a helical trajectory around the patient’s
body, as illustrated. There is an important relationship between the width of the active detector arrays used
during the scan and the table feed per rotation of the gantry—this relationship is defined at the pitch.
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scanning is speed—by eliminating the start/stop motion of the table as in axial CT,
there are no inertial constraints to the procedure. Similar to the threads on a screw,
the pitch describes the relative advancement of the CT table per rotation of the gantry.
The pitch of the helical scan is defined as

pitch = Fiane [10-4]
nT

where F , is the table feed distance per 360-degree rotation of the gantry and nT is
the nominal collimated beam width. For example, for a 40-mm (nT) detector width
in z and a 0.5-s rotation time for the gantry, a pitch of 1.0 would be obtained if the
table moved 80 mm/s. For most CT scanning, the pitch can range between 0.75 and
1.5; however, some vendors give more flexibility in pitch selection than others. A
pitch of 1.0 corresponds in principle to contiguous axial CT. A pitch lower than 1.0
(Fig. 10-35B) results in overscanning the patient and hence higher radiation dose to
the patient than a pitch of 1.0, all other factors being equal. A pitch greater than 1.0
represents underscanning (Fig. 10-35C), and results in lower radiation dose to the

patient. The relationship between relative dose and pitch is given by

dose oc [10-5]

pitch

Pitch settings near 1.5 allow for faster scanning and are used for thoracic or pedi-
atric CT scanning where speed is important. Low pitch values are used in cardiac
imaging, or when a very large patient is to be scanned and the other technique factors
(kV and mAs) are already maximized.

Because the table is moving along the z-axis during helical acquisition, there is a
slight motion artifact that reduces the spatial resolution very slightly. However, this
concern is generally balanced by the speed of the helical CT scan and the correspond-
ing reduction in patient motion blurring that results. This is especially important in
the torso, where the beating heart and churning intestines cannot be voluntarily
stopped in even the most compliant of patients.

The acquired data at the very beginning and end of a helical scan do not have suf-
ficient angular coverage to reconstruct artifact-free CT images. Consequently, along
the z-direction, helical scans start %2 nT before an axial scan would start, and stop %2
nT after an axial scan would end. For example, for a scan where nT = 20 mm and
there is a desired scan length of 200 mm, an axial scan would scan only the desired

A. axial / sequential B. low pitch C. high pitch
helical / spiral helical / spiral

M FIGURE 10-35 A. A series of axial or sequential CT scans results in a number of circular x-ray tube trajectories
around the patient, requiring the x-ray tube to be turned off between each axial scan. For helical (or spiral) scan-
ning, the helix can be “tight” corresponding to a low-pitch study (B), or it can be “loose” corresponding to a high-
pitch CT study (C). Pitch values in conventional (noncardiac) CT scanning run typically between 0.75 and 1.5.
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M FIGURE 10-36 For helical (or spiral) CT scanning without adaptive beam collimation (A), half of the x-ray
beam width at both ends of the scan is not used because those data do not have sufficient angular sampling
to produce high-quality CT images, and this results in dose inefficiency. The inefficiency is worse for wider
x-ray beams and for shorter scan lengths. B. With adaptive beam collimation, collimators are used to eliminate
patient exposure at the edges of the scan, improving the dose efficiency of the helical CT acquisition. C. Adap-
tive beam collimators are illustrated in these photographs. The vertical rods are cam shaped, and independent
rotation provides the effect illustrated in (B). (Courtesy J. Hsieh.)

200 mm, but a helical scan would require 220 mm of acquisition to reconstruct
that same 200 mm of image data. Thus, in this example, 10% of the radiation dose
to the patient is essentially wasted. Newer helical systems, however, have adaptive
beam collimation (various trade names exist) as shown in Figure 10-36. With this
shielding, the wasted dose at the outer edges of a helical scan is collimated out.
The amount of dose that is saved as a percentage of the overall dose increases for
scans of smaller scan length, and for CT scanners with larger collimated beam widths
(nT). Some manufacturers achieve adaptive beam collimation using an additional
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set of motorized collimators in the x-ray tube head assembly, while others use a
cam-shaped collimator, which can rotate to achieve the same effect (Fig. 10-36C).

The speed of a CT scan using a modern CT system is quite remarkable, and this
is one of the key reasons why CT is so widely used for clinical diagnosis. An example
will illustrate this. An abdomen-pelvis CT scan requires a scan length of 48 cm on a
tall patient. Using a modern MDCT scanner with a collimated nominal beam width
of 40 mm, a pitch of 1.0, and a gantry rotation time of 0.5 s, the scan can be com-
pleted in 6 s, well within a breath-hold for most patients.

Cone Beam Acquisition

All top of the line (=64 detector channels) CT systems are technically cone beam CT
systems, as the reconstruction algorithm used for converting the raw data into CT
images takes into account the cone angle. However, most conventional CT systems still
make use of only slight cone angles on the order of 2 degrees (cone half-angle). Some
vendors, however, have developed what could be called true cone beam CT scanners—
where the half cone angle approaches 10 degrees. For example, one vendor has a 320-
detector array system with 0.5-mm detectors, so the entire z-axis coverage is 16 cm
(Fig. 10-37). There are of course benefits and tradeoffs with such a wide cone beam
design. The challenges of wide cone beam imaging include increased x-ray scatter and
increased cone beam artifacts. The benefit of this design, however, is that whole organ
imaging can be achieved without table motion—so for CT angiography (CTA) or perfu-
sion studies, the anatomical coverage is sufficient for most organs (head, kidneys, heart,
etc.), and so whole organ perfusion imaging with high temporal resolution is possible.

Cardiac CT

The challenges of imaging the heart have to do with temporal resolution. With a typi-
cal heart rate of 60 beats per minute, one cardiac cycle is about 1 s. To freeze cardiac
motion, an image acquisition time window of 100 ms or less is required. With that as

Full Cone Beam CT Acquisition

M FIGURE 10-37 For some CT scanners such as the 320-detector system, which has a 160-mm-wide x-ray
beam at the isocenter of the scanner, cone beam acquisition strategies are used for whole organ imaging. This
is essentially an axial CT scan that is capable of acquiring the entire data set along z, without table translation,
owing to the very large detector array and cone angle. Other full cone beam systems used in radiation oncol-
ogy and dental CT use flat panel detectors that extend up to 300 mm in width.
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a goal, scientists in the 1980s developed an electron beam CT (EBCT) scanner, which
could image the heart with a scan time of about 50 ms. This scanner had a series of
semicircular tungsten rings below the patient. An electron beam accelerated at approxi-
mately 120 kV was magnetically steered, such that it rotated around the tungsten rings
very rapidly, forming a dynamically moving x-ray source for the EBCT scanner. An
annular array of detectors was mounted above the patient. For true CT reconstruction,
data only need to be acquired 180 degrees plus the fan angle. For the heart, the fan
angle is small, and so the requirements are essentially 180 to 190 degrees for a properly
centered patient. This unconventional EBCT scanner set the standards for high-speed
CT imaging in an era when contemporary CT technology required 3- to 5-s CT scans
per image. However, modern third-generation CT systems have developed to the point
where cardiac imaging can be performed on more conventional CT hardware.

To image the entire heart using most current rotate-rotate (third-generation) CT
scanners, cardiac gating techniques are required. With cardiac gating methods, the
image data for CT reconstruction are acquired over several cardiac cycles. Gating
methods are made more challenging if the cardiac cycle changes from cycle to cycle,
and thus patients with regular heat beats are the ideal candidates for cardiac CT.
To steady the heart rate of patients with irregular heart beat, beta-blockers can be
administered prior to imaging, and this has been found to produce high-quality car-
diac CT images in many settings.

Figure 10-38A shows the general imaging geometry for cardiac imaging. When
third-generation cardiac scanners were introduced, it was common to use retrospec-
tive gating techniques (Fig. 10-38B). With this approach, the heart was imaged con-
tinuously with the rapidly rotating CT scanner, and the electrocardiogram (ECG)
data were recorded in synchrony with the CT data acquisition. Because the heart
is longer in the z-dimension than what many MDCT scanners can image (nT), the
procedure for imaging the heart requires data acquisition at several table positions,
so that the entire length of the heart is imaged. As long as the cardiac cycle is not in
complete synchrony with the scanner’s gantry rotation speed, after several cardiac
cycles, enough data would be acquired over different phases of the cardiac cycle to
reconstruct the heart. With retrospective reconstruction, projection data are acquired

M FIGURE 10-38 A. Cardiac CT sys-
tems use multiple rotations of data
acquisition over time to acquire the
data necessary for reconstructing high-
quality images of the heart.

A. Cardiac CT
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M FIGURE 10-38 (Continued) B. Early cardiac CT acquisition modes used retrospective gating, where the CT
scanner acquires data while it also records the electrocardiogram (ECG) information. This allowed the acquired
projection data to be selected at various time points in the cardiac cycle (“gated”), and these projection data
are then combined and used to reconstruct cardiac CT images—with retrospective gating, CT images could
be produced throughout the cardiac cycle, resulting in the generation of a 3D movie of the beating heart.
However, this acquisition mode results in high dose to the patient and there is only occasional need for cardiac
imaging throughout the entire cardiac cycle. C. In prospective cardiac gating modes, the ECG is used to trigger
the x-ray tube such that projection data are only acquired during the most quiescent part of the cardiac cycle,
end-diastole. This mode reduces dose to the patient considerably and produces one cardiac CT image that is
useful for assessing coronary artery stenosis and other anatomical anomalies in the heart.

over the entire cardiac cycle. Therefore, CT images can be synthesized using the
ECG gating information over the entire cardiac cycle, and a rendered “beating heart”
image can be produced. In clinical practice, however, most of the interest in cardiac
CT imaging is in identifying blockages in the coronary arteries, as these represent
the greatest risk to the patient. For the evaluation of coronary stenoses, a temporal
depiction of the heart is not necessary and only the end-diastole images are necessary.
While the dynamic information achieved from retrospective cardiac imaging is
visually dramatic, it represents a high-dose procedure.

Most cardiac CT systems have advanced, so that prospective gating techniques
can be used (Fig 10-38C). With prospective gating, the ECG triggers the x-ray tube
such that projection data are acquired only during the end-diastolic period of the car-
diac cycle—this is the point in the cardiac cycle where the heart is the most station-
ary. The benefit of prospective cardiac CT is that the radiation dose to the patient is
significantly less than with retrospective gating. The downside of prospective gating
is that a full temporal record of the beating heart is not acquired, only one snapshot
during end-diastole, but as mentioned previously, this image is usually sufficient for
evaluation of coronary artery disease. Another downside of prospective gating is that
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if the patients heart beat is irregular during the scan, the acquisition may lead to an
incomplete CT data set, which may not be recoverable. An alternative to a full pro-
spective mode (Fig. 10-38C) is to use higher mA during the end-diastole periods as
shown in Figure 10-38C, but to use a lower mA during the rest of the cardiac cycle,
so that images (albeit of higher noise) could be reconstructed even when an irregular
cardiac cycle is encountered during the scan.

One CT vendor has taken a more aggressive approach toward building a car-
diac CT scanner, by building a CT system that has two entire imaging chains on it
(Fig. 10-39). There is alarge FOV imaging chain comprising an x-ray tube (Tube A) and
a full fan beam gantry, and a second imaging chain with another x-ray tube (Tube B)
and a smaller detector array is mounted almost orthogonal to the first system. The
B-imaging chain has a smaller FOV because of space limitations on the gantry. Fur-
thermore, the FOV required for imaging the relatively small heart does not have to be
as large as a standard FOV for imaging the body. The reason why this system is well
suited for cardiac imaging is described in the next paragraph.

True CT reconstruction requires only 180 degrees plus the fan angle, and as men-
tioned previously, due to the small dimensions of the heart, the fan angle is small as
well. The full 360-degree gantry rotation of the dual source CT (DSCT) system is 0.33
s, and so a 180-degree rotation requires 2 X 0.33 s = 166 ms. With two redundant
x-ray systems configured approximately 90 degrees with respect to each other, a quar-
ter of a rotation of the gantry results in a full 180-degree acquisition data set when
the projection data from both imaging chains are combined. The 90-degree rotation
of the gantry requires just % X 330 ms = 83 ms. Hence, with the speed of gantry
rotation combined with the two redundant x-ray imaging systems, the DSCT scanner
can acquire data fast enough during end-diastole to freeze the motion of the heart and
provide an excellent diagnostic tool for the diagnosis of coronary artery stenosis.

It is noted that cardiac CT requires only an intravenous injection of contrast agent,
while the competing technology coronary angiography requires intra-arterial contrast
injection, a far more invasive procedure. So for diagnostic cardiac procedures, CT
techniques offer the patient and their physician a less invasive diagnostic procedure.
However, for cardiac interventional procedures involving balloon angioplasty with or
without the placement of coronary stents, coronary angiography is still required.

M FIGURE 10-39 The dual source CT sys-
tem was developed specifically for cardiac
imaging. This system has two full x-ray imag-
ing systems—two x-ray tubes and two sets
of detector arrays; however, due to space
issues, the B imaging chain has a smaller
detector array resulting in a smaller field
of view, but still well tailored to the imag-
ing requirements for the heart. Due to the
approximately 90-degree juxtaposition of the
two imaging chains, a 90-degree rotation of
the gantry results in the acquisition of projec-
tion data over 180 degrees, which is suffi-
cient for true CT reconstruction at the center
of the field of view. With a 330-ms period for
360-degree gantry rotation, the 90-degree
rotation requires 330/4 = 83 ms. Thus, it is
a short enough time period to acquire a full
projection data for CT reconstruction within
dual source CT a fraction of the typical cardiac cycle.
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Dual Energy CT

In his original notes on CT, Hounsfield predicted the use of CT for dual energy
decomposition methods to separate density from the elemental composition of mate-
rials. The initial experimental work on dual energy x-ray imaging was performed on
a CT scanner in the mid-1970s, as this was the only platform at that time that could
conveniently produce digital images. Dual energy CT is similar conceptually to dual
energy projection imaging discussed in Chapter 7.

The concept of using CT for dual energy imaging has been known in the research
arena for decades, but it is likely that the dual source CT scanner described above
for cardiac imaging launched the most recent clinical interest in dual energy CT. The
DSCT scanner was designed primarily for cardiac imaging; however, the availability
of two complete x-ray systems on the same gantry clearly lends itself to the acquisi-
tion of a low and high kV data set during the same CT acquisition. On single source
CT systems, other manufacturers have developed the ability to rapidly switch the kV
to achieve dual energy acquisition in a single acquisition. However, it is more difficult
to switch the tube current (mA) with high temporal frequency since the tube cur-
rent is determined by the x-ray tube filament temperature, which cannot be modu-
lated at kilohertz rates due to the thermal inertia of the filament. This is an issue
because optimization studies of dual energy CT imaging demonstrate that the low kV
(80 kV) needs higher output levels than the high kV (140 kV) setting. However, at
the same mA, the x-ray tube is far more efficient at x-ray production at high energies.
Averaged across four major CT manufacturers, the output (air kerma) at the isocenter
of the scanner at the same mAs is about 3.3 times higher at the highest kV setting
(135 to 140 kV) compared to the lowest kV setting (80 to 90 kV). To overcome this,
single tube CT scanners increase the temporal pulse width at the lower kV setting to
increase the relative signal levels at the lower tube potential.

There are trade-offs for dual energy CT between the dual source and single source
approaches. The dual source system has a smaller Tube B FOV, which limits the FOV
of the dual energy reconstruction. Also, because both x-ray systems are operational
simultaneously on a DSCT system, scatter from one imaging chain impacts the other
and this requires correction techniques, which ultimately result in more noise in the
data. On the other hand, DSCT systems have two distinct x-ray imaging chains and
so additional added filtration can be added to the higher kV source, which increases
energy separation and improves the energy subtraction.

There are two approaches to reconstructing dual energy CT images—the raw
dual energy image data sets for each projection angle can be subjected to logarithmic
weighted subtraction techniques, similar to those used in projection radiography, and
then the dual energy subtracted projection data can be used to reconstruct dual energy
CT images. Alternatively, the low kV and high kV data sets can be reconstructed sepa-
rately and subtraction techniques or other digital image manipulation can be applied
directly to the reconstructed CT images. In clinical practice, the latter technique is most
widely used. Note that the HU values in CT are already linear with respect to the linear
attenuation coefficient, and so no additional logarithms are necessary. Ultimately, the
dual energy image is a linear combination of the low- and high-energy CT images. Fig-
ure 10-40 illustrates the mapping of HU values between the 80- and 140-kV images.

CT Angiography

CT has higher contrast resolution than traditional angiography, and consequently
requires only venous access as opposed to more invasive arterial access for
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M FIGURE 10-40 This figure shows the Hounsfield units for a number of elements, biological compounds, and
tissues at unit density. The 80 kV HU values are plotted on the horizontal axis, while the 140 kV HU values are
plotted on the vertical axis. A. A plot covering large HU values is shown. It is noted that higher Z materials are
below the line of identity. The Zs of hydrogen, aluminum, and calcium are 1, 13, and 20, respectively. The HU
of calcium assumes 10% density. B. This plot zooms in on HU values in a range closer to water. Water has an
effective Z of 7.42, and materials with a lower effective Z than water are above the line of identity, while materi-
als with a higher effective Z are below the line of identify. The Zs of carbon, nitrogen, and oxygen are 6, 7, and
8, respectively. Z . of Teflon (CF,) is 8.4, polyethylene is 5.4, PMMA is 6.5, and muscle is approximately 7.6.

eff

fluoroscopy-based angiography. CTA is really just contrast-enhanced CT where the
images have been processed to highlight the vascular anatomy using image process-
ing techniques (Fig. 10-41). In general, maximum intensity projection procedures
produce excellent CTA images. Some image rendering techniques use pseudocolor
to add realism to the images.

CT Perfusion

CT perfusion imaging is used to evaluate vascular perfusion and other physiological
parameters related to blood flow to a specific organ. While most often used to evalu-
ate stroke or vasospasm in the brain, CT perfusion is also used for abdominal organ
imaging, especially in the oncologic setting. CT perfusion is a high radiation dose
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M FIGURE 10-41 CT angiography (CTA) is
used with increasing frequency instead of
fluoroscopy-based angiography. For diag-
nostic procedures, the venous access for
contrast agent injection is far less invasive
than penetrating the (high-pressure) arte-
rial system for iodine injection. CTA images
of the arteries in the leg and the head are
shown, with false color rendering.

study—the CT scanner acquires images of an organ repeatedly in real time to quantify
the flow of iodine-based contrast agent through that organ. Typical head CT perfusion
protocols call for the acquisition of about 40 CT images, each using a 1-s acquisition,
resulting in about 40 s of scanning in the same area of tissue (Fig. 10-42A). CT perfu-
sion takes advantage of the wide collimated beam width (20 to 160 mm) of top of the
line scanners (=64 data channels) to image a volume of tissue in the same region of
the body repeatedly. The CT scan starts prior to the intravenous injection of contrast,
and hence the scanner produces a number of CT images prior to the arrival of the con-
trast bolus to the organ of interest. This is necessary because the mathematical models
(Patlak, etc.) that are used to compute the parametric maps require an input function
(HU versus time), typically the artery supplying blood to the organ of interest. From
this data set of temporal CT scans, and with physician demarcation of the location
of the input function, parametric maps are computed with high resolution. In addition
to the raw gray scale CT images, most commercial perfusion software packages com-
pute a number of different parametric 3D volume data sets of pseudocolored images,
showing for example blood volume, tissue perfusion, and time to peak enhancement
(Fig. 10-42B). Perfusion CT is an example of where the well-appreciated anatomical
capabilities of CT are combined with the high temporal resolution capabilities of the
modality to produce physiologically meaningful, quantitative, functional images.

Shuttle Mode CT

Shuttle mode allows a CT scanner to repeatedly image a volume of tissue that is wider
than the detector array (nT). The table rocks back and forth a prescribed distance,
during the temporal acquisition procedure (Fig. 10-43). This mode allows CT perfu-
sion analysis to be performed over a larger section of tissue. The temporal resolution
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M FIGURE 10-42 CT perfusion is an extension of CT angiography, where a relatively long time sequence of
repeated CT images is acquired for physiologic assessment of various organs (A). Typically on the order of 40
full CT data sets are acquired for brain perfusion studies, requiring about 40 seconds. From these data and
some user input, (B) physiological metrics such as vascular perfusion, time to peak enhancement, and blood
volume can be computed using software designed for this purpose.

is lower in shuttle mode, but adequate physiological information can in general be
derived. Due to the change in direction of the table, shuttle mode results in image
data being acquired during table acceleration and deceleration, which implies that
the reconstruction algorithm needs to accommodate for the changing pitch.

Dose Modulation

Some body regions in the patient are rounder than other regions. An elliptical cross sec-
tion of a patient is shown in Figure 10-44A. With fixed x-ray tube current and hence

between CT perfusion and helical CT imaging—the

table shuttles back and forth over a relatively small

\ ) (e.g., 100 to 200 mm) predefined region in the patient,

< table motion allowing temporal imaging and hence CT perfusion

! assessment to be made over a wider length of anatomy
coverage increased than the width (nT) of an MDCT field of view.
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M FIGURE 10-44 Tube current modulation is illustrated. A. As the x-ray tube and detector array rotate around
the patient, the x-ray path length is determined either by attenuation measurements or from the CT radio-
graph, or both. The tube current (mA) is modulated to optimize the use of radiation in the patient. The mA is
increased when the beam is projected through thicker regions, and it is decreased as the x-ray beam traverses
thinner projections through the patient. B. For an elliptical shaped body part such as in the pelvis, the mA
modulation scheme is approximately sinusoidal as the gantry rotates around the patient.

constant x-ray flux, the detectors will receive more primary x-rays when the gantry
is in position a compared to gantry position b, due to the increased attenuation path
in position b. However, as we have already seen in the context of the bow tie filter,
the noise variance in the projection data propagates into the reconstructed CT image
in a manner that is more optimal when the projection data variance levels are nearly
matched (Equation 10-3). Hence, the higher signal levels (higher dose and lower signal
variance) in position a are essentially wasted when combined with those in position
b during CT image reconstruction. When the mA is modulated, the mA is reduced in
position a compared to position b as shown in Figure 10-44B. When mA modulation is
performed, lower radiation dose levels can be used to achieve the same image quality.

The mA modulation scheme shown in Figure 10-44 occurs as the x-ray gantry
rotates once around the patient. However, as the patient translates through the gantry
over greater distances in z, the shape and size of the patient’s body can change appre-
ciably. Therefore, modulation also can be applied along the z-axis of the patient. The
average mAs values are shown as a function of position along a patient’s torso in Fig-
ure 10-45. The angular modulation as a function of gantry angle is quasi-sinusoidal
in elliptical body parts and constant in round body regions, and these fluctuations
occur over relatively shorter distances as highlighted in Figure 10-45. The impact of
mA modulation is illustrated on CT images in Figure 10-46, where the average mAs
per CT image are indicated.

The role of mA modulation in CT is analogous to that of automatic exposure con-
trol in radiography and automatic exposure rate control in fluoroscopy. mA modula-
tion is implemented differently for different CT vendors. One scanner manufacturer
uses the attenuation data measured by the detectors near the central ray in the scan-
ner to adjust the target mA for 180 degrees later in the scan. Manufacturers also use
the attenuation data measured during the acquisition of the CT radiograph to plan
the mA modulation scheme for each patient. Figures 10-44 and 10-45 demonstrate
the relative mA values used, but mA modulation technology is also used to set the
absolute mA levels (and hence the patient’s radiation dose) for the scan.
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M FIGURE 10-45 Tube current modulation
occurs as the gantry rotates around the patient to
address the different x-ray path lengths between
the AP and the lateral projections, but it also is
active along the z-dimension of the patient. As
the scanner images the patient’s thorax, abdo-
men, and pelvis, the tube current is modulated
to optimize the image quality through the entire
extent (along z) of the patient scan. The overall
mAs per slice along the z-axis of the patient is
shown in this figure, and the oscillatory nature
of the angular mAs modulation is also shown.
(Courtesy SE McKenney.)

Different scanner manufacturers employ very different concepts for the selection
of the overall dose levels in CT, and this can and does lead to confusion in the clini-
cal environment. The details are beyond the scope of this book; however, a general
description is in order here. One approach is to set the actual noise level in the recon-
structed CT image, and this value is used to guide the overall dose levels (by adjust-
ing the mA levels used). With this approach, when lower noise levels are selected,
the mA values and resulting radiation doses are higher. Maximum and minimum mA
values can be set as a precaution. A different approach to mA modulation is to set a

68 mAs

105 mAs

94 mAs

122 mAs

B FIGURE 10-46 The overall effect of tube current modulation is to use different radiation levels for regions
in the body with different overall attenuation, and most tube current modulation schemes result in a more
homogeneous distribution of CT noise in the patient images along the z-axis. Here, the mAs values used for

the various body regions are indicated.
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nominal mA level that the system uses as guidance for the overall dose settings, but
in this situation, higher nominal mA values result in higher mA settings and higher
radiation dose to the patient. When used correctly, mA modulation techniques pro-
duce excellent CT images at near-optimal radiation dose levels. Therefore, it is an
important feature of modern CT scanners that should be used, especially in body
imaging. However, when the responsibility of adjusting something as important as
the radiation dose in CT is turned over to the CT computer, it is important that the
operators (technologists, radiologists, medical physicists) are well educated in the
use of the mA modulation technology on each CT scanner they use.

CT Protocols

A typical CT scanner may have 100 to 300 different preset protocols loaded on it.
The CT operator usually starts a patient scan procedure by selecting the CT protocol
appropriate to the scan for that patient. The CT protocol encompasses a wide variety
of parameters, which can be set, including CT acquisition parameters such as kV, mA,
rotation time, slice thickness, and pitch, but also the reconstruction kernel(s) used, the
timing, volume, and injection rate of the contrast injection scheme (if used), the default
window/level settings for the reconstructed CT images, and what computer to send
the images to when they are ready. The protocol is the starting point in the scanning
procedure, and once the patient is on the table and the CT scan is about to commence,
it is the role of the experienced CT technologist to modify the protocol in some cases.
For example, for very large patients, the mAs (or maximum mAs for dose modulation
schemes) need to be increased to produce a diagnostic quality CT examination.

CT Reconstruction

Preprocessing

There are a number of preprocessing procedures that are applied to the actual acquired
projection data prior to CT image reconstruction. The details of these steps are pro-
prietary to each vendor; however, some general observations can be made. During
routine calibration of the CT scanner, the influence of the bow tie filter is character-
ized by performing air scans. The air scans also characterize differences in individual
detector response, which may be due to differences in photodiode or amplifier gain.
The measured projection data for a given CT scan to be reconstructed are normalized
by the calibration scans, and this procedure corrects for previously identified inho-
mogeneities in the field. In some scanners, a small fraction of the detector elements
may be “dead,” and these are routinely identified using software for this purpose.
A dead pixel correction algorithm is applied, which replaces dead pixel data with
interpolated data from surrounding pixels. Scatter correction algorithms generally
need to be applied before the logarithm of the data is applied. Adaptive noise filtra-
tion methods can be applied; for example, the scanner can invoke algorithms, which
identify regions in the projection data that correspond to low signal areas, and these
areas have high noise and after backprojection will correspond to locations of high
noise on the CT images. To reduce the impact of noise, some algorithms identify
these low signal areas and then apply smoothing or other data processing steps to
reduce the noise in these areas.

After preprocessing, the projection data undergo logarithmic transformation and
normalization, in order to correct for the exponential attenuation characteristics of
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x-ray interaction. Each projection measurement through the patient corresponds to
a discrete measurement of I, at detector element j, where

I,- — g;lu e—(ull+pzt+u3t+mv}1nt) [10-6]

The signal in a reference detector I located outside the FOV of the patient is also
measured during the CT scan:

Ir = grla [10'7]

It is known during the calibration air scans that the ratio of the gains between a
detector j and the reference detector r is given by B = g/g. This ratio can not only
compensate for differences in actual gain between detectors, but also correct for
differences in bow tie filter thickness, distance from the x-ray source (i.e., inverse
square law), etc.

I
P, = In{ﬁ’l } =t + i+t [10-8]
J

From Equation 10-8, we see that the projection measurements, P, after preprocess-
ing and logarithmic conversion, correspond to linear sums of the linear attenuation
coefficients through the patient and along the path of the ray, and this is illustrated
in Figure 10-47 as well.

Simple Backprojection

To start the discussion as to how the CT image is computed from the projection data
sets, lets examine a simplified but realistic example of the problem (Fig. 10-48). As
discussed above, the logarithm converts the exponential nature of x-ray absorption
into a linear problem, and we will therefore deal with this example as a linear prob-
lem. The 3 X 3 grid of numbers in the central boxes in Figure 10-48 are the data
of interest—these numbers represent the object, and the image of the object. Four
projections through this “patient” are shown, a—d. It can be seen that the projected
value through each line passing through the patient is the linear sum of the voxel
values that each ray intersects. Creating the projections from the central data is called
forward projection, and that is what the CT scanner hardware does physically. Math-
ematical forward projection is used in iterative reconstruction techniques and many
other reconstruction processes as well. The problem that is posed by Figure 10-48

M FIGURE 10-47 The reference detector is positioned to detect
the output of the CT scanner with no patient anatomy in the
measurement, resulting in /. A large number of ray measure-
ments /. are made for detector elements j = 1, N. The ray
— measurements sample a number of individual linear attenua-
M2 tion () values along the beam path, as illustrated. While x-ray
.733 attenuation is an exponential process, logarithmic processing

as described in the text converts the measured data to linear
projections of .

X-ray source

I

i detector

h
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M FIGURE 10-48 The 3 X 3 grid in the center of this figure represents the actual attenuation values (scaled
to integer values for demonstration), and the projection data (a, b, ¢, and d) show how the attenuation values
are summed in this very simplified example. The a—d projections are the acquired data in a CT scan, and the
reconstruction challenge is to determine the values in the nine elements in the 3 X 3 grid. For this simple
example, the process is similar to Sudoku. The reader is challenged to use the projection values (only) to find
a solution for the values in the gold rectangles.

is, if you erase the nine values in the 3 X 3 box, can you figure out what they are
from the projection data? This looks very much like a Sudoku problem at this point,
and given the simplicity of the 3 X 3 problem, it can be solved by trial and error.
However, in a CT scanner, the matrix is typically 512 X 512, and the task of recon-
structing the values in the image from the projection values is more formidable.

We saw that to produce the projection values, knowing the contents of the image,
the straightforward process of forward projection is used. The reverse problem, com-
puting the image matrix from the projection values, can be solved (almost) by back-
projection. With backprojection, the measured projection values are simply smeared
back into the image matrix to compute the backprojected image. Figure 10-49 shows
an example of forward projection of a simple circular object at the center of the field,
and therefore the projections at each angle are identical in shape. The projection
of a circle is a parabola, and that is seen in Fig 10-49A. If that same (uncorrected)
projection shape was used to backproject the CT image from all projection angles
(Fig. 10-49B), the resulting image would have a characteristic blurring as shown in
the isometric plot in Figure 10-49C. The take-home message is this: Using simple
backprojection as described above, the reconstructed image has a characteristic 1/r
blurring that results from the geometry of backprojection. To correct for this, a math-
ematical filtering operation is required, and that leads to the discussion of filtered
backprojection in the next section.

Filtered Backprojection

In the case of simple backprojection, the process of summing projections from a large
number of angles around 360 degrees results in the 1/r blur function as seen graphi-
cally in Figure 10-49C. The mathematical function 1/r is illustrated in Figure 10-50A.
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M FIGURE 10-49 For actual CT data sets, the challenge is to reconstruct a total of 206,000 cells (m X 2562). In
this figure, a simple circle at the center of the image is “imaged,” producing the measured projection in A. If
these same measured projection data are used in backprojection (B), the image will experience a characteristic
1/r blurring as illustrated in C.

It is possible to correct for the impact of the 1/r function using image processing
procedures. The mathematical operation of convolution describes such a procedure,
and convolution is discussed in more detail in Chapter 4, and in Appendix E When
“undoing” an effect caused by convolution, deconvolution is used. Deconvolution is
mathematically identical to convolution, except that the deconvolution kernel is (by
definition) designed to undo a specific effect. The convolution process is defined
mathematically as

P = 7 plo) hx—x") dx' = p(x) @ h(x) [10-9]

where p(x) is each measured projection, h(x) is the deconvolution kernel, and p’(x)
is the corrected projection value, which is used in filtered backprojection. The right-
hand side of Equation 10-9 shows the short hand notion for convolution, where ®
is the mathematical symbol for convolution.
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M FIGURE 10-50 A.The 1/r blurring function is illustrated. The blurring caused by the geometry of backprojec-
tion can be corrected by deconvolving the measured projection data prior to backprojection, resulting in the
process of filtered backprojection. B. The discrete implementation of the deconvolution kernel is illustrated.
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The deconvolution kernel that is designed to undo the 1/r blurring shown in
Figure 10-50A is shown in Figure 10-50B. The oscillatory nature of the deconvolution
kernel in Figure 10-50B is a result of the discrete nature of the operation, as applied
in a computer. As mentioned in Chapter 4, when a convolution kernel has negative
values such as that shown in Figure 10-50B, in general it “sharpens” an image. The
kernel in Figure 10-50B is a 1D function, and it is used to deconvolve the measured
1D projection values prior to backprojection, as illustrated in Figure 10-51. Here it is
seen that when all of the measured projections of the object are deconvolved with the
appropriate kernel, subsequent backprojection results in a faithful representation of
the object. An actual example of this is shown for a test object in Figure 10-52. The
convolution operation described here is a form of mathematical filtering, and this is
why the procedure is called filtered backprojection. Convolution backprojection as
described in Equation 10-9 can be considered as a specific implementation of filtered
backprojection.

Fourier-Based Reconstruction

Convolution as described in Equation 10-9 can be performed quicker using proper-
ties of the Fourier transform. Specifically, Equation 10-9 can be recast as

p'(x)=FT " {FTp(x) X FT[h(x)} [10-10]

where FT[] refers to the forward Fourier transform operation and FT'[] is the inverse
Fourier transform. Equation 10-10 is mathematically equivalent to Equation 10-9;
however, the Fourier transform approach can be performed faster in a computer.
Therefore, the Fourier approach is used in commercial scanners more often than the
convolution approach. Notice that the Fourier transform of the convolution kernel
h(x) is performed in Equation 10-10; however, because h(x) does not change for a
given CT reconstruction filter, its Fourier transform is precomputed. Because of this,
it is very common in CT to discuss FT{h(x)}—more so than discussing h(x) itself.

measured projection backprojection with

filtered projection
1
m C. Reconstructed image

1

1

i

A. Measured projection B. Backprojection reconstruction

M FIGURE 10-51 This figure shows the same object and projection data (A) as with Figure 10-49A; however,
here the measured projection data are deconvolved with the kernel illustrated in Figure 10-50B. The resulting
filtered projection data (B) are used for backprojection, and this results in an image that reflects the properties
of the original object (C).
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sinogram reconstructed image

simple back projection

filtered back projection

M FIGURE 10-52 The properties of simple backprojection (top row) and filtered backprojection are illustrated,
(bottom row). The sinogram—the plot of the raw data showing rays horizontally and angles vertically—is
shown on the left; the sinogram on the bottom has been filtered (horizontally) and the high-pass character-
istics of the filtering process are evident. Backprojection of the filtered sinogram data results in an image that
closely matches the characteristics of the object that was scanned, while the upper reconstructed image shows
significant blurring.

Figure 10-53 shows the Fourier transform of the deconvolution kernel illustrated in
Figure 10-50B, and this is the “ramp” filter labeled in Figure 10-53. The incredibly
simple shape of the frequency domain filter FT{h(x)} is also perhaps why it is so
widely discussed in the CT reconstruction setting.

Why is the ramp filter the filter that we start with in filtered backprojection?
Figure 10-50A shows the 1/r blurring effect that results from simple backprojection,
and it turns out that this is a 1/f effect in the frequency domain. So, if you have an
image that has a 1/f dependency that you want to correct for, the correction process
would involve multiplying the image by a function that has an f dependency, which
is described mathematically as

H(f)=a X f [10-11]

where a is simply a scaling factor. The correction process results in f X 1/f, which
eliminates any frequency dependency. It should be recognized that Equation 10-11
defines the ramp filter seen in Figure 10-53, with some very minor caveats that are
beyond the scope of this text.

As mentioned above, the ramp function H(f) shown in Figure 10-53 is the starting
point in designing the shape of the filter in filtered backprojection. It would work well
in the case of an image where there was very little statistical noise in the projection
image data sets (the measured data during CT reconstruction). However, because we
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/— ramp filter with roll-off
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M FIGURE 10-53 The kernel shown in Figure 10-50B is the convolution kernel that can be used in the spatial
domain to correct the measured projection values prior to backprojection. In practice, the convolution process is
implemented using Fourier-based mathematics, as described in the text. The Fourier transform of the deconvolu-
tion kernel in Figure 10-50B is shown in this figure as the ramp filter. While the ramp filter restores the blurring
that occurs during backprojection, it amplifies high frequencies and can exacerbate quantum noise in the image.
Hence, most clinical CT systems use a number of different reconstruction filters that include some “roll-off,”
which reduces the noise amplification effect of the ramp filter at the higher spatial frequencies. One filter is illus-
trated here, but there are a large number of reconstruction filters that are available on commercial CT scanners.

seek to reduce the radiation dose to patients in all x-ray imaging procedures including
CT, the dose levels are set intentionally low, and as a result, the measured data sets
are in fact noisy. Notice the shape of the ramp filter in Figure 10-53; it has high val-
ues at high spatial frequencies, and therefore significantly amplifies the high spatial
frequencies in the projection data—and this is the frequency region where quantum
noise tends to dominate. Consequently, if one were to use only the ramp filter in fil-
tered backprojection, the reconstructed CT image would in most cases be unaccept-
ably noisy. Therefore, it is customary to apply a function that “rolls off” the amplitude
of the reconstruction filter at high spatial frequencies, as shown in Figure 10-53.
The roll-off reduces the high frequency component of the reconstructed image, and
tends to abate the noise as a result. The specific roll-off function varies for the specific
application in CT. In the mathematical reconstruction literature, the names of spe-
cific roll-off filters include Shepp-Logan, Hamming, Cosine, etc. Some commercial
CT manufacturers give these mathematical filters application-specific names such as
soft tissue, bone, or standard filters. Other companies use numerical designations for
their filters, such as H47 or H50 for head filters and B40 or B70 for body filters.

Cone Beam Reconstruction

Cone beam reconstruction algorithms are similar to standard fan beam reconstruction
algorithms, but they keep track of the beam divergence in the z-direction (the cone
angle direction, as illustrated in Figures 10-10 and 10-11). Backprojection occurs
as described above; however, the algorithm computes the backprojection angles in
both the fan and the cone angles. The basic cone beam reconstruction process, often
referred to as the Feldkampt algorithm or FDK, reconstructs the entire volume data
set (a series of CT images of a given thickness) simultaneously. Cone beam reconstruc-
tion violates mathematical requirements for sampling Fourier space, and for extreme
cone beam geometries used in flat panel detectors (as in Fig. 10-11) or other very
wide cone beam CT systems, this can lead to cone beam artifacts (discussed later).
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Iterative Reconstruction in CT

Filtered backprojection was the primary method for reconstructing CT images for
many decades; however, advancements in algorithm design coupled with fast com-
puter hardware have led to the use of clinically useful iterative reconstruction algo-
rithms for CT images. Iterative reconstruction is numerically intensive and has been
used clinically for smaller data sets as with nuclear medicine applications such as sin-
gle photon emission computed tomography (SPECT) for many years. However, by
comparison, CT scanners acquire far more raw data than do SPECT systems, and the
matrix size is much larger (512 X 512) versus (64 X 64) for most SPECT systems. It
is observed that a 512* matrix has a factor of 64 more pixels than a 64° matrix.

The fundamental problem in CT image reconstruction is shown in Figure 10-54,
where projection data sets are shown with a CT image. The projection data are what
is known, and the CT image is the unknown and therefore needs to be reconstructed.
The projection data sets are used to reconstruct the CT image as illustrated in Figure
10-54, but if the CT image (or an approximation of it) is known, then the projection
data can be computed using forward projection. Note that in Figure 10-54 only three
projection data sets are illustrated, but in clinical CT, a large number of projection
data are acquired (1,000 to 4,000 projections).

Iterative reconstruction techniques go through a series of iterations in the process
of CT reconstruction, as illustrated in Figure 10-55. The first image may start as a
guess, a constant image, or as a filtered backprojection image. The iteration process
then goes through a series of updates (iterations), which drive the CT image toward a
final, accurate depiction of the object that was scanned. Most iterative algorithms use
similar fundamental logic—the current estimate of the image is used to generate for-
ward projections, which are then compared to the actual measured projections (during
acquisition) as shown in Figure 10-55. The difference between the forward projection
and the measured projection is the error matrix, which is computed for all projections
measured around 360 degrees. Each specific iterative algorithm (there are many) uses
the error matrix to update the next iteration of the image, with the intent of reducing
the error matrix in the subsequent iteration. There is a balance between reconstructing

M FIGURE 10-54 This figure shows an object and three projections through the object, illustrating a small subset of
the measured projection data acquired during CT scanning. These projection data are in principle physically measured
using the detector hardware on the scanner, but if a guesstimate of the image data is known, the projections can
also be computed (as forward projections) using relatively simple mathematics (sines and cosines) in a computer.
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M FIGURE 10-55 The logic behind iterative CT image reconstruction is illustrated in this figure. The recon-
struction process begins with an initial estimate of what the object may “look like.” This guess is used to
compute forward projection data sets, which are then compared with the measured projection data sets. The
difference between the mathematical projections and the physical measurements creates an error matrix for
each projection. Each type of iterative algorithm for reconstruction uses the error matrix and then updates
the next iteration of the image. The process continues for a number of iterations until the error matrix is mini-
mized, and the CT image at that point should be a good estimate of the actual object that was scanned.

the anatomical information and the noise in the image. The many different iterative
algorithms use the error matrix to update the next iteration in a different manner. After
a certain number of iterations, the estimated image becomes an excellent depiction of
the object that was scanned. It is recognized that iterative algorithms can model many
of the physical parameters that filtered backprojection cannot, such as the x-ray spec-
trum, the blurring of the focal spot, etc., and therefore, in principle, iterative algorithms
can make better use of the acquired data—they can produce images with higher signal-
to-noise ratio (SNR) at the same dose, or they can produce images of similar SNR at
lower doses. Figure 10-56 illustrates comparisons between images reconstructed using
filtered backprojection images and iterative methods, and the iteratively reconstructed
images show a distinct advantage. Iterative methods for reconstruction do not explic-
itly use the filtering methods as described above, and consequently the noise texture in
the images can be quite different than with filtered backprojection images.

All major CT manufacturers have implemented iterative reconstruction tech-
niques on their CT scanners; however, at present, this capability is an optional fea-
ture. Because of the demonstrated benefit of potential dose reduction using iterative
reconstruction techniques, CT reconstruction methods will gradually shift toward
iterative methods in order to derive better image quality—lower noise CT images—
using lower radiation doses.

Image Quality in CT

Spatial Resolution

Spatial resolution in CT results from the fundamental resolution properties of the
image acquisition, as well as the resolution characteristics of the reconstruction filter
that is used. Factors that determine the ultimate resolution include the focal spot
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M FIGURE 10-56 lterative reconstruction in CT is made possible by algorithms that are computationally effi-
cient and require very few iterations. The iterative technique for reconstruction can in most cases extract more
signal-to-noise ratio from the acquired data set, resulting in higher SNR reconstructed images compared to
filtered backprojection techniques. Here, two images are illustrated showing the comparison from a clinical CT
system, where the interactive reconstruction methods resulted in superior noise properties compared to filtered
backprojection of the same acquired projection data. A. Filtered backprojection (FBP) is compared with model-
based iterative reconstruction (MBIR) in this figure. B. This figure shows the same image produced by standard
FBP, statistical iterative reconstruction, and model-based iterative reconstruction. (Courtesy J. Hsieh.)

size and distribution, the detector dimensions, the magnification factor, whether or
not gantry motion is compensated for, patient motion, etc. Because CT images are
the result of an elaborate mathematical reconstruction process, their resolution is
also very dependent on the characteristics of the reconstruction algorithm and any
mathematical filters used.

Spatial Resolution in the Reconstruction (x,y) Plane

The in-plane CT image is a direct product of the CT reconstruction, and by far most
clinical CT images are acquired and then natively reconstructed in the axial plane.
Some variations in patient positioning (e.g., bent neck with head tilted forward) lead to
occasional exceptions to this. Spatial resolution has historically been measured in the
clinical environment in CT using bar patterns, as illustrated in Fig 10-57. These images
were acquired using the American College of Radiology (ACR) accreditation phantom,
which has eight different bar pattern modules around the periphery of the 20-cm
diameter phantom. The bar phantom has modules corresponding to spatial frequen-
ciesof 0.4,0.5,0.6,0.7,0.8,0.9, 1.0, and 1.2 line pairs per mm (Ip/mm). Note that in
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ACR phantom —spatial resolution section

A. soft tissue kernel B. bone kernel

M FIGURE 10-57 In the field measurements of spatial resolution in CT still rely on visual assessment of bar
phantoms—in this figure, the resolution module from the American College of Radiology (ACR) CT accredita-
tion phantom is shown, imaged with (A) a soft tissue reconstruction filter and (B) with a bone filter. The same
CT acquisition can produce different images depending on which reconstruction filters are used.

most commercial CT literature, the resolution is quoted in line pairs per cm instead of
the line pairs per mm as is typical in the rest of x-ray imaging. Here, we use Ip/mm for
consistency, recognizing that Ip/cm = 10 X lp/mm—thus, 12 lp/cm = 1.2 Ip/mm.

The images shown in Figure 10-57 were generated from the same CT acquisi-
tion, and the differences in spatial resolution are the result of the reconstruction filter
used. For the soft tissue image (Figure 10-57A), three of the bar patterns can be
easily resolved corresponding to a limiting spatial resolution of 0.6 Ip/mm. The CT
image reconstructed with the bone kernel (Fig. 10-57B) allows six of the modules to
be resolved, for a limiting spatial resolution of 0.9 lp/mm.

The modulation transfer function (MTF) is a more scientific measure of the spa-
tial resolution characteristics of an imaging system, as discussed in Chapter 4. The
MTF can be measured using a wire or plane of metal foil scanned on a CT scanner,
and the MTF(f) is computed from the measured line spread function, LSF(x). Five
MTE(f) curves are shown in Figure 10-58, corresponding to a specific manufacturer’s
reconstruction filters, as listed in the figure. It is quite apparent from this figure that
the reconstruction kernel has a significant influence on the MTF(f) and hence on the
resolving power of the images. It is noted that the limiting resolution of each kernel
is approximately at the 10% MTF level, and the limiting spatial resolutions seen in
Figure 10-57 are corroborated by the MTF curves seen in Figure 10-58.

Spatial Resolution along the Z-axis

Historically, the spatial resolution along the z-axis of the CT data set (the slice
thickness direction) has been measured using the slice sensitivity profile (SSP—
Fig. 10-59A). The SSP is defined as the shape of the system response to a point input
in the z-dimension. In standard image science vernacular, the SSP is the LSF along
the z-dimension in the CT scanner. In the ACR phantom, there are a series of high
contrast wires spaced 0.5 mm apart in the z-dimension (Fig. 10-59A). Counting the
number of visible “lines” and multiplying by 0.5 mm results in a field measurement
of the slice thickness. Images were reconstructed at nominal slice thicknesses of 4.8
mm (Fig. 10-59B) and 2.4 mm (Fig. 10-59C), and the ACR test suggests that these
slice thicknesses measure about 5 and 3 mm, respectively.
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Fig 10-57A Fig 10-57B

M FIGURE 10-58 Scientific evaluation of the resolution of CT images relies on the assessment of the modula-
tion transfer function (MTF), as shown in this figure. This figure shows the dramatic impact on the MTF that
various reconstruction filters have. (Courtesy K. Krzymyk.)

The typical reconstructed slice thickness in the mid-1990s was approximately
7 mm, and the SSP was routinely used in that era to characterize the “slice thickness.”
Today it is routine to reconstruct images with 0.5- to 0.625-mm slice thicknesses,
rivaling or even finer than the voxel dimensions in the (x,y) plane. Therefore, it is
useful to use the MTF metric to characterize the spatial resolution in the z-dimension
as illustrated in Figure 10-60. For image data sets that are reconstructed into thicker
sections (e.g., T = 2.5 mm), the MTF(f) degrades as expected. It is noted that the
z-dimension in an axially acquired CT data set can routinely have higher spatial
resolution as compared to the (x,y) axial in-plane geometry. The reconstruction filter

ACR phantom —slice thickness section

SSP

A. measurement concept B. 4.8-mm slice thickness  C. 2.4-mm slice thickness

M FIGURE 10-59 The spatial resolution in the z-dimension of the CT image has been traditionally measured
by the slice sensitivity profile, SSP. The ACR phantom has a series of small wires positioned at 0.5-mm inter-
vals along the z-axis of the phantom (A). After scanning the phantom, the number of visible wires is counted
and multiplied by 0.5 mm, to estimate slice thickness. B. A 4.8-mm nominal CT scan of the ACR phantom is
showed, and 10 wires are visible suggesting that the slice thickness is approximately 5.0 mm. C. A 2.4-mm
nominal image through the ACR phantom is illustrated, with 6 wires visible suggesting a 3.0-mm measured
slice thickness.
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affects the resolution in the (x,y) plane, but it does not in the z-dimension. For this
reason, coronal and sagittal CT images have the potential for better spatial resolution
than axial CT images.

The spatial resolution in the z-axis dimension refers to the ability to see detail in the
CT images; however, it should be recognized that the dose distribution in the z-dimen-
sion is an independent parameter. As mentioned previously, the width of the x-ray beam
in all modern multidetector array CT scanners is wider than the actual detector array, in
order to exclude the penumbra region from contributing to the images and causing arti-
facts. The dose profile in the z-dimension can be measured using various film products
or a computed radiography (CR) plate, as illustrated in Figure 10-61. Isometric plots

<— erasure by CT laser system

M FIGURE 10-61 The slice sensitivity profile, its discrete implementation in the ACR phantom, and the z-axis MTF
all are measures of the z-axis image resolution. However, the overall dose profile along the z-axis can only be mea-
sured using an external device such as film or a computed radiography (CR) plate, the latter of which was used
to generate the image data shown here. Various nominal collimated slice thicknesses (as set on the CT console)
were used to scan a CT plate taken out of the cassette; the CR plate was moved along z to sequentially measure
the dose profiles for different nominal slice thicknesses. The image data from the CR plate are plotted as isometric
plots on the inset image. These plots show the dose profile along z for several different collimation thicknesses.
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shown in the figure demonstrate the estimated width of the dose profiles—for the largest
width shown, the dose profile was about 14% wider than the active detector array.

Noise Assessment in CT

Contrast Detectability Phantom: Visual Assessment

The traditional method for quantifying contrast resolution in CT is to visually assess a
contrast detail phantom, as shown in Figure 10-62. These images were produced from
the ACR phantom. The image on the left was produced using four times the radiation
as the image on the right, and the number of visible low-contrast circles is far greater.
The test objects on this phantom are designed to have 6 HU greater density (0.6%),
than the background but they vary in diameter. The smaller circular test objects have
lower SNR and therefore are theoretically and experimentally more difficult to see.
This visual assessment of the low contrast resolution of a CT scanner is a relatively
insensitive measure of the noise characteristics of a CT scanner; however, it is cur-
rently the industry standard.

Image Noise in CT: The Standard Deviation ¢

The CT image of a region of the phantom that is homogeneous in composition can be
used to quantify the noise directly, using software available on virtually any CT scan-
ner or PACS system. The standard deviation o, the direct measurement of “noise,” is
computed using the root mean square method:

N -
;(HUi - HU )2 [10-12]

N -1

o =

ACR phantom — low contrast detectability section

M FIGURE 10-62 CT images of the low-contrast module of the ACR phantom are illustrated, for radiation dose
levels varying by about a factor of 4 (285 mAs/71 mAs = 4.0). The circles visible in the phantom correspond to
0.6% differences in contrast (6 HU), and different rows of the circles have different diameters, which result in dif-
ferent signal-to-noise ratios (SNRs) of the circles. It is clear that more of the circular test objects are visible in the
higher dose image on the left. The standard deviation, o, is measured using software on most CT scanners or PACS
systems. The standard deviation is seen to vary by a factor of two, for these images that used a fourfold difference
in radiation dose, illustrating the Poisson relationship that image noise is relative to the square root of the dose.
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As expected in Figure 10-62, the noise in the right image is about twice that of the
left image since the radiation levels were reduced by a factor of 4. This underscores
the relationship in quantum limited imaging where the noise (o) is proportional to
the square root of the dose—for example, double the dose and the noise goes down
by 40%, quadruple the dose and the noise goes down by a factor of 2.

Noise Texture in CT: The Noise Power Spectrum

The MTF(f) described above characterizes how efficiently signal propagates through
an imaging system, while the noise power spectrum (NPS) describes how the noise
propagates through an imaging system. The NPS(f) is a spatial frequency—dependent
function as is the MTE(f). While the standard deviation o measures the overall noise
level in a region of the image, the NPS(f) describes both the overall noise level and
the noise texture—a term referring to the frequency dependence of the noise in an
image. The NPS describes how the noise at one point in the image is correlated to the
noise in the surrounding points of the image. Noise correlation occurs for a variety of
reasons, but the point spread function of the imaging system tends to be a primary
culprit in causing noise correlation—and because the PSF has “tails” that extend
from one voxel location in the image to many other voxel locations in the image
data set. Noise in the central region of the PSF is likely to therefore propagate to sur-
rounding areas where the PSF extends. Another way to visualize this is to realize that
the resolution cell in CT is not defined by a single voxel, but extends like a cloud to
a number of voxels in the x-, y-, and z-dimensions. CT numbers (HUs) within this
cloud have a tendency to influence each other.

Noise correlation in the (x,y) plane in CT is largely due to the filtered back-
projection reconstruction kernel typically used in CT. Clearly, backprojection smears
the projection data across the image, and therefore the noise in the backprojected
data impacts a large swath of pixels in the reconstructed image. In the days of the
single detector array CT scanners, however, there was little noise correlation in the
z-dimension, because adjacent images (in z) were acquired using a completely differ-
ent CT scan, separated in time and space. The multiple detector arrays of modern CT
scanners combined with helical (and cone beam) CT reconstruction techniques give
rise to physical mechanisms for noise correlation in the z-dimension (in addition to
x and y). Electronic cross talk as well as PSF effects across the detector arrays in the
z-dimension clearly can induce noise correlation in z. Because of the noise correla-
tion, which exists in all three dimensions in CT, it is necessary to talk about the 3D
NPS, which can be denoted as NPS(f,, f, f). To measure the 3D NPS, a volume of data
that extends some distance in x, y, and z needs to be assessed. The NPS is measured
by evaluating areas of an image that are generated from homogeneous sections of a
phantom. In practice, the 3D NPS is determined by computing the 3D Fourier trans-
form of data acquired from a 3D volume of interest (VOI) in the CT image data set.
The mathematical details of NPS computation are beyond the scope of this chapter;
however, they are discussed in Chapter 4 and Appendix G.

In most cases, the NPS in the (x,y) plane can be approximated to be rotational sym-
metric, and therefore it is possible to collapse the 2D NPS(f, f) data into 1D using

fo =5+ [ [10-13]

This allows the depiction of the NPS(f , f), as illustrated in Figure 10-63. The fam-
ily of NPS curves shown in Figure 10-63A illustrate the NPS as a function of fre-
quency on the x-axis, where this axis corresponds to the f _ frequency as described
in Equation 10-13. There are a number of different NPS curves as a function of the
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M FIGURE 10-63 The three-dimensional noise power spectra (NPS) are illustrated for (A) a standard body
kernel. These data were computed computing the 3D Fourier transform from volumes of interest (VOIs) in a
homogeneous region of a polyethylene phantom. The family of curves illustrates the z-axis dependency of the
NPS, with the f, values listed in the legend on the right. The figure on the right (B) illustrates similar data for
the higher bandpass (bone) reconstruction kernel. (Courtesy SE McKenney.)

z-dimension, and the labels on the right side of the figure describe (using colors)
the spatial frequency in the z-dimension. Figure 10-63A shows the 3D NPS for a CT
data set reconstructed with a relatively smooth reconstruction filter (one with a lot of
roll-off, for instance for soft tissue imaging), and Fig. 10-63B shows the 3D NPS for a
higher bandpass reconstruction kernel (for instance, for bone imaging).

While the 3D NPS provides a rich description of the noise characteristics in
a CT scanner, the use of the NPS as a practical tool in clinical CT image quality
assessment is only now emerging. The NPS is a measure of noise power, and
therefore the integral over all frequencies of the NPS(f,, f, f) will yield the noise
variance of the CT image — .

MTF and NPS measurements on CT images assume that the images were pro-
duced using a linear system. When filtered backprojection is used to reconstruct the
images, this results in a loose approximation for a linear system. However, when
iterative reconstruction methods are used, it is likely that the CT image data strays
significantly from the definition of a linear system. It is observed that the resolution
of a CT image when reconstructed using iterative methods differs depending on the
local noise levels, and therefore the PSF is not the same from region to region, and
the system is not stationary (Chapter 4). Therefore, the MTF and NPS may not be
valid analytical methods in this context. Other than the subjective visual observation
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methods described above, there are no obvious candidates for replacement of the
MTF and NPS metrics when iterative reconstruction is used.

Primary Factors That Affect Spatial Resolution in CT

X-ray Tube Focal Spot Distribution

The focal spot plays a role in reducing the spatial resolution in CT, as the object is highly
magnified relative to projection radiography. Also, CT systems run at very high mA
typically, and this can increase the size of the x-ray focus (focal spot “blooming”).

Gantry Motion

The x-ray source and detector array are moving relative to the stationary patient,
both in the angular dimension and along the z-dimension for helical acquisition.
Methods to compensate for gantry motion such as focal spot rastering (in both direc-
tions) can reduce this source of spatial resolution reduction.

Detector Size and Sampling

The detector width and sampling influence the resolution (width) and the Nyquist
limitations (sampling) to resolution. Smaller detector dimensions and oversampling
methods can improve spatial resolution.

Reconstruction Filter

Much of the reduction in spatial resolution is done intentionally, by the selection of
a reconstruction filter with significant roll-off at high spatial frequencies, in an effort
to reduce the appearance of image noise. CT images can be reconstructed multiple
times with no dose penalty to the patient, producing both high spatial resolution and
low noise image data sets.

Primary Factors That Affect Contrast Resolution
(Noise) in CT

Technique Factors

The kV, mA, time, and pitch are fundamental determinants of the dose levels used for
CT scanning, and they fundamentally impact the noise levels in the CT images. mA
and time (and hence mAs) have a linear relationship with dose, while kV does not
have a linear relationship with noise.

Slice Thickness

Thicker images combine signals from more detected x-ray quanta and therefore are
less noisy than thinner images acquired at the same technique levels. A slice thick-
ness of 5 mm has 40% less noise (\/5.0 + 2.5) than a 2.5-mm slice thickness.

Reconstruction Filter (Filtered Backprojection)

The choice of reconstruction filter results in a fundamental and important trade-off
between spatial resolution and image noise.

Reconstruction Method

The use of iterative CT reconstruction methods can significantly reduce image noise
in comparison to filtered backprojection reconstruction. This means that lower dose
images using iterative reconstruction techniques will be equivalent to higher dose
studies using only filtered backprojection.
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CT Image Artifacts

Beam Hardening

Standard filtered backprojection reconstruction algorithms do not fully address the
polyenergetic nature of the x-ray spectrum used in CT, but rather treat the thickness-
dependent attenuation using the notion of the effective linear attenuation coefficient.
In rays that pass through a great deal of dense tissue, such as the petrous bone illus-
trated in the CT image inset in Figure 10-64, the high degree of attenuation causes
the x-ray spectrum to become hardened. A “hard” x-ray spectrum refers to one with
higher average x-ray energies, and a “soft” spectrum has lower average x-ray energies.
Because the presence of dense (and higher z) structures such as bones in the x-ray
path cause the lower energies in the x-ray spectrum to be preferentially attenuated
compared to the higher x-ray energy photons, the beam undergoes a upward shift in
average x-ray energy as it passes through greater thicknesses of bone. The curve in
Figure 10-64 illustrates this, and the two x-ray spectra shown illustrate the relative
removal of the lower x-ray energy photons at greater bone thicknesses.

In CT, to reduce artifacts caused by beam hardening, the x-ray beam is prehardened
with significant thicknesses of added filtration (up to 10 mm of added aluminum, for
example). However, beam hardening artifacts can occur, especially when dense objects
such as bones or metal implants exist. Figure 10-65 illustrates beam hardening in a
woman with bilateral hip implants. The x-ray beam corresponding to the paths that
intersect both metallic hip implants are exceptionally hardened, and the angular artifact
seen in the CT image (Fig. 10-65) results from this scan geometry. CT scanners do typi-
cally use simple methods for correcting for beam hardening; however, due to the sim-
plicity of the most basic approach, artifacts can and do still occur. It is possible to use
a two-pass reconstruction method that can yield almost complete correction for beam
hardening; however, such algorithms are not usually applied in most clinical settings.

Streak Artifacts

Streak artifacts (Fig. 10-66) occur when the attenuation levels of a region in the
patient are excessive, which can exceed the dynamic range of the detector systems
or the effective linear range of the detectors. Metallic fillings in the teeth are a com-
mon source for streak artifacts, as are most implanted devices (e.g., cardiac pace-

M FIGURE 10-64 The concept of
beam hardening is illustrated. As
the CT beam traverses greater
thicknesses of highly attenuating
material such as bone, the average
x-ray energy changes as the graph
demonstrates. The x-ray spectrum
undergoes attenuation, and lower
energy x-rays are preferentially
attenuated, resulting in a charac-
teristic right shift in the spectrum,
as shown on the inset spectral dia-
grams. Beam hardening results in
5 10 15 20 25 30 artifacts that appear as webbing
between dense regions in the
image (inset image with arrow).

120 kV, head bowtie

Bond thickness (mm)
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hip implants
angles most influenced by beam hardening / \
plane of CT
CT through hip localizer view

M FIGURE 10-65 An extreme example of beam hardening is illustrated, from a women with two metallic hip
implants as seen in the localizer view. The CT reconstruction through one hip shows the characteristic wedge
artifact, which corresponds to the angles defined by the two metallic hips, as illustrated in the diagram.

makers, neurostimulators) that have significant metal components. Bullets and other
high-density foreign bodies also can cause considerable streaking.

Streak artifacts are exacerbated by any motion of the high-density object; Although
the head lends itself to excellent immobilization externally, during the CT scan, the
patient will sometimes swallow or move their jaw, amplifying the streak artifacts that
tend to emanate from metallic fillings.

View Aliasing

View aliasing refers to the use of too few projection images acquired to reconstruct
high-frequency objects in the image. Figure 10-67A illustrates this effect on CT
images of the head of a mouse. Most commercial CT scanners collect enough views
such that view aliasing rarely occurs; however, for some very high frequency (sharp)
objects (such as resolution test objects, Fig. 10-67B), view aliasing can occur.

Partial Volume

Partial volume artifacts occur (Fig. 10-68) when the CT voxels are large enough to
encompass several types of tissue, such as bone and tissue or tissues from different
organs. While partial volume artifacts can still occur, the dramatic reduction in the
volume of a voxel in the past decade has substantially reduced the role that partial
volume artifacts play in the diagnosis in modern CT examinations. Partial volume

M FIGURE 10-66 Streak artifacts from high-density, high atomic
number dental fillings are seen in this image. Streak artifacts are
amplified in effect if there is slight motion of the high-density
object. Patients’ who move their jaw or swallow during a head
CT can generate significant artifacts due to this.
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M FIGURE 10-67 View aliasing is the term given
to CT reconstructions that do not have proper
view sampling to render the sharper objects in the
image. A. Images of a mouse head are shown,
which were reconstructed using different num-
bers of views (as labeled). Most clinical CT scan-
ners used a fixed, large number of views (950 to
3,000) for CT image reconstruction. View aliasing
on commercial CT scanners is sometimes visible
(B) when imaging high-contrast periodic struc-

A. Image of mouse with different numbers of views tL;:eSI such as the resolution module on the ACR
phantom.

B. ACR resolution section

artifacts arise essentially from reconstructing low resolution images, typically thick
slice images. In many institutions, multiple reconstructions are used to produce two
axial data sets, one thick slice and one thin slice. The thin slice images can be evalu-
ated if partial volume effects are observed by the radiologist in reading the thicker
slice images. Another method for reducing the impact of partial volume artifacts is
to reconstruct multiple CT projections, such as the axial and coronal projections.
What appears as a partial volume artifact in one projection can usually be ruled out
by visualizing the same region in the other projection.

Cone Beam Artifacts

Cone beam acquisition strategies can lead to undersampling in the cone angle dimen-
sion, and this can cause a well-known cone beam artifact (Fig. 10-69). The Defrise
phantom, which is a stack of attenuating disks separated by low density mate-
rial (Fig. 10-69A), can be used to evaluate cone beam artifacts. In a well-sampled

5-mm section thickness 1.25-mm section thickness

M FIGURE 10-68 Partial volume artifacts occur when the reconstructed voxel dimension is large relative to
structures in the patient. With the advent of MDCT systems, images can be reconstructed with very small slice
thicknesses, and in most cases, this eliminates partial volume artifacts. A. A 5-mm thick CT image through the
lungs are shown, and a very small lesion is seen (circle) that has lower HU values consistent with lung cancer.
B. When the same lesion is seen with thin section (1.25 mm) reconstruction, the contrast of the lesion is not
diluted due to partial volume averaging, and the high HU values are evident, consistent with a benign diag-
nosis. (Courtesy R. Lamba.)
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B. Some cone beam artifacts

A. Defrise phantom

C. pronounced cone beam artifacts

M FIGURE 10-69 Cone beam artifacts are accentuated by using a phantom that has alternating stacks of
high-attenuation and low-attenuation material, as pictured in A. This concept was originally described by
Michael Defrise. In a system with good sampling along z (B), only minimal cone beam artifacts are seen. How-
ever, for a true cone beam CT scanner (C), the connections between the dense areas in the image demonstrate
the cone beam artifact, which arises due to undersampling the object in Fourier space.

environment, cone beam artifacts can be kept to a minimum (Fig. 10-69B); however,
the use of large cone angles can lead to considerable artifacts (Fig. 10-69C). Cone
beam artifacts are a result of fundamental deficits in the acquired data, and the most
obvious solution for these artifacts is to acquire a more complete data set.

CT Generations

Knowledge of the development of CT is useful because it demonstrates how engi-
neering challenges were gradually overcome as new technology became available. In
addition, it is common to refer to various acquisition geometries by their “genera-
tion” in CT, and so this section also provides the reader with the necessary vernacular
used in the CT field.

Translate-Rotate: First- and Second-Generation CT

The first CT scanner used clinically was the EMI Mark 1, offered in 1972. By today’s stan-
dards, the scanner would be virtually unusable with an 80 X 80 array of 2.4-mm pixels,
and a 3-bit (8 shades of gray) image. But 40 years ago, CT provided physicians the
nascent ability to see 3D anatomy within the body that did not require open surgery.

This first scanner was a head scanner only. An x-ray tube was mounted in a
fixed relationship with the two detector array (the first multislice CT scanner!), and
80 parallel rays were acquired as the assembly translated across the FOV. The system
rotated 1 degree, and then the x-ray tube/detector assembly translated in the other
direction (Fig. 10-70). This scanning pattern continued until 180 degrees of data
were acquired. This rotate-translate geometry using the pencil beam is referred to as
the first-generation CT. The scan required over 4 minutes and image reconstruction
ran overnight.

The success of the first EMI scanner led to the rapid development of the second-
generation CT—which used the same rotate-translate motion as before; however,
more detectors were added and so the initial pencil beam geometry became a nar-
row fan beam. A detector array using 30 detectors meant that more data could be
acquired in a given scan (Fig.10-71) , and so this led to a shorter scan time and a
larger, 160 X 160 matrix, reconstructed image.



Chapter 10 ¢ Computed Tomography 371

translate / x-ray tube y

N

rotate

'\— detector

Translate-Rotate
First & Second Generation CT

M FIGURE 10-70 First- and second-generation CT systems used a translate-rotate motion for scanning the
patient. The x-ray tube and detector assembly translate in one direction acquiring a series of rays that were par-
allel to each other, the system rotated 1 degree, and then the x-ray tube/detector translated back in the other
direction. This scanning procedure continued until a total of 180 degrees of projection data was acquired.

Rotate-Rotate: Third-Generation CT

It was recognized by engineers at the time that the translate-rotate geometry of the
first- and second-generation CT could never lead to rapid scanning, due to the large
inertial forces involved in stopping the translation in one direction, and then revers-
ing direction. For faster scanning, the translational motion had to go. Hence, with
third-generation CT, the x-ray tube and detector array are mounted in a fixed posi-
tion with respect to each other on a rotating gantry; however, the detector array is
now long enough to allow angular sampling over the entire FOV. The rotate-rotate
geometry of the third-generation CT (Fig. 10-72A) is still the most widely used
geometry on modern scanners. With a detector array which sweeps out a fan angle
of a, and a CT system with a source to isocenter distance of S, the diameter of the
FOV is given by

FOV = 2S sin(a/2) [10-14]

For a practical body CT scanner, the FOV should be about 50 cm in diameter, and
with a source to isocenter distance of 50 c¢cm, the fan angle a needs to be about 60
degrees. Most modern CT scanners have geometries that roughly (=20%) adhere to
these values.

M FIGURE 10-71 The first-generation CT system
had just two detectors, offset in z—so this first
CT scanner was really a multiple detector system.
The second-generation CT used more detectors
arranged in the x-y plane, which produced bet-
ter sampling for the CT reconstruction.

Pencil Beam Narrow Fan Beam
First Generation CT Second Generation CT
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360° ring of detectors

.

A. Rotate-Rotate B. Rotate-Stationary
Third Generation CT Fourth Generation CT

M FIGURE 10-72 A. Third-generation CT is characterized by a gantry with rigidly mounted x-ray system and
detector arrays, in which both systems rotate together around the patient—resulting in the rotate-rotate
motion B. Fourth-generation CT systems used an entire 360-degree ring of detectors mounting in the station-
ary frame, with a rotating x-ray tube resulting in rotate-stationary acquisition.

Cable Spools and Inertial Limitations

Earlier third-generation CT scanners required cable spools to accommodate the
cables, which connected the rotating components to the stationary components—
the largest cable was the thick high-tension cable that ran between the stationary
x-ray generator and the x-ray tube, which was on the rotating gantry, but power
to motors (fans, collimator motors, etc.) and other rotating components (detec-
tors, computers, etc.) also had to be provided, and the signals from the detectors
had to be conveyed off of the moving gantry. These cable connections between
the rotating and stationary frame required that the gantry accelerate fast, per-
form the scan, and then decelerate rapidly before cable lengths were exceeded.
Much of the engineering involved cable handling systems. The cable-connected
third-generation CT scanner had no inertial limitations during the acquisition of
a single CT image (unlike first- and second-generation geometry); however, large
acceleration and deceleration cycles existed between the acquisition of each CT
image, and thus CT scan times (which involve the acquisition of many CT images)
were several minutes. The minimum scan time on scanners with cable connec-
tions was about 3 s.

The introduction of the slip ring scanner (Fig. 10-5 shows a slip ring) has elimi-
nated the cable connections between the stationary and rotating frames. However,
because the x-ray tube is powered at electrical potentials of up to 140,000V, the slip
ring scanner requires that the x-ray transformer be located on the rotating frame to
avoid the arcing problems that a 140-kV slip ring connection would cause. To con-
vey sufficient power across the slip ring, very high current is required. The slip ring
allows the CT gantry to rotate freely and therefore eliminates the need to deal with
gantry inertia between scans. Allowing the table to move continuously as in helical
(spiral) scanning eliminated patient inertia issues, and the elimination of inertial bar-
riers during the entire examination led to the 0.3- to 0.5-s gantry rotation periods of
modern CT scanners.
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A. Third Generation CT B. Ring artifact formation C. Fourth Generation CT

M FIGURE 10-73 The rigid alignment of the x-ray source and detector array in third-generation CT (A) gives
rise to the potential for ring artifact generation when the CT detectors are not properly calibrated with respect
to each other (B). In fourth-generation CT, the alignment of the x-ray tube changes with respect to the detec-
tor array and the CT data are computed from the so-called detector fan (C). Because in fourth-generation CT
each detector serves as its own reference detection, changes in detector sensitivity are factored out in the
computation of the projection data sets—eliminating ring artifacts.

Rotate-Stationary: Fourth-Generation CT

The third-generation CT geometry leads to the potential for ring artifact production,
due to the fixed angular relationship between the detectors and the x-ray source on
the gantry. Fourth-generation CT scanners were designed primarily to address this
issue. A fourth-generation CT scanner has a rotating x-ray tube but the entire detec-
tor array is stationary (Fig. 10-72B); hence, these systems have a rotate-stationary
geometry. The major observation with fourth-generation scanners is that an entire
360-degree array of detectors is needed, instead of the 60-degree detector array of
a third-generation scanner. Thus, a factor of six more detector elements is required,
adding significant cost.

The rationale for the fourth-generation geometry is seen in Figure 10-73. Third-
generation scanners (Fig. 10-73A) use a source fan geometry where the signal from two
different detectors is used to make the two x-ray intensity measurements (I and I)
necessary to compute a projection value, as described in Equation 10-8. If one detec-
tor drifts in terms of its calibration with respect to the other detector, the error in
the projection measurement P will be propagated throughout the backprojection
process, leading to a ring artifact (Fig. 10-73B). With the fourth-generation CT, a
detector fan geometry is used (Fig. 10-73C). The same detector is used to make both
measurements necessary to compute the projection value, and therefore any drift
in the detector will be intrinsically factored out since the I and I measurements are
made by the exact same detector element. This fundamentally eliminates the produc-
tion of ring artifacts in the reconstructed CT image.

Fourth-generation CT geometry was devised in the 1970s as a method to combat
ring artifacts with third-generation CT. Since that time, however, there have been
enormous improvements in detector stability and in algorithms that monitor and
correct for electronic gain fluctuations in the detector hardware. In addition to these
preprocessing steps to reduce ring artifacts, algorithms have been developed that
can correct for ring artifacts in the reconstructed CT images. These correction pro-
cedures have all but eliminated the ring artifact problem in modern third-generation
CT systems.
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CHAPTER

X-ray Dosimetry in Projection
Imaging and Computed
Tomography

Attenuation of X-rays in Tissue

When x-rays are used to image a patient, the primary x-ray beam is incident upon
the entrant tissues of the patient and is attenuated at depth. For a depth x of
tissue, the attenuation of the primary x-ray beam is determined by

D(x) = D(7 e M [11-1a]

where D _is the dose at the skin surface, D(x) is the dose at greater distances from the
skin, and u  is the effective linear attenuation coefficient. The effective linear attenu-
ation coefficient is that value that most closely matches the attenuation profile of a
polyenergetic x-ray spectrum. Whereas Equations 11-1a and 11-1b is suitable for
most cases, a more complete mathematical description of primary x-ray beam attenu-
ation for a narrow beam geometry when an x-ray spectrum ¢ (E) is used is given by

E max
D(x) = _[ dE O(E) e ™™™, [11-1b]

E=E min

Figure 11-1 illustrates the intensity of the x-ray beam as a function of tissue thickness
of the patient. X-ray beams are attenuated exponentially (i.e., Equations 11-1a and
11-1b), and this is plotted on a log-linear graph (Fig. 11-1). At 80 kV (2.5 mm added
Al), only 1 out of 118 photons survives to a depth of 20 cm, and only 1 out of 353
photons survives to 25 cm. At 120 kV, only one out of 190 x-ray photons in the beam
penetrates a 25-cm thickness of tissue and exits the patient toward the detector. These
numbers illustrate that primary x-ray photons that exit the patient are relatively rare,
and therefore structures that attenuate postpatient primary photons (patient table,
detector covers, anti-scatter grid, etc.) should be designed to be minimally attenuating.

As a primary x-ray beam strikes an object and undergoes attenuation, many of
the interaction events occur as Rayleigh or Compton scattering. Equations 11-1a and
11-1b describe the attenuation of primary x-rays but do not and cannot accurately
describe what happens to the scattered x-ray photons that occur from primary pho-
ton scattering interactions. It has been observed that scattered photons can undergo
subsequent scattering events. To accurately account for scattered photon dose depo-
sition, Monte Carlo techniques, described later, are necessary.

Although attenuation leads to the deposition of radiation dose in the patient,
attenuation is necessary for creating a projection image. In the absence of attenu-
ation, no dose would be deposited but there would be no useful image either. In
diagnostic radiology, x-rays interact by a combination of complete absorption events
(photoelectric absorption) and scattering events (Compton and Rayleigh scattering).
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M FIGURE 11-1 The attenuation profiles for x-ray spectra at four different tube voltages are

shown. The vertical axis is logarithmic, which compresses the actual magnitude of the attenu-
ation.

Only the photoelectric effect and Compton scatter lead to dose deposited in tissue.
Scattered radiation has an important role in redistributing the primary beam dose
deposition patterns, and consequently, tissues outside the collimated (primary) x-ray
beam receive some radiation dose due to scattered radiation. To the extent that x-ray
scattering results in a fraction of x-ray photons leaving the patients body, scatter
represents a physical mechanism by which radiation dose to the patient is slightly
reduced. However, in imaging procedures such as fluoroscopy where staff are near
the patient, the scattered x-rays leaving the patient then become a source of radia-
tion dose for the personnel in the fluoroscopic suite. All of the photon attenuation
mechanisms mentioned above, as well as many of the dose terms discussed below,
were introduced in Chapter 3.

Dosimetry in x-ray imaging is fundamentally related to x-ray attenuation, and the
effective penetration of the x-ray spectrum has an important role to play in regard to
attenuation (Fig. 11-1). The position of the x-ray field on the patient, the size of the
x-ray field, the thickness and composition of the patient along the direction of the
x-ray beam, and whether or not the x-ray beam changes position during the acqui-
sition (as with tomography) are the patient and geometrical factors that influence
overall dose and the pattern of dose deposition in the patient.

Absorbed dose, or simply “dose,” is defined as

Energy Imparted
Mass

Absorbed Dose = [11-2]

When Energy Imparted has the units of joule, and Mass is in kilograms, the dose unit is
the gray (joule/kg). Thus, a millijoule deposited in a gram of tissue leads to a gray of
dose. One gray is equal to 100 rads, and most (but not all) x-ray imaging procedures
result in absorbed doses from tenths of mGy to a few tens of mGy.

Over the years, there have been a number of dosimetry metrics that have been
used to estimate the radiation dose to patients for x-ray imaging. As a result, there
are several different surrogate dose metrics that the practitioner should be aware of,
in addition to absorbed dose. This chapter outlines some of the most commonly used
figure of merits, as well as currently accepted dosimetry methods.
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Dose-Related Metrics in Radiography and Fluoroscopy

For a projection image such as an abdominal radiograph, the magnitude of the dose
changes dramatically with depth in the patient. This huge heterogeneity in dose
makes an accurate dose assessment difficult. Figure 11-2 underscores this. Even
across the distance of a fist-sized organ such as the kidney, the dose can change by as
much as a factor of 3. In order to estimate organ doses, the exponential nature of the
dose distribution must be taken into consideration.

While it is relatively difficult to compute various tissue doses in projection radi-
ography, it is relatively easy to estimate the kerma at the skin surface—the entrance
skin kerma (ESK). In order to estimate the entrance skin dose (ESD), the air kerma
at the skin layer must be estimated.

X-ray Tube Output: mGy per 100 mAs

Most periodic quality control procedures performed on radiographic systems involve
the measurement of the air kerma as a function of mAs at a specified distance from
the x-ray source, over a range of kVs. Typically, the air kerma (mGy per 100 mAs at
100 cm) is measured (in the past, exposure in the units of mR per mAs was measured).
An example of such information is shown in Figure 11-3. The output values (also listed
in Table 11-1) are valid for the specific x-ray system in which the data were measured,
and other x-ray systems will have slight-to-substantial variations from these values
depending primarily on the amount of inherent filtration there is in the x-ray beam.

X-ray Imaging Geometry: Source-to-Skin Distance (SSD)

Referring to Figure 11-4, the distance from the x-ray tube’ focal spot to the entrance
skin layer—the source-to-skin distance (SSD)—needs to be estimated. Since most

2.00 mGy
0.66 mGy
0.22 mGy
0.07 mGy

0.02 mGy

B FIGURE 11-2 This figure shows the typical attenuation values as the x-ray beam penetrates the tissues in
the body, represented here by an axial CT image. The x-ray dose at the surface of the patient is 2.0 mGy, and
this value is attenuated to just 0.02 mGy at the exit surface, demonstrating that the x-ray intensity is reduced
by a factor of 100 in this example.
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M FIGURE 11-3 The output kerma for
a typical x-ray tube is illustrated. X-ray
tube output efficiency increases slightly
with tube voltage, as the upward curve
of this graph illustrates.
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radiography is performed at a source-to-detector distance of 100 cm (chest radiogra-
phy at 183 cm), the SSD can be estimated by knowing the approximate thickness of
the patient. For example, for a 25-cm-thick patient, with a 2-cm separation between
the patient and the detector, the SSD is computed as SSD = 100 — [25 + 2] = 73 cm.

TABLE 11-1 HALF-VALUE LAYER AND OUTPUT LEVELS
AS A FUNCTION OF kV FOR A TYPICAL
GENERAL DIAGNOSTIC X-RAY SYSTEM

kv HVL (mm Al) OUTPUT (mGy per 100 mAs)
40 1.15 1.1
45 1.36 1.7
50 1.57 2.3
55 1.79 2.9
60 2.00 3.5
65 2.22 4.3
70 2.43 5.0
75 2.65 5.8
80 2.86 6.7
85 3.08 7.5
90 3.29 8.5
95 3.50 9.5
100 3.71 10.5
105 3.92 11.6
110 412 12.7
115 4.32 13.9
120 4.51 15.1
125 4.71 16.4
130 4.89 17.8
135 5.08 19.2
140 5.25 20.6

Output was measured free in air at a distance of 100 cm from the x-ray source,
along the central beam. Multiply output column by 1.45 to get mR/mAS.

Downloaded cfcom Vat-a Books.com
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M FIGURE 11-4 The standard imaging geometry in radiog-
raphy is illustrated, here for an anterior-posterior (AP) projec-
tion image. The source to detector distance (SID) is typically
100 cm for radiography, except it is 183 c¢m for upright
chest radiography. The source to skin distance (SSD) can be
estimated by knowing the SID, the thickness of the patient,
and the dead space between the cover of the detector and
the actual detector surface (“air gap” in this figure).

SSD

SID

thickness

Air Gap

Estimation of Entrance Skin Kerma

Let us say that a radiograph was acquired using 80 kV and 82 mAs, and the SSD in
Figure 11-4 was estimated to be 73 cm. Table 11-1 shows that at 80 kV, the output
of this x-ray system is 6.7 mGy per 100 mAs at a distance of 100 cm from the source.
The x-ray tube output at a given kV is linearly proportional to the mAs. For example,
double the mAs and the air kerma will double. For the 82 mAs used in the example,
the output kerma K is

82

— K s 11-3
100 100mA: [ a]

Keomas =

where K . is determined from Table 11-1 for 80 kV (6.7 mGy per 100 mAs), and
thus, the kerma for this technique at 100 cm is 5.5 mGy. Correction for the inverse

square law is necessary to compute the entrance kerma at the 73-cm SSD:

100em |
ESK = [ Cm:l Kz mas [11-3b]
73cm

As determined from Equation 11-3a, K, . at 100 cm was 5.5 mGy. The inverse
square correction in this example equates to a factor of 1.88, resulting in an ESK of
10.3 mGy (1.18 R).

Calculations as described above make use of so-called free-in-air measurements
of kerma, and thus, x-ray scattering in tissue does not contaminate the estimate.
Free-in-air measurements are also known as “without backscatter.” If one were to
actually measure the kerma by placing an ionization chamber in front of a tissue-
equivalent phantom, the probe would measure both the incident primary beam and
a considerable amount of scattered radiation from the phantom; because this scatter
is directed back toward the x-ray source, it is called backscatter. When backscatter is
included, depending on the beam energy and geometry, the measurement would be
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about 15% to 30% higher than a free-in-air measurement at the same position and
with the same x-ray technique factors. It is common to refer to ESK measurements as
“with backscatter” or “without backscatter,” to clarify the measurement methodology.
In general, most tabulated dose data (but not all) are computed for free-in-air mea-
surements, as will be discussed below.

The ESK (formerly the quantity entrance skin exposure was used, involving dif-
ferent units) is a surrogate measure of the dose used in projection radiography. The
ESK is not an accurate estimate of tissue dose but has evolved as an informal metric
for comparing doses among radiographic procedures. For example, in the exam-
ple of abdominal radiography given above, the ESK was computed as 10.3 mGy.
A chest radiographic procedure may have an ESK of about 0.09 mGy or 90 wGy,
but this is one of the lowest dose radiographic procedures performed. The abdomi-
nal radiograph requires more kerma because the abdomen (mostly solid tissue) at
typically 80 kV attenuates considerably more than the lung parenchyma in the chest
radiograph at 120 kV.

Estimation of Skin Dose in Radiography

The ESK represents the radiation intensity as the x-ray beam impinges on the surface
of the skin. The skin dose, at the very surface of the skin where no attenuation has
occurred, is computed as

uen

p

tissue ESK [ 1 1-4]

Heo
p air

Equation 11-4 is strictly correct only for a narrow entrance beam of primary pho-
tons. As the x-ray beam striking the surface of the skin gets larger, the role of scatter
increases and for large beams a “backscatter factor” should be included. The ratio of
the mass energy attenuation coefficients in Equation 11-4 has a numerical value of
about 1.06 for general diagnostic x-ray energies.

ESD =

Skin Dose in Fluoroscopy

The computation of skin dose in fluoroscopy uses Equation 11-4, but slightly dif-
ferent methods are used to estimate ESK. In fluoroscopy, the kerma rate is a func-
tion of the mA and kV, and the mA fluctuates during the procedure depending on
the positioning of the fluoroscopic system relative to the patient’s body and on the
mode settings of the fluoroscopy system. The automatic brightness control system on
all modern fluoroscopy systems modulates the mA based on the radiation intensity
striking the fluoroscopic detector. A common way to estimate this is to use the setup
shown in Chapter 9 (Fig. 9-15). Various thicknesses of an attenuator such as polym-
ethyl methacrylate (PMMA) are positioned in the beam as the kerma rate is measured
at the detector surface. The kerma rate is measured as a function of the thickness of
the PMMA over a range of possible patient thicknesses, and these measurements can
be used to estimate the entrance kerma rate to the patient, as shown in Figure 11-5.
If the chamber is positioned close to the scatter material, then the measurements will
be “with backscatter.” Alternatively, the radiation meter can be positioned well away
from the attenuator (i.e., closer to the x-ray tube), which would reduce the contribu-
tion of scatter to the measurement such that it is “without backscatter.” In this later
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M FIGURE 11-5 In fluoroscopy, the measured x-ray flux at the detector drives the automatic brightness control
circuitry, and the air kerma rate is controlled by the mA and kV of the system. In-field measurements of patient
dose make use of plastic phantoms of varying thickness. The field of view also affects the gain of the detector
system, and so measurements are made as a function of field of view. The data shown in this plot are for a flat
panel detector-based fluoroscopic system.

case, the inverse square law is then used to calculate the measured kerma rates at the
entrant surface of the “patient.”

Modern fluoroscopy systems have the ability to automatically record the total
fluoroscopy time used (in minutes) for a procedure, and the total fluoroscopy time
is converted to seconds and multiplied by the kerma rate to determine the total ESK.
From this, Equation 11-4 can then be applied to compute ESD. This calculation
assumes that the entrance beam is located at the same position on the patient, such
that the same patch of skin was exposed during the entire fluoroscopic procedure.
When the fluoroscopy system is positioned at a number of different positions such
that different areas of skin receive the entrance beam (as when both PA and lateral
projections are used), the total time for each position must be estimated for the cal-
culation of ESD in each location.

Many fluoroscopic systems employ Kerma-Area-Product (KAP) meters. These
devices are mounted between the x-ray source and the patient (Fig. 9-15), and
monitor the total KAP during a fluoroscopic procedure. If radiographic images are
acquired, the doses from these are also included in the KAP value. The value of KAP
is the product of the total air kerma exiting the x-ray tube housing and the area of
the beam, and hence the units are mGy-cm?. A calibration procedure can be per-
formed to convert the KAP value into an estimate of ESK. Newer KAP meters also are
required to provide a center “point kerma” reading. This value can be used directly to
estimate the ESK, with the caveats mentioned above in regard to variable positioning
of the beam on the patient. Because of the relative consistency of output of modern
fluoroscopic systems combined with the comprehensive digital design of the systems
(i.e., where SSD is known), for a well-engineered system, the ESK can be inferred
(estimated), forgoing the need for a physical KAP meter.

The estimate of skin dose is useful primarily when fluoroscopic, cinefluoro-
graphic, and fluorographic procedures are performed and combine to produce high
skin doses with potential deterministic effects. Deterministic effects in fluoroscopy
are rare and usually occur in only the most lengthy procedures involving complicated
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cardiac or vascular interventional procedures. Estimates of skin dose will help to
gauge whether dermatological effects such as epilation or erythema may occur, and
to determine if the patient should be monitored for such effects. While the skin dose
is the highest dose in the patient for projection radiographic procedures such as
fluoroscopy and radiography, it is not an accurate measurement of the entire patient
dose—that is discussed in the next sections.

Monte Carlo Dose Computation

Most modern x-ray dosimetry is based upon Monte Carlo calculations, with reference
to the stochastic nature of gambling in the principality of Monaco. Monte Carlo.
Monte Carlo procedures use computer simulation to study the dose deposition dur-
ing an x-ray exposure. Computer programs can be used to produce random num-
bers, similar conceptually to flipping a coin, except that the output of the random
number generator is usually a continuous variable between 0 and 1. Using these val-
ues, any probability distribution can be produced. Using the known physics of x-ray
interaction in tissues, the known probabilities of scattering events (both Rayleigh and
Compton scattering) as a function of angle and x-ray energy, a geometrical model of
the simulated patient, and the random number generator, Monte Carlo calculations
compute the three-dimensional dose distribution for a given exposure geometry
(Fig. 11-6). The power of modern computers allows Monte Carlo simulations to be
performed using many simulated photons, which reduces statistical uncertainty in
the computation. Typically, 10° to 10° photons are simulated and their individual tra-
jectories and interactions are tracked by the Monte Carlo program, photon by pho-
ton and interaction by interaction. Even though millions of photons (i.e., 10°) can be

Backscattered
photon

Scattered photon )
Primary photon Dose distribution

M FIGURE 11-6 Monte Carlo dosimetry is based on tracking the trajectory and energy deposition of x-ray
photons through a mathematical phantom with a defined geometry and composition. Millions to billions of
photons are typically simulated to produce a computed dose distribution in the phantom; using realistic math-
ematical models of patient anatomy, organ doses can be estimated with excellent accuracy.



Chapter

TABLE

11 e X-ray Dosimetry in Projection Imaging and Computed Tomography 383

11-2 ORGAN CONVERSION FACTORS FOR SELECTED RADIOGRAPHIC
PROCEDURES

py Gy PER mGy ENTRANCE KERMA

HVL FOR ENTRANT X-RAY BEAM (mm Al)

1.0 2.0 3.0 4.0 5.0
Lungs 2.4 9.6 17.2 24.0 28.6
Active bone 7.4 30.9 59.5 85.9 109.9
marrow
Thyroid 0.0 0.1 0.2 0.3 0.3
Trunk tissue 68.7 137.4 187.8 224.4 253.0
Ovaries 59.5 183.2 296.6 385.9 453.4
Uterus 83.6 249.6 395.0 506.1 586.2
Adapted from Table 41 (AP Abdominal Radiography) 100 cm SID, 35 X 43 cm field of view, in Handbook of
Selected Tissue Doses for Projections Common in Diagnostic Radiology, HEW publication (FDA) 89-8031 (1989).

simulated in Monte Carlo programs, the number of simulated photons is still much
lower than that which occurs in a physical radiographic acquisition. For example, for
a typical x-ray beam used in chest radiography (a very low dose examination), a total
of about 1.6 x 10" photons are incident upon the patient. For Monte Carlo calcula-
tions, the organ doses are normalized per incident kerma so that the results can be
calibrated to the photon intensities used in actual imaging procedures.

Typically, Monte Carlo calculations are performed over a range of x-ray ener-
gies (e.g., 10 to 140 keV by 1 keV), and then the results are normalized for a given
x-ray spectrum. X-ray spectra can be generated by computer models, or tabulated
measured spectra can be used. Energy deposited in tissue from x-ray interactions is
tallied when a photoelectric interaction occurs (in such cases, essentially all of the
x-ray energy is deposited locally in tissue), or when a Compton scattering event takes
place (the energy deposited at the site of a Compton interaction is the difference in
energy between the incident x-ray photon and the scattered photon). Rayleigh scat-
tering results in a slight redirection of the x-ray photon, but no energy is absorbed
and so no dose is conveyed. After millions or even billions of x-ray interactions are
simulated, the deposited energy is combined with the known mass of each small tis-
sue volume and the absorbed dose can then be computed.

For radiography, Monte Carlo simulations have been performed for a compre-
hensive set of standard imaging projections, such as the chest radiograph (AP and
lateral), skull (AP and lateral), and so on. Typically, the doses to the individual organs
in the mathematical model are computed individually. A number of publications are
available that contain tables that describe the organ dose for each radiographic pro-
jection. The data tables are provided over a range of x-ray spectra or beam qualities
for each projection. An example for abdominal radiography is given in Table 11-2.

Equivalent Dose

In industries such as nuclear power or isotope projection facilities, particles such
as neutrons, alpha particles, and energetic ions can be sources of radiation dose.
Various types of particulate radiations at different energies do not produce the
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same biological damage per unit absorbed dose as x-ray or gamma-ray photons.
The relative biological effectiveness of these heavy charged particle radiations to that
of x-ray or gamma photons (and the energetic electrons they produce) is represented
by the radiation weighting factor w,. When the absorbed dose D to a tissue is known,
the equivalent dose H can be computed using

H=Dwyg [11-5]

When the units of D are milligray (mGy), and the unit of H are millisievert (Sv), the units
of w, are mSv mGy~". Biological effects are discussed in more detail in Chapter 20.

The radiation weighting factor w, for x-rays and vy-rays is 1.0, and although the
equivalent dose can in principle be computed with x-rays or y-rays using this factor of
1.0 (resulting in the units of mSv), this practice is discouraged in x-ray dosimetry as
it can lead to confusion with effective dose (E), which is discussed below.

Organ Doses from X-ray Procedures

Because the radiosensitivity of each organ is different, the computation of organ doses
for x-ray dosimetry is considered the most accurate way in which to assess the overall
radiation dose. A comprehensive understanding of organ doses also allows the radiation
risks to be estimated for the generic patient. Dose assessments to the generic patient do
not take into consideration patient age, gender, or body size. A complete assessment
of organ doses also allows one to compute cancer detriment or E, as discussed later. A
list of organs and tissues that affect the radiation risk profile is provided in Table 11-3.

TABLE 11-3 TISSUE WEIGHTING FACTORS (W,
FOR VARIOUS TISSUES AND ORGANS

(ICRP 103)

TISSUE w,

Gonads 0.08
Bone marrow 0.12
Colon 0.12
Lung 0.12
Stomach 0.12
Bladder 0.04
Breast 0.12
Liver 0.04
Esophagus 0.04
Thyroid 0.04
Skin 0.01
Bone surface 0.01
Brain 0.01
Salivary glands 0.01
Remainder 0.12
Total 1.00

W, values are in the units of mSv/mGy.

%
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This list of organs clearly is biased toward the visceral organs in the abdomen, and
consequently, for the same absorbed dose levels, abdominal x-ray imaging is asso-
ciated with higher risks than for similar radiation dose levels to the head or lower
extremities.

Organ doses can be estimated in radiography or fluoroscopy using a series of
Monte Carlo—derived tables for each radiographic projection, and similar concepts
hold for computed tomography as well. These will be discussed below.

Effective Dose

A comprehensive estimation of organ dose is the first step in a complete description
of stochastic risk to a generic “patient”. Once organ doses to each of the organs listed
in Table 11-3 are computed (in many imaging procedures, some organs will have
zero dose), then it is straightforward to compute the E. The equivalent dose con-
cept discussed above described weighting factors w,, for different types of radiation,
but E uses tissue weighting factors (w,). Notice that in Table 11-3, the sum of the tis-
sue weighting factors is 1.000, and the E concept can be thought of as a method of
computing radiation detriment for partial body exposures, typical of medical imag-
ing procedures—for example, if a patient received X amount of radiation dose to a
tissue T, the whole-body dose that has the same risk would be calculated as w, X X.
Conversely, if a person were to receive a homogeneous whole body x-ray radiation
exposure where all organs received the same absorbed dose D, then the E would be
E =1.00 Sv/Gy X D. The ST unit of E is the sievert (Sv). In medical imaging, the units
of effective dose typically encountered are mSv or uSy, and the units of obsorbed
dose D are mGy or Gy, thus wr has units of mSv mGy.

The tissue weighting factors listed in Table 11-3 were defined by a scientific
committee (International Commission on Radiation Protection—ICRP 103), in their
evaluation of epidemiological data from radiation exposure in humans, primarily the
A-bomb survivors in Japan during World War IL.

Cautionary Notes in the Use of Effective Dose

The utility and interpretation of E can be complicated, and there are some neces-
sary caveats that need to be understood in regard to E. First, despite common
practice (especially in CT), the use of E was never intended to be used for assigning
risk to a specific patient—that is, a specific patient who has undergone a particular
radiological procedure. The organ-specific radiation risks that are embedded in the
w, coefficients were calculated for a generic person, not a specific individual. Any
specific patient may have a completely different risk profile than a generic indi-
vidual—for instance, the patient may be 5 years old, or he or she may be 85 years
old. The patient may be female, where risks are generally greater than for male
patients. The patient may weigh 40 or 140 kg—each with profoundly different
radiation doses and corresponding risk profiles than the average radiation worker.
The patient may also have had a disease such as cancer, where risks of cancer
induction are likely heightened by potential genetic predisposition chemotherapy,
radiation therapy.

Where E is useful in radiological imaging is for comparing various radiologi-
cal imaging procedures. For example, the radiation risk between a chest radiograph
and a thoracic CT can be assessed, and the relative risk can be computed. Pediatric
head radiography can be compared to a modified low-dose head CT procedure for
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evaluation of chronic sinus inflammation—there are many examples. Such a calcula-
tion may be useful in optimizing clinical imaging for a generic patient.

Absorbed Dose in Radiography and Fluoroscopy

The most straightforward way to compute the absorbed dose to a patient from a
radiographic procedure is to determine the ESK and x-ray beam quality, and then
locate the appropriate table for the radiographic projection (e.g., Table 11-2). These
tables were produced using Monte Carlo simulations. A series of simple calculations
then allows the computation of individual organ doses. Some tables provide direct
conversion from entrance surface dose to E for radiographic projections, and an
example of that for chest radiography is given in Table 11-4.

Since the introduction of the E concept in 1977, the organs selected for use in
computing E and the w, value assigned to them have changed twice (1991 and 2007)
as the ICRP has refined their models and updated their recommendations. Conse-
quently, the usefulness of some of the E estimation tables may be limited by the E
formalism that was in effect at the time the table was created.

Other forms of direct dose estimation are possible. If one is interested in the point
dose from primary radiation at a certain depth d in the patient from a radiographic
projection, such as with fetal dose calculations, it is necessary to keep in mind that
the x-ray beam experiences both tissue attenuation and a reduction in intensity from
the inverse square law at depth. For an x-ray beam with an effective tissue linear
attenuation coefficient of i, a known SSD, a known ESD (per Equation 11-4), and
a depth d beyond the skin surface (along the direction of the x-ray beam), the point
dose can be estimated as

TABLE 11-4

FILTRATION ANTEROPOSTERIOR POSTEROANTERIOR LATERAL

X-RAY POTENTIAL (kV) (mm OF Al) (mSv/mGy) (mSv/mGy) (mSv/mGy)

90

2 0.176 0.116 0.074

90

0.196 0.131 0.084

90

0.210 0.143 0.091

100

0.190 0.128 0.081

100

0.208 0.143 0.091

100

0.222 0.155 0.098

110

0.201 0.139 0.088

110

0.219 0.154 0.097

110

0.232 0.165 0.104

120

0.211 0.149 0.094

120

0.228 0.163 0.103

120

AlWINIDlWINIdDMWINI ™ W

0.240 0.174 0.110

Note: This table is an example for chest radiography, where the ED (msv) per entrance surface dose (mGy) is
given for three different radiographic projections. The kV and filtration levels allow adjustment for different
x-ray technique factors used for the procedure. Effective dose per entrance surface dose (mSv per mGy) for
chest radiology 183 cm SID.

Source: From Estimation of effective dose in diagnostic radiology from entrance surface dose and dose-area
product measurements. National Radiation Protection Board of Great Britain, 1994, Table 7.
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2
D, =(755D ) e M ESD (11-6]
SSD +d

When the dose from scattered radiation is not considered, as in the above example,
the estimates should be considered accurate to within an order of magnitude. The
most common method to accommodate for scattered radiation is to use Monte Carlo
simulation techniques or tables derived from them.

CT Dosimetry and Organ Doses

CT dosimetry is in a time of flux. As CT scanners have become more complicated
and more capable, there are numerous operational modes that place challenges on
the accuracy of dosimetry. Herein, a basic overview of CT dosimetry is provided.

Organ Doses in CT

Organ dosimetry in computed tomography is commonly performed using table
lookup as with radiography; however, the normalization process is not the same. In
radiography and fluoroscopy, the ESK is computed and used with the tables to com-
pute organ dose. In CT, the concept of ESK is ambiguous due to the rotation of the
x-ray source around the patient. The solution in this case is to compute the air kerma
at the isocenter of the scanner—that is, at the center of rotation of the gantry with
nothing in the beam. Most tables for CT organ doses are normalized to the air kerma
at the isocenter. As with radiography, these tables are typically generated using Monte
Carlo methods. There are a number of commercially available dose computation
packages that are used by medical physicists to expedite organ dose computation in
CT. It is very important to remember that organ dose computation in CT using tables
generally assumes that the entire organ has been irradiated. For CT angiography and
perfusion studies and other CT acquisition protocols, this may not be the case. Dose
in CT angiography and perfusion is discussed below.

Due to the rotational irradiation geometry used in CT, the radiation dose distri-
bution in the patient is far more homogeneous than in radiography or fluoroscopy.
The use of a beam-shaping filter further reduces heterogeneity in the dose distribu-
tion. Thus, in CT, the dose gradients are very slight, and the distribution depends on
the diameter and shape of the patient and on the beam quality (kV).

In helical (spiral) acquisition, most modern CT scanners have dose modulation
modes that adjust the x-ray tube output (by varying the mA) as the gantry rotates
around the patient and as the table translates the patient through the rotating x-ray
beam. Dose modulation modes generally increase the mA (and hence dose rate) as
the x-ray beam is aligned along thicker x-ray paths through the patient, and the
mA is reduced for thinner x-ray path lengths through the patient. The changing
mA in dose modulation mode slightly reduces the accuracy of table lookup CT
dosimetry.

Computed Tomography Dose Index, CTDI

The computed tomography dose index (CTDI) was originally designed as an index,
not as a direct dosimetry method for patient dose assessment. Over the years, there
have been enhancements and modifications to the original CTDI concept that have
attempted to make it a more accurate patient dosimetry method, with mixed results.
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B FIGURE 11-7 The computed tomography dose index (CTDI) is measured using either a 16-cm or 32-cm-
diameter polymethyl methacrylate (PMMA) phantom. The dosimeter is placed serially in the center hole and the
peripheral hole, and the measurements are combined to produce the weighted CTDI, as described in the text.

Despite limitations that will be discussed later, CTDI-based dosimetry is the current
worldwide standard for estimation of patient dose in CT.

The basic CTDI ; measurement involves the use of a 100-mm-long cylindri-
cal (“pencil”) chamber, approximately 9 mm in diameter, inserted into either the
center or a peripheral hole of a PMMA phantom. There are two standard PMMA
dosimetry phantoms; the body phantom (Fig. 11-7) is 32 c¢m in diameter and 15
cm long, and the head phantom is 16 cm in diameter and 15 cm long (Fig. 11-7).
The head phantom also serves as a pediatric torso phantom. With the pencil cham-
ber located at the center (in the z-dimension) of the phantom and also at the center
of the CT gantry, a single axial (also called sequential) CT scan is made (using no
table translation).

An ionization chamber can only produce an accurate dose estimate if its
entire sensitive volume is irradiated by the x-ray beam. Therefore, for the par-
tially irradiated 100-mm CT pencil chamber, the nominal beam width (i.e., the
total collimated x-ray beam width as indicated on the CT console) is used to cor-
rect the chamber reading for the partial volume exposure. The 100-mm chamber
length is useful for x-ray beams from thin slices (e.g., 5 mm) to thicker beam
collimations such as 40 mm. The correction for partial volume is essential and is
calculated using

_100mm

Kcorrectcd - B [ 17 ]

K measured

where B is the total collimated beam width, in mm, for a single axial scan. The value
of B is the product of the width of an individual CT detector projected to the scan-
ner’s isocenter (T) and the number of active detectors, n, and so typically B=nT. For
example on a 64 channel CT scanner (n = 64) with each detector channel measuring
0.625 mm (T = 0.625 mm), B = 64 X 0.625 mm = 40.0 mm.
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The CTDI,, is defined as

+50 mm

1
CIDI, = e J D(z) dz [11-8]

L==50 mm

The CTDI, , in the above equation describes the measurement of the dose distri-
bution, D(2), along the z-axis, from a single circular (axial or sequential) rotation of the
scanner with a nominal x-ray beam width of nT, where the primary and scattered radi-
ation are measured over a 100-mm length, and where the center of the x-ray beam is
atz = 0. The nominal beam width refers to the beam width as reported by the scanner,
not the actual measured beam width, which is generally slightly wider. As mentioned
previously, CTD],,, measurements are made for both the center (CTDIIOO,(M[CV) and
periphery (CTDL ;. ). Combining the center and peripheral measurements using
a1l/3 and 2/3 Weigﬁting scheme provides a good estimate of the average dose to the

phantom (at the central CT slice along z), giving rise to the weighted CTDI, CTDI :
CTDL. = Y CTDLog e + 24 CTDLig i [11-9]

In helical (also called spiral) CT scanning, the CT dose is inversely related to the
helical pitch used, that is,

dose o< [11-10]

pitch

where the pitch is defined as the table translation distance (mm) during a full rotation
(360 degrees) of the gantry, divided by the nominal beam width nT (in mm). Because
of this relationship, the CTDI  is converted to the volume CTDI (CTDI ) using

CTDI,
pitch

CIDIL,, = [11-11]

Most scanners have the ability to display the CTDI | on the CT scanner console
prior to the actual scan. The value can be displayed because the CT manufacturer has
measured CTDI,  in the factory over the range of kV values for that model of scanner,
and then that stored value, scaled appropriately by the mAs and pitch, is displayed
on the console.

The product of the CTDI and the length of the CT scan along the z-axis of the
patient, L, is the dose length product (DLP):

DLP =CTDI,; X L [11-12]

It has been shown that the DLP is approximately proportional to effective dose
(E). The slope of the E versus DLP relationship is called the k value, and there are
different k values for various CT examinations, as given in Table 11-5.

Limitations of CTDI

The most important limitation of CTDI _ is that it is a dose index, and was not ini-
tially meant to be a measurement of dose per se. CTDI concepts were meant to enable
medical physicists to compare the output between different CT scanners and were not
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TABLE 11-5 CONVERSION FACTORS (“k FACTORS")
FOR ESTIMATION OF EFFECTIVE DOSE (IN
mSv) FROM DOSE-LENGTH PRODUCT (IN
mGy-cm), FOR VARIOUS CT EXAMINATION
TYPES (FROM AAPM REPORT 96)

CT EXAM TYPE k FACTOR (mSv/mGy-cm)
Head 0.0021

Chest 0.014
Abdomen 0.015
Abdomen-pelvis 0.015

Pelvis 0.015

originally intended to provide patient-specific dosimetry information. The body CTDI_
as reported by the CT scanner, or as measured on a CT scanner, is a dose index that
results from air kerma measurements at two locations to a very large (32-cm diameter)
cylinder of PMMA plastic with a density of 1.19 g/cm’. In terms of human dimensions,
the 32-cm-diameter PMMA body phantom corresponds to a person witha 119 cm (47”)
waistline—a large individual, indeed. For smaller patients, the actual doses are larger
than the CTDI; for the same technique factors—thus, the CTDI_; tends to underesti-
mate dose to most patients. In light of this limitation, researchers have recently shown
that patient size conversion factors can be used with the CTDI | reported on a given
CT scanner to produce size specific dose estimates (SSDEs). These conversion factors
for the CTDI | measured on a 32-cm-diameter phantom are illustrated graphically in
Figure 11.8. The conversion factors described in AAPM Report 204 may be used to
more accurately estimate size-corrected doses from the CTDI , and these conversion
factors are (to a first approximation) independent of scanner manufacturer and tube
voltage. However, some CT scanner models use the CTDI ; value measured using the
16-cm-diameter PMMA phantom, and caution is needed to ensure that the correction
factors specific to the appropriate reference phantom are used.

Another fundamental limitation of the CTDI_ is that it is computed, as defined in
Equations 11-8 to 11-11, as the dose (in air) at the center of a 100-mm-long CT scan.
However, because scattered radiation is a considerable component of radiation dose to

M FIGURE 11-8 This figure shows data 35
taken from AAPM Report 204. This curve
shows the conversion factors as a function 3.0
of the effective diameter of the patient, §
relative to the 32-cm-diameter CTDI | phan- ;E, 25
tom. The data from this curve can be used 8§
to adjust the displayed CTDI, when the § 20
effective diameter of the patient is known. g
More detailed information is provided in E, 15
AAPM Report 204 S
g 1.0
(<]
Z 05
0.0
0 5 10 15 20 25 30 35 40 45 50

Effective Diameter (cm)
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the patient in CT, the scattered dose distribution is important. The dose from scattered
radiation in CT tends to be most intense along the z-axis close to the primary beam,
and decreases as the distance along z from the primary CT beam increases. The notion
of the dose spread function, similar to the line spread function, has been described,
and dose spread functions are illustrated in Figure 11-9. The important observation
in this figure is the fact that the scatter tails are low-amplitude, long-range functions
that extend significant distances in the *z-dimensions. Because of this, the dose tends
to build up (both inside and outside the primary CT scan volume) as the scan length
of the CT scan increases. The dose at the center (along z) of the scanned region in the
patient builds up the most, and so the dose at the edge of the scanned field is smaller
than the dose in the center. These trends are shown in Figure 11-10, where the dose
profiles in the z-dimension are illustrated for a number of different CT scan lengths.
The amplitude of the primary beam was the same for all dose profiles shown in Figure
11-10, and the dramatic increase in dose at the center of the field of view illustrates
the consequence of summing those low-amplitude, long-ranged scatter tails.

As the scan length approaches the range of the scattered radiation tails, the dose
at the center of the scan no longer increases and the dose at the center then becomes
asymptotic—it no longer increases as the scan length increases. This is shown in
Figure 11-11, which is a graph of the dose at the center of the scanned field of view as
a function of scan length (or beam width in cone beam CT systems). This figure shows
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M FIGURE 11-9 The long-range, low-amplitude tails from scattered radiation in the CT are shown in this figure.
A. the scatter tails are shown as a function of distance from the center (narrow) CT slice, for three different cylin-
der diameters. B. This curve shows that higher tube voltages generate scatter tails with greater range. At 200 mm
from the narrow beam primary source, the scatter intensity is about 1/100 compared to the center of the beam.
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M FIGURE 11-10 The relative dose as a function of the position along the z-axis of a CT scan is shown, for
different scan lengths. Dose profiles for scan lengths of 5, 10, 20, and 30 cm are shown, and the dose at the
center of the field (see vertical dashed line) increases dramatically as the scan length increases.

that lower doses are delivered when the scan length is shorter than the equilibrium scan
length. Indeed, Figure 11-11 suggests that the known scan length of a specific CT pro-
cedure can be used to correct for the radiation dose value at the center of the beam.
The measurement procedure that is used to acquire the data shown in Figure 11-11
is modified from the standard CTDI  methods, and is described by the report of
AAPM Task Group 111 (TG-111). Instead of using a 100-mm pencil chamber and
measuring the dose to a partially irradiated chamber, a smaller chamber is used and
the helical (spiral) mode of the scanner is used to scan a given scan length, L, of the
scanner. A series of such measurements on scans of different scan lengths is performed
using the geometry illustrated in Figure 11-12. Using an integrating ion chamber
located at the center of each scan, each point on the curve can be measured using a
helical CT scan through a very long phantom. If a real-time radiation meter is used, the
measurement can be made with one helical scan—the real-time chamber is positioned
at the center of the field of view, and a helical scan is performed that interrogates the

M FIGURE 11-11 This figure shows the “rise 1.0

to dose equilibrium” curve. This curve is

essentially a plot of the data points along the

vertical dashed line shown in Figure 11-10,
as a function of scan length. The dose at
the center of the field increases and reaches
an asymptotic value once the scan length
(or beam width for cone beam CT systems)
approaches the width of the scatter tails.
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M FIGURE 11-12 The rise to equilibrium curve can be measured using an integrating dosimeter, and CT scans
of different scan length are made to measure points along the curve. This figure illustrates AAPM Report 111
methodology.

entire length of the phantom (Fig. 11-13A). The probe measures a profile as shown in
Figure 11-13B, as a function of time. The velocity of the table is used to convert the
time axis of the probe read out to position along the phantom. The dose profile (Fig.
11-13B) shows a physical measurement of the scatter tails for a given set of imaging
parameters, and this curve can be integrated for various scan lengths to derive the “rise

B FIGURE 11-13 If a dosimeter capable of real-time read-out is used, only one acquisition is needed as the
phantom and x-ray chamber traverse (A) through the x-ray beam. The measured trace (B) shows the dose rate
as a function of position (idealized), and (C) shows the rise to equilibrium curve that can be determined from
the data in (B). This approach is the ICRU addendum to AAPM Report 111.
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to dose equilibrium” curve (Fig. 11-13C). The benefit of the ICRU approach shown
is Fig 11-13 is that only one scan through the phantom is required to determine the
entire equilibrium dose curve. The “rise to dose equilibrium” curve shown in Figure
11-11 essentially provides a series of correction factors that can be used for specific
scan lengths. Note that the correction factors would be dependent on scan parameters
and the data shown in Figure 11-11 should not be used for patient dosimetry.

Dose in CT perfusion

CT perfusion studies are used for evaluating vascular function in organs, primarily
the brain. Using a CT scanner with a reasonably wide coverage along the z-axis (such
as 30 to 40 mm), the scanner repeatedly interrogates the organ during the injection
of contrast agent—scanning typically at 1 scan per second for 40 to 50 seconds.
The real-time imaging capability of the scanner is used with mathematical modeling
equations applied in software to derive a number of functional parameters in regard
to the imaged volume, including vascular permeability, time to peak enhancement,
blood flow rate, and blood volume. The application of CT perfusion studies is pri-
marily for the assessment of stroke or vasospasm, and this procedure generally uses
no table movement and so the same tissue receives the radiation dose corresponding
to about 40 or more CT scans, all in one procedure. Some scanners have a shuttle
mode (see CT chapter for details), which allows the table to move back and forth
repeatedly, and this allows the assessment of tissue perfusion over a larger region of
tissue. The dosimetry methods pertinent to CT perfusion studies are different from
that of routine head CT, primarily because the entire brain is not scanned. When
the entire organ is not scanned (as with the brain in this procedure but this applies
in general), the tissue weighting coefficients, w,, are not accurate, and thus standard
effective dose calculations can be misleading. Concerns in CT perfusion studies are
primarily with the dose to the skin and the dose to the lenses of the eyes, and thus
other dosimetry methods will in general be required. The details of such methods are
beyond the scope of this text (see Bauhs 2008, Zhang 2011).

Computation of Radiation Risk to the Generic Patient

The estimation of radiation risk from a medical imaging procedure is typically com-
puted by first computing the organ doses from the procedure. Organ dose assessment
is usually performed using a generic-sized patient, and the dose deposition is com-
puted using Monte Carlo procedures based on the medical imaging procedure being
performed. Typically a mathematical phantom such as the MIRD" phantom is used,
and this phantom simulates each organ as a mathematical shape in a standard-size
“body” (Fig. 11-14). So-called voxelized phantoms have also been used, and these are
full CT scans of humans, where each organ has been outlined so that organ dose can
be estimated after the Monte Carlo procedure. In these Monte Carlo exercises, the
dose for each organ is computed, for various entrance x-ray beam geometries. Organ
doses are computed in the units of absorbed dose (mGy), usually normalized to ESK
in radiography or to air kerma at isocenter in computed tomography. Such tables
allow the estimation of organ doses for given radiological imaging procedures that use
different technique factors. For example, in Table 11-2 for abdominal radiography, the
organ dose coefficients for different beam qualities (half-value layers) are provided.
Neglecting the special risk issues from deterministic effects from very high dose
procedures such as fluoroscopically-guided interventional procedures, the risk from
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M FIGURE 11-14 The MIRD phantom is shown.
This phantom uses mathematically defined
organs and lends itself to Monte Carlo dosim-
etry simulations.

the vast majority of medical imaging examinations is the stochastic risk associated
with cancer induction. In the generic patient, which is assumed in the notion of
E, there is a risk coefficient that is used to weight each tissue type (Table 11-3), as
discussed previously. The product of the organ dose (in mGy) and the organ (or
tissue)-specific weighting factor is the E (in mSv) for that organ. The E for a given
medical imaging procedure is then the sum of all of the organ-specific E. The E from
a number of imaging procedures (such as may occur during a trauma workup) can
be summed across all procedures as well.

Instead of performing an organ-by-organ assessment of dose, as discussed in
the paragraph above, tables are provided in many reference publications that have
already performed this computation and these charts provide estimates of E for vari-
ous radiological procedures (e.g., chest radiography, pelvic CT, and mammography).
For example, Table 11-4 provides coefficients for chest radiography, and this table
includes coefficients for various chest radiographic views (AP, PA, lateral) and for
different x-ray beam energies (half-value layers). Each value is normalized as the E
(mSv) per unit ESK (mGy). This allows the user to compute the E for the specific
technique factors used on the equipment that was used to image the patient. Table
11-5 illustrates the conversion factors for calculating E in CT—here, the table lists
the E (mSv) as a function of the dose-length product (DLP, in mGy-cm) of the CT
scan. This difference in the normalization reflects the differences in the geometry
between CT and projection radiography.

Let us use the example of a thoracic CT scan, and compute the generic patient
dose using the E coefficient listed in Table 11-5. The hypothetical thoracic CT scan
was performed at 120 kV, 75 mAs, with a pitch of one and the scan length was 40 cm.
The reported CTDI ; on the scanner was 5.5 mGy, and the DLP was 219 mGy-cm.
Table 11-5 shows that for a chest CT, the k factor is 0.017 mSv per mGy-cm. Thus, the
ED for this study is computed as 219 (mGy-cm) X 0.017 (mSv/mGy-cm) = 3.7 mSv.
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Note that the conversion factor (0.017 mSv mGy~' cm™) did not take into account
the patient’s age, gender, or body size. Hence, this estimation is considered to be for
the generic member of the population.

The generally accepted risk (from BEIR VII) of a radiation-induced cancer fatal-
ity is 0.057 per 1000 mSv for a general population. So, the 3.7 mSv E from the CT
scan estimated in the above paragraph results in a risk of induced cancer death of
0.0002109 = (0.057 X [3.7/1000]), or one fatal cancer induced for every 4742
patients having this procedure.

Computation of Patient-Specific Radiation
Risk Estimates

Many scientists in the radiological community question the value of dose calcula-
tions for a specific patient, because every individual is different and has a unique
propensity for cancer induction, which likely varies from organ to organ and from
age to age. Calculations of cancer induction risk based on large cohorts are unlikely
to capture a specific individuals risks with accuracy. Nevertheless, as awareness of
the harms from ionizing radiation received during medical imaging procedures has
increased due to press coverage, patients or their physicians sometimes require an
estimate of “dose” from an imaging procedure. Beyond the radiation dose, the real
issue relates to what the risk may be from that imaging procedure.

As mentioned in the above section, the notion of E cannot specifically address
individual dosimetry. Using the example of CT, where this issue comes up most
often, the first step in risk estimation for an individual is to refine his or her physical
dose estimation by correcting the dose for the actual patient diameter (Fig. 11-8 and
AAPM Report 204) and also by adjusting the estimate for the actual scan length (Fig.
11-11 and related discussion).

Once the organ dose estimates are adjusted to the patient size and scan length,
then the Table 12D-2 in BEIR VII can be used to make relative risk calculations.
The age-dependent and gender-dependent incidence of radiation-induced cancer
deaths are illustrated in Figure 11-15. Here, the same case as mentioned in the
section above (5.5 mGy dose due to thoracic CT scan) will be used to demonstrate
age and gender dependencies in risk estimates. Computing the doses to each
organ, and then summing the cancer fatality rate for each organ, the relative risk
of this CT scan was estimated for male patients and was 0.00025 for a 10-year-
old, 0.00012 for a 40-year-old, and 0.000063 for a 70-year-old person. Not sur-
prisingly, the risk for a 10-year-old child is four times that of a 70-year-old, since
younger patients are likely to live longer than older patients and manifest a radio-
genic cancer. For female patients, the risks were calculated as 0.000423, 0.00019,
and 0.0001 for the 10-, 40-, and 70-year-old patients, respectively. These dif-
ferences in relative risk are reflected in Figure 11-15. The sensitivity of women
to radiogenic stochastic effects is greater than that of men, and the increases in
relative risk are estimated to be 1.62, 1.50, and 1.60 greater than male patients at
ages 10, 40, and 70.

Absolute risks are small numbers with many zeros ofter the decimal point.
Consequently, it is typical to invert these numbers—for example, a risk of 0.0010
equates to a risk of 1.0 per 1000. Table 11-6 provides these data for the example
given above. Notice that when age and gender are considered, the values for this
example range from risks of 1 in 400 to 1 in 2685. The concept of effective dose was
not used for these computations, which used the tables from BEIR VII (Table 11-7).
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B FIGURE 11-15 The cancer death rate (per 1000 individuals exposied to 10 mGy) is shown as a function of
age at irradiation, for men and women. Women and younger patients demonstrate higher cancer mortality

from the risks of radiation exposure. (Data taken from BEIR VII Table 12D-2.)

For the case of the generic patient discussed in the previous section, the value
was 1 fatality in 4742 CT exams, which was well within the range computed using
BEIR VII techniques.

Diagnostic Reference Levels

Now that virtually all radiological imaging procedures are digital, it is possible
to automatically record estimates of the radiation levels used during each exami-
nation in radiography, fluoroscopy, mammography and computed tomography
procedures. There are ongoing activities by the American College of Radiology,
National Council on Radiation Protection, and other organizations to develop an
infrastructure which would tally these dose metrics at each institution, for the
purposes of comparing the dose levels between institutions. Dose statistics (such
as mean dose for a chest radiograph, or mean effective dose for abdominal CT)
would be compiled at each institution and compared against national norms. This
exercise permits radiology managers to better understand how well their x-ray

TABLE 11-6

10y 40y 70y
Male risk 0.000254 0.000122 0.0000626
Male (1/risk) 1in 3940 1in 8208 1in 15973
Female Risk 0.000423 0.000186 0.000101
Female (1/risk) 1in 2364 1in 5373 1in 9850

Note: The relative risks, expressed in absolute fractions and as inverted frac-
tions are listed. These data were calculated for a thoracic CT scan, 35 cm in
length, as discussed in the text.



398 Section Il e Diagnostic Radiology

TABLE 11-7 ATTRIBUTABLE RISKS FOR CANCER FATALITY

LIFETIME ATTRIBUTABLE RISK OF CANCER MORTALITY?

AGE AT EXPOSURE (YEARS)

CANCER SITE 0 5 10 15 20 30 40 50 60 70 80
Male patients

Stomach 41 34 30 25 21 16 15 13 1 8 4
Colon 163 139 117 99 84 61 60 57 49 36 21
Liver 44 37 31 27 23 16 16 14 12 8 4
Lung 318 264 219 182 151 107 107 104 93 71 42
Prostate 17 15 12 10 9 7 6 7 7 7 5
Bladder 45 38 32 27 23 17 17 17 17 15 10
Other 400 255 200 162 134 94 88 77 58 36 17
All solid 1028 781 641 533 444 317 310 289 246 181 102
Leukemia 71 71 71 70 67 64 67 71 73 69 51
All cancers 1099 852 712 603 511 381 377 360 319 250 153
Female patients

Stomach 57 48 41 34 29 21 20 19 16 13 8
Colon 102 86 73 62 53 38 37 35 31 25 15
Liver 24 20 17 14 12 9 8 8 7 5 3
Lung 643 534 442 367 305 213 212 204 183 140 81
Breast 274 214 167 130 101 61 35 19 9 5 2
Uterus 11 10 8 7 6 4 4 3 3 2 1
Ovary 55 47 39 34 28 20 20 18 15 10 5
Bladder 59 51 43 36 31 23 23 22 22 19 13
Other 491 287 220 179 147 103 97 86 69 47 24
All solid 1717 1295 1051 862 711 491 455 415 354 265 152
Leukemia 53 52 53 52 51 51 52 54 55 52 38
All cancers 1770 1347 1104 914 762 542 507 469 409 317 190

Note: Number of deaths per 100,000 persons exposed to a single dose of 0.1 Gy.

“These estimates are obtained as combined estimates based on relative and absolute risk transport and have
been adjusted by a DDREF of 1.5, except for leukemia, which is based on linear-quadratic model.

Source: Adapted From BEIR VII Table 12D-2.

techniques compare with other institutions, with the notion that institutions pro-
ducing high dose levels would reduce their dose levels to national norms.

Although recommendations vary, it is thought that institutions who find them-
selves in the top quartile of doses for a given radiological procedure should implement
dose reduction policies to bring their facility into line with mainstream practice.

As discussed in Chapter 5 (Informatics), the DICOM header contains a great deal
of information and in recent years radiation dose information has been included in
the DICOM standards. This allows the automated extraction of dose data by com-
puter systems which are designed for this. Using this approach, at a busy institution
a large amount of dose data can be acquired in a short period of time, depending
on procedure volume. Although setting up the infrastructure for dose monitoring
requires initial resources as well as ongoing maintenance and analysis, the use of
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reference dose levels has been embraced both nationally and internationally, and has
already demonstrated its utility in dose reduction.

Increasing Radiation Burden from Medical Imaging

NCRP 160 recently reported that the average effective dose per person due to medical
imaging in the United States rose from 0.53 mSv in 1987 to 3.0 mSv in 2006. The bulk
of the increased dose from medical procedures was from the increased used of com-
puted tomography, which was thought to contribute about 50% of the ionizing radiation
used for diagnostic imaging. Nuclear medicine procedures accounted for about 25% of
medical radiation. The current average U.S. background radiation level is 3.1 mSv per
year, so medical imaging now contributes about the same as background. Obviously
these numbers represent averages, and many people have no radiological procedures
in a year, while others may have a number of imaging procedures. Table 11-8 describes
the breakdown of the effective doses from various medical imaging procedures.

TABLE 11-8 TYPICAL EFFECTIVE DOSES FOR VARIOUS
RADIOGRAPHIC PROCEDURES

PROCEDURE AVERAGE EFFECTIVE DOSE (mSv)
Radiographic Procedures

Skull 0.1
Cervical Spine 0.2
Thoracic Spine 1.0
Lumbar Spine 1.5
PA and Lateral Chest 0.1
Mammography 0.4
Abdomen 0.7
Pelvis 0.6
Hip 0.7
Shoulder 0.01
Knee 0.005
Upper Gl series? 6
Barium Enemaa? 8

CT Procedures

Head 2
Chest 7
Abdomen 8
Pelvis 6
Three phase Liver 15
Spine 6
CT Colonography 10

2lincludes dose from fluoroscopy.
From Mettler et al. Radiology 2008;248:254-263.

Downloaded cfcom Vat-a Books.com
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Summary: Dose Estimation in Patients

Dose estimation in radiography and fluoroscopy can be performed using a number
of metrics, and comparisons or “rule of thumb” dose estimates may use ESD as a sur-
rogate indicator of approximate dose levels. In fluoroscopy, the need for dose estima-
tion is often in regard to skin dose, and skin dose estimates can be made relatively
accurately when the exposure conditions and geometry are known. A computation
of radiation dose to an individual organ in the patient from radiography and fluoros-
copy requires the use of published tables to convert entrance kerma levels to organ
doses, along with the known exposure conditions and techniques.

There are a number of accurate methods for computing the dose in CT, for the
purposes of technique optimization and for monitoring patient dose levels. In most
cases, the estimation of radiation absorbed dose (in mGy) to a model patient with
dimensions approximate to an actual patient is sufficiently accurate. Dose estimates
for a specific patient can be made by including corrections for patient diameter
(Fig. 11-8) and corrections for the actual scan length used (Fig. 11.11). The figures
shown in this chapter are meant to illustrate concepts, and these data should not be
used for dose calculations on patients. Instead, the readers should refer to root docu-
ments and other literature for more specific details on dose estimation in CT.
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Nuclear magnetic resonance (NMR) is the spectroscopic study of the magnetic
properties of the nucleus of the atom. The protons and neutrons of the nucleus
have a magnetic field associated with their nuclear spin and charge distribution.
Resonance is an energy coupling that causes the individual nuclei, when placed
in a strong external magnetic field, to selectively absorb, and later release, energy
unique to those nuclei and their surrounding environment. The detection and
analysis of the NMR signal has been extensively studied since the 1940s as an
analytic tool in chemistry and biochemistry research. NMR is not an imaging tech-
nique but rather a method to provide spectroscopic data concerning a sample
placed in a small volume, high field strength magnetic device. In the early 1970s,
it was realized that magnetic field gradients could be used to localize the NMR sig-
nal and to generate images that display magnetic properties of the proton, reflect-
ing clinically relevant information, coupled with technological advances and
development of “body-size” magnets. As clinical imaging applications increased
in the mid-1980s, the “nuclear” connotation was dropped, and magnetic reso-
nance imaging (MRI), with a plethora of associated acronyms, became commonly
accepted in the medical community.

MR applications continue to expand clinical relevance with higher field strength
magnets, improved anatomic, physiologic, and spectroscopic studies. The high
contrast sensitivity to soft tissue differences and the inherent safety to the patient
resulting from the use of nonionizing radiation have been key reasons why MRI
has supplanted many CT and projection radiography methods. With continuous
improvements in image quality, acquisition methods, and equipment design, MRI is
often the modality of choice to examine anatomic and physiologic properties of the
patient. There are drawbacks, however, including high equipment and siting costs,
scan acquisition complexity, relatively long imaging times, significant image artifacts,
patient claustrophobia, and MR safety concerns.

This chapter reviews the basic properties of magnetism, concepts of resonance,
tissue magnetization and relaxation events, generation of image contrast, and
basic methods of acquiring image data. Advanced pulse sequences, illustration of
image characteristics/artifacts, MR spectroscopy, MR safety, and biologic effects, are
discussed in Chapter 13.
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Magnetism, Magnetic Fields, and Magnets

Magnetism

Magnetism is a fundamental property of matter; it is generated by moving charges,
usually electrons. Magnetic properties of materials result from the organization and
motion of the electrons in either a random or a nonrandom alignment of magnetic
“domains,” which are the smallest entities of magnetism. Atoms and molecules have
electron orbitals that can be paired (an even number of electrons cancels the mag-
netic field) or unpaired (the magnetic field is present). Most materials do not exhibit
overt magnetic properties, but one notable exception is the permanent magnet, in
which the individual magnetic domains are aligned in one direction.

Unlike the monopole electric charges from which they are derived, magnetic
fields exist as dipoles, where the north pole is the origin of the magnetic field lines
and the south pole is the return (Fig. 12-1A). One pole cannot exist without the
other. As with electric charges, “like” magnetic poles repel and “opposite” poles
attract. Magnetic field strength, B (also called the magnetic flux density), can be con-
ceptualized as the number of magnetic lines of force per unit area, which decreases
roughly as the inverse square of the distance from the source. The ST unit for B is the
Tesla (T). As a benchmark, the earth’s magnetic field is about 1/20,000 = 0.00005
T = 0.05 mT. An alternate (historical) unit is the gauss (G), where 1 T = 10,000 G.

Magnetic Fields

Magnetic fields can be induced by a moving charge in a wire (e.g., see the sec-
tion on transformers in Chapter 6). The direction of the magnetic field depends
on the sign and the direction of the charge in the wire, as described by the “right
hand rule”: The fingers point in the direction of the magnetic field when the thumb
points in the direction of a moving positive charge (i.e., opposite to the direction
of electron movement). Wrapping the current-carrying wire many times in a coil
causes a superimposition of the magnetic fields, augmenting the overall strength of

A Bar magnet B Current-carrying coiled wire

Dipole magnetic field

M FIGURE 12-1 A. The magnetic field has two poles with magnetic field lines emerging from the north pole
(N), and returning to the south pole (S), as illustrated by a simple bar magnet. B. A coiled wire carrying an
electric current produces a magnetic field with characteristics similar to a bar magnet. Magnetic field strength
and field density are dependent on the amplitude of the current and the number of coil turns.
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the magnetic field inside the coil, with a rapid falloff of field strength outside the coil
(see Fig. 12-1B). Amplitude of the current in the coil determines the overall magni-
tude of the magnetic field strength. The magnetic field lines extending beyond the
concentrated field are known as fringe fields.

Magnets

The magnet is the heart of the MR system. For any particular magnet type, performance
criteria include field strength, temporal stability, and field homogeneity. These param-
eters are affected by the magnet design. Air core magnets are made of wire-wrapped
cylinders of approximately 1-m diameter and greater, over a cylindrical length of 2 to
3 m, where the magnetic field is produced by an electric current in the wires. When
the wires are energized, the magnetic field produced is parallel to the long axis of the
cylinder. In most clinically designed systems, the magnetic field is horizontal and
runs along the cranial-caudal axis of the patient lying supine (Fig. 12-2A). Solid core
magnets are constructed from permanent magnets, a wire-wrapped iron core “electro-
magnet,” or a hybrid combination. In these solid core designs, the magnetic field runs
between the poles of the magnet, most often in a vertical direction (Fig. 12-2B). Mag-
netic fringe fields extend well beyond the volume of the cylinder in air core designs.
Fringe fields are a potential hazard, and are discussed further in Chapter 13.

To achieve a high magnetic field strength (greater than 1 T) requires the electro-
magnet core wires to be superconductive. Superconductivity is a characteristic of cer-
tain metals (e.g., niobium—titanium alloys) that when maintained at extremely low
temperatures (liquid helium; less than 4°K) exhibit no resistance to electric current.

A Air Core Magnet

Boq

Fringe Fields Extensive

B  Solid Core Magnet

!
Y Bo

Fringe Fields Contained

M FIGURE 12-2 A. Air core magnets typically have a horizontal main field produced in the bore of the electri-
cal windings, with the z-axis (B ) along the bore axis. Fringe fields for the air core systems are extensive and
are increased for larger bore diameters and higher field strengths. B. The solid core magnet has a vertical field,
produced between the metal poles of a permanent or wire-wrapped electromagnet. Fringe fields are confined
with this design. In both types, the main field is parallel to the z-axis of the Cartesian coordinate system.
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Superconductivity allows the closed-circuit electromagnet to be energized and
ramped up to the desired current and magnetic field strength by an external elec-
tric source. Replenishment of the liquid helium must occur continuously, because if
the temperature rises above a critical value, the loss of superconductivity will occur
and resistance heating of the wires will boil the helium, resulting in a “quench.”
Superconductive magnets with field strengths of 1.5 to 3 T are common for clini-
cal systems, and 4 to 7 T clinical large bore magnets are currently used for research
applications, with possible future clinical use.

A cross section of the internal superconducting magnet components shows inte-
gral parts of the magnet system including the wire coils and cryogenic liquid contain-
ment vessel (Fig. 12-3). In addition to the main magnet system, other components
are also necessary. Shim coils interact with the main magnetic field to improve homo-
geneity (minimal variation of the magnetic flux density) over the volume used for
patient imaging. Radiofrequency (RF) coils exist within the main bore of the magnet
to transmit energy to the patient as well as to receive returning signals. Gradient coils
are contained within the main bore to produce a linear variation of magnetic field
strength across the useful magnet volume.

A magnetic field gradient is obtained by superimposing the magnetic fields
of two or more coils carrying a direct current of specific amplitude and direction
with a precisely defined geometry (Fig. 12-4). The bipolar gradient field varies
over a predefined field of view (FOV), and when superimposed upon B, a small,
continuous variation in the field strength occurs from the center to the periph-
ery with distance from the center point (the “null”). Interacting with the much,
much stronger main magnetic field, the subtle linear variations are on the order of
0.005 T/m (5 mT/m) and are essential for localizing signals generated during the
operation of the MR system.
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M FIGURE 12-3 Internal components of a superconducting air-core magnet are shown. On the left is a cross
section through the long axis of the magnet illustrating relative locations of the components, and on the right
is a simplified cross section across the diameter.
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M FIGURE 12-4 Gradients are produced inside the main magnet with coil pairs. Individual conducting wire
coils are separately energized with currents of opposite direction to produce magnetic fields of opposite
polarity. Magnetic field strength decreases with distance from the center of each coil. When combined, the
magnetic field variations form a linear change between the coils, producing a linear magnetic field gradient,
as shown in the lower graph.

The MR System

The MR system is comprised of several components including those described above,
orchestrated by many processors and control subsystems, as shown in Figure 12-5.
Detail of the individual components, methods of acquiring the MR signals and recon-
struction of images are described in the following sections. But first, characteristics
of the magnetic properties of tissues, the resonance phenomenon, and geometric
considerations are explained.

Components

M FIGURE 12-5 The MR system is shown (lower left), the operators display (upper left), and the various
subsystems that generate, detect, and capture the MR signals used for imaging and spectroscopy.
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Magnetic Properties of Materials

Magnetic susceptibility describes the extent to which a material becomes magnetized
when placed in a magnetic field. Induced internal magnetization opposes the exter-
nal magnetic field and lowers the local magnetic field surrounding the material. On
the other hand, the internal magnetization can form in the same direction as the
applied magnetic field, and increase the local magnetic field. Three categories of sus-
ceptibility are defined: diamagnetic, paramagnetic, and ferromagnetic, based upon the
arrangement of electrons in the atomic or molecular structure. Diamagnetic elements
and materials have slightly negative susceptibility and oppose the applied magnetic
field, because of paired electrons in the surrounding electron orbitals. Examples of
diamagnetic materials are calcium, water, and most organic materials (chiefly owing
to the diamagnetic characteristics of carbon and hydrogen). Paramagnetic materials,
with unpaired electrons, have slightly positive susceptibility and enhance the local
magnetic field, but they have no measurable self-magnetism. Examples of paramag-
netic materials are molecular oxygen (O,), deoxyhemoglobin, some blood degrada-
tion products such as methemoglobin, and gadolinium-based contrast agents. Locally,
these diamagnetic and paramagnetic agents will deplete or augment the local mag-
netic field (Fig. 12-6), affecting MR images in known, unknown, and sometimes
unexpected ways. Ferromagnetic materials are “superparamagnetic”—that is, they
augment the external magnetic field substantially. These materials, containing iron,
cobalt, and nickel, exhibit “self-magnetism” in many cases, and can significantly dis-
tort the acquired signals.

Magnetic Characteristics of the Nucleus

The nucleus, comprising protons and neutrons with characteristics listed in Table 12-1,
exhibits magnetic characteristics on a much smaller scale than for atoms/molecules and
their associated electron distributions. Magnetic properties are influenced by spin and
charge distributions intrinsic to the proton and neutron. A magnetic dipole is created
for the proton, with a positive charge equal to the electron charge but of opposite sign,
due to nuclear “spin.” Overall, the neutron is electrically uncharged, but subnuclear
charge inhomogeneities and an associated nuclear spin result in a magnetic field of
opposite direction and approximately the same strength as the proton. Magnetic char-
acteristics of the nucleus are described by the nuclear magnetic moment, represented as

Diamagnetic: Paramagnetic:
Paired electron spins Unpaired electron spins

/

magnetic field lines water molecule

M FIGURE 12-6 The local magnetic field can be changed in the presence of diamagnetic (depletion) and para-
magnetic (@augmentation) materials, with an impact on the signals generated from nearby signal sources such
as the hydrogen atoms in water molecules.
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TABLE 12-1 PROPERTIES OF THE NEUTRON AND PROTON

CHARACTERISTIC NEUTRON PROTON
Mass(kg) 1.674 X 107% 1.672 X 107
Charge (coulomb) 0 1.602 X 107"
Spin quantum number Y2 Y2

Magnetic moment (J/T) -9.66 X 10-%7 1.41 X 10°%
Magnetic moment (nuclear magneton) -1.91 2.79

a vector indicating magnitude and direction. For a given nucleus, the nuclear magnetic
moment is determined through the pairing of the constituent protons and neutrons.
If the sum of the number of protons (P) and number of neutrons (N) in the nucleus
is even, the nuclear magnetic moment is essentially zero. However, if N is even and
Pis odd, or N is odd and P is even, the resultant noninteger nuclear spin generates a
nuclear magnetic moment. A single nucleus does not generate a large enough nuclear
magnetic moment to be observable, but the conglomeration of large numbers of nuclei
(~10") arranged in a nonrandom orientation generates an observable nuclear mag-
netic moment of the sample, from which the MRI signals are derived.

Nuclear Magnetic Characteristics of the Elements

Biologically relevant elements that are candidates for producing MR signals are
listed in Table 12-2. Key features include the strength of the nuclear magnetic
moment, the physiologic concentration, and the isotopic abundance. Hydrogen,
having the largest magnetic moment and greatest abundance, chiefly in water
and fat, is by far the best element for general clinical utility. Other elements
are orders of magnitude less sensitive. Of these, »Na and *'P have been used
for imaging in limited situations, despite their relatively low sensitivity. There-
fore, the nucleus of the hydrogen atom, the proton, is the principal focus for
generating MR signals.

TABLE 12-2 MAGNETIC RESONANCE PROPERTIES OF MEDICALLY USEFUL

NUCLEI
SPIN QUANTUM % ISOTOPIC MAGNETIC % RELATIVE ELEMENTAL RELATIVE

NUCLEUS NUMBER ABUNDANCE MOMENT?  ABUNDANCE? SENSITIVITY
H Y2 99.98 2.79 10 1

*He Y2 0.00014 =218} 0 =

L@ =% 0.011 0.70 18 =

70 >l 0.04 —1.89 65 9 X 10°®
R Y2 100 2.63 <0.01 3x10°%
“Na 3, 100 2.22 0.1 1xX10*
ELR Y2 100 1.13 1.2 6 X 10>

“moment in nuclear magneton units =5.05 X 1072 J T~".
bNote: by mass in the human body (all isotopes).
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M FIGURE 12-7 Simplified distributions of “free” protons without and with an external magnetic field are
shown. A. Without an external magnetic field, a group of protons assumes a random orientation of magnetic
moments, producing an overall magnetic moment of zero. B. Under the influence of an applied external mag-
netic field, B, the protons assume a nonrandom alignment in two possible orientations: parallel and antiparal-
lel to the applied magnetic field. A slightly greater number of protons exist in the parallel direction, resulting
in a measurable net magnetic moment in the direction of B

Magnetic Characteristics of the Proton

The spinning proton or “spin” (spin and proton are used synonymously herein) is
classically considered to be a tiny bar magnet with north and south poles, even
though the magnetic moment of a single proton is undetectable. Large numbers
of unbound hydrogen atoms in water and fat, those unconstrained by molecular
bonds in complex macromolecules within tissues, have a random orientation of
their protons (nuclear magnetic moments) due to thermal energy. As a result, there
is no observable magnetization of the sample (Fig. 12-7A). However, when placed
in a strong static magnetic field, B , magnetic forces cause the protons to align with
the applied field in parallel and antiparallel directions at two discrete energy levels
(Fig. 12-7B). Thermal energy within the sample causes the protons to be distrib-
uted in this way, and at equilibrium, a slight majority exists in the low-energy,
parallel direction. A stronger magnetic field increases the energy separation of the
low- and high-energy levels and the number of excess protons in the low-energy
state. At 1.0 T, the number of excess protons in the low-energy state is approxi-
mately 3 protons per million (3 X 107°) at physiologic temperatures. Although
this number seems insignificant, for a typical voxel volume in MRI, there are
about 10%!' protons, so there are 3 X 107° X 10%!, or approximately 3 X 10
more protons in the low-energy state! This number of excess protons produces an
observable “sample” nuclear magnetic moment, initially aligned with the direc-
tion of the applied magnetic field.

In addition to energy separation of the parallel and antiparallel spin states, the
protons also experience a torque in a perpendicular direction from the applied
magnetic field that causes precession, much the same way that a spinning top wobbles
due to the force of gravity (Fig. 12-8). The precession occurs at an angular frequency
(number of rotations/sec about an axis of rotation) that is proportional to the mag-
netic field strength B. The Larmor equation describes the dependence between the
magnetic field, B, and the angular precessional frequency,

(DO:’YBO

where v is the gyromagnetic ratio unique to each element. This is expressed in terms
of linear frequency as
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M FIGURE 12-8 A single proton pre-

cesses about its axis with an angular oo radians/s
frequency, o, proportional to the exter-

nally applied magnetic field strength,

according to the Larmor equation. A

well-known example of precession is

the motion a spinning top makes as it

interacts with the force of gravity as

it slows.

B, Gravity

Proton Spinning top

Precessional frequency

Y
=—B
f m
where w = 2mf and v/27 is the gyromagnetic ratio, with values expressed in millions
of cycles per second (MHz) per Tesla, or MHz/T.
Each element with a nonzero nuclear magnetic moment has a unique gyromag-
netic ratio, as listed in Table 12-3.

Energy Absorption and Emission

The protons precessing in the parallel and antiparallel directions result in a
quantized distribution (two discrete energies) with the net magnetic moment of
the sample at equilibrium equal to the vector sum of the individual magnetic
moments in the direction of B, as shown in Figure 12-9. The magnetic field vec-
tor components of the sample in the perpendicular direction are randomly dis-
tributed and sum to zero. Briefly irradiating the sample with an electromagnetic
RF energy pulse tuned to the Larmor (resonance) frequency promotes protons
from the low-energy, parallel direction to the higher energy, antiparallel direc-
tion, and the magnetization along the direction of the applied magnetic field
shrinks. Subsequently, the more energetic sample returns to equilibrium condi-
tions when the protons revert to the parallel direction and release RF energy at the

TABLE 12-3 GYROMAGNETIC RATIO FOR USEFUL
ELEMENTS IN MAGNETIC RESONANCE

NUCLEUS /2w (MHz/T)
H 42.58

B 10.7

70 5.8

9F 40.0

=Na 13

3p 17.2
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M FIGURE 12-9 A group of protons
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same frequency. This energy emission is detected by highly sensitive antennas to
capture the basic MR signal.

Typical magnetic field strengths for MR systems range from 0.3 to 4.0 T. For pro-
tons, the precessional frequency is 42.58 MHz/T, and increases or decreases with an
increase or decrease in magnetic field strength, as calculated in the example below.
Accuracy of the precessional frequency is necessary to ensure that the RF energy
will be absorbed by the magnetized protons. Precision of the precessional frequency
must be on the order of cycles/s (Hz) out of millions of cycles/s (MHz) in order to
identify the location and spatial position of the emerging signals, as is described in
Section 12.6.

EXAMPLE: What is the frequency of precession of 'H and *'P at 0.5 T? 1.5T? 3.0 T?
The Larmor frequency is calculated as f, = (y/2m)B,,.

FIELD STRENGTH

ELEMENT 05T J125KT; 30T
H 42.58 X 0.5=21.29 MHz 42.58 X 1.5=63.87 MHz 42.58 X 3.0 = 127.74 MHz
3p 17.2 X 0.5 =8.6 MHz 172 X 1.5=258MHz  17.2 X 3=51.6 MHz

The differences in the gyromagnetic ratios and corresponding precessional frequen-
cies allow the selective excitation of one element from another in the same magnetic

field strength.

Geometric Orientation, Frame of Reference, and
Magnetization Vectors

By convention, the applied magnetic field B is directed parallel to the z-axis of the
three-dimensional Cartesian coordinate axis system and perpendicular to the x and y
axes. For convenience, two frames of reference are used: the laboratory frame and the
rotating frame. The laboratory frame (Fig. 12-10A) is a stationary reference frame from
the observer’s point of view. The sample magnetic moment vector precesses about the
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M FIGURE 12-10 A. The laboratory frame of reference uses stationary three-dimensional Cartesian coordi-
nates: x, y, z. The magnetic moment precesses around the z-axis at the Larmor frequency as the illustration
attempts to convey. B. The rotating frame of reference uses rotating Cartesian coordinate axes that rotate
about the z-axis at the Larmor precessional frequency, and the other axes are denoted: x” and y’. When pre-
cessing at the Larmor frequency, the sample magnetic moment is stationary.

z-axis in a circular geometry about the x-y plane. The rotating frame (Fig. 12-10B) is
a spinning axis system, whereby the x'-y" axes rotate at an angular frequency equal to
the Larmor frequency. In this frame, the sample magnetic moment vector appears to
be stationary when rotating at the resonance frequency. A slightly higher precessional
frequency is observed as a slow clockwise rotation, while a slightly lower precessional
frequency is observed as a slow counterclockwise rotation. The magnetic interactions
between precessional frequencies of the tissue magnetic moments with the externally
applied RF (depicted as a rotating magnetic field) can be described more clearly using
the rotating frame of reference, while the observed returning signal and its frequency
content is explained using the laboratory (stationary) frame of reference.

The net magnetization vector of the sample, M, is described by three compo-
nents. Longitudinal magnetization, M,, along the z direction, is the component of the
magnetic moment parallel to the applied magnetic field, B,. At equilibrium, the lon-
gitudinal magnetization is maximal and is denoted as M,, the equilibrium magnetiza-
tion. The component of the magnetic moment perpendicular to B, M_, in the x-y
plane, is transverse magnetization. At equilibrium, M_ is zero. When the protons in
the magnetized sample absorb energy, M, is “tipped” into the transverse plane, and
M, generates the all-important MR signal. Figure 12-11 illustrates this geometry.

The Magnetic Resonance Signal

Application of RF energy synchronized to the precessional frequency of the protons
causes absorption of energy and displacement of the sample magnetic moment from
equilibrium conditions. The return to equilibrium results in the emission of energy
proportional to the number of excited protons in the volume. This occurs at a rate
that depends on the structural and magnetic characteristics of the sample. Excitation,
detection, and acquisition of the signals constitute the basic information necessary
for MRI and and MR spectroscopy (MRS).
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B FIGURE 12-11 Longitudinal magnetization, M, is the vector component of the magnetic moment in the z
direction. Transverse magnetization, M,_, is the vector component of the magnetic moment in the x-y plane.
Equilibrium magnetization, M, is the maximal longitudinal magnetization of the sample, and is shown dis-
placed from the z-axis in this illustration.

Resonance and Excitation

Displacement of the equilibrium magnetization occurs when the magnetic compo-
nent of the RF excitation pulse, known as the B, field, is precisely matched to the
precessional frequency of the protons. The resonance frequency corresponds to the
energy separation between the protons in the parallel and antiparallel directions.
The quantum mechanics model considers the RF energy as photons (quanta)
instead of waves. Protons oriented parallel and antiparallel to the external magnetic
field, separated by an energy gap, AE, will transition from the low- to the high-
energy level only when the RF pulse is equal to the precessional frequency. The
number of protons that undergo an energy transition is dependent on the ampli-
tude and duration of the RF pulse. M_ changes from the maximal positive value at
equilibrium, through zero, to the maximal negative value (Fig. 12-12). Continued

z
‘ ‘ ‘ Equilibrium — RF energy (B,)
more spins applied to the
’ ? parallel than X y system at the
‘ ‘ ‘ antiparallel Larmor Frequency
M, positive

? ‘ ‘ Equal numbers

of parallel and Time of B, field

‘9 " ? antiparallel spins increasing

M,=0
B, z
? ‘ ’ Excited spins
More antiparallel occupy anti-
? 33 than parallel parallel energy
? ? levels
M, negative

B FIGURE 12-12 A simple quantum mechanics process depicts the discrete energy absorption and the time
change of the longitudinal magnetization vector as RF energy equal to the energy difference of the parallel
and antiparallel spins is applied to the sample (at the Larmor frequency). Discrete quanta absorption changes
the proton energy from parallel to antiparallel. With continued application of the RF energy at the Larmor
frequency, M_is displaced from equilibrium, through zero, to the opposite direction (high energy state).
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A Magnetic field variation of electromagnetic RF wave
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M FIGURE 12-13 A. A classical physics description of the magnetic field component of the RF pulse (the
electric field is not shown). Clockwise (solid) and counterclockwise (dotted) rotating magnetic vectors produce
the magnetic field variation by constructive and destructive interaction. At the Larmor frequency, one of the
magnetic field vectors rotates synchronously in the rotating frame and is therefore stationary (the other vector
rotates in the opposite direction and does not synchronize with the rotating frame). B. In the rotating frame,
the RF pulse (B, field) is applied at the Larmor frequency and is stationary in the x’-y’ plane. The B, field inter-
acts at 90 degrees to the sample magnetic moment and produces a torque that displaces the magnetic vector
away from equilibrium. C. The B, field is not tuned to the Larmor frequency and is not stationary in the rotating
frame. No interaction with the sample magnetic moment occurs.

irradiation can induce a return to equilibrium conditions, when an incoming RF
quantum of energy causes the reversion of a proton in the antiparallel direction
to the parallel direction with the energy-conserving spontaneous emission of two
excess quanta. While this model shows how energy absorption and emission occurs,
there is no clear description of how M_ evolves, which is better understood using
classical physics concepts.

In the classical physics model, the linear B, field is described with two mag-
netic field vectors of equal magnitude, rotating in opposite directions, representing
the sinusoidal variation of the magnetic component of the electromagnetic RF wave
as shown in Figure 12-13. One of the two rotating vectors is synchronized to the
precessing protons in the magnetized sample, and in the rotating frame is station-
ary. If the RF energy is not applied at the precessional (Larmor) frequency, the B,
field will not interact with M_. Another description is that of a circularly polarized
B, transmit field from the body coil that rotates at the precessional frequency of the
magnetization.

Flip Angles

Flip angles represent the degree of M, rotation by the B, field as it is applied along
the x’-axis (or the y’-axis) perpendicular to M_. A torque is applied on M, rotating it
from the longitudinal direction into the transverse plane. The rate of rotation occurs
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M FIGURE 12-14 Flip angles are the result of the angular displacement of the longitudinal magnetization
vector from the equilibrium position. The rotation angle of the magnetic moment vector is dependent on the
duration and amplitude of the B, field at the Larmor frequency. Flip angles describe the rotation of M, away
from the z-axis. A. Small flip angles (less than 45 degrees) and B. Large flip angles (75 to 90 degrees) produce
small and large transverse magnetization, respectively.

at an angular frequency equal to w, = B, as per the Larmor equation. Thus, for
an RF pulse (B, field) applied over a time t, the magnetization vector displacement
angle, 0, is determined as 6 = w, t = yB t, and the product of the pulse time and B,
amplitude determines the displacement of M_. This is illustrated in Figure 12-14.

Common flip angles are 90 degrees (7/2) and 180 degrees (), although a variety of
smaller and larger angles are chosen to enhance tissue contrast in various ways. A 90-de-
gree angle provides the largest possible M_ and detectable MR signal, and requires a
known B, strength and time (on the order of a few to hundreds of ). The displacement
angle of the sample magnetic moment is linearly related to the product of B, field strength
and time: For a fixed B, field strength, a 90-degree displacement takes ha