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Foreword

In 2004 when the first edition of The Laboratory
Mouse was published the genome of the mouse
had been sequenced. Now at the time of its
second edition, only a few years later, the mouse
has become the most common species used in
biomedical investigation because the systematic
manipulation of its genome gives us the capacity
to create most animal models for human or
animal diseases.

Following genome sequencing came the crea-
tion of integral databases, the description of
harmonized systems of phenotyping and the
development of organizations for the conserva-
tion and distribution of mutant strains. In 2007,
the International Knock out Mouse Consortium
(IKMC) was set up as an amalgam of four
different initiatives from FEurope and North
America to make publicly available tools to inac-
tivate any single mouse gene.

No other experimental animal has managed
to engender such international collaboration to
create tools available for use by the scientific
community. These efforts confirm the key
importance of the mouse in biomedical research
and the fact that no other animal species offers
the same resources or versatility.

However, while mice are a valuable tool, it is
imperative to recognize that unless their physio-
logical complexity, behavioural needs, health
status and genetic background are properly
taken into account, there is the danger that
experimental results will be unreliable.

The great value of The Laboratory Mouse is that
it provides, in just one volume, the essential
knowledge to enable both scientists and techni-
cians to be better able to assess and monitor the
genetic and microbiological quality of the mice
they use in research.

The book, which has been extensively revised
since its last publication, contains contributions
from internationally recognized experts and
covers the key areas of genetics, infectious
diseases and basic experimental procedures. A
significant part of the book is dedicated to
biology with special attention to the anatomy
and function of the mouse body systems, knowl-
edge that is vital for pharmacological studies.
The book also deals comprehensively with
husbandry and maintenance - two areas where
knowledge is critical in order to guarantee
genetic and health consistency of the experi-
mental model.

Fortunately, scientists are becoming increas-
ingly aware of the need to know more about
the experimental animal models they use in
research, and training courses for animal users
are also becoming increasingly available in
more countries. These trends underlie the need
for The Laboratory Mouse, both as a very useful
handbook for scientists, trainers and trainees
and as an indispensable reference.

Professor Dr. Patri Vergara D.V.M., Ph.D., DipECLAM

President, International Council for
Laboratory Animal Science
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Preface

With the immense amount of published
knowledge available on the laboratory mouse as
an experimental tool, one may well ask, “Why
publish a second edition of The Laboratory Mouse?”
When Elsevier approached me with this
proposal, I was actually first somewhat reluctant,
but recognizing that the first edition was out of
print prompted me to accept the offer, despite
several other books related to the mouse having
been published recently. This second edition,
however, is not just another book, or a reprint
of the first edition. Immense care has been taken
to select topics and authors to define and illus-
trate the most important features of this species.

The volume has been divided up in such
a way that the new and/or established researcher
can easily track down the most up-to-date infor-
mation in any one area. While headline-grabbing
topics such as mouse genomics and the genera-
tion of mouse mutants sit comfortably with the
analysis of the total mouse genome, equal
importance has been given to the basis of mouse
development, pathological anatomy and patho-
physiology. Further consideration has been given
to husbandry, methodological aspects, alleviation
of pain, as well as legal aspects.

All chapters retained from the first edition,
except “Gross Anatomy” and “The Gastrointes-
tinal System and Metabolism”, have been thor-
oughly revised by their previous authors. Quite
a number of chapters are either completely

rewritten (14, 1.5, 2.10, 2.11, 2.12, 5.6, 6.1), or cover
aspects that were lacking in the first edition
(25, 3.3, 34, 42, 4.5). On practical grounds and
due to time constraints, the coverage of certain
aspects/topics unfortunately had to be skipped:
translational aspects of mouse experimentation
as well as basics in experimental mouse surgery.
Nevertheless, I believe the new edition has not
only updated but has also provided new informa-
tion on Mus laboratorius.

I am extremely grateful to all my friends
and colleagues who have helped me to put
together this volume. The authors, being associ-
ated with both universities and applied research
organizations, came from a wide range of coun-
tries, thus providing a global, well-balanced
approach.

In particular I am very much indebted to my
staff member Marie-Luise Enss, who served as
my liaison-officer to the authors and Elsevier.
Without her constant patience and excellent
contacts with all who participated in this piece
of work, I would not have been able to manage
the task of a second edition of The Laboratory
Mouse.

Finally, I would like to thank Janice Audit,
Mary Preap and Julia Haynes from Elsevier for
their patience and support during the develop-
ment of this second edition.

Professor Hans J Hedrich
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CHAPTER

Origins and
Phylogenetic

Relationships of

the Laboratory

Mouse

Jean-Louis Guénet
Institut Pasteur, Paris, France

Annie Orth, Fran¢ois Bonhomme
Université de Montpellier 2, France

Introduction

On the basis of zooarcheological data it has been
established that humans and mice were already
in close contact at the end of the last glacial
period, at the time of the Neolithic revolution,
i.e. about 12000 years ago [1-3]. Archaeological
records have confirmed that by the Bronze
Age (3000 years Bc) house mice were quasi-oblig-
atory commensals of established farming
communities, and as a consequence they were
transported almost everywhere the maritime

trade could carry them at that time, i.e. essen-
tially around the Mediterranean [1, 3-5]
A further step was taken with the grand circum-
navigations of the last five centuries, which
transported mice almost everywhere around
the world. Finally, historical records indicate
that mice were bred as pet animals as early as
three millennia ago in several parts of the world,
particularly Japan and China [1, 3-5]. It was thus
totally logical that this small mammal, like the
rat and some small birds, should be used by early
scientists for performing their experiments.
Even if this choice was opportunistic rather

The Laboratory Mouse
© 2012 Elsevier Ltd. All rights reserved.
ISBN 978-0-12-382008-2

DOI: 10.1016,/B978-0-12-382008-2.00001-5
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History AND GENETICS @ ORIGINS OF THE LABORATORY MOUSE

than being based on purely scientific consider-
ations, it nonetheless appears nowadays to be
an excellent one in the context of modern
biomedical research where the house mouse
has become a preferred model.

Mice are easy to breed. Because they are
rodents, they eat rather large quantities of food
for their size but do not have very specific or costly
nutritional requirements. Under favourable
conditions they breed all year round, with a short
generation time. They give rise to relatively large
progenies and tolerate inbreeding rather well
compared to other mammalian species.

Over the years hundreds of mutations—most
of them resulting in alleles with deleterious
effects—have been collected and most, not to
say all, of these mutations have contributed and
still contribute to a better understanding of
gene function(s). Because these mutant mice
often represent animal models of human genetic
diseases, several programs of intensive mutagen-
esis making use of the powerful mutagen ethylni-
trosourea (ENU) have been developed worldwide
to increase further this invaluable resource [6, 7].

Finally, two other very important advantages
must be credited to the mouse as a model
organism. (i) In this species, it is possible to
grow in vitro, for several generations, totipotent
embryonic stem (ES) cells that can be genetically
modified in a number of ways but retain their
capacity to participate in the formation of
a germ line once inserted into the blastocystic
cavity of a developing embryo [8, 9]. (ii) Impor-
tantly, the complete sequence of the mouse
genome is now available on line, with a high-
quality annotation, allowing comparisons with
other mammalian genomes, including rat and
human, to be performed with great accuracy
[10]. In short, the mouse is one of the very few
mammalian species to date whose genomic
sequence has been entirely determined and for
which technical procedures are available for
the generation of a virtually unlimited number
of genetic alterations, some of which are condi-
tional, ie. expressed only when the experi-
menter wishes.

In this chapter we describe the origins of
laboratory mice, starting with their phyloge-
netic relationships with other mammalian
species. We also discuss the advantage of strains
established from recently trapped wild

specimens as a source of polymorphisms for
scientific research.

Phylogenetic
relationships of
the house mouse

The position of rodents among
mammalian species

Mice are rodents. They belong to the most abun-
dant (around 40%) and diversified order of living
placental mammals, with some 2277 species
grouped in 33 families [11]. Because of a relative
homogeneity in their external appearance, the
phylogenetic relationships between the different
species of this order have sometimes been
a matter of controversy, especially when morpho-
logical characters (tail, body shape, coat colour,
etc.) were the only criteria available for the estab-
lishment of these relationships. Nowadays, with
the use of various molecular markers (mostly
DNA) and possible references to the complete
genomic sequence of numerous orthologous
genes, the situation has been much clarified.
Figure 111, which is based on comparisons at
the level of nuclear DNA sequences, represents
the most likely phylogenetic tree for a sample
of 28 different vertebrate species including the
murid rodents (Musand Rattusgenera). The diver-
gence between humans and mice of the Mus
genus occurred somewhere between 70 and
75 Myr ago [10].

The position of mice among
rodents

The rodent family Muridae encompasses at least
1326 species grouped in 281 genera [11]. The estab-
lishment of the evolutionary systematics in this
group has also been controversial because of
similarities in size and shape of the different
species. Here again, studies making use of DNA
sequences of various types have greatly contrib-
uted to clarify the situation [11-15]. Figure 1.1.2
represents the evolutionary relationships among
a sample of 32 species of rodents including the
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Figure 1.1.1 Tree indicating evolutionary relationships among 28 vertebrate species. Branch lengths are
proportional to the number of base pair substitutions at a certain number of specific sites. The estimated time
of divergence between human, and rodents was set approximately 75 Myr ago. Redrawn from Miller W. et al.,

Genome Res. 17, 1797-1808, 2007.

mouse (Mus musculus) and rat (Rattus norvegicus).
The divergence between the Mus and Rattus
genera probably occurred around 10-12 Myr ago
[14, 15], while the divergence of these two genera
from Peromyscus maniculatus, the deer mouse
(subfamily  Sigmodontinae), occurred around
25 Myr ago. This should be kept in mind because
deer mice, which are abundantly used as labora-
tory models in the USA, are often as considered
close relatives of the laboratory mice of the genus
Mus while, in fact, they are no more related to
them than hamsters are.

Systematics in the genus Mus

The genus Mus contains four subgenera: Mus,
Coelomys, Pyromys and Nannomys, totalling 41 species
at present [16]. The individualization of the
subgenus Mus sensu stricto occurred around

6.5Myr ago with the split from three other
different subgenera [17].

Members of this genus can be distinguished
from other genera belonging to the same
murine subfamily by a series of morphological
characters [18, 19]. An accurate and up-to-date
description of the genus with its different
species and their geographical distribution is
provided in Auffray and Britton-Davidian [16].
Briefly, the original geographic distribution of
the genus Mus encompasses most of Eurasia
and Africa, while its presence elsewhere results
from human-mediated introductions during
recent millennia. The highest taxonomic diver-
sity occurs in Asia (with 3 subgenera and
19 species) where this genus likely originated
[18-21].

Considering the high number of taxa that
have been described recently and thanks to the
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Sicista betulina

Allactaga elater

| | Dipus sagitta
Jaculus jaculus
Spalacinae
_I Rhizomyinae

Macrotarsomys ingens
Nesomys rufus
Mystromys albicaudatus
Cricetomys gamblanus
Saccostomus sp.
Dendromus mystacalis
Steatomys sp.
Calomyscus mystax
Clethrionomys glareolus
Dicrostonyx sp.
Neotoma sp.
. Peromyscus leucopus
Cricetulus migratorius
Mesocricetus auratus

Phodopus roborovskii
_: Myospalax sp.
Tatera gambiana
_I: Gerbillus henleyi
Lophuromys sp.
Deomys ferrugineus
Uranomys ruddi

Acomys cahirinus
Rattus norvegicus

Micromys minutus
Etomys irroratus

Mus musculus
Figure 1.1.2 Phylogenetic relationships among 32
species of rodents representing 14 subfamilies of

Muridae. Redrawn from Michaux et al., Mol. Biol. Evol. 18,
2017-2031, 2001.

1

use of molecular markers, it is reasonable to think
that the number of species in the subgenus Mus
may still increase further. South East Asia, which
has provided four of the five new species
recently characterized, appears to be the key
geographic area where new species may be
found. In this context the case of Mus cypriacus,
described in Cyprus, is noteworthy [22]. New
species are even more likely to be discovered if
we consider that the habitat of some of these
new species is extremely limited and sometimes
embedded in the wider habitat of another species
[22, 23]. The subgenus Nannomys, which thrives
in Africa, is also very likely to give rise to many
new taxa as its systematics is studied more care-
fully [24]

Figure 11.3 summarizes the phylogenetic rela-
tionships within the genus Mus (subfamily

Murinae). The subgenus Mus contains several
species that are extremely similar in size and
shape but seldom hybridize in the wild. Among
the Asian species are Mus cervicolor, Mus cookii and
Mus caroli, which form a group. The Indian pigmy
mice related to Mus terricolor (formerly Mus dunni)
together with Mus famulus from India as well as
the more recently discovered species Mus fragili-
cauda [23] from Thailand and Mus nitidulus from
Laos [25] should also be cited as forming a second
group. The third group is that of Mus musculus
and the other Palearctic species. Within this
group, Mus spicilegus and Mus macedonicus are
short-tailed mice that are found from the Cauca-
sus to central Europe and the eastern Mediterra-
nean, respectively, while mice belonging to the
species Mus spretus are common in the western
Mediterranean regions (south-eastern France,
Spain, Portugal and North Africa). Finally, the
recently rediscovered species Mus lepidoides from
Burma [26] forms a fourth group of its own.
For a more accurate description of the phylogeny
within the subgenus see Suzuki and colleagues
[20, 21].

Within the subgenus Mus there is a set of
closely related subspecies of special interest to
us because they constitute the house mouse
(M. musculus) complex. These subspecies have
their evolutionary origins in the Indian subconti-
nent and surrounding regions [27, 28]. The best-
known representatives are those from the
periphery of the original range that have been
transported to the five continents since they
became human commensals during the
Neolithic: Mus m. domesticus, common in western
Europe, Africa and the Near East and trans-
ported by humans to the Americas and Australia
(Figure 114); Mus m. musculus, whose habitat
ranges from eastern Europe to Japan, across
Russia, and northern China; and Mus m. castaneus,
which is found from Sri Lanka to South East Asia
including the Indo-Malayan archipelago. Various
molecular criteria discriminate easily between
these different species at the periphery of the
species range [5, 29]. It is, however, more difficult
to understand what exactly happened in the
centre of the range, where a mixture of primary
differentiation and secondary intergradation
seems to be the rule, especially in the highly
mountainous and fragmented areas between
Iran and northern India [30]. This is why a certain
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Figure 1.1.3 Consensus phylogenetic tree of the genus Mus issued from a compilation of all extant studies
(see text). The approximate time scale (in Myr) stems from the recent calibration of Lecompte et al. [17].
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Figure 1.1.4 Summary of the inferred colonization history of the house mouse (M. musculus). The history
starts with an origin, and differentiation in the vicinity of the Indian subcontinent, and with arrows indicating
the colonizing movements of the M. m. castaneus (yellow), M. m. domesticus (blue) and M. m. musculus
(green) subspecies and the ‘gentilulus’ lineage (brown). These inferences are based primarily on mitochondrial
DNA studies. Red dashes and shading indicate regions of hybridization between the subspecies including the
generation of the ‘molossinus’ form in Japan. For maps showing more detail of the inferred colonization
history in Europe see Gabriel et al. [3].
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Figure 1.1.5 Six physically similar but only distantly related species of mice. In spite of close similarities in size,
and body shape, the mice represented here are distantly related species. Only M. m. castaneus (B) and
M. spretus (C) can produce viable and fertile hybrids with M. m. domesticus (A) or laboratory strains. Hybrids
with the M. spretus species are fertile only in the female (Haldane's effect) and have been extensively used for
the development of the mouse genetic map. Hybrids generated from the laboratory females and sperms from
M. caroli (E) completed fetal development and a very low percentage of them even survived to maturity but
none reproduced. M. caroli embryonic cells can survive in the uterus of a laboratory mouse when associated in
a chimera with cells of the laboratory species [31, 32]. Hybrids between Coelomys pahari (F) and laboratory
strains have never been produced and probably would not be viable. The possibility of obtaining hybrids
between M. cypriacus (D) and laboratory strains has not yet been assayed. Several of these species, and
subspecies, have been established as laboratory colonies. One of the most diverse collections of these wild-

derived strains can be found at http://www.isem.cnrs.fr/spip.php?rubrique272.

number of relatively infrequently used Latin tri-
nomens (eg. M. m. bactrianus, M. m. homourus,
M. m. wrbanus) are described from this region,
although it is currently impossible to disentangle
real differentiation from artificial synonymy
(Figure 1.1.5).

Mouse interspecific
hybridization

Hybrids between mice of the subgenus Mus and
the other subgenera Nannomys, Coelomys or Pyromys
have never been reported and can probably no
longer occur. Hybrids between M. cervicolor, M.
caroli, M. terricolor and mice of the M. musculus
complex have never been found in the wild, but
hybrids between the former three wild species
and laboratory mice have been produced by arti-
ficial insemination [31]. In these experiments
hybrids generated by insemination of female

laboratory mice with M. cervicolor sperm failed to
complete more than a few cleavage divisions.
Hybrids generated from M. dunni (now M. terri-
color) sperm and laboratory female oocytes
implanted, but died in utero at a very early devel-
opmental stage. Hybrids generated from the
same laboratory females and sperm from M. caroli
completed fetal development and a very low
percentage of them even survived to maturity,
but none reproduced. Embryonic cells of M. caroli
can survive in the uterus of a laboratory mouse
when associated in a chimera with cells of the
laboratory species; however, M. caroli embryos
die around day 11-16 of pregnancy in the same
conditions [32].

Although they are sympatric (ie. share the
same territory) with some M. musculus subspecies,
the short-tailed species M. spretus, M. spicilegus and
M. macedonicus exceptionally produce hybrids in
nature. However, evidence from studies on mito-
chondrial DNA [28] and LINE transposable




elements [33] indicates that exchanges could
occur sporadically that would allow alleles with
a selective advantage to circulate outside the
species in which they originated [34]. The three
species mentioned above produce viable
offspring with laboratory mice but male
offspring of these crosses are sterile in compli-
ance with Haldane’s rule [35]. Male hybrids born
from a M. musculus x M. spretus cross, for example,
are invariably sterile regardless of the direction
of the cross. This sterility is controlled by a rela-
tively small number of genes since fertile males
are frequently observed in the backcross progeny
of F1 females with a male of one or the other
parental species [35-39].

Mice of the M. musculus complex are not genet-
ically isolated and, in those locations where they
meet, there is evidence of gene exchanges ranging
from limited introgression to more or less
complete blending [28] The best-documented
cases of such gene exchanges are those occurring
between M. m. musculus and M. m. domesticus in
Europe, along a narrow hybrid zone, and between
M. m. musculusand M. m. castaneusin Japan. The two
subspecies have hybridized extensively in Japan,
giving rise to a unique population often referred
to as Mus musculus molossinus[40]. Other possibilities
for gene exchanges probably also exist in many
other places (e.g. southern Caucasus, Iran, China)
and wherever mice of several subspecific origins
have been transported by humans, as on many
Pacific islands. These gene exchanges, which indi-
cate that the speciation process is in progress but
not yet completed, also explain the use of Latin tri-
nomens for the designation of the different
subspecies in the M. musculus complex.

The house mouse
as a laboratory
model: a historical
perspective

Mice, rats and other small vertebrates have been
used in biomedical research since the beginning
of the 16th century when biology gradually
shifted from a descriptive to an experimental
science. Morse [41] reported that William Harvey

(1578-1657) used mice for his fundamental
studies on reproduction and blood circulation
and, according to Berry [42], the earliest record
of the use of mice in scientific research seems
to have been in England, in 1664, when Robert
Hooke (1635-1703) used mice to study the biolog-
ical consequences of an increase in air pressure.
Much later, Joseph Priestley (1733-1804) and his
intellectual ~ successor, Antoine Lavoisier
(1743-1794), both used mice repeatedly in their
experiments on respiration.

During the 19th century several fanciers in
Europe, in Japan, and the United States were
breeding and exchanging pet mice, segregating
for a variety of coat colour or behavioural
mutations (eg. the famous ‘dancing mice'—
homozygous for the Cdh23” or walizer mutant
allele). According to Hans Griineberg [43], one
of these fanciers, Louis-Théodore Colladon,
(1792-1862), a Geneva pharmacist, reported results
from his breeding experiments that were in
perfectagreement with the Mendelian ratios—but
this was 36years before the publication of
Mendel’s own results on peas. As mentioned by
Kenneth Paigen [44, 45]in his notes on the history
of mouse genetics, it seems that Mendel’s first
experiments on the transmission of heritable
characters were made using mice, segregating
for coat colour markers (e.g. agouti, albino, brown)
but Mendel was asked by his ecclesiastical hier-
archy to stop breeding smelly creatures that copu-
lated in his monastic cell. Mendel changed his
experimental material to peas and in 1866 pub-
lished his observations in a botanical journal
where they had a much lower impact than might
have been possible and remained virtually
ignored until the beginning of the 20th century.
Once rediscovered by H. de Vries, C. E. Correns
and E. von Tschermark-Seysenegg, the three of
them working independently with plants, it was
really tempting to check whether the so-called
Mendel’s laws were also valid for animals. In 1902
L.Cuénot[46],a professor of biology at the Univer-
sity of Nancy, published experiments indicating
that this was indeed the case. Cuénot’s observations
were shortly confirmed and extended to other
species as well as for other genetic traits by
G. Bateson, E. R. Saunders, A.Garrod, W. E. Castle
and C. C. Little [44].

Mice have been instrumental for research in
immunology, oncology and genetics because the
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breeding systems that are used to produce them
allow the establishment of highly standardized
strains whose characteristics are precisely known
and monitored generation after generation.
(Among the genetically standardized strains,
inbred strains are the most widely used. They
result from the systematic and uninterrupted
mating of brothers to their sisters for at least 20
generations, which leads to complete homozy-
gosity for the same allele in all members of the
strain.) Most laboratory strains originate from
a few pet dealers who progressively became
suppliers of ‘laboratory’ mice. For many years,
and even today, many of the non-inbred albino
strains used in laboratories are collectively desig-
nated ‘Swiss’ mice to recall their Helvetian origin.

Strain DBA /2 (formerly dba, then DBA) is the
most ancient of all inbred strains since it was
established by C. C. Little in 1909 [47], by inter-
crossing mice homozygous for the coat colour
markers non-agouti (), brown (formerly 5, now
Tyrpl) and dilute (formerly 4, now Myo5a). About
10 years later strain C57BL/6 was established by
Miss Abbie Lathrop of Granby, Massachusetts
(USA) intercrossing the ‘black’ offspring of her
female 57, while strains C3H, CBA and A were
created by L. C. Strong, a cancer geneticist estab-
lished at Cold Spring Harbor Laboratory [48]. At
this point it is interesting to note that, among the
strains established by L. C. Strong, strains CBA
and C3H stemmed from the offspring of an
out-cross with a few wild specimens trapped in
a pigeon coop in Cold Spring Harbor. This prob-
ably explains how the wild allele at the agouti
locus (A) was reintroduced into laboratory strains.

With a few exceptions historical records con-
cerning the genealogy of most laboratory inbred
strains are well documented and several inter-
esting reviews on this subject are available
[49, 50]. A chart describing the genealogy of these
strains, including the recently established ones,
has been published [51] and regularly updated
information is available from The Jackson Labo-
ratory website (see details in the References
section). In addition to the chart published by
Beck and co-workers [51], which was based mostly
on historical records, a ‘mouse family tree’ was
recently published by Petkov and co-workers
[52], which is exclusively based on a set of 1638
informative single nucleotide polymorphism
(SNP) markers, located 1.5Mb apart, tested in

102 mouse strains (Figure 1.1.6). This family tree
is an invaluable document for researchers who
are willing to make interstrain comparisons
because it makes it easy to select inbred strains
that are more (or less) distantly related and
compare specific phenotypic traits. It also
provides an effective way of performing genome
scans and quantitative trait loci analyses. Addi-
tionally, the SNP markers revealed several subtle
differences (indels—base pair substitutions, etc.)
between closely related mouse strains, including
the groups of several 129, BALB, C3H, C57 and
DBA strains.

The mouse has been closely associated with
many important discoveries in biology during
the 20th century. To cite just a few, we could
say that our understanding of the genetic deter-
minism underlying the success or failure of tissue
transplantations is a consequence of the many
experiments performed with inbred mouse
strains by P. A. Gorer [53], then by G. D. Snell
and co-workers, who developed a series of con-
genic resistant strains that were all genetically
identical to the C57BL/10Sn background strain,
with the exception of single short chromosomal
regions determining graft rejection [54] The
discovery and genetic interpretation of the
phenomenon of X-inactivation in female
mammals, by M. F. Lyon [55], was facilitated by
the existence and use of several X-linked muta-
tions in the mouse and the observation of varie-
gation in the coat colour of these mutations.
The first chimeric organisms, produced by
A. K. Tarkowski in Warsaw [56] and B. Mintz in
Philadelphia [57], were mice. The observation of
a particularly high frequency of testicular terato-
carcinomas in strain 129 [58] and the in wvitro
culture of cell lines derived from these tumours
[59], which for almost a decade represented the
material of choice for investigating the processes
at work in tissue differentiation [60], undoubt-
edly opened the way to the establishment of the
so-called ES cells by M. J. Evans and M. H.
Kaufman [6] and, almost simultaneously, by G.
R. Martin [7] The discovery of parental
imprinting of some chromosomal regions was
a consequence of experiments performed by
J. McGrath and D. Solter [61] and M. A. Surani
and co-workers [62], who demonstrated that
a normal mouse embryo can only result from
the fusion of a male and a female pronucleus,




Mouse family tree.

cs57BL6) Group 4
C57BL/EBYJ
MOR/RkJ C57BL/10J
Group 5 C57BL/10SnJ
C57BR/cdJ
129T2/SvEmsJ CS7BLKSK Cc57L Group 3
SWXL4/TyJ
1298 1/SvimJ e ool EL/SuzSeyFriJ Group 2
LT/SVEi DDY/JcISidSeyFrkJ
NZB/BINJ
fenlen < i KK/HIJ NOD.NON-H2nb1/LtJ
. NZO/HILtJ S
LP YBR/EiJ iR N
NONGNZOS/LtJ ALSILL)
o et NONCNZO10/LLS
BPN/3J o NORILU
BPH/2J
Group 6 DBNLacJ\ SENCARC/PtJ
DBA/1 ~ BUB/BnJ SE?@A?RB!F’U
DBA/2J / . nJ/ 7 AP
DBA/2HaSmn PH SMAJ VB
GZECHIVEL BDPN SWRI
CZECHIEIJ i
IS/CamRkJ - :jll:ﬁm
JF1/Ms sKiveey  JOLCRK PERAVEIJ s MA/MyJ
MOLD/RkJ ;
MSM/Ms PERG/EiJ L ms -
h MOLF/EiJ MRUMpJ
RF/J
WSB/EiJ
AKR/
Pohn2 LEWES/EiJ CE/
Pohn1 CALB/RkJ A/Hed
WMPPasDnJ Al
SF/CamEiJ -AMYSnJ
CAST/Ei SPRET/EWJ TIRANO/EIJ _—
k)’ PANCEVOEJ ZALENDE/EW By
ERses SEA/GnJ oy
CBA/CaJ SEC/1Red
oupd C3H/HeJ
3H/HeN Group 1
C3HeB/FeJ C3H/HeOuJ
C3H/HeSnJ

Figure 1.1.6 Mouse family tree concerning 102 laboratory inbred strains, as established by Petkov et al. [52].
All these mice are organized into seven groups. A detailed description of each group is given in Petkov et al.
[52]. The length and angle of the branches do not reflect the actual evolutionary distances between strains.

while B. M. Cattanach and M. Kirk [63] demon-
strated that the parental origin of the two
elements of a given chromosome pair was some-
times not genetically equivalent. The first trans-
genic mammal created by pronuclear injection
of cloned DNA was a mouse [64-70], as was the
first in vitro genetically engineered mammalian
organism [71]. Although the first cloned mammal
was not a mouse, this type of uniparental procre-
ation has also been achieved in the mouse [72].
Information about many aspects of the
biology of the mouse considered as a laboratory
model, in particular about its genetics, has been
published in the 95 issues of the Mouse News Letter.
First issued in 1949 and published regularly every
semester till 1997, this informal publication, edi-
ted by the scientists from the Medical Research

Council unit at Harwell and distributed
throughout the world, was for several decades
the major medium for the dissemination of
information among the community of mouse
geneticists. (The name Mouse News Letter was
changed to Mouse Genome in 1990, when this publi-
cation became a peer reviewed journal. In 1998
Mouse Genome merged with Mammalian Genome.)
The Mouse News Letter will forever remain the
best place to find information about the history
of mouse genetics, and in particular, about the
history and location of most inbred strains,
the progressive development and refinement of
the linkage map and the discovery of hundreds
of spontaneous mutations.

The Jackson Laboratory, which was founded
in 1929 by C. C. Little in Bar Harbor (Maine,
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USA), has played a pivotal role in the promotion
of the mouse as a laboratory model and still is
a unique centre for mouse genetics. The Jackson
Laboratory, a non-profit organization entirely
dedicated to basic research on the genetics of
mammals, is nowadays almost exclusively dedi-
cated to the mouse. It is, at the same time,
a topranked research institution, a meeting
place where courses and conferences are orga-
nized on various aspects of mouse genetics, and
the world’s largest genetic repository for mouse
material where a great variety of genotypes
and biological samples of all kinds are stored,
in the form of frozen embryos or sperm cells,
for distribution to the scientific community.
Several other institutions, like the Oak Ridge
National Laboratory in Tennessee (USA) and
the MRC centre at Harwell in England, have
also played a very important role in the develop-
ment of the mouse as a laboratory model for
research in genetics, oncology and immunology.
More recently the European Union has decided
to support the establishment of a network of
genetic repositories (the so-called European
Mouse Mutant Archive or EMMA), with major
nodes in Italy (EMMA headquarters is in
Monteretondo, near Rome), England (Harwell),
France (Orléans-la-Source) and Germany
(Munich). Finally, and even more recently,
Japanese scientists have established a bio-
resource centre at the RIKEN Institute, in Tsu-
kuba, with teaching and research activities
focused on mouse genetics. More information
about all these centres is available at the websites
provided at the end of this chapter.

Since the completion of the mouse genome
sequencing project several other collaborative
projects have been developed worldwide that
will undoubtedly result in a wealth of invaluable
tools for research in mouse (mammalian)
genetics in the future: here we review some of
the most important.

To complement and expand the large-scale
ENU mutagenesis projects described above
[6, 7], several other projects have been launched
with the aim of generating a comprehensive and
publicly available resource of mouse ES cells
containing a null mutation, generated by gene
trapping or gene targeting, in every gene in
the genome. The Knockout Mouse Project
(KOMP) for example is a trans-NIH initiative

of this kind. Several similar projects exist in
other institutions such as European Conditional
Mouse Mutagenesis (EUCOMM) involving, in
particular, the Wellcome Trust Sanger Institute
in Hinxton (UK) and the Helmholtz Zentrum
in Munich (Germany). So far approximately
10000 conditional targeted alleles have been
generated by the EUCOMM consortium in the
highly germline-competent C57BL/6N ES cell
line. The EUCOMM project is still in progress,
in association with other partners constituting
the International Knockout Mouse Consortium
(IKMC) [73].

Alongside these large-scale projects for
producing a collection of catalogued and ready-
to-use genetic alterations, several phenotyping
projects, often called ‘mouse clinics’, have been
developed in dedicated facilities where experi-
enced scientists use the most sophisticated equip-
ment to detect all kinds of phenotypic
differences. The International Mouse Phenotyp-
ing Consortium (IMPC) for example consists of
a group of major mouse genetics research institu-
tions and plans to address the challenge of devel-
oping an ‘encyclopedia’ of mammalian gene
function. Each mutant line generated by the
IKMC will undergo a broad suite of high-
throughput tests to identify developmental,
anatomical, physiological, behavioural and path-
ological phenotypes. The Japan Mouse Clinic,
established at the RIKEN Institute in Tsukuba,
has developed a similar project. There is no doubt
that these programmes will result in a better
understanding of the genetic basis of disease.

Finally, it is important to mention here the
development of a completely new and original
genetic resource that will be of great value for
the analysis of complex traits: the so-called
Collaborative Cross. This project was first
proposed in 2001, has been implemented at the
Oak Ridge National Laboratory (USA) since
May 2005 and has now spread to several other
laboratories. The Collaborative Cross is a random-
ized cross of eight inbred mouse strains that
features a randomized assortment of eight
remotely related genomes: A/J, C57BL/6],
129S81/Svim], NOD/Lt]J, NZO, CAST/Ei, PWK/
Ph, WSB/Ei. The lines are first crossed pairwise
to make all 56 possible Gl parents. A set of
possible four-way crosses is performed, keeping
Y chromosome and mitochondrial balance.




Finally, all eight genomes are brought together in
G2:F], and the offspring of this cross are inbred.
Currently there are 650 lines in production, and
close to 200 lines are now beyond their seventh
generation of inbreeding. The project is to breed
around 1000 inbred strains with a unique assort-
ment of the eight parental genomes. While the
breeding is in progress, samples of the lines that
have reached or passed the seventh generation
of inbreeding progressively enter a high-
throughput phenotyping protocol and DNA
samples are banked for sequencing, analyses of
recombination history, allele drift and loss,
and population structure. The inbred strains of
the Collaborative Cross will be able to detect bio-
logically relevant correlations among thousands
of measured traits, and the 1000 strains, consid-
ered together, will represent 135000 recombina-
tion events, which is an enormous and
unprecedented power of resolution. Such a panel
would indeed represent a valuable community
resource in which information will progressively
accumulate over time [74].

The house mouse
and its wild relatives

As discussed above, the classical laboratory
inbred strains of mouse have many advantages
relating to their great genetic homogeneity. For
example, a population of F1 hybrids, born from
an intercross between two highly inbred strains,
is genetically equivalent to a population of
cloned mice since this population displays no
genotypic variation from one animal to the
next. Unfortunately, the coin has another side:
because they are derived from a relatively small
pool of ancestors, these inbred strains do not
exhibit a great variety of genetic polymorphisms
of natural origin. This relative genetic homoge-
neity is well reflected in the fact that most of
the classical strains possess the same maternally
inherited molecule of mitochondrial DNA
[75-77] and relatively reduced polymorphisms
for the Y chromosome [78, 79]. Aside from this
relative genetic homogeneity and paucity in
terms of variability, a careful analysis of the
genetic polymorphism segregating among the

different strains revealed that these strains have
a mosaic genome derived from more than one
species [80, 81]. Today’s classical laboratory strains
should be regarded as interspecific recombinant
strains derived from three parental components:
M. m. domesticus, M. m. musculus and M. m. castaneus.
For this reason, and to point to their relatively
unnatural genetic constitution, it would probably
be more appropriate to designate them collec-
tively as M. m. ‘Taboratorius’!

The existence of this genetic ‘mosaicism’ has
been recently confirmed and assessed with great
precision [82, 83]. It was established that, on
average, 92% of the genome of M. laboratorius’is
M. m. domesticus in origin, while the remainder is
mostly of Japanese origin (M. m. molossinus).
Another important observation was that the
distribution of diversity is markedly non-random
among the chromosomes, with large regions
of extremely low diversity and hot spots of diver-
sity [83].

To compensate for this relative lack of vari-
ability, a collection of strains derived from small
breeding nuclei of wild specimens, trapped in
well-defined geographical areas and belonging
to characterized species, have been developed in
various laboratories over the last 20 years. A list
of the strains that are completely inbred, ie.
that have been propagated by strictly unrelaxed
brother x sister mating for more than 20 genera-
tions (the so-called wild-derived inbred strains or
WDIS), is given in Bonhomme and Guénet [84],
but other such WDIS are being derived, their
number being now close to 50. Other useful
stocks of wild mice are also maintained in various
laboratories and a description of these stocks has
been published by Potter [85]. These ‘new’ inbred
strains have played an important role in recent
years because they represent a virtually unlim-
ited reservoir of genetic polymorphisms.

Wild mice have been useful in providing
geneticists with polymorphisms such as electro-
phoretic variants, restriction fragment length
polymorphisms (RFLPs), or more generally
SNPs that are much less numerous in standard
inbred strains. With the introduction of strains
derived from wild progenitors, in particular
from M. spretus, the genetic map of the mouse
has dramatically increased its resolution [86].
Comparisons of non-coding orthologous regions
at the sequence level indicate that any inbred

SOILINIC) ANV AUOLSIH @ ASNOJA] AYOLVHOEVYT] JFHL 40 SNIDIHQ



HisTory AND GENETICS Q ORIGINS OF THE LABORATORY MoOUSE

strain derived from M. spretus exhibits, on
average, one SNP at every 80-100bp when
compared with any of the classical laboratory
strains [87]. This wealth of polymorphisms repre-
sents a considerable advantage in experiments
where the aim is positional cloning of a gene
identified only by phenotype because it allows
an accurate delineation of the targeted locus
[88]. The high density of polymorphisms turns
out to be an even greater advantage when quan-
titative traits are mapped, because every animal
with a relevant phenotype can be genotyped for
a very large number of markers. In this respect,
the mouse is unique since the frequency of
SNPs between humans is roughly one order of
magnitude lower than that of M. spretus compared
to laboratory strains [89, 90]. The high frequency
of SNPs in coding regions means that the genome
of M. spretus or M. m. musculus is full of ready-
made quantitative trait loci (QTL) point muta-
tions waiting for functional genomic studies!

Wild mice have also been invaluable in
providing cytogeneticists with a large collection
of robertsonian translocations (or centric fusions)
recovered from the many populations of M. m.
domesticus where they occur in homozygous condi-
tions [91]. These translocations are characterized
by the fusion of two acrocentric chromosomes
by their centromeres and they often interfere
with the normal process of meiosis resulting in
the production of gametes with an aneuploid
(unbalanced) complement. Using carefully
designed crosses involving these centric fusions,
it has been possible to produce and study triso-
mies and monosomies for all mouse chromo-
somes [92].

In addition to their homogeneity in terms of
chromosome morphology, laboratory strains
have only long telomeres while, for instance,
strains of M. spretus origin have both long and
short telomeres [93, 94]. This peculiarity might
be helpful for investigating the significance of
the still-mysterious variations in telomere size
found in mammalian cells.

When infectious agents of various kinds are
injected into mice it is common to observe that
some strains are more susceptible than others
and that wild-derived strains are in general (but
not always) more resistant than classical labora-
tory strains. A commonly accepted, although
not demonstrated, explanation is that some

alleles of laboratory strains that are essential for
determining innate or acquired mechanisms of
defence have been by chance replaced by a defec-
tive mutant allele without any consequences for
the mice because these animals are kept in pro-
tected environments. Even if in most cases the
level of susceptibility or resistance is controlled
by several genes interacting together (QTLs) or
having an additive effect [95, 96], the situation is
sometimes under the control of a single gene,
making its analysis relatively simple. This is the
case, for example, when mice of most laboratory
strains die after an injection with an appropriate
dose of orthomyxoviruses while most wild strains
are resistant [97]. This phenotype is controlled by
a single gene (MxI on chromosome 16) with two
alleles: MxI" (resistant, dominant) and MxI~
(susceptible, recessive) and the discrepancy
between wild mice and laboratory mice in terms
of susceptibility indicates that the mutated allele
of Mxl is over-represented in laboratory strains,
probably due to a sampling effect. A similar
example exists with experimental flavivirus
infections where all laboratory inbred strains,
except strain PL/], are susceptible while most
wild-derived inbred strains are resistant [98].
Here again the allele responsible for susceptibility
is a null at the Oas1b locus (chromosome 5), which
has been fortuitously selected in laboratory
strains while it is rare or absent in wild mice.
Similar phenotypes of resistance/susceptibility
have also been reported for a variety of patho-
gens [99, 100], and, even if in most instances
genetic differences have been observed among
classical laboratory strains, these differences
also exist between laboratory and wild-derived
strains, making the genetic analysis much easier.
Wild mice have also proved particularly useful
for investigating the biology of murine
leukaemia viruses and both new Fv loci and
new alleles at the Fvl and Fv2 loci have been
discovered in wild strains [101, 102].

The comments concerning the susceptibility
of mice to infectious diseases also apply to carci-
nogenesis, and comparisons between classical
laboratory strains allowed the complex influ-
ences of genetic background on tumour suscepti-
bility to be unravelled; several genes modifying
tumour susceptibility have been identified.
However, while the phenotype of F1 hybrids
between any two classical laboratory strains is




generally intermediate between the two parental
strains, it is often identical to the phenotype of
the wild parent when crosses are performed
with WDIS, indicating dominance of the wild-
derived allele [103].

Besides their use in mapping, interspecific
crosses also offer an opportunity for analysing
the effects of bringing together the products of
genes separated by divergent evolution in the
cells of an offspring. This can help identify the
genetic functions that are subject to rapid diver-
gence and to pinpoint the functions that eventu-
ally promote speciation. Those functions that are
mostly unaffected during the evolution of the
taxa are most likely to be basic functions that
are under more constraint. This last point will
be important in the comparison of orthologous
regions between human and mouse genomes,
and even more so between the genomes of
various species of the genome Mus that have
now been resequenced.

Questions concerning epistatic interactions
can also be addressed by investigating offspring
of interspecific crosses at the genomic level. So
far we have no clear answers to this question
but data exist indicating that some combinations
of alleles are strongly counter-selected in the
offspring of some interspecific crosses [104].

A less dramatic but still very interesting situa-
tion is frequently observed when wild mice are
used for the mapping of mutations with delete-
rious phenotypic effects. In this case the interspe-
cific offspring, homozygous for the mutant
allele, often exhibit a wide range of variations
in the degree of severity of their phenotypes,
with severe forms and weaker ones. In these
cases, genes or loci with a modifying effect can
be identified, mapped and eventually cloned
[105, 106]. Genes of this kind, which are poten-
tially of great value, cannot be recognized in an
animal with a normal genotype.

Because many different inbred strains
belonging to several more or less related taxa of
the genus Mus are now easily available, it is
possible to address questions aimed at a better
understanding of genome structure and func-
tions. For example: are all the genes present in
one strain also present in the others, or are there
differences and/or variations in the copy
number? If the answer is that a particular gene
exists in one strain and not in a closely related

one, then what use is the gene in question? Exam-
ples of this kind have already been reported [107],
and have allowed fundamental questions to be
answered in a very elegant way.

It would also be interesting to study certain
categories of orthologous genes in closely related
species to see how their pattern of spatiotemporal
expression evolves and in what sort of sequence
variation this evolution is involved. This can be
particularly interesting when adaptive traits are
concerned.

Investigations at the genomic level using
inbred strains derived from wild mice are bound
to become very popular in the near future
because they can be achieved with a high level
of refinement and can be correlated in a very
reliable way to the phenotype of the living
animal. At this point it is no exaggeration to say
that this new type of mouse strain is bound to
be of expanding interest and it is predictable
that, in the future, the house mouse and its
related species will be even more useful for scien-
tific research than it has been over the last centu-
ries, especially since more than one complete
genome is now available for comparative
purposes in the genus Mus.
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Introduction

The laboratory mouse (derived from the
common house mouse) has played a key role in
mammalian genetic and biomedical research.
The mouse is a powerful model organism for
research on human disease because it is
a mammal and because of the high degree of
conservation between the mouse and human
genomes. After the first report of a conserved
mouse and human autosomal linkage in 1976 [1],
intense comparative mapping of the mouse and
human genomes [2-4] culminated in the
sequencing of both genomes [5-7], demonstrating
high DNA coding sequence conservation.
Research using the mouse spanned the 20th
century, from the birth of mammalian genetics
to sequencing the mouse genome at the begin-
ning of the 2Ist century. The future of the

laboratory mouse promises to continue to be
invaluable for biomedical research in the coming
years as new technologies enable rapid genome
sequencing and large-scale generation of new
mouse models. Figure 1.2.1 highlights a sampling
of discoveries, resources and milestones in mouse
genetics, shaping the past, present and future of
biomedical research.

The ability to selectively modify the mouse
genome increased the power of the mouse as
a research tool for understanding the genetic
basis of human health and disease [8-10]. Mutant
and inbred mice frequently have syndromes
similar to human inherited diseases because of
their close metabolic and internal anatomical
similarities to human beings. Hence, the mouse
provides models for research not only on
mammalian biology but also on a wide variety
of human diseases including cancer, diabetes,

The Laboratory Mouse
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Figure 1.2.1 History of mouse genetics. The timeline highlights more than a century of seminal experiments
and discoveries (blue), creation and characterization of new mouse resources (green), founding of mouse-
related research institutions (yellow) and mouse information resources (pink). The history of mouse genetics
can be roughly categorized into five periods: 1902-1940, birth of mouse genetics; 1941-1960, discovery and
expansion of mouse resources; 1961-1980, mapping the mouse genome; 1981-2000, genetic mapping
advances and manipulation of the mouse genome; and 2001-2011, the mouse genome sequence and beyond.




aging, atherosclerosis, endocrine diseases, immu-
nological diseases, autoimmunity, neurological
dysfunction and numerous others. The ultimate
recognition of the value of the mouse was its
selection as the first model organism to have its
genome sequenced in the Human Genome
Initiative [7, 11]. In 2011 we have the complete
genome sequence of at least 15 inbred strains,
thousands of genetically engineered mutant
mice have been generated and high-throughput
sequencing is leading to rapid identification of
new spontaneous mutation models.

1902-1940: the birth
of mouse genetics

Origins of the laboratory
mouse

The laboratory mouse originates from ancestors
in the Middle East in the area that is now Pakistan.
A commensal organism, the mouse has emigrated
to most corners of the world as human beings’
travelling companion. For a detailed history of
the origins of the house mouse see Silver [12]
and Chapter 11

On the tiny Turkish island of Tenedos at the
mouth of the Dardanelles stands a temple to
Apollo, God of Mice, that predates the Trojan
War. Albino mice were used in auguries for Egyp-
tian rulers [13]. The earliest drawings of mice may
be seen in Chinese prints as early as 300 Ap and

— M. musculus
— Mus —| \

— Murinae
Rodentia —— Muridae —

— Cricetinae

— Microtinae
Order Family Subfamily

Genus

mutant mice, such as albino and waltzer, appear
in 18th and 19th century Asian prints.

Mouse fanciers of the late 19th and early 20th
centuries were the origin of most laboratory mice
of today. The mouse fancy hobby originated in
Asia and later spread to Europe and from there
to America. Because of their origins in the mouse
fancy trade, laboratory mouse strains are a genetic
mix of four different subspecies: Mus musculus mus-
culus (eastern Europe), Mus musculus domesticus
(western Europe), Mus musculus castaneus (south-east
Asia), and Mus musculus molossinus (Japan). The
latter is thought to be a hybrid between M. m.
castaneus and M. m. musculus. Genome analysis
has confirmed that the laboratory mouse is a
blend of these four different species or subspe-
cies of the genus Mus [14, 15]. Analysis of whole
genome sequence and high-density single nucleo-
tide polymorphism (SNP) maps in several inbred
traditional and wild-derived laboratory strains
shows that the laboratory mouse genome is
mostly from M. m. domesticus, ranging from esti-
mates of 68% [16] to 92% [17] on average. As
might be expected based on the origins of labo-
ratory strains, mouse genomes are a mosaic of
segments of different subspecific origins. Phylo-
genetically, the house mouse (Mus) belongs to
the family Muridae, along with several other
species of mice and the common rat
(Figure 12.2).

Many inbred laboratory strains derive from
those of Miss Abbie Lathrop, a mouse fancier
who bred and sold mice in Granby, Massachusetts
(USA) from around 1900 to her death in 1918. She
obtained her mice from dealers and European

— M. domesticus

/M. m. molossinus
— M. m. castaneus

— M. spretus

Rattus

Species

Figure 1.2.2 Abbreviated diagram of the phylogenetic origin of laboratory mouse strains. Note the
laboratory rat also is in the subfamily Murinae, which is why 'murine’ is an inappropriate adjective for the
laboratory mouse. Derived from Moriwaki and colleagues [114].
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fanciers, and animals captured in the wild.
Although Miss Lathrop is often mentally
pictured as a little old lady who collected fancy
mice, she was an experimentalist and observer.
She carried out cancer research experiments,
collaborating with Dr Leo Loeb at the University
of Pennsylvania [18-20]. This collaboration grew
out of her observation of tumour growths in
her mice and her curiosity to learn more [21].
She also carried out breeding experiments in
collaboration with William Castle, and later Clar-
ence Cook (‘C. C.) Little, who were at the Bussey
Institute at Harvard. Miss Lathrop’s breeding
records and notebooks, including such observa-
tions, are preserved in the library at The Jackson
Laboratory.

The history of mouse genetics might have
begun in the 1860s if an Augustinian bishop had
not forbidden the breeding of mice within the
monastery where Gregor Mendel did his classic
genetic studies in plants [22]. Thus, the first proof
that mice, like sweet peas, had genes and showed
genetic transmission of traits was when a French
geneticist, Lucien Cuénot, demonstrated that
mammals show Mendelian inheritance, using
the inheritance of coat colours in mice [23]. He
went on to demonstrate that a gene can have
multiple alleles [24] and that some alleles, like
the yellow allele of the agouti gene (4%), can be
lethal [25]. In 1903 William Castle at Harvard also
published a paper on coat colour genetics in
mice [26]. He and his student C. C. Little are often
credited with the first cogent report and explana-
tion of a lethal allele, also A”[27].

Mouse genetic research was initiated at the
Bussey Institute for Research in Applied Biology
at Harvard in 1909. William Ernest Castle directed
the mammalian research programme [28, 29].
Sewall Wright and C. C. Little were two of Castle’s
first students. Most of the well-known names in
the history of mouse genetics, at least in the
United States, can be traced to the Bussey Insti-
tute. Examples include L. C. Dunn (developmental
biology); L. C. Strong, C. C. Little, and Lloyd Law
(cancer genetics); Clyde Keeler (behavioural
genetics); Paul Sawin (quantitative biology); and
George Snell (immunogenetics). Other geneticists
from Europe and Asia regularly visited the
Bussey. A ‘genealogical tree of mouse geneticists
drawn by Elizabeth (‘Tibby’) Russell and modified
by Sandy Morse shows the extent to which

students of the Bussey determined the future of
mouse genetics [21]. Genetic research using mice
in the early 20th century centred on coat colour
genetics, cancer and tumour transplantability.

The development of inbred strains of labora-
tory mice was central to mouse genetics because
inbred strains enabled the genetic analysis of
individual mutations and traits by eliminating
the ‘noise’ of heterogeneous segregating genetic
backgrounds. C. C. Little is credited with
conceiving of and creating the first inbred strain,
DBA (dilute, brown, non-agouti), which was main-
tained and protected from loss by his mentor
E. E. Tyzzer at Harvard while Little was in the
army during World War I [30]. Breeders from
C. C. Little’s Line C (derived from Miss Lathrop’s
mice) founded the C57/C58 family of strains;
females 57 and 58 were mated to male 52 to
give rise to the C57BL, C57BR, and C58 inbred
strains. Others, including Miss Lathrop and
Leonell Strong, also began inbreeding mice at
about the same time.

Biomedical research

The earliest biomedical research using the mouse
involved the genetics of tumour transplantability
and cancer susceptibility. Initial studies suggested
that the genetic component in these traits was
weak or non-existent because of the use of
outbred mice and the complexity of the trait
[31, 32]. The development of defined genetic
backgrounds by inbreeding encouraged the
continuation and growth of research on cancer.

C. C. Little and others continued to develop
inbred strains to analyse the genetics of suscepti-
bility and resistance to cancer and tumour trans-
plantation [33]. In 1933 J. B. S. Haldane suggested
that cancer had a genetic component [34]. Jacob
Furth, at the University of Pennsylvania, devel-
oped the high leukaemia strain AKR [35]. Leonell
C. Strong studied the genetics of susceptibility
and resistance to tumour transplantation.
Howard Andervont studied the genetics and viral
aetiology of cancer and went on to head the
National Cancer Institute until 1961 [36]. Walter
Heston began his early work on lung cancer [37].

In 1933 the staff of The Jackson Laboratory
published a paper describing maternal inheritance
of mammary tumours in mice [38] This phe-
nomenon was later shown to be non-Mendelian




transmission by a factor in the dam’s milk [39],
subsequently identified as a virus [40, 41] Ulti-
mately, it was shown that the virus could be inte-
grated into the mouse genome and transmitted as
a gene by both females and males.

1941-1960:
discovery and
expansion of mouse
resources

The growing number of inbred strains and
mutant mice developed and characterized in
early 20th century were in high demand. Early
pioneers distributed their mice widely to other
investigators, who in turn established breeding
colonies creating substrains, or bred mutations
on to different genetic backgrounds. Standardi-
zation of mouse nomenclature became impor-
tant. L. C. Dunn, Hans Griineberg and George
Snell served as the first mouse nomenclature
committee and published their first report in
1940 [42]. There also was a need for resources to
facilitate transfer of information concerning
animal care, husbandry and the genetics of the
strain or mutation. The first edition of the Biology
of the Laboratory Mouse was published in 1941 and
the first Mouse News Letter ‘advertised’ the latest
mutants in 1949.

From 1915 to 1970 the mouse genetic map was
composed of linkage groups in which two or more
genes or ‘visible markers’ were linked together. In
the mid 20th century most mouse genetic and bio-
logical research was carried out ata triumvirate of
mouse research centres: the Harwell Medical
Research Council (MRC) Genetics Unit (UK), the
Biology Unit at the Atomic Energy Commission’s
facility in Oak Ridge, Tennessee (USA), and The
Jackson Laboratory in Bar Harbor, Maine (USA).
During the 1940s the two major focuses for
genetic mapping were identification of histocom-
patibility genes and discovery and characteriza-
tion of visible, morphological markers resulting
from spontaneous mutations. Study of the latter
also provided the first mouse models of human
inherited diseases.

Biomedical research

George Snell, inspired by Little and his early
work on tumour transplantation, began his life-
long study of the genetics of transplantation
that became the basis for all histocompatibility
and tissue transplantation research. He joined
the staff at The Jackson Laboratory in 1935.
During the 1940s Snell created congenic strains
(strains differing at a locus of interest and
a linked chromosomal segment carried over
during backcrossing) to isolate, identify and
map genes involved in tissue rejection or accep-
tance [43] He rediscovered the mouse major
histocompatibility complex (MHC), described by
Peter Gorer in 1938 as a red blood cell antigen
affecting transplantation. Snell and Gorer’s joint
research on histocompatibility genes [44] became
the foundation for the medical field of tissue and
organ transplantation in humans. Because Gorer
died prematurely, it was Snell who was awarded
the Nobel prize in 1980 for this research.

During the 1940s and 1950s spontaneous and
induced mutations, created in radiation risk assess-
ment studies following World War II, were used to
map genes in the mouse. As the effects of these
mutations were studied, the potential of mutant
mice to provide research tools for studying human
inherited disease became evident and the types of
biomedical research broadened. Areas of research
expanded from cancer genetics and histocompati-
bility to haematopoietic stem cell research, haema-
tological  disorders, skeletal abnormalities,
neurological and neuromuscular diseases, kidney
disease and many more.

1961-1980: mapping
the mouse genome

Most principles of genetics in the mid 20th century
were established in non-mammalian species.
Studies in Drosophila and microorganisms led to
the understanding of chromosomal theory, the
nature of mutation, the discovery of the genetic
code and gene structure and function. During
this period, however, the study of mouse genetics
and gene mapping grew steadily, creating a solid
foundation for the future of mouse genetics. In
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the 1960s and 1970s mouse genetics became prom-
inent again with the recognition of the need for
a mammalian model for biomedical research, the
development of efficient genetic mapping tools
in mice and the realization of the high degree of
genomic conservation between the mouse and
human genomes.

Genetic map of the mouse

Genetic maps, the road maps of genetics, are of
two types: linkage and physical. The ‘signposts’
on the maps are loci, any location or marker in
the genome that can be detected by genetic or
DNA analysis. The term ‘gene’ is more restrictive
than locus and refers to DNA segments that
encode proteins or can be linked to phenotypes.
Linkage maps are recombinational or probability
maps; they are constructed by carrying out
linkage crosses that measure the recombination
frequency (plus or minus a standard error)
between genes or loci on the same chromosome.
Physical maps were based first on chromosomal
bands in metaphase chromosomes and now on
genomic DNA sequence. The first genetic linkage
in the mouse (the first autosomal linkage in
mammals) was described in 1915 in the classic
paper on the linkage of pink-eyed dilution and
albino [45] This proof of linkage between these
two genes was the beginning of the genetic
linkage mapping effort that continued through
the rest of the 20th century and into the 2lst.
The discovery and genetic analysis by mapping
crosses of spontaneous mutations that caused
visible phenotypes was the basis for virtually all
genetic mapping in the mouse from 1940 to 1970.

Genetic mapping with spontaneous muta-
tions that created visible phenotypes, such as
changes in coat colour/texture (e.g. albino, Tyr;
piebald, Ednrb® ; satin, sa ; fuzzy, fz) or behaviour
(e.g. waltzer, v; reeler, Reln'® shiverer, Mbp“hi was
laborious and sometimes took years. This was
because crosses between mice carrying recessive
mutations yielded so few informative progeny,
and genes on only one or two chromosomes
could be scored in each cross. Determining
linkage demanded sophisticated statistical anal-
ysis and large numbers of progeny were required
to obtain statistical significance [46]. It was not
uncommon to generate thousands of intercross
(F2) progeny—but the results did not lead to the

high-resolution maps that such crosses with
today’s genetic markers provide. During the
1950s and 1960s, linkage-testing stocks (e.g. V/Le,
SB/Le) combining multiple visible markers
were created to speed the mapping process.

The first real breakthrough in linkage
mapping, enabling the scoring of many test
markers and chromosomes in the same cross,
was the discovery and use of codominant
biochemical (isoenzyme) genes (e.g. glucose phos-
phate isomerase 1, Gpil) [47-49]. This transition
from visible markers to polymorphisms revolu-
tionized gene mapping in the mouse. Also, in
the 1970s Donald W. Bailey conceived of and
began developing recombinant inbred (RI)
strains, panels of inbred strains derived from
a mating of mice from two inbred strains [50].
Because they are inbred and derived from
common ancestors, mice from these strains can
be characterized for any trait or genetic marker
that differs between the parental strains, and
mapping data are cumulative [51].

The development of chromosomal banding
techniques in the late 1960s enabled the assign-
ment of gene linkage groups to physical chromo-
somes of the mouse in the early 1970s.
Visualization of banding patterns was critical to
this advance because all laboratory mouse chro-
mosomes are telocentric (the centromere is
located at one end) making the identification of
most individual chromosomes virtually impos-
sible. Fluorescence quinacrine (Q)-banding [52]
and Giemsa (G)-banding [53] were used to produce
karyotypes in which all 21 chromosomes were
identified by their unique banding patterns.
Linkage groups were assigned to physical chromo-
somes by cytological identification of the chromo-
somes involved in reciprocal translocations
already associated with specific linkage groups
[54] This approach is credited to John Hutton
but drew on the accumulated data of many labora-
tories. Prior to chromosomal banding, however,
Eva Eicher assigned the first linkage group to
a chromosome, based on the size and unusual
unbanded cytological appearance of chromosome
19 and linkage analysis of linkage group XII [55].

Because genetic crosses are possible in mice,
somatic cell hybrid panels, enabling the assign-
ment of genes to chromosomes, were never
used in mouse gene mapping to the extent they
were in human mapping. Somatic cells of two




species are fused and one species’ chromosomes
are segregated out during cell line propagation,
creating a panel of cell lines, each with one or
a few chromosomes of the species of interest.
Radiation hybrid panels, in which the chromo-
somes of the species of interest have been frag-
mented by irradiation prior to fusion, have
been used effectively in the mouse as well as
human to physically locate and order genes in
chromosomal segments. The T3] mouse radiation
hybrid (RH) mapping panel was made available
through The Jackson Laboratory mapping
resource [56].

During the 20th century, composite linkage
maps were compiled at The Jackson Laboratory
(Margaret Dickie, Margaret Green, James
Womack, Thomas Roderick and Muriel Davisson)
and at the MRC Genetics Unit at Harwell
(C. Beechey, J. Butler, S. Hawkes and R. Meredith)
by statistically combining data from all scientists’
linkage crosses. The first composite linkage map
showing both chromosome numbers and linkage
groups was published by Margaret Green [57].
Davisson and Roderick [58] published the first
linkage map in which linkage groups were
adjusted to chromosome size based on physical
measurements of the chromosomes [59].

The first report of conserved mouse and
human autosomal linkage was published in 1976
[1] and the mouse was represented in the first
report of a Comparative Committee at the Third
International Workshop on Human Gene
Mapping [60]. A flurry of intense comparative
mapping of the mouse and human genomes
followed (summarized in references 2-4). This
effort culminated in the sequencing of both
genomes [5-7] demonstrating high DNA coding
sequence conservation.

1981-2000: genetic
mapping advances
and manipulation of
the mouse genome

In the 1980s and 1990s mouse genomics again
burst into the limelight, centre stage, with the

development of powerful methods to map and
manipulate the mouse genome.

Genetic mapping advances

The final advance in the cytological physical map
was the development of fluorescent in situ
hybridization (FISH) [61]. FISH allows mapping
of single genes to cytological bands on the phys-
ical chromosome and identification of chromo-
somal rearrangements using paints [62, 63]. For
many years Mary Lyon and her colleagues at
Harwell maintained and published in Mouse
News Letter (which later became Mouse Genome) the
composite ‘Chromosome Atlas’ map, which
combined linkage data and physical mapping
by FISH or cytological location of chromosomal
rearrangement breakpoints. As more and more
genes were identified and mapped, the number
of linkage groups and genes mapped within
them grew increasingly rapidly until it was
impossible to depict the whole mouse linkage
map graphically in print publications. In 1990
Davisson and colleagues published the last print
copy of the linkage map [64] and in 1997 Mary
Lyon and colleagues published the last print
copy of the Chromosome Atlas [65].

During this period as well, several scientists
developed inbred strains from wild populations
to increase genetic variability in mapping crosses
[66-68]. Verne Chapman (Roswell Park, Buffalo,
NY, USA), Michael Potter (National Institutes
of Health, Bethesda, MD, USA), Jean-Louis Gué-
net (Institute Pasteur France), and Eva Eicher
and Tom Roderick (The Jackson Laboratory)
all developed wild-derived inbred strains. M. m.
castaneus (e.g. CAST/Ei), M. spretus (e.g. SPRET /Ei)
and M. m. molossinus (e.g. MOLD/RK) were the
most widely wused. Johnson and colleagues
improved mapping mutations with RFLP
(restriction fragment polymorphisms) loci by
combining intersubspecific intercrosses (F2)
using inbred CAST/Ei with RFLPs for gene
families, allowing multiple genes to be detected
on a single Southern blot [69]. The efficiency
of mapping mutations with polymorphic
markers was further improved by pooling F2
progeny DNAs for the initial genome screen
with PCR (polymerase chain reaction) [70].
Panels of backcross DNAs were developed for
efficient mapping of polymorphic markers that
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could be typed in DNA. The C57BL/6Ros x Mus
spretus panel of Neal Copeland and Nancy
Jenkins [71] and the C57BL/6] x SPRET/Ei
backcross panel at The Jackson Laboratory
were mapping resources available to investiga-
tors [72].

In the 1980s and 1990s DNA markers revolu-
tionized genetic mapping. Their use was greatly
facilitated by the development of the concept
of the PCR in 1983. DNA polymorphic markers,
RFLPs[73] and later simple sequence length poly-
morphisms (SSLPs), such as the MIT markers [74],
are widespread throughout the genome. One of
the biggest advantages of DNA markers for
mapping is that newly discovered markers can
be typed in indefinitely stored DNAs from
linkage crosses, such as the C57BL/6 x M.spretus
crosses above, or mapping panels, such as RI
[50, 51] and chromosome substitution strains
[75]. Subsequently, SNPs, of which millions are
present in the mouse genome, increased the
density of available DNA markers [16, 76, 77].

One of the most rapidly growing areas of
mouse genomic research in the latter 20th
century was the genetic analysis of complex traits
and diseases. Ironically, this field combined the
latest advances in molecular mapping, such as
SNPs, with strain panels developed in previous
decades. Larger panels of RI strains and their
variant recombinant congenic strains and panels
of consomic (chromosome substitution) strains
were developed [75, 78]. In the latter one can
search for complex trait genes on individual
chromosomes and then narrow the analysis with
segmental congenic strains. The Complex
Trait Consortium was established in 2002
[79] and a large RI strain panel, called the Collab-
orative Cross, was initiated with a goal of gener-
ating 1000 strains derived from an eight-way
cross [80].

Gene identification

Identification (or cloning) of mutated genes in
the last decades of the 20th century was made
possible by the development of libraries of arti-
ficial chromosomes containing inserts of
mammalian DNA: plasmid clones (PACs), bacte-
rial artificial chromosomes (BACs) and yeast
artificial chromosomes (YAGCs), listed in order
of size from small to large. High-resolution

genetic crosses with sometimes thousands of
progeny were used to narrow the chromosomal
interval harbouring the gene of interest. Once
a mutant gene was mapped to a segment less
than a fraction of a centimorgan, contigs of
overlapping clones were constructed across the
region by hybridizing PAGCs, BACs and/or
YAGs to each other. Although laborious, this
approach to identifying mutated genes became
increasingly successful as DNA sequencing tech-
nologies and the quality of libraries improved.
With the electronic publication and annotation
of the entire mouse genome sequence [7, 81, 82],
candidate gene cloning became more common
and yielded more rapid gene identification
than positional cloning did. It became a simple
matter to electronically examine the chromo-
somal interval identified by the high-resolution
genetic cross for candidate genes whose
mutation might have led to the phenotype
observed. With both methods, candidate genes
were tested by assessing RNA expression levels
or examining the gene itself by Southern
blotting for large DNA alterations and, ulti-
mately, by sequencing exons. The 2lIst century
has seen the development of high-throughput
and massively parallel signature sequencing
(le. next-gen sequencing) technologies, greatly
reducing the time needed to identify the gene
of interest [83]. However, the cost of next-gen
sequencing remains prohibitive for most labo-
ratories and generates massive amounts of
sequence data requiring software analysis tools
that are currently insufficiently robust for
finding many single gene mutations. The
array-based sequence capture approach based
on a coarse genetic map position makes gene
identification using high-throughput sequencing
more efficient [83]. Independent of the tech-
nology used, once a mutation is identified in
the candidate gene one must validate that the
mutation causes the phenotype. This can be
accomplished by (i) sequencing the candidate
gene to look for mutations in other alleles iden-
tified by complementation testing, (ii) demon-
strating in a cross or mutation-segregating
colony that the mutation and the phenotype
co-segregate, (ili) rescuing the phenotype by
overexpressing the wild-type allele in a trans-
genic mouse or (iv) creating a targeted mutation
of the candidate gene.




Bioinformatics

The development of large, comprehensive data-
bases must be recognized as a milestone because
without their development the rapidly increasing
accumulation of genetic and biological data in
the last three decades of the 20th century would
be overwhelming and impossible to manage. In
the late 1970s the linkage data Margaret Green
had accumulated on 4 x 6 inch cards was entered
into a computer program known as GBASE (the
Genetic Database of the Mouse) developed by
Thomas Roderick, Muriel Davisson and Carolyn
Blake at The Jackson Laboratory. The data were
proofread by Mary Lyon while she was on an
extended visit to the laboratory. GBASE became
the first online database of mouse genetic infor-
mation, released in 1986. Subsequently, Margaret
Green’s catalogue describing mouse genes [84]
was added as the Mouse Locus Catalog, which was
maintained for many years by Donald Doolittle.
At about this time Thomas Roderick coined the
term ‘genomics’ for the new journal of that
name, providing a name for the expanded
science that encompasses genetic mapping,
sequencing and genome analysis. In 1994 GBASE
was combined with a linkage analysis database
developed by Janan Eppig and a homology data-
base developed by Joseph Nadeau to become the
predecessor of the Mouse Genome Database
(MGD). Today’s Mouse Genome Informatics
program at The Jackson Laboratory encompasses
the MGD database of genomic and phenotype
information [85], the Gene Expression Database
(GXD) [86], the Mouse Tumor Biology database
(MTB) [87] and MouseCyc, a compilation of
records for biochemical pathways that are
specific to mice or mammals [88]. MGD is part
of the Gene Ontology consortium [89] and links
to a variety of inbred strain information and
sequence analysis tools [90]. The advent of DNA
sequencing, culminating in the sequencing of
entire genomes, has generated sophisticated bio-
informatics systems beyond the scope of this
chapter to describe. The many sequence data-
bases and analysis software packages that are
available are valuable tools for the mouse genet-
icist. Examples include the Ensembl (www.
ensembl.org), the National Center for Biotech-
nology Information (www.ncbinlm.nih.gov), and
the University of California Santa Cruz Genome

Browser (genome.ucsc.edu) projects. A critical
aspect of all genetic mapping and the bioinfor-
matics programs that support it is the use of
controlled genetic nomenclature. Conventions
of genetic nomenclature are described in
Chapter 13 (Strains, Stocks and Mutant Mice)
and the complete guidelines are found on the
MGI website at http://www.informatics.jax.org/
mgihome/nomen,/index.shtml.

Genetic manipulation of the
mouse genome

Genetic engineering has catapulted the mouse
into the leading position as a mammalian model
organism for biomedical research. With trans-
genesis and gene targeting it is possible to selec-
tively modulate the amount or composition of
a gene product (see Chapter 15, Generation of
Mouse Mutants by Genotype-Driven Mutagen-
esis, for a detailed explanation). The first tech-
nology introduced was the insertion of foreign
genes into mouse chromosomes to produce
gain-of-function mutants. The first transgenic
mouse was created and described by Jon Gordon
in Frank Ruddle’s laboratory in 1980 [8]. Creation
of loss-of-function mutations followed the pio-
neering demonstration by Leroy Stevens that
embryonic teratocarcinoma cell lines could give
rise to differentiated tissues, which led to the
discovery that pluripotent embryonic stem (ES)
cells could be grown in culture [91]. In the late
1980s two research groups reported the first
successful alteration of a mouse gene by homolo-
gous recombination or targeting [9, 10, 67, 92].
Early efforts with this technology essentially
created null mutations or ‘knockouts’.

The discovery that many such mutations led
to embryonic lethality instigated the develop-
ment of targeting technology that makes it
possible to determine tissue and temporal speci-
ficity using conditional mutation systems. The
first developed was the Cre-Lox system. Mice
carrying a transgene containing the gene for
the prokaryotic Cre recombinase enzyme linked
to a tissue-specific promotor are mated with
mice carrying insertions of the LoxP target
sequence flanking the gene to be removed [93,
94]. Tissue-specific expression of the Cre enzyme
enhances recombination between the loxP sites
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and deletes the targeted gene’s function in that
tissue. A similar system can be created with the
Flp recombinase [95, 96]. Temporal control is
achieved using tetracycline-inducible mutations
[97, 98]. Finally, it is possible to replace an endog-
enous gene with another functional gene [99]. We
can now go from gene to phenotype (reverse
genetics) as well as from phenotype to gene
(forward genetics). Nevertheless, it should be
noted that being able to manipulate specific
genes is still a long way from being able to
generate specific phenotypes; frequently, tar-
geted mutations cause an unexpected phenotype
or, sometimes, no detectable phenotype at all.

In 1998 Cumulina the mouse joined Dolly the
sheep as 2 mammal that can be cloned from
somatic cells [100], making possible the creation
of mice from somatic mutations. This technology
was never exploited to its full potential because
the efficiency and success rate of whole-mouse
cloning never equalled or exceeded that of
mutating ES cells and turning them into mice.

High-throughput mutagenesis increased the
mutation rate and allowed screening for subtle
phenotypes and the identification of novel genes.
The widespread use of the powerful mutagen
ethylnitrosurea (ENU) resulted from the research
of William Russell’s group at Oak Ridge National
Laboratory, Tennessee (USA) [101]. Several large-
scale mutagenesis centres or multicentre pro-
grammes were established in Europe and North
America during the latter part of the 1990s (see
e.g. references 102-105).

Insertional mutagenesis was used to
randomly mutate genes by insertion of a DNA
sequence that could subsequently be used to
identify the mutated gene [106]. The first of these
was developed by Rick Woychik, then at Oak
Ridge, using insertion of transgenes carrying
a selectable construct [107]. This approach was
replaced by gene-trapping technology using
sequences that integrate only into gene-specific
genomic regions such as promoters [108] or other
gene-specific sequences in ES cells [106, 109].

Biomedical research

In the 1980s and 1990s molecular technology
advances made it possible to (i) more rapidly iden-
tify mutated genes and (ii) genetically manipulate
the mouse genome to alter genes shown to be

mutated in human diseases. For example, the
transgenic strain overexpressing the promoter
region and exon 1 of the human Huntington’s
disease gene, B6CBA-TgN(HDexonl)62Gpb/],
causes disease symptoms that mimic the human
condition, beginning at 9-11 weeks of age [110]. A
transgenic mouse carrying the human superoxide
dismutase 1 gene with the mutation associated
with amyotrophic lateral sclerosis (ALS, Lou
Gehrig’s disease) provides a good model for that
disease [111]. One of the early targeted mutations
created was in the gene encoding the transmem-
brane protein mutated in human cystic fibrosis
(Cftr) [67], but the mutant mice died early in life
because of intestinal abnormalities. Combining
the Cfir knockout with a functional human CFTR
transgene expressed in the intestine allowed cystic
fibrosis null mice to survive long enough to
provide a model to study and test therapies for
the debilitating lung phenotype that affects
human patients [112]. Conditional mutagenesis
allowed control of the tissue specificity of the
mutation or onset of gene expression (temporal
control) [93, 94, 98].

2001-2011: the
mouse genome
sequence and
beyond

Sequencing the mouse
genome

The beginning of the 2Ist century in mouse
genetics saw the completion of the mouse
genome sequence, the ultimate physical map. In
1999 three major sequencing centres, the Well-
come Trust Sanger Institute (Cambridgeshire,
UK), the Whitehead Center for Genome
Research (Cambridge, MA, USA) and Washing-
ton University Genome Institute (St Louis, MO,
USA), had combined efforts to form the Mouse
Genome Sequencing Consortium (MGSC) to
sequence the mouse genome. C57BL/6] was
chosen by the MGSC as the first inbred strain to
be sequenced. Celera, a private company, won
the mouse race, announcing the completion of




the first pass sequence in May of 2001 of a mixed
mouse genome, including 129S1/Svlm], 129X1/
Sv], A/], C57BL/6 and DBA/2] inbred strains
[81, 82]. In December 2002 MGSC published the
complete draft sequence of C57BL/6] [7]

One hundred years after Mendel’s principles
were shown to operate in the mouse, we can
relate the genetic map to the cytological map to
the ultimate physical map (sequence) of the
genome. Yet, genetically mapping traits to locate
their positions in the sequence and identifying
candidate genes remain crucial in linking the
mutation to the phenotype.

A century of generating inbred and mutant
strains around the world has resulted in a plethora
of research resources available for unravelling
basic biological processes and inherited and
acquired human diseases. Specialized mutant
resources have been developed and consolidated
into repositories, databases and information pro-
cessing systems and have been developed and
linked to handle the distribution and sharing of
data. In 2005 the Federation of International
Mouse Resources (www.fimre.org) was established
as an umbrella organization of all the repositories
[113]. High-throughput platforms to rapidly
sequence individual genomes, group efforts to
knock out every gene in the genome (e.g. the Inter-
national Mouse Knockout Consortium, www.
knockoutmouse.org) and new technologies and
tools to find an explanation for phenotype
beyond the central dogma, including the role of
epigenetics and microRNAs in regulating gene
expression, have emerged during the last decade.

The whole mouse continues to be the final
testbed for determining how genes function,
the science of functional genomics and biomed-
ical research. Thus, while other model organisms,
such as Drosophila, yeast, worms (C. elegans) and
zebrafish may be easier to manipulate and allow
analyses that require hundreds or thousands of
animals, the mouse is likely to continue to be
the premier mammalian model for under-
standing human inherited diseases.
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Introduction

The laboratory mouse is an ideal model organism
for the study of human physiology and patho-
physiology. Humans and mice may not look
very much alike, but genes from mice and
humans are approximately 95% identical in their
coding regions and function in virtually the same
way in a biological context. Using mice in
research also has numerous practical advantages,
including their small size, short gestation times
(3 weeks), ease of maintenance and production
of experimental cohorts of animals in the form
of litters averaging 5-10 pups. Many studies that
are developmental in nature or invasive are not
possible or ethical with human subjects, but can

be done under very controlled conditions with
mice. As a preclinical model of disease, new ther-
apies can be tested in mice for both safety and
efficacy prior to use in human patients. Perhaps
one of the most salient features of the mouse is
the ability to create and maintain inbred strains.
Laboratory mice are arguably the most inbred
of domestic mammals, so much so that individual
mice within a strain are near clones of one
another. This uniformity allows for reproduc-
ibility of experiments across time among labora-
tories and the ability to efficiently study the
effects of genetic mutations while minimizing
phenotypic variance. The relative ease by which
mice can be selectively bred and inbred has
allowed for the propagation of numerous sponta-
neous and genetically engineered mutations, as

The Laboratory Mouse
© 2012 Elsevier Ltd. All rights reserved.
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well as the generation of panels and sets of strains
that have been workhorses used in genetic
mapping and complex trait analysis over the
years. These genetic mapping tools, in turn, led
to the identification of numerous causative genes
and the discovery of genetic interactions related
to disease resistance and susceptibility. In the
last three decades technological advances in
genetic engineering and embryonic stem (ES)
cell technology have provided researchers with
the ability to create even more mouse models.
These advances in genetic engineering, along
with large consortium-based mutagenesis and
gene knockout projects, have led to an over-
whelming number of mouse models. These valu-
able genetic resources are preserved and
available to the scientific community from
a number of mouse repositories around the
world.

Stocks and strains

The terminology surrounding genetic crosses,
strains and stocks of mice can sometimes be
confusing, especially if misused. Thus, it is worth
defining some terminology right from the start.
A stock is defined as an isolated, interrelated
breeding population. The term ‘stock’ is often
confused with an inbred strain, but the terms
should not be used synonymously. The most
common example of a stock is the classical
outbreds, such as CD-1 and Swiss Webster.
Another example is in the creation and mainte-
nance of a genetically engineered mouse, where
two or more strains of mice have been bred
together, but not to the point of inbreeding. It is
often the case that researchers will characterize
and publish data on genetically engineered stocks
of mice—those that arise from a common
lineage. Although this is a reasonable approach
for assessing the general impact of a genetic
manipulation, the phenotype of the mouse is
very much a result of the genetic contribution
of the entire genome and can change as alleles
become fixed during the process of breeding or
through the maintenance of selected lineages.
Likewise, the term strain is often used as shorthand
to refer to an inbred strain but is frequently mis-
used to refer to a breeding population—which

may or may not be inbred. An inbred strain is
a line of mice that has been propagated by a single
lineage of sister x brother mating for 20 or more
generations. One should never assume that the
term ‘strain’ refers to an inbred strain. A linerefers
to a pedigreed stock with a known lineage to
a single breeding pair.

A brief word on nomenclature

A stock or strain’s generation number provides
additional important information on the genetic
background and breeding history of mouse
strains that cannot be captured in the mouse
strain names. The letter ‘F* stands for filial or
inbreeding (sister x brother) generations. Exam-
ples: F1, first filial generation; F2, second filial
generation. ‘N’ represents the number of back-
cross generations; a backcross is defined as the
mating of a mouse from a stock or strain with
one of its parents or with an individual geneti-
cally identical to one. For example, NI, first
backcross generation; N2, second backcross
generation; etc. A strain generation of N8F15
would indicate that a strain has been backcrossed
8 generations to the strain designated by the
strain’s name and then sister x brother mated
for 15 generations. Mice that have been back-
crossed to a common inbred line for five or
more generations will have achieved a relatively
uniform genetic background (see section on con-
genic strains). When maintaining mouse colonies,
one should meticulously record the pedigree and
generation numbers of the breeding colony.

Inbred strains

Inbred strains are produced by at least 20 gener-
ations of sister x brother mating. However, one
should be aware that even after 40 generations
of inbreeding there can be residual heterozy-
gosity that is essentially eliminated by F60 [1, 2].
Continual inbreeding produces mice that are
genetically uniform, being homozygous at virtu-
ally all of their loci. The most important practical
consequence of inbreeding is that there should
be virtually no genetic segregation within the
strain and, as such, every mouse is essentially
a genetically identical clone of its parents and




siblings, allowing for the perpetual propagation
of genetically identical animals. As there is no
genetic variation within a fully inbred strain,
the observable characteristics and traits, or
phenotype, tend to be more uniform within
a gender. The only variation between individuals
will be due to non-genetic causes.

As noted earlier, the success of the labora-
tory mouse as a model organism is partly attrib-
utable to its ability to overcome inbreeding
depression. Inbreeding depression is the loss of
viability or function resulting from excess
inbreeding, as noted in many populations
including plant, dog and human where the
negative consequences of inbreeding have
been most commonly noted. The most
frequently cited signs of inbreeding depression
are reproductive failures, but it also manifests
as poor health. Inbreeding suppression is most
prominent in initial filial generations, where
the homozygous state of the alleles is rapidly
increasing [3]. Inbred strains can be very sensi-
tive to changes in environment and, while
some inbred strains breed quite well, others
may continue to struggle with poor reproduc-
tive performance and small litter sizes, making
them vulnerable to extinction. However, once
a strain becomes fully inbred, further
inbreeding will have no effect. Thus, the pheno-
type of an inbred strain will only change as
a result of the fixation of new mutations or as
a result of environmental changes. New muta-
tions are relatively rare, and only a quarter of
them will normally be fixed with continued
full sibling mating. However, many of these
mutations, which can lead to genetic drift, will
show no obvious phenotype.

A number of inbred strains were developed
from fancy mice in the first third of the 20th
century (see Chapter 1.2, Historical Foundations).
These are considered the ‘classical’ inbred strains
and among them are BALB/c, the C57 series,
C3H, DBA and 129 parent strains, all of which
have become the standards for research in most
areas of mouse biology. Most commonly used
inbred strains have been inbred for 200-300
generations. Individual inbred strains exhibit
specific characteristics, passed on from genera-
tion to generation, that make them ideally suited
for specific types of research and as models for
exploring genetic variation and human biology

(see Table 1.3.1). For example, FVB mice are noted
for their large litters and females generally tend
to take exceptional care of their pups. Fertilized
eggs contain large and prominent pronuclei
that facilitate the microinjection of DNA, and
thus this inbred strain has been used extensively
for transgenic research over the years. For
example, ageing DBA /2] mice develop progres-
sive eye abnormalities that model human hered-
itary glaucoma [4]. DBA /2] mice are also known
to show an extreme intolerance to alcohol and
morphine [5, 6]

Although strain characteristics can be the
main focal point of a research project, the charac-
teristics of some of the classical inbred strains are
often overlooked during experimental design or
data analysis and can compromise experimental
results. For example, mice of several strains (e.g.
C3H, FVB/N and SJL/J) are blind due to homo-
zygosity for the retinal degeneration 1 mutation,
Pde6b™  [4], some strains (eg. 129, A/],
C57BLKS/], DBA/2]) exhibit early hearing loss
[7, DBA/2] mice are prone to audiogenic
seizures prior to their early hearing loss [8].
Genetic differences among 129 strains can
substantially impact their value as background
strains for targeted mutation experiments
[9, 10]. In addition, many inbred strains carry
recessive  genes  affecting coat  colour
(e.g. BALB/c mice are homozygous for both the
brown, Typl’, and albino, Ty, loci). When
designing experiments it is critical to thoroughly
research strain characteristics to determine
whether mice of the considered strain have any
characteristics that might benefit or confound
the experimental results. The characteristics of
many inbred strains of mice (and rats) have
been meticulously researched over the years and
this information has been nicely compiled and
summarized by Michael Festing [11] in an online
searchable database currently housed at the
Mouse Genome Informatics website, http://
www.informatics,jax.org/external/festing/search__
form.cgi. The Mouse Phenome database is a more
recent effort designed to collect phenotypic data
on a defined set of genetically diverse inbred
strains of mice: http://phenome jax.org [12]

Once fully inbred the only way that inbred
strains can change is as a result of the accumula-
tion of new mutations or genetic contamination.
A breeding programme should be designed to
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TABLE 1.3.1: Commonly used inbred lines, origins and research applications

Parent strain Strain abbreviation

Research applications

HisTorY AND GENETICS e STRAINS, STOCkS AND MuTanT MicE

129P3/) 129P Spontaneous testicular teratomas, targeted
mutagenesis

129/S1/Svim)J 129S Spontaneous testicular teratomas, targeted
mutagenesis

A/l A Widely used in cancer and immunology research; low-
incidence cleft palate

AKR/J AK High incidence of leukaemia

BALB/c Cby General purpose immunology

C3H/Hel a3 General purpose strain in a wide variety of research
areas including cancer, infectious disease,
sensorineural and cardiovascular biology research

C57BL/6) B6 General purpose, cardiovascular biology research,
background strain for most mice carrying transgenes,
spontaneous or targeted mutations

C57BL10/J B10 General purpose

DBA/1J D1 Widely used as a model for rheumatoid arthritis; in
response to challenge, mice develop immune-
mediated nephritis

DBA/2J D2 General purpose, show low susceptibility to developing
atherosclerotic aortic lesions; used in glaucoma
research

NZW/LacJ NZW Type 1 diabetes

NZB/B1NJ NZB Autoimmunity

SJL Cancer (reticulum cell sarcomas), autoimmunity
(experimental allergic encephalomyelitis, EAE)

SWR SwW General purpose; ageing mice exhibit a high incidence

of lung and mammary gland tumours. Highly
susceptible to experimental allergic encephalomyelitis

minimize the chance that new mutations will
become fixed in the colony. Where large
numbers of animals are needed for research
purposes, an appropriate breeding scheme is to
maintain a small ‘foundation’ colony, with an
expansion colony of sufficient size to provide
all the required experimental animals. The
expansion colony is used only to produce exper-
imental animals and does not contribute to the
long-term survival of the strain [13]. Inbred
strains should be checked periodically for gross
contamination. Such genetic quality control is
relatively easy to perform and can be achieved
with as few as 27 single nucleotide polymor-
phisms (SNPs) [14]. Controlling for genetic drift
and testing for genetic contamination can help
prevent the establishment of unwanted sub-
strains. From a breeding perspective, substrains

are strains of mice that have diverged from their
parent strain for 20 or more generations (10
generations each from a common ancestor).
Numerous substrains for the classical inbreds
exist as a result of isolated breeding and these
strains can become quite divergent with time.
For example, C57BL/6J, C57BL/6N and
C57BL/C substrains are significantly different
in their performance on various behavioural
tests, a finding which could greatly impact studies
in mouse models of autism and other neuropsy-
chiatric disorders [15]. Substrains can also occur
as the result of genetic contamination. For
example, the ‘129" family is particularly diverse,
with numerous substrains across four separate
genetic lineages, and with known phenotypic
differences[9, 10, 16]. So, while we often use short-
hand such as ‘B6’, ‘129’ and ‘BALB’ to describe the




strains we use in experiments, genotypic and
phenotypic differences do exist and it is impor-
tant to note the substrain and vendor informa-
tion. In one’s own research colony the small
amount of genetic drift due to new mutations
can also be eliminated by preserving frozen
embryos or replacing breeders from established
commercial vendors. For the most used standard
inbred strains, The Jackson Laboratory has estab-
lished a genetic stability program in which strains
are reconstituted from a bank of frozen embryos
every five generations [13].

As opposed to outbred stocks, inbred strains
have traditionally been the animals of choice
for genetic research. Fewer inbred animals will
be needed in an experiment to achieve a given
level of statistical precision than if genetically
segregating or outbred animals had been used.
An inbred strain represents a single genotype
that can be propagated indefinitely. The
sequencing of multiple mouse genomes and
increased density of SNP panels is rapidly
increasing our understanding of the relationship
between strains and our understanding of the
genetic basis for these phenotypic differences
among strains and substrains [17-19].

A brief word on nomenclature

Inbred strain nomenclature is a combination of
parent strain and substrain designations. A
parent strain is designated by a brief symbol
made up of upper-case letters or numbers or
combination of letters and numbers. Substrains
include a number and Laboratory Registration
Code (lab code). Inbred strain names may be
derived from their coat colour, origin or
a defining characteristic. For example, C. C.
Little’s first inbred strain, DBA, originally called
dba, is named for its coat colour genes: DBA
mice are homozygous for dilute (Myo5a®/ Myo5a™,
brown (Tyrp1®/Tyrp1”) and non-agouti (a/a) reces-
sive mutations. C57BL and C57BR parent strains
were derived from inbreeding black (BL) and
brown (BR) progeny from a mating of female
#57 to male #52 in Little’s Line C [20]. Inbred
strains also may be named for more applica-
tion-based phenotypes like the non-obese dia-
betic (NOD) strain and the strains with high
(BPH/J), normal (BPN/J) and low (BPL/]) blood
pressure.  Laboratory  Registration  Codes

following the forward slash identify substrains
and indicate who created and who currently
maintains that substrain, as well as the substrain’s
history. These Laboratory Registration Codes are
issued by the Institute for Laboratory Animal
Research (ILAR; http://delsnas.edu/ilar/).

Hybrid mice

An F1 hybrid results from mating mice of two
inbred strains. F1 hybrids (eg. progeny of
C57BL/6] x DBA/2] yield B6D2F1 mice) are
similar to inbred strains in that they are geneti-
cally and phenotypically uniform. As long as
the parental strains exist, they can be repeatedly
produced. F1 hybrids are heterozygous at all of
the loci at which the parental strains differ, and
will therefore not breed true. The mating of
two F1 hybrid mice together yields an F2 hybrid,
a genetically segregating generation. F2 hybrids
are widely used for genetic mapping studies,
but are of less value as general research animals.

In contrast to most inbred strains, F1 hybrids
display an overall hybrid vigour (ie. increased
disease resistance, better survival under stress,
greater natural longevity, larger litters). Thus,
they provide the advantage of genetic uniformity
with more robustness than the average inbred
strain. They are useful as hosts for tissue trans-
plants from mice of either parental strain.
Because of the combination of hybrid vigour
with genetic and phenotypic uniformity, F1
hybrid mice are often preferred over random
bred or outbred mice in a wide variety of
research  endeavours, including radiation
research; behavioural research; and bioassays
for nutrients, drugs, pathogens and hormones.
They are particularly valuable as foster mothers.
F1 hybrids also sometimes possess useful charac-
teristics not normally found in the parental
strains. For example, NZBNZWF1 mice are
widely studied as a model of autoimmune
systemic lupus erythematosus, which is not found
in the parental strains [21, 22].

Some deleterious mutations (e.g. the osteopet-
rosis mutation, Csf”) cause non-viability on an
inbred background but can be maintained and
provided for research by breeding mice carrying
the mutation to an F1 hybrid. The progeny from
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this cross are not F1 hybrids, but rather are segre-
gating for any alleles that differ between the
parental strains; a mouse may be heterozygous
or homozygous for either parental allele. It has
also been noted that the expression of some
transgenes can be suppressed with inbreeding
[23]. In these instances it is beneficial to maintain
a colony by breeding to an F1 hybrid. F1 hybrids
are generally less sensitive to adverse environ-
mental conditions than inbred strains. Generally
speaking, strains carrying mutations on an inbred
background that produce mice with a failure to
thrive phenotype may perform better when
bred back to an F1 hybrid. Since F1 mice are
created by mating two inbred strains, a steady
supply of F1 hybrids requires the maintenance
of the progenitor inbred strains.

A brief word on nomenclature

To name F1 hybrids, the standard strain abbrevia-
tions used for inbred lines listed in Table 1.3.1 are
used. As is the case in representing all mouse
genetic crosses, the ‘ladies first’ rule applies; the
abbreviation of the female parent is listed first
and the male parent second. Thus, B6D2F1/]
mice are the offspring of a C57BL/6] female
mated to a DBA /2] male, and D2B6F1/] mice are
offspring of the reciprocal mating; a DBA/2]
female mated to a C57BL/6] male. It is important
to note the contribution of the Y chromosome
carried by the males and the maternally derived
mitochondrial genome contributed by the female.
Thus, the same gender progeny from reciprocal
F1 hybrids (D2B6F1/] vs B6D2F1/]) should not be
considered genetically identical.

Traditional outbred
stocks

A large number of researchers have used
outbred mice in experiments when the precise
genetic makeup is not considered crucial
Commonly used stocks include CD-1, Swiss
Webster, Black Swiss, ICR and NIH Swiss. Most
outbred stocks of mice exhibit hybrid vigour
similar to or exceeding that of F1 hybrids.
Compared to inbred strains, they have longer

lifespans, higher disease resistance, earlier
fertility, higher overall reproductive perfor-
mance and lower neonatal mortality; they are
also considerably less expensive. Each animal is
genetically unique and thus there is no informa-
tion on the genotypes of individuals unless each
animal is specifically genotyped. Phenotypic vari-
ation of outbred stocks is usually greater than
that seen for inbred strains, as individuals differ
due to both genetic and non-genetic factors.
This means that a larger number of outbred
animals are typically needed to achieve statistical
validity, as opposed to using inbred animals.
Using outbred mice for any experiment,
including test treatments that may lead to future
genetic studies (e.g. susceptibility vs resistance),
can potentially decrease the value of the results
and may not be cost-effective in the long
term [24].

Most commercial mouse suppliers use
breeding schemes that avoid crosses between
closely related individuals in order to maintain
a maximal level of heterozygosity in progeny of
outbred stocks. However, it is a common miscon-
ception that outbred stocks of mice are more repre-
sentative of the genomes of human populations.
Outbred stocks are essentially closed colonies and
many were originally derived from a very limited
gene pool. Most outbred stocks, such as CD-1,
were derived from a small number of mice and
are thus more reflective of a human founder pop-
ulation than of outbred human populations [25].
Outbred stocks, which typically breed well, are
ideally suited as stud males or foster mothers and
are widely used in toxicological testing.

A brief word on nomenclature

For outbreds, the common strain root is preceded
by the Laboratory Code of the institution holding
the stock. For example, TacICR is the ICR
outbred stock maintained by Taconic Farms, Inc.

Wild-derived inbred
strains

Wild-derived inbred mice are descendants of
mice captured in wild populations during the




mid to late 20th century and represent several
different Mus species from around the world.
Many such strains were created as genetic
mapping tools by Thomas Roderick and Eva
Eicher at The Jackson Laboratory, Jean-Louis
Guénet at the Institut Pasteur and Verne
Chapman at the Roswell Park Cancer Institute,
as well as several Japanese investigators. Exam-
ples of frequently used wild-derived strains
include Mus musculus castaneus (CASA/Rk and
CAST/Ei, from Thailand), M. m. molossinus
(MOLC/Rk, MOLD/Rk, MOLF/Ei, from Japan),
Mus caroli and M. pahari (both from Thailand),
M. hortulanus (PANCEVO/EI, from Serbia) and
M. spretus (SPRET/Ei, from Spain). Inbreeding
of wild mice often was commenced from one
pair or trio, so these strains are not representative
of genetic diversity in the wild populations. The
large number of genetic differences in progeny
from interspecific crosses with common inbred
laboratory mice makes wild-derived inbred
mice valuable tools for gene mapping, evolution
and systems research [26].

Several of the wild-derived inbred strains
(eg. RBF/Dn, TIRANO/Ei and ZALENDE/Ei)
naturally carry multiple robertsonian chromo-
somes, a fusion of two non-homologous telocen-
tric chromosomes to form a single metacentric
chromosome. Robertsonian chromosomes are
useful as tissue or cell markers for chimera and
transplantation studies, for producing chromo-
some-specific aneuploidy, and for mapping
genes by fluorescent in situ hybridization (FISH)
of gene probes.

Wild-derived mice are generally more aggres-
sive and quicker-moving than traditional inbreds,
which can make them challenging to care for;
they are sometimes referred to as ‘popcorn
mice’. Their wild nature can be quite intimidating
to animal care staff, and mice frequently escape
during the cage changing process. Animal care
technicians should be well trained to handle
wild-derived mice and allowed enough time to
work with them effectively. The majority
of wild-derived mice are extremely sensitive to
variations in their environment, making them
challenging breeders. The key to breeding
wild-derived mice successfully is to provide
them with a quiet location in the mouse room,
disturb them as little as possible and provide
sufficient nesting material. Many new breeders

can require up to 8-12 weeks after mating before
producing their first litter and pups may require
fostering.

A brief word on nomenclature

Wild-derived inbred strains are often given
symbols that identify the species, e.g. SPRET/Ei
is an inbred strain of M. spretus created by Eva
Eicher (Ei).

Mice with
chromosomal
aberrations

The diploid chromosomal complement of stan-
dard inbred laboratory strains is 2N = 40: 19 auto-
somes, X and Y sex chromosomes. The autosomes
and the X chromosomes are telocentric (i.e. the
centromere is at one end of a single-armed chro-
mosome) while the Y chromosome is acrocentric
(ie.it hasa short p arm as well as the longer q arm,
the use of p° and ‘q" being patterned on
human chromosomal nomenclature). The sex-
determining genes reside in the short arm of
the Y chromosome.

Strains of mice whose chromosomal comple-
ment deviates from the normal chromosomal
makeup are designated chromosomal aberration
strains. Chromosomal aberrations can include
intra- and interchromosomal rearrangements or
aneuploidy. These include (i) inversions and tans-
positions, rearrangements of DNA segments
within chromosomes; (ii) reciprocal transloca-
tions, robertsonian chromosomes and insertions,
exchanges of DNA segments between chromo-
somes and (iii) aneuploidy, deviations from the
normal diploid number of chromosomal arms
in somatic cells (eg. trisomies). Some chromo-
somal deletions and duplications also may be
cytologically detectable.

The B6FEiC3Sn a/A-Ts(17'°)65Dn  trisomy
mouse is a widely used mouse model for studying
Down’s syndrome. Ts65Dn mice have three
copies of most of the genes on mouse chromo-
some 16 that are homologues of human chromo-
some 21 genes implicated in Down’s syndrome.
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These extra genes, along with the centromere
and about 5-10% of proximal chromosome 17,
are contained in a small extra chromosome
derived from a reciprocal translocation. The
translocation was induced by irradiation of
male mice of the strain DBA/2] and isolated by
screening progeny for translocations involving
chromosome 16 [27]. Ts65Dn mice are aneuploid
descendants of females with this translocation
and carry the translocation chromosome [16, 17]
as a freely segregating supernumerary
chromosome.

The ability to detect chromosomal aberra-
tions cytologically makes them useful as domi-
nant markers for linkage studies and for
marking tissues in chimera and transplantation
experiments. Many chromosomal aberrations
are useful in FISH gene mapping and meiotic
nondisjunction studies.

A brief word on nomenclature

A chromosome anomaly designation begins with
a prefix that denotes the type of anomaly. Each
prefix begins with a capital letter, with any subse-
quent letters being lower case: for example, Ts
for trisomy, Del for deletion, Dp for duplication,
In for inversion, etc. The chromosome(s)
involved in the anomaly are indicated by adding
the appropriate numbers in parentheses,
between the anomaly prefix and the series
symbol. The first and each successive anomaly
from a particular laboratory or institution is
distinguished by a series symbol, consisting of
a serial number followed by the ILAR code of
the person or laboratory who discovered the
anomaly. For example, T(4;X)37H is the nomen-
clature to indicate a translocation involving chro-
mosome 4 and the X chromosome, the 37th
chromosome anomaly from Harwell.

Congenic strains

A strain is considered congenic when it differs
from a particular inbred strain by a specified
gene, locus or genetic region. Congenic strains
were first developed in the 1940s by George Snell
at The Jackson Laboratory to study the genetics
of tissue graft rejection. Through continuous

backcrossing, Snell was able to identify the ‘resis-
tant regions’ responsible for tumor graft rejec-
tion between inbred strains [28] Discovery of
one of these genetic regions, now known as the
major histocompatibility complex (MHC), also
designated the H2 locus or complex in mice,
earned Snell the Nobel Prize for medicine in
1980.

Derivation of a congenic strain involves the
transfer of a gene or locus from one genetic
background on to the defined background of
an inbred strain. Traditionally, this is done by
successive backcrosses. A congenic state is
achieved by backcrossing the donor allele to the
recipient inbred for at least 10 generations. The
donor allele is usually selected for by PCR geno-
typing or by phenotypic analysis. Although the
generation terminology can sometimes be
confusing, the creation of a congenic is straight-
forward in concept. The first outcross is equiva-
lent to a F1 generation, and the contribution of
each genome is 50% from the donor strain and
the recipient strain. Each subsequent backcross
decreases the heterogeneity of this F1 cross and
increases the homogeneity of the recipient
inbred genome. The fraction of loci that are still
heterozygous at the Nth generation can be calcu-
lated as [(1/2)N_1], with the remaining fraction
[1 — (1/2)""'] homozygous for the inbred strain
allele [3] (see Figure 13.1). At N5, the strain is
considered to be an incipient congenic, with
94% of the genome represented by the recipient
inbred. After 10 generations, the genetic back-
ground of the strain is statistically considered to
be 99.8% identical to that of the recipient inbred.
It is important to note that the amount of donor
genome linked to the gene or locus of interest
will not be reduced at a similarly statistical rate.
In most congenic strains performed by tradi-
tional backcrossing, there exists some residual
‘passenger’ genomic segment linked to the gene
transferred from the donor strain.

Many of the genetic engineering techniques
used to develop new mouse models utilize ES cells
of a mixed genetic background or incorporate
breeding schemes that result in animals with
a segregating genetic background. As a segre-
gating genetic background often introduces
phenotypic variability, it is desirable to reduce
this genetic variability by backcrossing to create
a congenic line. The time frame for development
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Figure 1.3.1 The effects of backcrossing on homozygosity and heterozygosity throughout the process of
creating congenic mice. The symbols represent residual heterozygosity at any given generation, expressed as
the percentage of the original heterozygosity in the original N1 generation [13].

of a congenic strain achieved through traditional
backcrossing of 10 generations is 2.5-3 years,
which is usually a major impediment to the prog-
ress of a research project. However, this time can
be significantly reduced through the use of
marker-assisted backcrossing, also known as the
speed congenic approach [30]. By screening back-
cross of fspring with DNA markers that are poly-
morphic between the donor and recipient strain,
one can select for breeders at each generation
that have greater homozygosity than might be
expected from random selection of breeders.
The speed congenic approach takes advantage
of the fact that progeny following the second
backcross generation (N2) have a range of
genomic identities. Progeny that contain the
highest percentage of the recipient genome are
selected for the next round of backcrossing. A
fully congenic line can usually be achieved in
four to five generations, taking about 1.5 years.
A simple breeding strategy accomplishes fixation
of the recipient sex chromosomes. The use of at
least one heterozygous female to a recipient
inbred male followed by a subsequent backcross
using a male carrier to a recipient inbred female
ensures that both the X and Y chromosomes are
100% recipient genome.

Consomic (or chromosome substitution)
strains are a variation of congenic strains, where
an entire chromosome is transferred to a new

recipient background by repeated backcrossing.
Traditionally, most consomic strains involved
transferring the Y chromosome from one strain
to another (eg. BALB/cByJ-Y®®®). However,
complete sets of chromosome substitution strains
(CSS panels) have been generated in the mouse
[31-33]. A CSS panel includes individual recipient
strains that have had each of the 19 autosomes
and the X and Y chromosomes replaced by that
chromosome from a donor strain. CSS panels
facilitate quantitative trait loci (QTL) mapping
of polygenic traits that differ between two
progenitor strains, such as body weight, blood
pressure, etc. First, the CSS panel is screened for
a phenotype of interest. If a CSS strain differs
from the recipient strain, this indicates there
must be at least one QTL located on the donor
chromosome. In contrast, traditional QTL
mapping requires an initial large-scale two-
generation cross and the production of perhaps
thousands of recombinant progeny, followed by
development of multiple congenic strains
carrying QTLs of interest. These first steps are
avoided by using CSS panels. However, like tradi-
tional QTL analysis, finer structure mapping to
delineate genes/loci of interest requires addi-
tional crosses. CSS panels between strains that
demonstrate numerous polygenic trait differ-
ences (eg. A/] and C57BL/6], C57BL/6] and
PWD) have widespread utility.
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A brief word on nomenclature

Many strains are maintained on a mixture of
C57BL/6 and 129 genetic backgrounds
(eg. B6129-T1p53"'"™) because 129-derived ES
cell lines are commonly used in gene targeting
and chimeric mice are mated to CH7BL/6 to
determine germline transmission. Mutations
transferred from a mixed to an inbred back-
ground by repeated backcrossing are designated
using congenic nomenclature. For example,
B6.129S2-Trp53"'"Y indicates that the Trp53™'"7
mutation induced in the D3 ES cell line derived
from the 129S2 strain and was subsequently back-
crossed to the C57BL/6] inbred strain for at least
five generations. Care must be taken in decipher-
ing symbols used in strain nomenclature; the
semicolon used to denote a mixed background
versus a period used to denote a congenic back-
ground is a subtle but critical distinction. In the
former, the strain background is a mix of alleles
from the two designated parental strains; in the
latter, the genetic background contains primarily
host strain alleles.

If the donor strain is not inbred, or the genetic
difference is complex, the symbol Cg should be
used to denote the donor strain, eg. B6.Cg-
FoxnI™/], the FoxnI™ mutation was first recorded
by Dr Grist at the Virus Laboratory, Ruchill
Hospital, Glasgow, Scotland. The mutation
arose in a mouse stock that was closed but not
inbred. The first seven backcrosses onto BALB
were made using BALB/cN. It was bred brother
(nu/nu) by sister (nu/+) for three generations
before adopting the pattern of crossing a nu/nu
male to a C57BL/6] female every other genera-
tion. The genetic complexity of the donor strain
warrants the Cg designation. The use of Cg indi-
cates that alleles in the strain name came from
more than one source. Parentheses may also be
used to show that an inbred, or congenic strain
may have a minor contribution from one other
strain, eg. C129P(B6)-112""""'", a targeted mutation
created in a 129 ES cell line and transferred from
a B6;129P mixed background to BALB/c (C).

The generic designation for consomic strains
is HOST STRAIN-Chr #PONOR STRAIN “For
example, C57BL/6]-Chr 7°WP/P? /Fore]. In this
consomic mouse strain, chromosome 7 from the
PWD/Ph strain has been backcrossed onto
C57BL/6].

Recombinant inbred
strains, recombinant
congenic strains and
advanced intercross
lines

Recombinant inbred (RI) strains are derived by
systematic inbreeding from a cross of two distinct
inbred strains. Donald Bailey and Ben Taylor
first developed and characterized them at The
Jackson Laboratory [34, 35]. Most RI strain sets
result from randomly mated pairs of F2 mice
followed by at least 20 generations of inbreeding.
Each strain within a RI set is equally likely to have
inherited either the maternal or paternal progen-
itor strain allele at each autosomal locus. Since
alleles of unlinked loci are randomized in the
F2 generation, parental and recombinant allelic
combinations of unlinked loci should be fixed
with equal probability in RI strains (see
Figure 1.3.2). Linked genes will tend to remain
linked and will become fixed in parental combi-
nations in the strains of an RI set at frequencies

Recombinant inbred (RI) lines
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Figure 1.3.2 Creation of a recombinant inbred (RI)
line. An Rl line begins with the outcross of two inbred
lines to create an F1 hybrid. Sister x brother mating
creates an F2 generation of segregating alleles.
Further inbreeding up to 20 generations creates
a panel of genetically unique combinations of alleles
from the parental genomes.
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directly proportional to the genetic distance
between them. Recombinant congenic (RC)
strains are a variation on RI strains. Following
the initial outcross of mice of two inbred strains,
F1 hybrid progeny mice are backcrossed to mice
of one of the parental strains for 1 or 2 genera-
tions prior to sibling mating for at least 14 gener-
ations [36]. In contrast to RI strains that are an
approximately 50:50 mixture of the progenitor
strain genomes, the genomes of RC strains will
be derived predominantly from one parent (the
proportion depending upon the number of back-
cross generations before inbreeding). Sets of RC
strains (eg. NONcNZOI-NONcNZOI10) have
unique characteristics and are valuable for dis-
secting polygenic diseases such as type 2 diabetes
[37].

RI strains are important resources for genetic
mapping of both Mendelian and quantitative
traits in the mouse. Since RI strains are inbred
and each strain has a unique genotype, Rl strains
have anumber of advantages over F2 or backcross
mouse populations as tools for mapping genes or
QTL. Genetic and phenotypic data acquired for
an RI strain set are both cumulative and compa-
rable, enhancing the value of the strain set for
further studies. Phenotypic data can be collected
in different laboratories, at different ages, and
under different environmental conditions and
stored in databases for comparison. The progen-
itor strains of RI lines often differ in key physio-
logical traits. For example, the ‘large’ (LG/J) and
‘small’ (SM/]) inbred mouse strains differ for
a wide variety of traits related to body size and
obesity. The LGXSM RI strain panel consists of
19 RI lines and provides resource for mapping
the genetic basis of complex traits related to
obesity and diabetes [38]. The ILSXISS recombi-
nant inbred strains is a significantly larger RI set
consisting of more than 60 lines, which are used
to study the genetics of neurogenetic, neurophar-
macological and behavioural phenotypes
involved in alcohol-related traits [39]. Most RI
panels, including the widely used original BXD
RI set developed by Taylor, typically consist of
fewer than 30 lines. A small number of RI strains
in a mapping panel reduces the power and preci-
sion of mapping quantitative trait loci. Recently,
Williams et al. set out to address these limitations
for the BXD set by creating a BXD RI mapping
panel from two independent advanced intercross

lines (AIL)[40] Ingeneral, AILs are initiated in the
same way as RI strain sets; however, mice of the F2
generation and each subsequent generation are
intercrossed by avoiding sibling matings [41]. In
the BXD AIL, progeny were intercrossed for
9-14 generations before initiating inbreeding.
Since the starting AIL population is highly
recombinant, the 46 advanced recombinant inbred
strains incorporate approximately twice as many
additional recombination events as standard RI
strains, significantly adding to the power of the
BXD RI lines as a whole. A major advantage of
expanding the BXD strain set is that both progeni-
tors have been sequenced, and approximately
1.8 million SNPs have been characterized [40]

A brief word on nomenclature

RI strains are written similarly to F1 hybrids but
are distinguished from hybrids by the inclusion
of an X’ in the symbol and single-letter strain
abbreviations, e.g. BXD1/Ty is the first of a series
of Rl strains created from C57BL/6] and DBA /2]
by Benjamin Taylor (Ty). RC strains are desig-
nated like RI strains except that a lower-case ‘c’
is inserted between the strain abbreviations. The
host strain symbol is followed by the donor
strain symbol, eg. NONcNZOI is the first in
a series of RC strains in which NON x NZO F1
mice were backcrossed to NON mice prior to
inbreeding [37].

The Collaborative
Cross

Both the BXD Rl lines and the ILSXISS recombi-
nant inbred strains have been made available to
the scientific community through The Jackson
Laboratory. One shortcoming of the RI lines is
their lack of genetic diversity. AXB/BXA and
BXD, the two most commonly used mouse RI
panels, capture only 13% of the known genetic
variation in laboratory mice, a problem for
system genetics that is addressed in the Collabo-
rative Cross (CC) [42] The CC represents an
ongoing effort by the Complex Trait Consortium
to develop a common RI reference panel specif-
ically designed for the integrative analysis of
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complex systems [42, 43]. The CC is intended to
create over 1000 inbred lines and is designed to
maximize genetic diversity by combining
genomes of eight genetically diverse founder
strains: A/J, C57BL/6], 129S1/SvIm], NOD/L¢t],
NZO/HILt], CAST/Ei], PWK/Ph] and WSB/Ei].
The progenitors are first crossed pairwise to
make all 56 possible parents. A set of possible
four-way crosses was performed, keeping Y chro-
mosome and mitochondrial balance. Finally, all
eight genomes are brought together, and the
offspring of this cross are inbred [44]. The auto-
somal genomes of each line will theoretically
have equal contributions from each founder
strain, and the recombination that accumulates
during the breeding process will be independent
between lines. The average distance between CC
recombinations is estimated to be approximately
12 Mb, with a QTL mapping resolution of 1Mb,
which is a much greater mapping resolution
than seen today in conventional mouse crosses
[45]. The founder strains for the CC include three
wild-derived strains: CAST/Ei], PWK/Ph] and
WSB/Ei]. The wild strains contribute 75% of
the genetic diversity of the CC and, along with
five other inbreds, the CC captures nearly 90%
of the known variation present in laboratory
mice [43].

The CC is being developed in three locations
around the world. The original strains first devel-
oped in the United States at Oak Ridge National
Laboratory have now been relocated to the
University of North Carolina. The other two loca-
tions are Tel Aviv University in Israel and the
Western Australian Institute for Medical
Research. It is estimated that 40 CC lines will be
fully inbred and available by the end of 2011
and an additional 100 CC strains will be
completed by the end of 2012. The initial research
applications demonstrating the utility of the CC
are just starting to be published [1, 46, 47].

The CC lines, prior to being inbred, are also
the starting material for the Diversity Outbred
(DO) mice currently being developed at The Jack-
son Laboratory. The DO are a heterogeneous
stock of mice which was produced by a novel
outbreeding strategy that maintains a balance
of founder genomes and avoids allelic loss and
inbreeding [48]. A drawback of the DO, as with
all outbreds, is that each animal is genetically
unique and thus not reproducible. However,

combinations of genetic loci that are discovered
in the DO mice using the high-density SNP plat-
forms may be able to be replicated in CC strains
or in their reproducible F1 progeny. The Mouse
Diversity Array described by Churchill, Fer-
nando Pardo-Manuel de Villena and colleagues
was designed to capture the full spectrum of
genetic diversity present in current stocks of
laboratory mice, including classical and wild-
derived inbred strains contained in the CC. The
array-based hybridization platforms allow simul-
taneous genotyping of many SNPs [49]. In this
regard, the CC and DO populations can be used
together and may prove to be a powerful
mapping tool for gene discovery and complex
trait analysis.

Mutant mice:
spontaneous
mutations,
transgenes and
targeted mutations

Spontaneous mutations

A large number of mouse models are the result
of spontaneous single gene mutations. Many of
these occurred within The Jackson Laboratory’s
large production breeding colonies and have
been developed into models by the laboratory’s
Mouse Mutant Resource Program or by members
of the research staff [50]. Many mouse mutations
(both spontaneous and induced) have come from
the radiation/chemical risk assessment pro-
grammes at the Oak Ridge National Laboratory
in the USA and the Medical Research Council
Genetics Programme at Harwell in the UK.
Traditionally, the detection of spontaneous
mutations in an animal colony has been limited
to alterations of observable phenotypes. These
include mutations that cause changes in coat
colour (eg. yellow, leaden), growth defects (e.g.
dwarf, pigmy), abnormal morphology (e.g. limb
deformity, legless), or alterations in behaviour
or motor coordination (eg. ataxia, circling).
Large-scale phenotypic screening for desired




traits that are not easily observed or measured is
time-consuming and not cost-effective, given the
rarity of spontaneous mutations.

Mice carrying spontaneous mutations provide
arich source of animal models for human genetic
diseases. Spontaneous mutations have a unique
advantage over targeted mutations in that they
are often not a complete loss-of-function muta-
tion but rather mimic the subtler missense muta-
tions in naturally occurring human inherited
diseases [51]. Spontaneous mutations are identi-
fied on the basis of a biomedically relevant
phenotype first and the gene identified by
reverse genetics later, whereas the phenotype of
targeted mutations cannot be accurately pre-
dicted. Table 1.3.2 lists some examples of mouse
models of human disease developed and/or
currently maintained at The Jackson Laboratory
whose underlying genes have been identified.
Because of the high degree of gene conservation
between the mouse and human genomes, such
models are valuable for identifying human
disease genes.

A brief word on nomenclature

Spontaneous mutations are alleles of initially
unknown genes and are given allele names and
symbols based on their phenotype (e.g. diabetes,
db). Recessive mutations (i.e. requiring two copies
of the mutated allele to manifest the phenotype)
are represented by all lower-case letters while
dominant (i.e. one or two copies of the mutated
allele produces the phenotype) and semidomi-
nant (ie. one mutant allele produces an interme-
diate phenotype) spontaneous mutations are
represented by an upper-case first letter, fol-
lowed by lower-case letters. Once the gene
responsible for the mutant phenotype has been
identified, the allele symbol is superscripted to
an approved gene symbol (e.g. the diabetes muta-
tion is a point mutation in the leptin receptor
gene, Lepr™). The Mouse Genomic Database
Nomenclature Committee approves and assigns
gene names and symbols, which may be regis-
tered online (http://www.informatics.jax.org) or
requested by email (nomen@informatics.jax.
org). Gene names and symbols may change as
the function of a gene is better understood or
to better correspond with gene symbols of other
species (primarily human).

Induced mutations

The generation and use of mice carrying induced
or genetically engineered mutations has
increased over the past decade. Random muta-
genesis protocols, such as treating mouse gametes
or ES cells with chemical mutagens [52] and gene
trapping [53, 54], are frequently used to drive
high-throughput mutagenesis screens [55-57].
Random mutagenesis produces both dominant
and recessive mutations. To obtain maximum
value from random mutagenesis approaches,
rapid and systematized protocols for phenotypic
screening, such as the SHIRPA system, were
developed [58] Increasing the mutation
frequency by chemical mutagenesis, such as
ethylnitrosourea (ENU), when coupled with
screening protocols, enables the detection of
mutations that cause subtle phenotypes to model
specific categories of diseases [59]. Several large-
scale ENU mutagenesis projects have been
completed [60-62].

Transgenes and targeted
mutations

Two broad areas of technology—transgenesis
and targeted mutagenesis using homologous
recombination—are currently used to create
genetically engineered strains of mice (see
Chapter 15, ‘Generation of Mouse Mutants by
Genotype-Driven Mutagenesis’, for more infor-
mation on these technologies).

Transgenic mice have genetic material
randomly added to their genomes[63]. Thousands
of transgenic strains have been used to study gene
function and expression and have resulted in
many important disease models. Since transgene
insertion is a random event, the phenotype of
the mouse may vary depending on the site of inte-
gration and/or the copy number of transgenes
integrated. Transgene integration may cause
disruption in an endogenous gene (insertional
mutation), creating an inherited phenotype
(usually recessive) unrelated to transgene expres-
sion. In these cases the transgenic animal provides
a vehicle for gene discovery through the mapping
and subsequent cloning of the disrupted gene (e.g.
the pygmy locus was identified as an allele of the
high-mobility group AT-hook 2 (Hmga2) gene as
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TABLE 1.3.2: Selected cloned mouse genes with homologous human disorders

Gene/Allele
symbol

Ar<Tfm>

Galc<twi>

Ghrhr<lit>

Gus<mps>

Hpsd<le>

Lep<ob>

Lepr<db>

Allele
name

Testicular
feminization

Twitcher

Little

Mucopoly-
saccharidosis
VIl

Light ear

Obese

Diabetes

Gene name

Androgen
receptor

Galactosylcer
amidase

Growth
hormone
releasing
hormone
receptor

Beta-

glucuronidase

Hermansky—
Pudlak
syndrome 4
homolog

Leptin

Leptin receptor

Reference

Charest et al. 1991

Sakai et al. 1996

Godfrey et al. 1993

Sands and
Birkenmeier 1993

Suzuki et al. 2002

Zhang et al. 1994

Chen et al. 1996

Human
orthologue

AR

GALC

GHRHR

GUSB

HPS4

LEP

LEPR

HisTory AND GENETICS STRAINS, STOoCcks AND MuTanT Mice

Human
map location

X (q11.2—q12)

14 31

7(p15—p14)

7 q22

22 q11.2—q12.2

7 q32.1

1p31

Human disorder
(OMIM number

Androgen
insensitivity syndrome
(AIS) #300068

Krabbe's disease
#245200

Growth hormone
deficiency, isolated
*139191

Mucopolysacc-
haridosis type VI
*253220

Hermansky—Pudlak
syndrome (HPS)
*606682; #203300

Obesity, leptin
deficiency,
hypogonadism
*164160

Obesity, morbid, with
hypogonadism
*601007




Pit1<dw>

Pou4f3<ddI>

Rab27a<ash>

Tgn<cog>

Tnfsf6<gld>

16

18

15

Dwarf

Dreidel

Ashen

Congenital
goiter

Generalized
lymphoproli-
ferative
disease

Pituitary specific

transcription
factor 1

POU domain,
class 4,
transcription
factor 3

RAB27A,
member RAS
oncogene
family

Thyroglobulin

Tumor necrosis

factor (ligand)
superfamily,
member 6

Li et al. 1990

Frankel et al. 1999

Wilson et al. 2000

Kim et al. 1998

Takahashi et al. 1994

POU1F1

POUA4F3

RAB27A

TG

TNFSF6

3p11

5 qg31

15 (q15—q21.1)

8 (q24.2—q24.3)

1923

Pituitary hormone
deficiency (CPHD)
#173110

Deafness, autosomal
dominant non-
syndromic
sensorineural 15
(DFNA15) *602460,
#602459

Griscelli syndrome
#214450

Goitre, familial, with
hypothyroidism AR
*188450

Autoimmune
Lymphoproliferative
syndrome (ALPS),
type 1B *134638,
#601859

2 An asterisk (*) before an OMIM number means that the phenotype determined by the gene at the given locus is separate from those represented by other asterisked entries and that the mode of
inheritance of the phenotype has been proved (in the judgment of the authors and editors). In general, an attempt has been made to create only one asterisked entry per gene locus.
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a result of an insertional mutation caused by
a human globin transgene [64].

A brief word on nomenclature

Transgenes are designated by Tg, followed by
a designation for the DNA insert in parentheses
(preferably the gene symbol), then a number
indicating the founder line and finally a lab
code. Transgene symbols are not italicized. For
example, Tg(CD8)1Jwg is a transgene containing
the human CDS8 gene, the first transgenic line
using this construct, described by the laboratory
of Jon W. Gordon (Jwg). The promoter also may
be designated within the parentheses to clarify
the transgene expression pattern: Tg(Zp3-cre)
3Mrt designates the cre transgene with a 7Zp3
promoter, the third transgenic line from the labo-
ratory of Gail Martin (Mrt).

Targeted mutations are created using homol-
ogous recombination to alter or replace a specific
locus or gene [65-67]. Many of the earlier strains
developed by gene targeting were engineered
to carry a null mutation. Increasingly, however,
conditional targeted mutations are created that
allow control of both the tissue specificity of
the mutation [68-70] and the temporal onset of
gene expression [71, 72]. Gene targeting produces
strains used to study gene function and to create
models for human genetic diseases for which the
offending gene is known. Transgenesis and tar-
geted mutagenesis technologies often produce
unexpected results, creating mice with either no
observable phenotype or an unexpected pheno-
type, one outside the researcher’s area of exper-
tise or interest. Thus, this gene-based approach
may lead to the discovery of novel pathways for
an already-known gene. The various techniques
of gene targeting and the mice they are capable
of producing fall beyond the scope of this
chapter. However, large-scale gene targeting
projects such as the Knockout Mouse Project
(KOMP) REF and the International Knockout
Mouse Consortium (IKMC), along with the high-
throughput phenotyping that will accompany
these mice, will create a number of conditional
and knockout lines that will no doubt prove to
be an invaluable resource [73].

Targeted alleles of genes are designated by the
approved gene symbol followed by a superscript
containing tm (for targeted mutation), an allele

number, and the lab code (all in italics). For
example, Apoa IV represents the first targeted
mutation in the apolipoprotein Al (Apoal) gene
made in the laboratory of Nobuyo Maeda at the
University of North Carolina at Chapel Hill
(UNC) [74]. Other more complex forms of gene
replacement, such as partial knockins and
Cre-Lox recombination events are not conve-
niently abbreviated and should be given a conven-
tional tm#Labcode superscript. Although some
alterations made in a gene appear to lend them-
selves to a simple naming convention, details of
the targeted locus should be given in associated
publications and database entries. For a more
detailed review of strain nomenclature, see
‘Guidelines for Nomenclature of Genes, Genetic
Markers, Alleles, and Mutations in Mouse and
Rat’ (http://www.informatics.,jax.org/mgihome/
nomen/geneshtml#gtm).

Conclusion

Tremendous accomplishments in mouse genetics
were made during the 20th century [75, 76]. The
major advances (see ‘Historical Foundations),
Chapter 12) were accompanied by a rapidly
increasing number of mouse strains, stocks and
mutants available to the biomedical research
community. Beginning with the creation of the
first inbred strain in 1909, the number and
different types of mouse models has increased
from numbering in the dozens to the current
exponential growth and generation of thousands
in the last 20 years. Global information regarding
the phenotypes of spontaneous and genetically
engineered mice can be found at Mouse Genome
Informatics (MGI) (http://www.informatics.jax.
org). MGI is the most comprehensive source for
information on the laboratory mouse, providing
integrated data on genes, phenotypes, gene
expression, gene function, biological pathways,
strain and SNP data, as well as information on
orthology.

The large number of genetic resources
continuously being generated by coordinated
efforts has created a need for centralized reposi-
tories for the purpose of both archiving and
distribution. A number of individual and consor-
tium-based groups generate and distribute mice




TABLE 1.3.3: Listing of consortiums and repositories for generating and distributing mice and genetic

resources

International Mouse Strain Resource (IMSR)*
The Jackson Laboratory Mouse Repository (JAX)

Mutant Mouse Regional Resource Centers
(MMRRC)

Mouse Models of Human Cancer Consortium
(MMHCCQ)

International Knockout Mouse Consortium
(IKMCQ)

Knockout Mouse Project (KOMP) Repository
Canadian Mouse Mutant Repository (CMMR)
European Mouse Mutant Archive (EMMA)

European Conditional Mouse Mutagenesis
Program (EUCOMM)

Texas A&M Institute of Genomic Medicine
(TIGM)

German Gene Trap Consortium (GGTC)
International Gene Trap Consortium (IGTC)
Japan Mouse/Rat Strain Resources Database

RIKEN BioResource Center
Taconic Knockout Repository

http://www.findmice.org
http://jaxmice.jax.org
http://www.mmrrc.org

http://web.ncifcrf.gov/researchresources/mmhcc/
http://www.knockoutmouse.org

http://www.komp.org
http://www.cmmr.ca
http://www.emmanet.org
http://www.eucomm.org

http://www.tigm.org

http://genetrap.helmholtz-muenchen.de
http://www.genetrap.org

http://www.shigen.nig.ac.jp.ezproxy.jax.org/
mouse/jmsr/top.jsp

http://www?2.brc.riken.jp/lab/animal/search.php
http://kodatabase.taconic.com/database.php

* The IMSR is a database for publicly available holding across individual repositories. The goal of the IMSR is to assist the international

scientific community in locating and obtaining mouse resources.

(see Table 1.3.3). The majority of these mouse
distributors register their holdings with the Inter-
national Mouse Strain Resource (IMSR). The
IMSR is a searchable online catalogue of mouse
strains and stocks available worldwide, including
inbred, mutant and genetically engineered mice
maintained as breeding stock, cryopreserved
embryos and gametes, and ES cell lines. The
goal of the IMSR is to assist the international
scientific community in locating and obtaining
these resources from individual repositories.
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Introduction

The laboratory mouse has been used as a privi-
leged model organism since the early days
of genetics, more than a century ago. Over
the past decade our knowledge of mouse
genetics has changed dramatically, particularly
with the recent availability of the complete
genome sequence and the development of
high-throughput mutagenesis programmes (both
gene- and phenotype-driven). Partial or complete
genome sequences from several inbred strains
are now available, allowing for the discovery of
millions of single-nucleotide polymorphisms
(SNPs) that will contribute to the development
of modern quantitative genetics, especially
when used in combination with large panels of
recombinant inbred strains like the Collaborative
Cross. Similarly, the massive production of point
mutations by use of chemical mutagenesis associ-
ated with comprehensive and standardized

phenotyping of mutant mice will certainly help
with the annotation of many mouse genes.
Next-generation sequencing systems should
considerably accelerate the identification of the
genes responsible for these phenotypes by use
of positional cloning strategies. As part of the
gene-driven approach, large-scale projects
like the International Knockout Mouse Consor-
tium (IKMC) envision generating mutant
alleles for all protein-coding genes in the
mouse, using a combination of gene targeting
and gene trapping in embryonic stem cells.
This endeavour will be complemented by other
systems, such as gene-driven chemical mutagen-
esis. The availability of these new mutant alleles
will also facilitate the comprehensive analysis of
gene functions. This chapter is an overview of
the past achievements and recent progress in
mouse genomics, with a focus on the current
knowledge of the structure of the mouse
genome and the functional annotation of mouse
genes.

The Laboratory Mouse
© 2012 Elsevier Ltd. All rights reserved.
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Structure of the
mouse genome

The mouse genome sequence

The mouse genome was the second mammalian
genome to be entirely sequenced [1: a draft
sequence was released only a few months after
the draft sequence of the human genome was
made public [2, 3] and just a couple of years
before the publication of the rat genome
sequence [4]. Making this sequence publicly and
freely available to the community through the
internet must be regarded as a major event in
the history of mouse genetics because it provided
direct access to the blueprint of a living creature
that is relatively close to our own species, allowing
for the identification of similarities and differ-
ences. In turn, it became possible to gather
a wealth of invaluable information about
genome evolution and gene function at the
molecular level. As Professor Waterston and his
colleagues said in the conclusion of their seminal

paper:

The mouse provides a unique lens through which we
can view ourselves [...]. With the availability of [its]
sequence, it now provides a model and informs the
study of our genome as well [1].

The sequencing of the rat genome has also
been very important because it allowed making
three-way comparisons with the human and
mouse genomes, providing details about
mammalian evolution on a relatively short time-
scale (around 13 million years). In this first section
of the chapter we focus on the structural charac-
teristics of the mouse genome with frequent
references to the human and rat genomes.

How was the mouse genome
sequenced?

A mammalian genome is considerably bigger
than a bacterial genome. Just to give an idea,
the genome of the bacterium Escherichia coli K-12,
the favourite organism for bacterial geneticists,
consists of 4 639 221 base pairs (bp). In contrast,
the mouse haploid genome is composed of
around 27billion bp, according to recent

estimates (ie. approximately 585 times bigger
than that of E. coli K-12). To give a more tangible
idea of the size of the mouse genome, we
computed that, if its sequence were printed in
a single line using the 12-point Courier font, the
length of this line would be roughly equivalent
to the distance from Paris to Montreal!

Mammalian genomes are also very complex
entities. For example, if we take into account
the fact that there are around 25000 genes in
a mouse genome (this estimate will be discussed
in detail later) and 4400 genes in E. colj, this indi-
cates that the gene density in the mouse is much
lower than in the bacterium. This also means that
a large amount of mammalian DNA is not ‘genic’,
and, accordingly, sequencing it might appear
a waste of time.

In addition to its large size and low gene
density, geneticists have observed that repeated
sequences of various types are extremely
numerous in mammalian genomes, as we will
explain later in this chapter. Considering all these
issues, one can imagine how difficult, not to say
ambitious, it was to embark on the sequencing
of an entire mammalian genome. In spite of
these difficulties, the decision was taken to
systematically and comprehensively sequence
the mouse genome and this, we think, was
a very wise decision. An accurate knowledge of
the genome of this species is so important for
the progress of biology that it is likely that it
would have been sequenced sooner or later,
although probably in a rather disorganized
manner, in small sections, with many redun-
dancies and gaps, and at a greater cost for the
community. It was also a very democratic deci-
sion because laboratories that do not have easy
access to sequencing facilities can now use this
public resource for designing optimized experi-
ments. Finally, if we consider the number of
scientific papers that have been published since
the release of the initial draft sequence, there is
no doubt that the community has greatly
benefited from the mouse genome sequencing
effort.

There are basically two strategies for
sequencing an entire mammalian genome. The
first one, known as hierarchical shotgun
sequencing (HSS), makes use of cloned DNA
sequences, with large inserts such as bacterial arti-
ficial chromosomes (BACs), P1 phages or, less




frequently, yeast artificial chromosomes (YACs).
These clones need to be assembled in a series of
overlapping DNA segments, known as contigs
(from contiguous DNA segments), which alto-
gether make up a high-resolution physical map
of a chromosomal segment. The cloned DNAs
are chosen from those that have been thoroughly
checked for integrity, rejecting those that are
chimeric or carry deletions (a situation that is
quite common in YACs but less common with
BAGs). The assembly of these cloned DNAs is
achieved by careful fingerprinting, as explained
elsewhere [5]. When the contigs are established,
in general from several individual clones ranging
from 200 to 1000 kbp, a subset of minimally over-
lapping clones is chosen and each of its elements
is sequenced several times to minimize errors
(this minimal set is sometimes known as the
‘Golden Patly). The primary sequence is called
a read’ and the released genome sequence results
from the integration of several independent
reads (in general six or seven, sometimes more).
With this number of independent reads the
percentage of sequencing error is very low, in
general less than one error per 10°bp. This
feature is very important, as we will discuss later.

The HSS strategy is slow but it is systematic and
reliable. The use of clones with large DNA inserts
is also a way to bypass, at least to a certain extent,
the problems associated with the repeats and
copy number variations. The HSS strategy has
the disadvantage that only cloned DNA can be
sequenced.

A second strategy called whole-genome
shotgun (WGS) is radically different from HSS.
The first step of this strategy consists of the
mechanical fragmentation (e.g. by sonication) of
the mammalian DNA in segments measuring
100-400 bp, which are then sequenced from
both ends using the chain termination method.
Multiple reads for the target DNA are obtained
by performing several independent rounds of
this fragmentation, each followed by sequencing.
Computer programs are then used to put the
pieces of the puzzle together, arranging the indi-
vidual fragments into contigs, then in super or
hypercontigs and finally in ultracontigs based
on the overlapping sequences of the different
reads (Figure 14.1). The WGS method is fast
because it does not require the pre-existence of
a physical map. Unfortunately, it does not allow
the sequencing of certain genomic segments

AATGTAGCCTGACTCCCTAGTATGCTTCTCC
AATGTAGCCTGACTCCCTAGTATGCTTCTCCCTAGTACCTAGTAAGG

AATGTAGCCTGACTCCCTAGT

TGCTTCTCCCTAGTACCTAGTAAGGCTCCTC
ACCTAGTAAGGCTCCTCCCTTCCCTAGT
TCTCCCTAGTACCTAGTAAGGCTCCTCCCTTCCCTAGTAAGTACTAGTACTGTAGCCT
GCTTCTCCCTAGTACCTAGTAAGGCTCCTCCCTTCCCTAGTAAGTACTAGTACT
TCCCTAGTATGCTTCTCCCTAGTACCTAGTAAGGC

CTTCTCCCTAGTACCTAGTAAGGCTCCTCCCTTCC

AATGTAGCCTGACTCCCTAGTATGCTTCTCCCTAGTACCTAGTAAGGCTCCTCCCTTCCCTAGTAAGTACTAGTACTGTAGCCTAGTCTAATGCJ

TTCCCTAGTAAGTACTAGTACTGTAGCCTAGTCTAATGCA

Figure 1.4.1 Whole-genome sequencing strategy. An illustration of the whole-genome sequencing strategy
(WGS) that has been used for sequencing the mouse genome. The first step consists of the mechanical frag-
mentation of nuclear DNA samples to obtain a mixture of independent, randomly cut, 100-400 bp-long
stretches. These stretches are then cloned, using adaptors, labelled, and then sequenced end-to-end several
times to minimize the sequencing errors. In the third step sequences overlapping are looked for by using
appropriate computer software and the clones are then arranged in a head-to-tail manner to form contigs of
non-redundant top-level sequences, whose sizes are constantly growing as new sequence becomes available.
In a final step the contigs are aligned to the specific chromosome they belong to. The process is generally
repeated several times to minimize the number and size of the unsequenced regions. Even if it is generally
necessary to use another strategy to complete the sequence (see text for explanations), the WGS strategy is
well adapted to the rapid sequencing of a genome, especially when it makes use of the new sequencing
methods.
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such as highly repeated regions. Combining the
two strategies, HSS and WGS, allows the correc-
tion of almost all these imperfections. In short,
the two strategies are to some extent complemen-
tary: WGS provides a rapid and better coverage
early in a project, while HSS is more systematic
and more efficient for the sequencing of regions
with repeated sequences. The human genome
was sequenced by using mostly the HSS strategy,
while the mouse and all other mammalian
genomes were sequenced mostly by using the
WGS strategy with the help of HSS for some
regions [1, 4, 6, 7.

The latest assembly released by the Mouse
Genome Sequencing Consortium (MGSC)
(NCBI build 37-27, May 2011) has a length of
2716 965 481 bp, of which about 99% is finished
with less than one sequencing error per 10° bp.
All the chromosomes are entirely sequenced
including X, Y and even the mitochondrial
DNA, allowing comparisons with homologous
regions of the human and other mammalian
genomes to be performed at a very high resolu-
tion. Such comparisons, revealing similarities
and differences, are a rich source of information.
Similarities, as we shall discuss later, allow us to
detect regions that are under selective pressure
and which, for this reason, have remained
unchanged or nearly so for several millions of
years, indicating that they are presumably genet-
ically important and, accordingly, have resisted
random drift. Differences at the sequence level
may be even more interesting a priori, because
they may contain keys explaining how speciation
proceeds. Some genes are present in one species
but absent in others. It is obviously interesting
to know which mechanisms led to this situation
and what are the consequences of this difference.
For example, no homologous genes have been
identified in the mouse and rat genomes for
human interleukin 8 (/L8) (Figure 1.4.2).

The mouse sequencing project was under-
taken by the MGSC, an organization that con-
sisted originally of three laboratories: the
Whitehead Institute for Biomedical Research
Massachusetts Institute of Technology (USA),
the Washington University Genome Sequencing
Center (USA) and the Wellcome Trust Sanger
Institute (UK). The project is almost finished,
even if molecular biologists in these laboratories
keep working at its integral completion in some

regions [8]. Based on discussions with the scien-
tific community at large, MGSC investigators
decided to sequence first the genome of a female
mouse from the CH7BL/6 inbred strain. At
almost the same time four other inbred strains
(A/], DBA /2], 129X1/Sv] and 129S1/Svlm]) were
included by Celera in another independent
WGS project [9-11] Here again, interstrain
comparisons have been of great interest when
matched with particular phenotypes (see ‘Mouse
Phenome Project’). The Mouse Genomes Project
from The Wellcome Trust Sanger Institute is
currently sequencing the genomes of an addi-
tional 17 inbred mouse strains: 129P2, 129S1/
Svim], 129S5, A/]J, AKR/], BALB/c], C3H/He],
C57BL/6N]J, CAST/Ei], CBA/], DBA/2], LP/],
NOD/Shilt], NZO/HiLt], PWK/Ph], SPRE-
TUS/Ei] and WSB/Ei].

All future genome sequencing projects
will benefit from the new, ultra-efficient
sequencing technologies [12], even if the devel-
opment of bioinformatics capabilities for the
interpretation of the overwhelming amount of
data remains a major challenge. In the future it
is likely that many individual mouse genome
sequences from the offspring of some specific
crosses will be available, contributing efficiently
to the analysis of complex traits. As a proof, the
first complete genome of an individual (none
other than James D. Watson himselfl) was
completed in 2008 [13], and complete genomes
from several individuals (including a family of
four) from different ancestries are now avail-
able [14-16].

What is the mouse genome
made of?

We mentioned above that the size of the genome
of a CH7BL/6 inbred mouse is close to 2.7 Gbp
(the genome of the inbred rat strain BN has
a similar size), roughly 14% smaller than the
human genome (approximately 3.1Gbp). The
explanation generally offered to account for
this relatively important difference is a higher
rate of deletion in the mouse lineage [1]. Again,
this indicates that the mammalian genomic
DNA is probably made up of a variety of
sequences of varying importance. This observa-
tion had already been made 25years ago by
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Figure 1.4.2 The interleukin-8 (//8) gene is missing in the mouse and rat genomes. The figure shows a repre-
sentation of the region of human chromosome 4 where the IL8 gene is located, along with the homologous
regions in mouse chromosome 5 and rat chromosome 14. The absence of a homologous gene for human /L8 in
the mouse and rat genomes can be clearly seen. It is also interesting to note the inversion of this region in rat
chromosome 14, when contrasted with the human and mouse homologous regions. The images are from the

Ensembl Genome Browser database (August 2011).

cytogeneticists who found that some large chro-
mosomal deletions (i.e. visible through the optical
microscope) were still compatible with a normal
phenotype in homozygous mice. Below we
briefly review the different kinds of DNA
sequences that are found in a mouse genome.

Genes, gene families and
pseudogenes

Among the motivations for sequencing the entire
genome of a given species, the idea of making
a complete inventory of its genes is of course
top ranked. This is a real challenge, however,
because, as mentioned earlier, these genes are
dispersed in an ocean of puzzling DNA
sequences. In spite of all these difficulties, this
inventory has been undertaken and its

completion is in progress in many laboratories.
It is typically achieved in two successive steps.
First, candidate genes are searched by looking
for DNA sequences with a very high degree of
preservation across species and containing open
reading frames. The rationale is that such
sequences are preserved because they are tran-
scribed and translated into functional proteins.
In another words, similar structural features
imply similar functions and accordingly
a tendency to be preserved through evolution.
Second, once identified through their sequence,
these candidate genes are then validated by all
possible means. This second step, known as
‘gene annotation’, is the assignment of known or
predicted biological functions. This is much
more difficult than the previous step and the
reason why gene characterization is far from
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being completed in any mammalian species.
Nonetheless, the number of fully annotated
genes is slowly but steadily increasing.

Using sophisticated computer software, it has
been established that approximately 5% of the
mouse genomic DNA can be classified as highly
preserved sequences. Of this 5%, the protein-
coding sequences represent no more than 1.5%
of the total DNA. The more recent estimates
are 1.27% for the mouse genome and 1.0% for
the human genome [8]. The other 3.5% consists
of sequences whose function is only partially
known (Figure 14.3). An important proportion
of these sequences is involved in regulation of
gene expression (e.g. DNA binding sites), chromo-
some architecture and folding and binding to the
mitotic spindle. An example of such highly
conserved DNA sequences is the so-called
TATA box, which is part of the promoter
sequence of most eukaryotic genes. Still, a large
proportion of the genome has sequences with
unknown function, but these regions are now
being investigated carefully. Interestingly, some
of these sequences have been eliminated
completely in mice, yielding no significant
phenotypic differences [17].

Up to July 2011, with the above-described
strategy, geneticists have identified 29190 genes
with nucleotide sequence data, of which 24 840
are validated with protein sequence data. This
information is reliable and makes sense when
compared with other species. Of these genes,
only 14463 have been functionally annotated
either by the existence of (at least) one mutant
allele or by an expression assay. Annotation of
the mouse genome is proceeding (although
slowly), thanks in part to the thousands of muta-
tions that have been induced randomly, either
with the powerful chemical mutagen N-ethyl-N-
nitrosourea (ENU) or by targeted mutagenesis
in embryonic stem (ES) cells (see below). All these
mutations, associated with sophisticated pheno-
typing protocols, have turned out to be of great
help. Since gene annotation is universal, we now
understand from a different point of view why
sequencing at least three mammalian genomes
(human, mouse and rat) was so important. Once
fully annotated in one species, a gene has a great
chance of being validated in the list of genes of
other species. For example, we know that about
99% of mouse genes have a homologue (in this
case an orthologue) in the human genome. There

Mouse genome
~ 2700 Mb

Genes and gene-related
sequences (~30%)

Exons
~1.5%

Related sequences

Intergenic DNA
(~70%)

Repetitive
DNA sequences

Unique and low-copy
DNA sequences

Pseudogenes

Introns
~24%

Transposable Tandem repeats
elements Satellite DNA
~37% Minisatellites
Microsatellites
Class | Class Il

LTR and non-LTR
retrotransposons

DNA transposons

Figure 1.4.3 Types of DNA in the mouse genome. The graphic shows the different types of DNA sequences
present in all mammalian genomes. It is estimated that only around 30% of the genome is represented by
genes (protein-coding sequences) and gene-related sequences (e.g. introns, regulatory sequences, and pseu-
dogenes). On the other hand, the so-called intergenic DNA constitutes up to 70% of the genome. This non-
coding DNA corresponds to different categories of repetitive and transposable sequences, together with
single-copy and low-copy-number sequences (see text for details). To a great extent, this DNA (inaccurately
referred to as ‘junk’ DNA) has no known biological function; however, many non-coding DNA sequences are
highly conserved between mammals, most likely because they have important biological functions. At the
same time, genetic variations in non-coding sequences have been widely used as tools in mouse genetics.




are many other examples to further justify the
‘comparative genomics’ approach [18-22].

Mouse genes have a common architecture
with other mammalian genes and are frequently
(but not always) made out of coding (exons) and
non-coding (introns) sequences with some other
canonical sequences in the flanking regions,
either upstream or downstream. The average
size for a mouse gene is approximately 30 kbp.
The smallest known gene is 0.1kbp and encodes
the -RNA™". The biggest gene is Titin (Ttn)
with 2.8 Mbp of genomic sequence and a cDNA
of 82kbp. The coding and non-coding regions
are also of various sizes, ranging from 0.5 kbp
for the shortest intron to 30 kbp for the biggest
(dystrophin, muscular dystrophy-Dmd), with an
average intron size of 4.7kbp. For the exons,
the shortest consists of only 9bp (exon 2 of Myo-
Vla), and the largest is 7.6 kbp long (exon 26 of
Apob), with an average exon size of approximately
300 bp. The number of exons per gene varies
from 1 to 314 with an average of 7.5 [23]. About
4000 genes have only one exon.

As in other species, mouse genes are alterna-
tively spliced, which means that not all exons of
a given gene are systematically represented in
agiven transcript (mRNA) or protein. Alternative
splicing is indeed a very clever way—retained by
evolution—to encode more specific proteins
within the same number of genes, simply by
assembling different exons (in general coding
for peptides with different domains) in separate
units. It also means that the number of genes
can in no way reflect the degree of genetic
complexity of a given species; the total number
of exons is a much better piece of information.
The most recent estimate indicates that there
are about 220 000 exons in the mouse genome.
Interestingly, interspecific comparisons point
out that, whereas most exons in the mouse and
human genomes are strongly conserved, exons
that are only included in alternatively spliced
forms (as opposed to the constitutive or major
transcripts) are mostly not conserved and thus
are the product of recent exon creation or loss
events [24].

When interspecific comparisons are made, it
is interesting to note that most mouse genes are
conserved in blocks, with the same linear
arrangement in the human or rat genomes. For
example, when a hypothetical gene Go is found

in the mouse genome flanked by genes G; and
Gs, there is a very high probability that the
same linear order G;-Gg-Gg is preserved in the
other two species. This conservation of synteny
(from the Greek, meaning ‘on the same ribbon’)
is very important because it helps validating
candidate genes. It also allows for the discovery
of duplications or deletions among species. For
example, about 90% of the mouse and human
genomes can be partitioned into regions of
conserved synteny, reflecting the structural orga-
nization of the chromosome in the common
ancestor. These genomes share about 350
segments of conserved synteny, with sizes
ranging from 300 kbp to 65 Mbp. The cluster of
genes encoding oligoadenylate synthetase (OAS)
is a good example of the interspecific conserva-
tion of synteny. In human chromosome 12 there
are three such genes in the linear order centro-
mere-0ASI-OAS3-0OAS2-telomere. These three
genes are transcribed in the same direction. In
the mouse chromosome 5 there are 10 such genes
in the linear order centromere-0as2-Oas3-Oasle-
Oaslc-Oaslb-Oaslf-Oaslh-Oaslg-Oasla-Oasld-
telomere. The structure and organization of the
rat cluster is very similar to that of the mouse
(no surprise), with eight OasI genes. The ortho-
logues of mouse Oasla and Oasle are missing in
the rat, while two additional isoforms are present:
Oaslk and Oasll. This cluster of genes encoding
OAS, which are molecules with similar functions,
altogether represent a gene family. Such gene
families are very common in all mammalian
genomes and include the globin, myosin, HOX
and G-protein-coupled receptor gene families.

Another interesting feature of the mouse
genome is the presence of rodent-specific and
even mouse-specific genes. The majority of these
genes belong to gene families associated with
reproductive functions, exhibiting spermatid- or
oocyte-specific expression, or with vomeronasal
receptors [8, 25]. Some of these new genes origi-
nated from relatively recent duplications (expan-
sions) that occurred on the mouse linage since the
time of its divergence from the rat, around
12-16 million years ago. On the other hand, the
human genome (the primate lineage) has experi-
enced losses of genes coding for olfactory and
vomeronasal receptors [26].

The mammalian genome contains a great
number of sequences that look like protein-coding
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genes but are not. These sequences are called
pseudogenes and are basically of two kinds: pro-
cessed and unprocessed. Processed pseudogenes
originate from the retrotranscription of
messenger RNAs back into the genomic DNA
in more or less random locations. They have no
introns and exhibit mutations in their sequences
(including frame shifts and stop codons) indi-
cating that they are not transcribed. Unprocessed
pseudogenes arise either from the tandem dupli-
cation of a gene during DNA replication or are
degenerated genes that have become inactive
and are no longer under selection. Among the
different genes of the mouse Oas cluster dis-
cussed above, geneticists noted that although
transcribed, some exons of these genes have
molecular changes conflicting with a normal
function (stop codons, for example) and
concluded that they were most likely unpro-
cessed pseudogenes. There are roughly 5000
pseudogenes in the mouse genome assembly
(build 37), but their identification is often diffi-
cult. Synonymous mutations, those that will not
modify the amino acid sequence, occur at the
same frequency in genes and pseudogenes, while
non-synonymous mutations are rare in func-
tional genes. The ratio of the number of non-
synonymous substitutions to the number of
synonymous substitutions in orthologous genes
is strong evidence for deciding whether a ‘gene’
is a true gene or a pseudogene. Most mouse pseu-
dogenes do not have a corresponding homolo-
gous gene in the same syntenic position in the
human or rat genomes, whereas active genes
generally do.

Non-coding DNA

As we have already mentioned, the great majority
of the mammalian genome is made out of non-
coding sequences. However, part of these non-
coding sequences is highly conserved between
humans and mice, likely because they have
important biological functions [27]. The func-
tion(s) of these conserved non-coding sequences
is the subject of intense research at the moment,
and it has been suggested that they could even
be associated with some diseases [28]. However,
a significant portion of the non-coding DNA is
not under selective pressure or conserved, and
exhibits a higher degree of genetic variation

(polymorphism). The following is an outline of
these genetic variations.

Repetitive DNA sequences

These are non-coding sequences that are found
in multiple copies within the mammalian
genomes. Depending on the number of repeats,
they are classified as moderately or highly repet-
itive DNA sequences. Among the latter, we find
tandem and interspersed repeats [29]. Inter-
spersed repeats are considered transposable
elements and will be explained below. Tandem
repeats take place when a motif of two or more
nucleotides are repeated adjacent to each other
in the genome. Depending on the number of
nucleotides on the motif, these repeats are known
as satellite DNA (120-250 nucleotides), minisatellites
(10-60 nucleotides) and microsatellites (2-6 nucleo-
tides). In this type of genetic variant, the polymor-
phisms (alleles) are due to variations in the
number of tandem repeats within a locus. In
the mouse, satellite DNA comprises about 5% of
the genome and is divided into major satellite
repeats (6 Mb long and located pericentrically)
and minor satellite repeats (from 500kb to
12Mb in size and located in the centromere)
[30]. Minisatellite loci (also known as variable
number tandem repeats, VNTRs) are around
5-10 kb in size, extremely abundant, and distrib-
uted throughout the mammalian genome [31].
These highly polymorphic loci were used as
genetic markers in the late 1980s, particularly in
human studies. They are also the basis of the
DNA fingerprinting that famously revolution-
ized forensic science [32]. This was the indi-
vidual-specific band pattern resulting from the
hybridization (by use of Southern blot) of restric-
tion endonuclease-digested DNA with probes
directed against extremely polymorphic minisa-
tellite loci [33]. Even though it was used in a few
mouse linkage studies and in genetic monitoring
of inbred strains (isogenic individuals within an
inbred strain share the same band pattern)
[34-37], the use of DNA fingerprinting in the
mouse was short-lived because it was quickly sur-
passed by microsatellite markers.

Microsatellites, also known as short tandem
repeats (STRs) and simple sequence length poly-
morphisms (SSLPs), are very abundant (hundreds
of thousands of copies per genome), extremely




polymorphic and widely distributed throughout
the genomes of animal and plant species. Since
the early 1990s microsatellites have been the
genetic marker of choice in mouse genetics
because their analysis is very simple, affordable
and highly reliable [29] (see Box 141 and
Figure 14.4). Microsatellites are very valuable for
genome scans in linkage studies and background
characterization (including the development of
congenic strains by marker-assisted selection) as
well as in genetic monitoring of mouse and rat
inbred strains [38-40]. Routine analysis of DNA
samples with microsatellite markers will confirm
isogenicity and, provided the markers have been
carefully selected, strain authenticity [41] With

the enormous number of microsatellite loci avail-
able, it is generally not a problem to find a set of
markers such that, when amplified, their PCR
(polymerase chain reaction) products define
a strain-specific pattern (Table 1.4.1).

One of the great advantages of microsatellites
is the fact that one locus can display several
alleles (multiallelic marker), allowing the evalua-
tion of several inbred backgrounds with fewer
markers. The other advantage of these markers
is that thousands of primer pairs (each one ampli-
fying a particular locus) are readily available for
the mouse and the rat. In addition, individual
primer pairs as well as panels of markers are
commercially available. For detailed information

BOX 14.1
Genetic markers

Genetic markers can be defined as specific DNA
sequences with a known location on a chromosome
and are essential tools for linkage and association
studies. These studies are just not feasible without
the possibility of differentiating the origin of the
recombinant chromosomes on the DNAs obtained
from mapping crosses. The availability of genetic
markers is directly related to the presence of poly-
morphisms. Genetic polymorphism is the occurrence
of alternative DNA sequences (alleles) at a locus
among individuals, groups or populations, at
a frequency greater than 1%. In the laboratory
mouse the analysis of these genetic variations has
been evolving with the need for genetic markers in
linkage studies. There are several different tech-
niques for detecting genetic variations in the mouse,
most of them shared with forensic DNA profiling.
The history of these techniques, along with their
advantages and disadvantages, has been reviewed
elsewhere [165—167]. The availability of an enor-
mous number of genetic markers polymorphic
between inbred strains has been instrumental in the
development of genetic maps and the subsequent
identification of genes by positional cloning [29]. As
we explain in this chapter, many polymorphisms
have been described in the mouse, but only two are
now widely used as genetic markers in linkage
analysis: microsatellites and SNPs.

The PCR amplification of microsatellites, in
general dinucleotides of the type (CA), or (TA),, is
achieved using flanking primers that are specific for
a particular locus. The PCR products, typically around
100—300 bp in size, are then analysed using 4%

agarose or polyacrylamide gel electrophoresis. The
use of fluorescently labelled primers for micro-
satellite loci combined with capillary electrophoresis
represents a new, fast, automated system for genetic
monitoring and linkage analysis [40, 168, 169]. With
this method, the resulting PCR products can be
distinguished from one another by both their size
and by the fluorescent dye associated with them.
The availability of different dyes allows the possi-
bility of developing multiplex PCR (i.e. the combi-
nation of primers for multiple loci in one reaction)
and pooling several PCR products in one capillary.
Another advantage of this methodology is the
ability to differentiate alleles (PCR products) that
differ only by 2 bp.

SNP genotyping is inexpensive and can be done in
most research institutions. Genotyping is currently
available based on allele-specific PCR [170], real-time
PCR (TagMan®) [171], DNA microarrays of variable
density [80, 172] and KASPar system (a competitive
allele-specific PCR coupled with fluorescent reso-
nance energy transfer technology) [173]. However,
sequencing a few short DNA stretches looking for
SNPs is still an alternative approach for small-scale
projects. Another option, and a clever idea, is to
exploit the occurrence of SNPs that create a RFLP.
For those interested in this approach, a web-based
tool is available (see list of URLs at the end of the
chapter) that can help extract region-specific SNPs
from the dbSNP database and identify those that
create an RFLP in a pair of selected inbred strains,
and even help in the design of a suitable pair of PCR
primers flanking the SNP [174].

SOILANID) ANV AYOLSIH Q SJIINONAIE) ISNOJA|



HistTory AND GENETICS Q Mouse GENOMICS

(A) =
500 bp —| -

— i — e s e |
—————— — ——— o —

100 bp —

(B)

§.8 % % ¥ 7 ¥ 8 8

Ml ik

WA i npmamn AUV L,

I
I
AUV
WAWATA'

»

Figure 1.4.4 Microsatellite markers. (A) An ethidium
bromide-stained 4% agarose gel of PCR-amplified
microsatellites (negative image). These PCR products
are obtained using species-specific and locus-specific
primers for a microsatellite marker along with
genomic DNA. The first 17 samples on the gel are
heterozygous (2 bands) for the same alleles and the
last 3 samples are homozygous (1 band) for the upper
allele (approximately 170 bp). The first lane shows the
100 bp ladder. (B) Representative data output for
analysis of mouse DNA amplified with a microsatellite
marker using fluorescent primers (6-FAM) and sepa-
rated by capillary electrophoresis. The sizes in bp are
indicated on the top of the x axis (with smaller alleles
to the left and larger alleles to the right). The values
on the y axis indicate fluorescent signal intensity
(relative fluorescent units). The mouse on this example
is heterozygous 132 bp/152bp for this marker (only
the highest fluorescence intensity is considered).

on the expected alleles from different mouse
inbred strains and primer sequences, visit the
Mouse Genome Informatics (MGI) webpage.
One of the disadvantages of the microsatellites
is the occasional occurrence of spontaneous
mutations that change the length of the allele
(eg. a small insertion or a deletion within the
repeat). Typing DNA samples from the BXD set
of recombinant inbred strains (RIS) between the
parental strains C57BL/6 and DBA/2, Dallas
and co-workers found that several amplification
products had a size different from the parental
strains and were then considered as ‘mutants’.
This occurred at a rate of 1072 to 107% a
frequency that is not trivial [42].

Copy number variations, insertions
and deletions

Although deletions, insertions and other large
genomic rearrangements have been known since

the 1980s, during the late 2000s there was
increasing interest in the study of segmental
duplications and copy number variations
(CNVs) in the human and mouse genomes.
CNVs are structural variants that result in copy
number changes in a specific chromosomal
region. As a consequence, large DNA segments
(from 1kb to several Mb), with more than 90%
sequence conservation, are found at variable
copy numbers when compared with a reference
genome or within individuals of the same species
(or between inbred strains). Though less abun-
dant than SNPs, CNVs are estimated to account
for at least 10% of the human genome, because
of the large DNA sequences involved [43]. Most
importantly, these CNVs are now thought to be
affecting gene expression (altering transcript
dosage) and phenotypic variability in genetic
diseases (e.g. affecting the penetrance of the trait)
[44] This can be particularly relevant if we
consider that two randomly selected individuals
may differ by at least 1% of their genome
sequences, mainly due to CNVs and SNPs. Like
SNPs, CNVs are widely distributed across the
genome. In the mouse around 100 genomic
regions have been shown to harbour CN'Vs across
the 19 autosomes, ranging in size from 20kb to
2Mb [45-48]. A striking aspect of the CNVs is
that most of them contain annotated genes,
mostly associated with the immune response
(e.g. antigen binding) and environmental sensing
(e.g. odorant and pheromone binding) [48]. The
change in gene dosage associated with these
CNVs could easily explain their involvement in
phenotypic variation. Curiously, the laboratory
of William Pavan has reported two CNVs located
in chromosome 19 within the C57BL/6] inbred
strain, something unexpected for supposedly
isogenic animals. Moreover, these CNVs cause
duplication and increased expression of the Ide
(insulin degrading enzyme) and Fgfbp3 (fibroblast
growth factor binding protein 3) genes in a high
proportion of C57BL/6] mice [49] It will be
important to discover if such intrastrain CNVs
also occur within other inbred strains.

Almost 2million small insertions and dele-
tions (indels), ranging from 1bp to 10kb, have
been reported in humans, with around 40% of
these mapping to known genes, including coding
exons. Clearly, this type of variation is likely to
influence the phenotype of human genetic




TABLE 1.4.1: Mouse microsatellites

This is just a selection of 15 microsatellite markers (representing 13 chromosomes) that are polymorphic
between a group of popular classical inbred strains like AKR, BALB/c, C57BL/6, C3H and DBA/2. This list
could be used for genetic monitoring of these strains, if we carefully select the markers for each strain
combination. The values represent the size of the allele in base pairs (we can observe this after PCR

amplification from genomic DNA). The nomenclature for microsatellites is as follows: D [chromosome
number] [Lab code] [marker ID], for example, D18Mit202 is a marker located on chromosome 18, iden-
tified at the Massachusetts Institute of Technology (MIT) with ID #202

Microsatellite BALB/c C57BL/6

D1Mit24 202 202 218 202 218
D2Mit59 120 146 134 120 146
D3Mit200 127 131 107 131 115
D4Mit32 184 148 142 184 182
D5Mit222 104 104 89 104 89
D6Mit150 140 140 150 150 150
D8Mit155 139 115 151 151 151
DI9Mit179 147 147 149 149 151
D11Mit78 80 106 80 80 122
D11Mit228 124 134 114 114 120
D13Mit67 140 152 162 160 162
D13Mit185 152 146 148 152 146
D16Mit139 174 148 174 172 148
D17Mit123 137 133 155 155 155
D18Mit202 143 111 143 143 133

diseases [50]. In the mouse, indels were found to
comprise close to 10% of all polymorphisms
(excluding microsatellites), with deletions being
more frequent than insertions [51-53]. An inte-
grated database resource (MouselndelDB)
containing thousands of mouse indel polymor-
phisms (ranging from 100bp to 10kb) is now
available [54].

Transposable elements

Transposable elements (TE) are DNA sequences
that move from one location in the genome to
another and are found in virtually all eukaryotes.
These interspersed repetitive DNA sequences can
be copied to a different location through DNA
recombination, and after many generations the
repeat could spread over various regions. There
are two classes of TEs: class I, long terminal repeat
(LTR) and non-LTR retrotransposons, which
transpose via an RNA intermediate in a ‘copy
and paste’ fashion; and class II, DNA transposons,
subdivided into subclasses 1 and 2, which use

a ‘cut and paste’ mechanism that does not involve
an RNA intermediate [55-57]. LINEs (long inter-
spersed nuclear elements) and SINEs (short inter-
spersed nuclear elements) are among the most
studied class I non-LTR retrotransposons.

LINEs are considered autonomous retro-
transposons and include the family of LINE-1
(L1) sequences, the most active non-LTR element
identified in mammalian genomes, with around
100 000 copies per haploid genome. The mouse
genome shows some L1 activity, with a full-length
L1 mRNA of 7.5 kb, but a higher level of LTR ret-
rotransposition [58]. SINEs are non-autonomous
retrotransposons that exhibit repeat motives of
around a few hundred base pairs. The more
common examples are the Alu sequences in
humans and the Bl and B2 sequences in the
mouse, the latter with around 100 000 to 150 000
copies and a repeat size of 150-200 bp [59]. In
evolutionary terms, these interspersed sequences
are classified as lineage-specific (added to the
mouse genome after the divergence from
a common ancestor with other rodents), and
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ancestral (before the divergence). It has been esti-
mated that, in the mouse, these lineage-specific
sequences contribute roughly 32% of the
genome, compared with 24% in the human
genome. On the other hand, the ancestral
sequences represent around 5% of the mouse
genome, in contrast to 22% in the human genome
[60]. The low number of ancestral sequences may
explain why the number of interspersed
sequences is only 37% in the mouse versus 46%
in the human genome.

The nature of the TE-host relationship (para-
sitism, symbiosis or commensalism?) as well as
the role of TEs in disease and evolution has been
extensively debated in recent decades. There are
several reports of human diseases caused by
Ll-driven insertional mutagenesis [59], though
LINE- and SINE-related pathologies are less
common in the mouse compared to insertions by
endogenous retrovirus [61] Overall, the mouse
genome was reported to have higher rates of spon-
taneous mutations caused by LTR elements,
compared to the human genome where non-
LTR elements are the primary source of disease-
causing insertions [58]. Even though the role of
TEs in the evolution of vertebrate genomes
remains controversial, it was shown that these
mobile elements can facilitate sequence-mediated
chromosomal rearrangements that can potentially
generate new gene regulatory sites. This was
proposed for some human SINE sequences
believed to be involved in generating new
enhancers implicated in brain formation [62, 63].
Finally, it is interesting to note that these TE
have opened the possibility for new germline
mutagenesis systems in the mouse and other
mammals, such as Sleeping Beauty and PiggyBac
(64, 65].

Finally, this section would not be complete
without mentioning the endogenous retroviruses.
Retroviral infections in the mouse have led to
germline integrations that contributed to shaping
the mouse genome. The expression of these
endogenous retroviruses has been associated with
physiological functions and disease [66]. A classic
example of the role of endogenous retroviruses
as mutagens is the hairless (47) allele of the hairless
(Hr) gene [67] This recessive mutation is the result
of a retroviral insertion of murine leukaemia
proviral sequences into intron 6 of Hron chromo-
some 14, resulting in aberrant splicing of the gene

[68]. Another example of this type of insertional
mutagenesis is the recessive mutation digitation
anormale (now Lrp4““" on chromosome 2), which
causes polysyndactyly in the affected mice [69].
As a final note, retroviral sequences have been
used in the mouse as a tool in the identification
of oncogenic mutations through retroviral inser-
tion mutagenesis screens [70]

Single-nucleotide polymorphisms

Although the existence of SNPs within the
genomes has been known for many years, the
use of these single-nucleotide variations in
linkage and genome-wide association studies
increased greatly in the last decade. A SNP
(pronounced ‘snip’) is a single-nucleotide
change found in a DNA sequence, in a compar-
ison between individuals of the same species or
between inbred strains (Figure 1.4.5). SNPs are

ifs
o
\CHCHCHT\IHH

‘C’ allele

Mouse
Strains

FVB/N

=

ac
N

“ m

12981

129X1

C57BL
BALB
CAST

‘T allele

Figure 1.4.5 Single-nucleotide polymorphisms
(SNPs). SNPs are discrete DNA variations occurring
when a single nucleotide in the genome differs
between members of the same species (or inbred
strains in the case of the laboratory mouse). They
result from random point mutations occurring at
a constant rate during evolution, either in the coding
regions or intergenic DNA, and are scattered
throughout the genome. In the mouse genome they
are not uniformly distributed along the chromosomes,
with ‘SNP-rich’ and ‘SNP-poor’ regions, depending on
the phylogenetic origin of the chromosomal segment.
This allows the determination of a SNP pattern, which
is unique to a given strain and accordingly can be used
for assessing strain purity or as genetic markers for
linkage analysis. In the figure the upper panel repre-
sents a C/T SNP that is polymorphic between DBA/2
and CAST (homozygous for the ‘T’ allele) and other
common inbred strains (homozygous for the ‘C’ allele).
The lower panel presents DNA sequencing electro-
pherograms showing the SNP (arrow).




the most common type of genetic variation and
are found in both coding and non-coding
regions. When localized in coding sequences,
if the variant leads to an amino acid change
the SNP is said to be non-synonymous; if the SNP
does not change the protein sequence it is
considered synonymous. Those variants intro-
ducing a premature stop codon are known as
nonsense SNPs. Almost all SNPs are biallelic,
presenting one of only two possible nucleotides
(e.g. homozygous G/G or T/T) or both (eg.
heterozygous G/T) in an individual. In humans
we can find variations in the frequency of
certain nucleotides (alleles) between popula-
tions; that is, a SNP allele can be common in
one geographical or ethnic group and atypical
in another [71].

Petkov and co-workers from The Jackson
Laboratory (Maine, USA) have described the
allelic distribution of 235 SNPs in 48 mouse
strains and selected a panel of 28 such SNPs,
enough to characterize most of the almost 300
inbred, wild-derived, congenic, consomic and
RIS strains maintained at The Jackson Labora-
tory [72]. This set of SNPs, encompassing all
mouse chromosomes, is an excellent tool for
detecting genetic contamination in mouse facil-
ities by way of automated PCR systems. The
same laboratory developed a new set of 1638
informative SNPs selected from the publicly
available databases and tested 102 inbred strains
using Amplifluor genotyping [73, 74]. The
selected SNPs are distributed approximately
1.5 Mb apart across the mouse genome and, on
average, 37% will be polymorphic between any
two inbred strains. This new SNP set is an excel-
lent tool for performing quantitative trait loci
(QTL) analysis and association studies in the
mouse [75, 76]. Interestingly, these markers
revealed subtle differences between closely
related inbred strains and substrains, something
that was independently confirmed for the most
popular C57BL/6 substrains: C57BL/6] from
The Jackson Laboratory and C57BL/6N from
the National Institutes of Health [77, 78]. For
those interested in the allele distribution of
SNPs in different inbred strains, the Mouse
Phenome Database presents a comprehensive
collection of SNPs, with more than 8 million
unique loci and numerous inbred strains geno-
typed (allele tables are provided by

investigators or retrieved from public
resources). All the SNPs are mapped to the
NCBI mouse genome build 371 reference
assembly (C57BL/6]) and data was gathered
from 22 different sources, including data sets
from Perlegen, Celera, Wellcome Trust and
The Jackson Laboratory (TJLL, TJL2 and TJL3
panels). Another option is to search the NCBI
mouse dbSNP database, with the possibility of
selecting among several inbred strain combina-
tions and different types of SNPs (e.g., synony-
mous vs non-synonymous).

As mentioned in chapters 11 and 1.3, the
availability of unprecedented numbers of
informative SNPs (in the order of 10 million)
allowed the study of the fine structure of
genomic variation in the laboratory mouse.
One of the early findings, right after the first
draft genome was made available, was the pres-
ence of long segments of either extremely high
(~40 SNPs per 10kb) or extremely low (~0.5
SNPs per 10kb) polymorphism rates, when
comparing inbred strains [60] Later on, in
a comparison involving five inbred strains
and a large set of SNPs (~70000) covering
the entire chromosome 16, it was confirmed
that the SNPs are not evenly distributed, with
SNP-poor and SNP-rich segments [79]. Several
SNP panels, with markers evenly distributed
across the mouse genome, have been developed
in recent years and used to generate high-reso-
lution genetic maps [53, 80-82]. One of the most
recent variation maps includes the impressive
number of 8.27 million SNPs, and was obtained
by partial resequencing of the genomes of
15 inbred strains, 4 wild-derived and 11 classical
[10]. All these new maps confirmed that, in
the mouse, the SNP distribution exhibits
a mosaic pattern of inheritance. The avail-
ability of the SNPs was also instrumental in
the elucidation of the origin and relationships
of the classical inbred strains. Data gathered
using SNPs suggested that the genomes of
inbred strains are mosaics of a handful of
haplotype blocks (contiguous SNPs on a chro-
mosome) present in the founder population
of ‘fancy’ mice, with genetic contributions
from several Mus musculus subspecies, including
M. m. domesticus (predominantly), M. m. musculus,
M. m. castaneus, and the hybrid M. m. molossinus

[10, 60, 83-88].
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Functional
annotation of the
mouse genome

Connecting biological
information to sequences

As discussed earlier, the mammalian genome is
difficult to analyse because it is enormous in
size and heterogeneous in structure. Some
elements are repeated, some are unique and
some are present but not essential. It is clear,
however, that enough information is encrypted
in any genome for the making of a new indi-
vidual, with all the characteristics (anatomical,
physiological, immunological, etc.) of its species.
Two main questions remain: (i) How to sort out
the essential elements from those that are super-
fluous in the genomes? (ii) How is it possible for
the genome to work in a spatiotemporal manner?
At least two independent strategies can be used to
answer these questions.

The first of these strategies would be to
collect and characterize a large amount (ideally
all) of the transcripts (e.g. in the form of cDNAs),
from all the tissues and at all stages of develop-
ment. This is obviously a huge amount of work,
since we can expect at least three to four times
as many cDNA molecules as the actual number
of protein-encoding genes. Japanese scientists
from the FANTOM consortium (Functional
Annotation of the Mammalian Genome) at
RIKEN Yokohama undertook this ambitious
project several years ago and have collected and
sequenced around 103000 full-length mouse
cDNAs [89]. This project turned out to be funda-
mental, because it improved the previous esti-
mates concerning the total number of genes
(and their alternative transcript isoforms) in the
mouse, and because it expanded our knowledge
of the gene families and revealed that a large
fraction of the transcriptome is non-coding (a real
surprise). Nowadays, the tissue-specific expres-
sion of many genes is being unravelled and
DNA chips are progressively being released to
help with this characterization. It is already
possible, for example, to make the exhaustive
inventory of the genes that are expressed in the

brain at embryonic day 14.5 [90] (see the Eurex-
press Atlas webpage). It is also possible to identify
the genes that are turned on (or off) when
amouse is experimentally infected with a specific
pathogen. Obviously, many important findings
are expected from this sort of research.

Another very efficient strategy would be to
collect mutations resulting in the inactivation of
each and every unit in the mouse genome, then
to compare the phenotypes of the mutants with
the wild-type mice (non-mutant genotype).
Several projects of that kind have been under-
taken over these last years and some are still in
progress, including the IKMC. They require
that, in parallel, a rigorous phenotyping pro-
gramme be available for the scientists to be able
to characterize even subtle phenotypic changes
(possibly associated with genotypic alterations).
We will not discuss further the great value of
the cDNA resources that have been established,
in particular by the RIKEN-FANTOM consor-
tium, because it is beyond the scope of the
present chapter. However, we will discuss in
some detail the different sorts of genetic alter-
ations that are potentially available in the mouse,
either as the result of rare spontaneous events or
as a consequence of a programme of systematic
mutagenesis or genetic manipulation. We then
discuss their advantages and limitations in the
perspective of genome annotation.

Spontaneous mutations: their
allelic interactions and their
frequency

Every scientist who has been in charge of a colony
of inbred mice or rats, even if only for a few
years, has almost certainly discovered a mutation
segregating in one of its breeding nuclei. Domi-
nant spotting, for example, a dominant allele at
the locus encoding the oncogene Kit (formerly
W, now Kit", on chromosome 5), is very common
and easy to discover when it occurs on a C57BL/
6, C3H or CBA background because it lightens
the coat colour, the tail in particular, and often
induces a blaze and a belly spot. In fact, 135 Kit"
alleles have already been identified at this locus,
with similar but not completely identical pheno-
types, among which 66 are spontaneous events.
Mutations at this locus are so common that new




occurrences are no longer kept, unless they have
specific or unique phenotypic characteristics.
Other mutations are also quite common, espe-
cially those with an obvious viable phenotype
(e.g. skeletal anomalies, cerebellar defects, neuro-
muscular syndromes, anaemia, skin defects and
inner ear defects). All these mutations generally
fall into one of two categories: they are either
recessive or dominant. Recessive mutations occur
randomly, in any kind of cells and at any time of
development, resulting in a mosaic mouse with
a mixture of mutant and normal cells in various
proportions. At this stage, the mutation has
generally no phenotypic expression (it is cryptic).
It is transmitted to the next generation only when
the clone of cells affected by the mutation partic-
ipates in the formation of the germline (oocytes
and sperm cells). When this happens around
50% of the gametes in this ‘next generation’
mouse will carry the new mutant allele, in other
words, this founder mouse will be heterozygous
(+/mut) for the mutation, but with normal
phenotype. When two chromosomes carrying
the same mutation converge in a zygote (e.g. if
we cross two heterozygous mice), then the animal
becomes homozygous (mut/ mut) and exhibits the
phenotypic characteristics of the new mutation.
Since inbreeding increases the level of homozy-
gosity in the population, it also enhances the
probability of discovering mutant phenotypes;
however, inbreeding does not primarily increase
the frequency of mutations.

Dominant mutations appear in the same way
as recessive mutations, but they are expressed
immediately (in approximately 50% of the
offspring) when they are transmitted through
the germline. A mutation is said to have
complete dominance when the phenotype of
the heterozygous mice (Mut/+) is indistinguish-
able from that of the homozygous mutant
(Mut/ Mui). If we observe three distinctive pheno-
types, one for the Mut/+, another (more severe)
for the Muit/Mut, plus the normal phenotype
(+/+), then we consider the mutation to be
semi-dominant. This is the case for the old spon-
taneous mutation Naked (N) on chromosome 15.
In some cases the so-called ‘dominant’ mutations
have a certain phenotype when heterozygous,
and thus appear dominant, but they are
lethal when homozygous. In this case they are
recessive lethals with a heterozygous dominant

phenotype. It is also important to know the
classification based on the effect of the muta-
tion on the gene activity. For example an amor-
phic allele (null or loss-of-function) mutation
will completely eliminate the activity, while
a hypomorphic mutation will have less activity
than the wild-type allele. In the same way, a hyper-
morphic allele will have increased gene activity,
a neomorphic allele will show a new function,
and an antimorphic allele will have a dominant
negative function.

Many mutations, dominant or recessive,
frequently exhibit variations in their phenotypic
expression. For example, mice heterozygous for
the brachyury mutation (7/+; chromosome 17)
exhibit a shortening of the tail, but although
this shortening is extreme in some individuals
it is sometimes limited to a small kink in other
individuals, and may escape identification
(Figure 14.6). These phenotypic variations are
frequent in mammals, including humans, and
are generally qualified by geneticists with refer-
ence to two concepts: penetrance and expres-
sivity. Penetrance refers to the proportion of
individuals with the same genotype that actually
express the expected phenotypic trait. When all
mutant genotypes express the expected pheno-
typic trait, the penetrance is said to be complete
or absolute. Variations in the penetrance are
known to be influenced by the genetic back-
ground; however, these variations are also
observed within inbred mice (that share the
same background), indicating that other factors
(eg. environment and epigenetics) may play
a role. Expressivity refers to phenotypic variations
among individuals carrying a particular geno-
type. For example, mice affected by the piebald
mutation (formerly s, now Ednrb’, on chromosome
14) have a white spotted coat but the pattern of
spotting and the size of the spots varies among
mutant mice (Figure 14.6). Mutations said to
have variable expressivity show a relatively large
amount of phenotypic variation among individ-
uals having the same genotype. Expressivity, of
course, is estimated only when the mutation
exhibits complete penetrance.

Spontaneous mutations occur, in general, at
a low frequency but this varies greatly among
loci. Geneticists at The Jackson Laboratory [91,
92] have estimated the mutation rates at five
classical coat-colour loci (a, Tyrpl’, Ty, Myo5a"
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All mice belong to the C57BL/6 inbred strain

All mice T/+

Penetrance

T: brachyury

/\

—
All mice Ednrb® /Ednrb’®

Expressivity

Ednrb® : endothelin receptor type B

Figure 1.4.6 Penetrance/Expressivity. The picture illustrates two major characteristics of the phenotypic
expression of mutant alleles in mammalian species. In the present case, all seven mice on the left panel are
affected by the same mutation Brachyury (T), and share the same inbred background, but they exhibit great
variations in the phenotypic expression (expressivity), with some mice (top of the picture) indistinguishable
from a normal phenotype (lack of penetrance). On the right, all mice exhibit a spotted coat with wide vari-
ations in expressivity (mutation Ednrb®). The penetrance characterizes the fraction of individuals of a given
genotype that actually show a particular phenotype, irrespective of the degree of its expression. The
expressivity characterizes the phenotypic variation among individuals having the same genotype. It is now well
established that modifier genes influence the phenotypic expression but these genes cannot explain all sort of
variations since phenotypic variations are also observed in inbred strains.

and Miph™), by computing the number of new
mutational events on 7 million inbred mice,
and found it to be, on average, 11 x 10~° per locus
per gamete for mutations towards a recessive
allele. This mutation rate was confirmed by
other scientists, in particular W. Russell and co-
workers [93], who computed 28 spontaneous
mutations at the same five loci in a population
of 531500 mice (10.5 x 107°). A comparison of
the rates at the five specific loci with other loci
for which mutations were also recovered
(among the same 7 million mice) showed that
the five specific loci had, on average, sixfold
higher mutation rates. Finally, the mutation
rate toward a dominant allele was estimated by
the same scientists to be around 1.0-82 x 1077
per gamete (i.e. about 10 times lower). These
mutation rates must be considered with caution
and only for guidance. The mutation rates
toward a dominant allele are certainly underes-
timated because such mutations occur only
once and escape identification in many cases.
The dominant mutation Extra-toes (G43* on
chromosome 15) is a good example of this situa-
tion because the phenotype of affected mice
consists exclusively of a tiny ‘extra toe’ at the

inner edge of the hind leg which requires very
close examination to be detected. Mutation rates
towards dominant alleles are also underesti-
mated because mutations with late-onset pheno-
type (say after 18 months or so) are in general not
taken into account. Recessive mutations do not
have these drawbacks since they are, in general,
occurring repeatedly in the breeding nucleus;
however, some of them—with specific anatom-
ical defects—are difficult to identify. For
example, any mutation inducing a cleft palate
is totally incompatible with life, for the simple
reason that pups cannot suckle milk from their
mother and accordingly die shortly after birth.
Similarly, all mutations with a phenotype
leading to death in utero are identified only if
a special protocol is used for their identification.

Spontaneous mutations have some advan-
tages. The first, and probably the most impor-
tant, is that they are produced at virtually no
cost and are in general freely available. Another
advantage is that they have, in general, an
obvious phenotype given that they are identi-
fied on the basis of observation. Also, sponta-
neous mutations represent a great variety of
molecular events, like deletions, insertions, and




point mutations, generating not only loss-
of-function alleles, but also hypomorphic and
hypermorphic ones. In many cases the pheno-
type of these mutations can help to establish
better animal models than those produced by
knockout models [94, 95].

Unfortunately, spontaneous mutations also
have drawbacks and a major one is that the
primary molecular defect they result from is,
in most instances, totally unknown. In these
conditions, spontaneous mutations are of unpre-
dictable value for gene annotation as long as this
molecular defect is not clearly established. The
spontaneous recessive mutation oligotriche (olt)
is a good example to illustrate the situation. As
the name suggests, oligotriche mice have an
abnormal coat, and in addition they exhibit
male sterility through defective spermatogen-
esis. It was demonstrated by positional cloning
(an approach that will be explained in detail
later) that the oligotriche phenotype was the
consequence of a 234 kbp deletion involving no
less than six contiguous genes on mouse chro-
mosome 9 (Pledl, phospholipase C delta 1; Vil],
villin-like; Diec1, deleted in lung and oesophageal
cancer 1; Acaalb, acetyl-coenzyme A acyltrans-
ferase 1B, synonym thiolase B; Ctdspl, C-terminal
domain RNA polymerase II polypeptide A small
phosphatase-like; and Sic22al4, solute carrier
family 22 member 14) [96]. This structural
change made it impossible to establish a link
between gene, protein and phenotype and of
course complicated the use of this mutation for
the annotation of the genes involved. Sponta-
neous mutations have another serious drawback:
they show up at very low frequency. While the
number of collected mutant alleles increases
steadily, the percentage of new mutations (ie.
occurring for the first time at previously
unknown loci) remains low, indicating that
many genes do not have yet a mutant allele.
Given that the number of genes in a mouse
genome has been estimated to be in the range
of 22000-25000, geneticists realized that the
number of ‘missing” mutant alleles is not negli-
gible. For this reason, several programmes aim-
ing to produce large numbers of new
mutations (in general using mutagenic treat-
ments) are now in progress, in order to compen-
sate for the shortage. We now review some of
these approaches.

Mutagenesis in the mouse: the
mass production of new
mutations

In all the species used as models in genetics, for
example Drosophila melanogaster, Cenorhabditis ele-
gans, Saccharomyces spp. and Arabidopsis thaliana,
the possibility of increasing the spontaneous
mutation rate has been a major concern for the
simple reason that new mutant alleles are, by
definition, the fuel for genetic research. Accord-
ingly, in all cases mutagens and mutagenic treat-
ments have been developed successfully. In the
mouse the situation was historically slightly
different. Many mutations were collected after
the Second World War, especially in the USA
(Oak Ridge National Laboratory) and in the UK
(Medical Research Council at Harwell) as by-
products of the intensive research on the risks
associated with the use of nuclear energy,
X-rays and gamma-rays. Some of these mutations
have been used as models for human genetic
diseases or as genetic markers (for the establish-
ment of genetic maps), but since they frequently
turned out to be associated with small chromo-
somal rearrangements, sometimes involving
several contiguous genes, they did not prove
very useful for genome annotation.

Chemical mutagens have also been devel-
oped, some of them as by-products of the
chemical or pharmaceutical industry, but
many of the molecules that proved to be active
in other model species turned out to be inactive
in the mouse (e.g. nitrosoguanidine) or proved
to be active only on the postmeiotic germ cells
(haploid phase) producing only a transitory
mutagenesis in treated male mice. Most of these
traditional mutagens (ethyl methane sulphonate
for example) had a limited efficacy and accord-
ingly were abandoned. It was a breakthrough
when W. Russell, from Oak Ridge National
Laboratory [97], reported that the alkylating
agent ENU was ‘the most potent mutagen in
the mouse’. Indeed, this discovery can be
considered another crucial step in the develop-
ment of mouse genetics. Experimental results
indicate that with ENU as a mutagen and an
appropriate protocol of mutagenesis (a single
injection of 150-250 mg/kg body weight or
three injections of 80-100mg/kg at weekly
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intervals in male mice aged over 8 weeks), the
basic mutation rates can be multiplied by
a factor of at least 120-150. The advantages of
ENU as a mutagen are numerous and its
mode of action has been extensively studied
[98-103]. ENU is an alkylating agent producing
mostly base-pair changes (point mutations).
Adenine, and to a lesser extent thymine, are
the favourite targets of ENU but the other
two bases are occasionally affected too, as
demonstrated by Takahasi [104]. After an
optimal treatment one can expect ENU to
induce, on average, 0.7-19 nucleotide substitu-
tions per Mbp of DNA, which translates in
one mutation at a specific locus in every 670-
1000 mice of a G3 generation (Figure 1.4.7).

G1 1

G2

G3

Figure 1.4.7 Phenotype-driven mutagenesis with
ENU. Phenotype-driven mutagenesis consists of four
successive steps. In the first step males are treated
with the powerful mutagen ENU (see text for doses)
and mated with females when they have recovered
from a 10-13week sterility period. Dominant
mutations are looked for among the G1 offspring
(arrow). In a second step males of the G1 generation
(which are potential heterozygous carriers of reces-
sive mutations of all kinds) are selected for the
establishment of micro-pedigrees. First, they are
mated with female of either the same or from
a different strain, and 4-6 female offspring (G2) are
backcrossed to their G1 father. Finally, the progenies
of the G1 males x G2 female offspring are submitted
to careful phenotypic examination (for example in
a 'mouse clinic’). Micro-pedigrees producing mutant
phenotypes are then isolated for in-depth analysis.
The number of G2 females and of their G3 offspring
are established after statistical computation to
optimize the possibility of detection of new
phenotypes.

Several collaborative projects aimed at the
mass production of new mutant alleles were
launched in the late 1990s, particularly in Europe,
Japan and North America [105-108]. In most
instances these projects have been associated
with downstream phenotypic screens to detect
some specific types of mutations (e.g. leading to
neuromuscular diseases or to deafness [109]).
Other interesting projects, making use of the
phenotype-driven mutagenesis strategy, have
also been undertaken to assess, for example, the
number of genes that are involved in the innate
defence mechanisms of the mouse after infec-
tion with specific viruses. These projects have
proved to be extremely rewarding, allowing the
discovery of new genes [110]. In conclusion, it is
clear that chemical mutagenesis is an efficient
and interesting strategy for the induction of
new mutant alleles in the mouse, especially
when associated with a phenotypic screen. It has
also the enormous advantage of generating
mostly point mutations (base-pair substitutions),
which, by definition, affect only a single gene.
Nevertheless, the production and phenotyping
of spontaneous and chemically induced muta-
tions alone does not contribute to the identifica-
tion and characterization of genes at the
molecular level. This characterization, which is
the essence of gene annotation, requires other
experiments that we now review.

Positional cloning of mouse
mutations

Positional cloning or forward genetics is one of the
strategies used by geneticists to identify the
gene(s) responsible for a particular phenotype
or a biological process. It is a bottom-up approach
since it proceeds from the phenotype to the geno-
type. This strategy uses spontaneous or induced
mutations with a phenotype of interest as raw
material, and requires the availability of a genetic
map with as many informative genetic markers
as possible. In fact, the best tool for positional
cloning is a high-density/high-resolution molec-
ular map [80-82]. Positional cloning is the process
of identifying a gene based on its position in the
genome, without any prior idea of its function.
A good historical example of positional cloning
is the identification of the gene responsible for




the obese mutation (0b, now Lep””, on chromosome
6) [111]. Mice affected by the ob mutation grow
very fat from the age of 14 days, and in many
instances they are also affected by severe type 2
diabetes. It was obviously interesting to charac-
terize this gene at the molecular level because
the mouse syndrome clearly resembles morbid
obesity in humans. Scientists at the Rockefeller
University in New York embarked on a positional
cloning project by setting up an intercross
between a classical inbred strain of mice
(C57BL/6), segregating for the ob mutation, and
highly unrelated wild-derived mice (Mus m. casta-
neus), segregating for the wild-type allele of ob.
Using a large number of molecular markers
and DNA samples from ob/ob hybrid F2 mice,
the researchers were able to restrict the genetic
localization of the ob locus to a relatively small
interval on chromosome 6. (At that time not
many molecular markers were available for posi-
tional cloning. They were mostly RFLPs—restric-
tion fragment length polymorphisms—plus
a few microsatellites. The Rockefeller team
generated new DNA probes, allowing the
identification of RFLPs, by mechanically scratch-
ing the region of chromosome 6 supposed to
contain the ob locus. A real challenge!) After
identification of the genes in the interval, they
came to the conclusion that the most likely candi-
date for the ob mutation was a gene encoding
a cytokine now known as leptin [111]. This
discovery, which must be considered a great
achievement, opened the way to many other
similar experiments. Many genes have been
cloned following this protocol, and presumably
many more will be cloned in the years to come
given that the strategy has been greatly facilitated
since the sequencing of the genome. In addition
to this, and after the massive production of new
alleles, many interesting phenotypes suggestive
of a human pathology will become available.
The essential steps in the positional cloning
process are always the same. First, a high-resolu-
tion map is achieved using molecular markers
to define the shortest possible interval containing
the mutant allele. In order to complete this first
step, a specific cross must be set up involving
two strains: the first strain segregates for the
mutant allele that is to be cloned while the other
segregates for the wild-type allele. The two
strains involved in the cross are selected based

on the greatest possible differences in terms of
genetic polymorphisms. Strains recently derived
from wild progenitors (wild-derived inbred
strains, often abbreviated WDIS) of either the
Mus m. musculus or Mus m. castaneus subspecies,
which are now available from most mouse
suppliers, are ideal tools for that sort of cross
because they are so remotely related to the clas-
sical laboratory strains that they allow thousands
of polymorphisms to be used [112] (see also
Chapter 11). A large number of F2 or backcross
mice must then be bred from this initial cross
(see Box 14.2 and Figure 14.8). Of course, the
larger the number of offspring, the greater the
resolution of the genetic map. In general, 100~
500 F2 mice are bred and processed for DNA
genotyping.

A rapid (low-resolution) map can then be
achieved using a subset of 60-80 DNA samples
and a set of molecular markers (microsatellites
or SNPs) evenly distributed across the genetic
map (also known as a whole-genome scan). This
is in general sufficient to identify a non-recombi-
nant interval containing the mutant allele
(linkage analysis). From now on consultation of
the reference molecular map of the mouse is
necessary to identify another set of molecular
markers located inside the critical (non-recombi-
nant) interval on the same chromosome. Only
these markers are then assayed on the rest of
the DNA samples looking for recombination, in
the hope of defining an even smaller interval.
When the non-recombinant interval is smaller
than 1 Mbp (ideally less than 500 kbp) there is in
general no need to continue the mapping pro-
gramme, and the candidate gene analysis can
start. With the genetic and phenotypic data in
hand, the geneticist can now look at the available
databases (genome browsers) accessible online,
checking the genes that have been localized in
the critical interval by the sequencing projects
(these are commonly designated ‘positional
candidate genes’). The number of genes in
a candidate region can be very variable, but in
most cases will be between 10 and 30 genes for
a 1 Mbp region (Figure 1.4.9). When the identifica-
tion of potential candidate genes has been
achieved, it is advisable to check the expression
databases to see if the available phenotypic data
are in agreement with the expression data.
Expression studies based on RT-PCR or
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BOX 1.4.2
Mapping crosses

The use of laboratory mice for gene mapping offers
some advantages: (i) it is possible to set up crosses
between inbred strains at will, (ii) inbred strains
produce only one type of gametes and (iii) an almost
unlimited number of mice can be produced. We
should keep in mind that the occurrence of variant
forms (alleles) of genetic markers in the parental
strains is a requisite. The classical breeding schemes
used for linkage analysis are the backcross and the
intercross (using classic or wild-derived inbred
strains).

Backcrossing is a two-generation breeding
protocol that starts by generating hybrid F1 mice
between two inbred strains (preferably distantly
related), one of them carrying the mutation of
interest. Then, F1 mice are mated with a member of
one of the parental inbred strains to generate N2
mice. All F1 mice will be heterozygous for all the
genetic markers that are polymorphic between the
parental strains. However, since traceable genetic
recombinations are present only in the gametes
from the F1 parent, approximately 50% of the N2
mice will be heterozygous and 50% will be homo-
zygous for a given informative marker. The associ-
ation between the mutant phenotype and certain

quantitative real-time RT-PCR will also be help-
ful in this context.

When all the preceding steps have been
completed and strong candidate genes are on
hand, it is time to detect the primary genetic
defect. This is typically achieved by sequencing
the candidate genes, using either cDNA or
genomic DNA. In the former case primers for
direct sequencing are designed based on the
RNA transcript. For genomic DNA it is advisable
to design primers to sequence the complete
coding region (all the exons) and the intron-
exon boundaries. Comparisons with the reference
mouse sequence available online will, in general,
point out differences that will require a second,
careful examination, particularly to discriminate
SNPs from the causative mutation. At present
the new sequencing technologies make it possible
to sequence the whole candidate region, even if it
is 2-4 Mbp in size [113]. This will definitely save
a lot of time. Finally, once the primary genetic
alteration is identified, and even if it seems totally
obvious, a confirmation of a causal relationship
between the mutated protein and the mutant

genetic markers along a chromosome will determine
linkage, and a putative location for the mutant
gene. Genetic markers located far apart from the
mutant gene will show no linkage. Backcrosses can
be used for the study of dominant mutant alleles,
but also for recessive mutations, if homozygous
mutant mice are fertile [29]. In this case the advan-
tage is that 100% of N2 mice (mut/mut and +/mut)
will be informative. One negative aspect of the
backcross is that only one meiotic event is analysed
(the one from the F1 gamete) in each N2 mouse.
Intercrossing is also a two-generation breeding
protocol that starts by generating hybrid F1 mice
between two inbred strains (one carrying the
mutation). Then, F1 mice are intercrossed in order to
generate F2 mice. In this case informative meiotic
events will take place in both parents, giving twice
as much recombination information per mouse
(1 mouse = 2 meioses), compared with backcross
mice. Another advantage of this approach is that it
can be used to map recessive mutations that are not
viable in the homozygous state [29]. Regardless of
the breeding scheme chosen, an ideal number of
meioses to be analysed for a positional cloning
project should be in the order of 500—1000.

phenotype is in general necessary, for example
by means of phenotypic rescue [114] or the avail-
ability of other mutations for the same gene (e.g.
ENU-induced alleles or knockout mice) [115].
These topics of linkage analysis, genetic mapping,
and positional cloning can be found in several
books and many review articles [29, 116-119].
Even though the identification of genes
accountable for single-gene phenotypes is very
important, in particular in the context of gene
annotation, most of the pathologies that affect
human patients are not ‘monogenic’ but, on the
contrary, are influenced by multiple genes with
additive or synergistic effects. In the same way,
most mutations accounting for a deleterious
phenotype have been found to affect the coding
regions of a gene (base-pair substitutions, dele-
tions, insertions, splicing abnormalities, etc.), but
mutations with an effect on the quantitative or
spatiotemporal expression of a gene are not well
known, although they are probably quite common.
Finally, genes with a modifier effect, for example
increasing the severity of a phenotype or making
a certain inbred strain more or less susceptible to
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Figure 1.4.8 Mapping crosses. (A) The figure shows
a backcross scheme where strain B is homozygous for
a recessive mutation (m) that is viable and fertile, and
strain A is wild-type for this mutation. After producing
hybrid F1 mice (100% heterozygous), these are back-
crossed onto the strain carrying the mutation, to
produce N2 mice. These mice will be on average 50%
heterozygous for the mutation (normal phenotype)
and 50% homozygous (mutant phenotype). All mice in
the N2 generation can be genotyped for a linkage
analysis. (B) Three chromosome pairs representing
large (180 Mbs), medium (120 Mbs) and small (60 Mbs)
sizes from four independent N2 mice. Note that each
N2 mouse always receives a non-recombinant (all
white) chromosome from the parental strain B.

(D)

an infectious disease, have been identified only
exceptionally. In fact, in our analysis of the geno-
type-phenotype relationships so far, we have prob-
ably investigated only the tip of the iceberg,
because we did not have enough specific tools
for assessing the genetic analysis of complex traits.
This situation is now changing, as we will explain.

The Complex Trait Consortium (CTC) was
created in 2002 by a group of scientists who
decided to identify tools to tackle the problems
related to quantitative inheritance in the mouse
[120-123]. Among the strategies suggested by the
CTGC, the most innovative was the implementation
of a resource known as the Collaborative Cross
(CC) [122, 124]. In the end, the CC will consist of
a total of around 1000 RIS (see Box 14.3), each
derived from an initial eight-way cross involving
very different and unrelated inbred strains
(Figure 1.4.10). Theoretical computations indicate
that the genome of each RIS in such a cross will
capture around 135 unique recombination events
(135000 for the whole set of RIS) and each of
these RIS will then have a unique genomic consti-
tution representing a patchwork of elements
with, roughly, an equal proportion of the eight
founder genotypes. Once fully inbred, each line
will display a fine-grained homozygous mosaic
of the founder haplotypes, capturing an abun-
dance of polymorphisms that will be sufficient
to drive phenotypic diversity in almost any trait
of interest, provided it segregates among the
eight parental strains. Even if the eight strains
that have been selected as founders of the eight-
way cross represent only a sample of the polymor-
phisms that may segregate in the mouse, this will

(©) Intercross mapping protocol where strain B is
homozygous for a recessive mutation (m) that is viable
and fertile. After producing hybrid F1 mice, these are
intercrossed to produce F2 mice. On average, 75% of
the F2 mice will exhibit normal phenotype and 25%
will exhibit a mutant phenotype. This latter group is
typically chosen for a first genome scan with genetic
markers, although all the F2 mice could be informative.
(D) Three chromosome pairs, representing large,
medium and small sizes, from four independent F2
mice. Note that F2 mice can receive recombinant (black
and white) chromosomes from both F1 parents. Note:
The genes governing the coat colours of the mice in
these crosses are independent from those responsible
for the mutant phenotype. The black and white
colours on the parental strains were chosen only to
relate with the recombination of the chromosomes.
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Figure 1.4.9 Ildentification of candidate genes during positional cloning. In the final stages of a mapping
project, the number of genes in a candidate region can be very variable. The figure shows a 1 Mbp candidate
region from hypothetical positional cloning projects comprising three independent ‘classic’ spontaneous
mouse mutations: nude (Foxn1™) on chromosome 11, obese (Lep®?) on chromosome 6, and scid (Prkdc™) on
chromosome 16. This 1 Mbp region will carry more than 40 genes in the case of the nude mutation, around 20
genes for the obese mutation, and fewer than 10 genes for the scid mutation. Sequencing candidate genes
one by one using conventional methods will require different effort levels for each hypothetical project. The
images are from the Ensembl Genome Browser database (August 2011).

probably be more than enough to allow unravel-
ling of at least some mechanisms of quantitative
inheritance in mammals. The first reports analy-
sing CC lines (still not yet at the 12th generation
of inbreeding) already support the use of the
CC for dissecting complex traits [125-127].

Gene-driven chemical
mutagenesis: an alternative
source of mutant alleles

Spontaneous and ENU-induced mutations, as we
have said, are generally identified through the

BOX 1.4.3
Mapping panels

Mouse mapping panels are established sets of DNA
obtained from animals that carry random recombi-
nation events in their chromosomes. Two of the
most popular DNA panels have been created using
RIS and interspecific backcrosses (a description of
RIS, recombinant congenic strains and advanced
intercross lines can be found in Chapter 1.3). One of
the advantages of using these DNA panels is that the
need to breed mice is circumvented; however, these
panels are obviously not suitable for mapping
mouse mutations known only by their phenotype.
Another benefit is that the genotyping information
coming from a large number of previously typed
genetic markers and loci is already available, and
keeps growing (i.e. data is cumulative and

comparable, and the resources renewable). RIS have
proved very helpful when used for gene mapping, in
particular for the rapid regional assignment of
microsatellites. They have also been used for the
mapping of chromosomal regions (QTLs) involved in
the genetic determinism of some behavioural char-
acteristics and immunological responses, and they
will very likely be of help in future experiments
where the phenotype is measured on a group of
animals rather than on individuals [175]. Mapping
DNA panels represent a valuable resource when
looking for a set of precisely ordered markers that
can be used in any cross where they exhibit poly-
morphisms. The CC described in this chapter is
a good example of the value of these panels of RIS.
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Figure 1.4.10 The Collaborative Cross. (A) A random-
ized cross of eight unrelated mouse inbred strains
designed by members of the CTC. The lines are first
crossed pairwise to make all 56 possible G1 parents. A
set of possible four-way crosses is performed, keeping
Y chromosome and mitochondrial balance. Finally, all
eight genomes are brought together in G2:F1 and the
offspring of this cross are inbred. The Collaborative
Cross is a community resource that was initially
designed for the purpose of mapping complex traits.
(B) The initial plan was to breed around 1000 inbred
strains where all the alleles of the initial inbred strains
would be associated in a wide and unique variety of
combinations. Only one strain is represented (19
autosomes plus X and Y chromosomes) in this illus-
tration; other strains would be similar but with
a different pattern of parental strain distribution.

observation of an abnormal phenotype. This is
sometimes advantageous when an investigator
wishes to make an inventory of the genes that
are involved in a particular phenotype or behav-
iour. The problem is that not all mutant genes
have an obvious phenotype [128] or, conversely,
the phenotype of some mutant alleles is some-
times so severe that offspring die in utero and

escape identification. In these cases gene annota-
tion is impossible by means of forward genetics.
When mutant forms of a gene are not readily
available, the only possible approach for gene
annotation is ‘top-down’, trying to address what
is (are) the function(s) of a gene of interest by
generating de novo mutations in it. For questions
like this, geneticists have several answers, some
of which will be explained in Chapter 15 of this
book. Here we would just like to mention that
ENU can also be used to perform the so-called
gene-driven mutagenesis, which is an interesting
alternative to the phenotype-driven mutagenesis
explained above.

As mentioned earlier, treatment of male mice
with ENU generates many new point mutations
in the genome of their G1 offspring. If we assume
that several inbred Gl mice are produced and
their sperm cells deep-frozen, a very large
number of mutations are then potentially avail-
able in this resource that are more or less evenly
distributed across the mouse genome [103]
(Figure 14.11). With 27 x 10° bp in the mouse
genome and around 0.7-1.9 nucleotide changes
per Mbp (on average), after ENU treatment, one
can expect about 1900 de novo substitutions per
Gl mouse. If we assume that these mutations
are randomly distributed, one can expect about
30 nucleotide changes in the coding DNA (1.5%)
of which perhaps 23 will generate an amino
acid change (~77%). If we consider that the
splicing sites are also potential targets for ENU
mutagenesis then a minimum of 30 de novo muta-
tions are produced by ENU in each G1 offspring.
In a repository containing 30 000 G1 independent
sperm samples a total of 900 000 new mutations
are potentially available. Given that the total
number of genes in the mouse is 22 000-25 000,
this means that several mutations per locus are
available. Statistical computations indicate that
any gene in the genome could carry at least seven
mutations at the 5% risk level. Even if only
a (small) fraction of these mutations result in
a detectable phenotype, this still represents
a very interesting approach [129].

A major issue is that even if these mutations
are ‘virtually’ present somewhere in the sperm
cell repository, they have nonetheless to be
detected. Then the relevant sperm cell sample,
once identified, must be thawed and finally
used to restore a breeding nucleus segregating
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Figure 1.4.11 Genotype-driven mutagenesis with ENU. Male mice of the same inbred strain are treated with
ENU and mated to females (preferably of the same inbred strain) once they have recovered from a 10-13 week
sterility period. A large number of G1 males are then bred, which all are heterozygous carriers of a great
number of independent point mutations (base-pair changes). Sperm samples from each G1 mice are collected
and preserved deep-frozen while DNA samples of the same mice are processed and stored. Identification of
the mutations generated by the ENU treatment in a specific target (a gene or any other specific sequence) is
achieved by molecular techniques identifying DNA mismatches or directly by sequencing. Once the base-pair
changes are identified and considered potentially interesting (stop codons, missense, etc.), the corresponding
sperm cells are thawed and heterozygous mice are produced by in vitro fertilization with oocytes of the same
background strain. A major advantage of this method is that it produces all types of point mutations, not only
knockouts. A drawback is the difficulty of and time required for identifying the mutations in the targeted
region. With the rapid expansion of the new sequencing techniques, the identification step should be
somewhat alleviated.

for the mutant allele. All this is like finding the genes [133]. In the future, using next-generation
proverbial needle in a haystack. In most instances, ~sequencing techniques, it should probably
it is achieved by establishing two parallel cross- become possible to catalogue all the mutations
referenced repositories, the first consisting of available in the different repositories, for a rela-
the deep-frozen sperm samples of individual G1 tively affordable cost, by directly sequencing all
mice, the second of genomic DNA samples the stored genomes. Gene-driven ENU mutagen-
from the same males. Identification of ENU- esis might then become an efficient way to
induced mutations at a given locus is performed generate point mutations (null alleles, missense
on the genomic DNA by amplifying with primers alleles, mutations in splicing sites) in the mouse
specific for the gene of interest, followed by genome. Finally, it is interesting to note that the
mutation detection methods based on the recog- analysis of the distribution of ENU-induced
nition of base-pair mismatches (e.g. single strand mutations in the mouse genome revealed that
conformational  polymorphism, denaturing these mutations occur randomly with no hot or
high-performance liquid chromatography, etc.). cold spots [103].

For example, by screening the DNA samples of

the UK ENU programme discussed above, muta- . . .

tions in the gene encoding for connexin 26 have Englnee”ng genetlc

been identified, and mutant mice produced by alterations in embryonic

IVF using the corresponding archived sperm  gtam cells

cells [130]. Similar experiments have been per-

formed in other laboratories and gene-driven The observation of a particularly high frequency
mutagenesis has even been efficiently applied of testicular teratocarcinomas in the inbred
to the rat for the production of a missense muta- strain 129 [134] and the in vitro culture of cell lines
tion in the sodium channel gene Scnla[131,132]as  derived from these tumours [135], which was for
well as the Brcal and Brea2 tumour suppressor almost a decade a material of choice for




investigating the processes at work in tissue
differentiation [136], undoubtedly opened the
way to the establishment of ES cells by Evans
and Kaufman [137], and simultaneously by
Martin [138]. ES cells are undifferentiated plurip-
otent embryonic cells derived from the inner cell
mass of blastocysts. They are cultured in vitro, in
general on feeder layers of fibroblasts, in supple-
mented tissue culture media. To prevent them
from differentiating, low concentrations of
leukaemia inhibitory factor (LIF) are added to
the culture medium and the cells are trans-
planted at a relatively rapid pace. ES cells repre-
sent a material of choice because they can be
manipulated in vitro like ordinary somatic cells,
and they retain their developmental potential
when injected into the cavity of a blastocyst;
however, long-term culture of ES cells can lead
to decreased pluripotency and the gain of chro-
mosomal abnormalities. More importantly, ES
cells are capable of participating in the formation
of the germ-cell lineage of chimeric mice [139],an
indispensable step in generating founder mice
carrying the targeted mutation. The first

experiments of genetic engineering with ES cells
were achieved by Gossler and co-workers [140]
and Robertson and co-workers [141] and consti-
tuted a real breakthrough. Following these pio-
neering experiments, thousands of knockout
and knockin mice have been created, including
the more recent conditional models (Box 14.4).
All these techniques are reviewed in Chapter 1.5.

Influence of genetic
background on mutant
phenotypes

It is increasingly recognized that the genetic back-
ground (ie. all genomic sequences other than the
gene(s) of interest) can have profound influences
on the phenotype of an animal model. It has been
shown that mutations (spontaneous and induced),
transgenes and targeted alleles (knockouts and
knockins) that are ‘moved’ onto a different
background) can show a change in phenotype
[142-144] (see also the online Genetic Background
Resource Manual from The Jackson Laboratory).

BOX 1.4.4
Where to get mouse mutations

Several major genetic repositories are established
worldwide where mutant alleles or strains are
stored, generally in the form of deep-frozen
embryos or sperm cells, less frequently in the form of
‘breathing’ animals. These mutants and strains are
available to the community, at a reasonable cost,
but require a Material Transfer Agreement (MTA).
The Federation of International Mouse Resources
(FIMRe) is a collaborating group of mouse repository
and resource centres worldwide whose collective
goal is to archive and provide strains of mice as
cryopreserved embryos and gametes, ES cell lines
and live breeding stock to the research community.
Members of this federation are:

1. In North America:

a. The Jackson Laboratory, Bar Harbor, ME,
includes the Mouse Mutant Resource (MMR)
as the primary repository of strains and stocks
carrying spontaneous mutations

b. Mutant Mouse Regional Resource Centers
(MMRRC)

¢. Mouse Models of Human Cancer Consortium
(MMHCC), Frederick, MD

d. Canadian Mouse Consortium (CMC)

e. Canadian Mouse Mutant Repository (CMMR),
Toronto, Ontario.
2. In Europe:
a. European Mouse Mutant Archive (EMMA).
3. In Japan:
a. RIKEN BioResource Center, Tsukuba (RBRC)
b. Center for Animal Resources and Development
(CARD), Kumamoto University, Kumamoto.
4. In Australia:
a. Australian Phenomics Network (APN).

The URLs of some of these major centres are
provided at the end of the chapter.

Other resources for mouse researchers are:

1. search IMSR
Resource)

2. search MGI (Mouse Genome Informatics)

3. post arequest on the Mouse Genome Informatics
(MGI) e-mail list service (mgi-list).

(International Mouse Strain

In all cases it is recommended to order deep-
frozen embryos or sperm cells because they are
generally available at relatively short notice, they are
somewhat cheaper than live animals and they elim-
inate the risk of transmission of infectious diseases.
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A classic historical example involves the muta-
tions obese (Lep™) and diabetes (Lepr™), well-
described mouse models of human type 2 diabetes.
On a C57BL/6 background, these two mutations
cause obesity and mild or transient diabetes, while
on the C57BLKS/] background they cause obesity
and overt diabetes [145, 146]. Interestingly, the
C57BLKS/] strain was recently recognized as
a ‘contaminated’ substrain, with 70% of its genome
coming from the original C57BL/6] strain, 20%
from strain DBA /2] and the remaining 10% from
an unidentified origin. These fortuitous observa-
tions indicate that background-unique modifier
genes, derived from either strain DBA/2 or from
the unknown strain, are influencing the pheno-
typic expression of the Lep and Lepr mutations,
making the ‘diabetes’ phenotype mild or severe
[147]. In parallel to this observation, recent investi-
gations on the transcription level in pancreatic
beta cells revealed contrasting differences between
the C57BLKS/J-Lepr™/ Lepr™ and C57BL/6]-Lepr™/
Lepr™ strains for two genes: nicotinamide nucleo-
tide transhydrogenase (Nnf) and pleiomorphic
adenoma gene like 1 (Plagil) [148]

Another interesting example to illustrate the
importance of the genetic background on the
phenotype involves the multiple intestinal
neoplasia (Min) mutation at the adenomatosis poly-
posis coli (Apc) gene (the new symbol for the muta-
tion is Apc™"™), a popular mouse model for human
colorectal cancer [149]. This dominant mutation,
which generates a premature stop codon, was
ENU-induced and was recognized because the
heterozygous mutant mice were anaemic from
intestinal bleeding due to the presence of intestinal
polyps. Homozygous mutant mice are not viable.
On the C57BL/6] genetic background heterozy-
gous mutant mice have severe chronic anaemia
and die before 120 days of age, exhibiting multiple
adenomas in the intestinal tract at the time of
necropsy. Interestingly, when the point mutation
Apc™™is transferred onto the AKR /], MA/My] or
CAST (Mus m. castaneus) inbred backgrounds, by
performing a series of backcrosses, affected mice
show a significant reduction in the number of
polyps [150]. This observation suggests that certain
inbred strains, at least the three mentioned above,
carry modifier genes that affect polyp multiplicity
in these mice. The first of these modifier genes to
be identified was MomlI (modifier of Min 1) [151].
We now know that MomlI is a semi-dominant

modifier of both polyp size and multiplicity, and
that it encodes for the secretory type 2 non-pancre-
atic phospholipase A2 (Pla2g2a) [152-155]. Other
modifiers of Apc™™ (Mom2-Mom?7) have been
discovered in the last few years [156-158] using
the same strategy of backcrossing the mutant allele
onto different backgrounds. Modifiers are a very
interesting kind of gene because, while they
display (apparently) no phenotype of their own,
they have an enhancing, reducing or even sup-
pressing effect when associated with some mutant
alleles with a deleterious effect.

Similar situations have been observed
repeatedly in transgenic and knockout mice
when used as models of human pathologies. In
1995 Threadgill and colleagues reported one of
the first cases of a strong influence of the
genetic background on the phenotype of
a knockout mouse. Mice homozygous for a null
allele at the epidermal growth factor receptor
(Egfr) died in wutero when on a 129/Sv (now
129X1) background, but survived until 3 weeks
of age when moved to a CD-1 (outbred) back-
ground [159]. A few other examples are: dramat-
ically different phenotypes in transgenic mice
overexpressing amyloid precursor protein
depending on the genetic background [160];
changes in tumour types on Trp53 knockout
mice between CH7BL/6 and BALB/c back-
grounds [161]; changes in incidence and spec-
trum of tumours on Plen (heterozygous)
knockout mice among several inbred strains
[162, 163]; and changes in metabolic phenotypes
between C5H7BL/6, 12952, C3H and BALB/c
strains [164]. This indicates that the genetic back-
ground may be a reservoir of genes with con-
founding effect on the phenotype of study,
and an important source of variation that scien-
tists can use to uncover mechanisms of patho-
genesis. Obviously, more has to be learned
concerning the role of these modifiers, but this
can only be achieved using animal models.
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Introduction

The publication of the mouse genome initial
sequence in 2002 was a milestone in biomedical
research and further strengthened the impor-
tance of the laboratory mouse as the leading
mammalian model organism. It became possible
to make comprehensive comparisons between
the mouse genome and the previously published
human genome. Currently, the genomes of both
species are estimated to have about 25000 genes
[1. Although the lineages of mice and humans
diverged about 65-75 million years ago, more
than 99% of mouse genes have a homologous
sequence in the human genome and about 80%
have a strict orthologue [2]. This similarity in
genomic sequences presumably reflects an
underlying similarity in gene function between

humans and rodents, and validates the pivotal
role of laboratory mice as experimental organ-
isms for human biology.

The challenge is to understand the role of
newfound genes in normal and perturbed bio-
logical processes. For this, the molecular analysis
of the genome needs to be supplemented by
investigations on the in vivo level. To date, the
most practical approach to studying the function
and regulation of newly discovered genes is to
use mutations. Human genes can only be studied
on the basis of naturally occurring mutations.
Experimental manipulation of the human
genome to study the potential function of human
genes is unthinkable for ethical reasons. The
mouse genome is a viable alternative since it
encodes an experimentally controllable and trac-
table organism with great genetic and physiolog-
ical similarities to humans.

The Laboratory Mouse
© 2012 Elsevier Ltd. All rights reserved.
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During the first decades of mouse genetics,
progress was dependent on spontaneous muta-
tions. There are many examples of randomly
discovered mutations that resulted in very impor-
tant animal models such as the nude mouse [3].
However, spontaneous mutations only occur
with a low frequency of about 5 x 10~° per locus
and are only detectable if they result in a visible
phenotype. Accordingly, the discovery of new
genes and their functions was very rare.

To accelerate the generation of novel mutants
for genetic studies, researchers tested strategies to
experimentally induce heritable mutations in
mice. One approach was the treatment with known
chemical mutagenes. N’-ethyl-N'-nitrosourea
(ENU) was identified as a powerful mutagen that
induces single base-pair changes in mouse sper-
matogonia germ cells and has since then been
used in conjunction with large-scale ‘phenotype-
driven’ mutagenesis programmes [4,5] ENU muta-
genesis in mice has helped in the discovery of
many novel genes involved in human diseases.
However, the initial event is random. Extensive
phenotype screening and efficient positional
cloning strategies are necessary to identify physio-
logical alterations and their corresponding
mutated genes.

In parallel to ENU mutagenesis, several
‘genotype-driven’ techniques were developed in
the 1980s to manipulate the mouse genome by
stable integration of in vitro recombined trans-
genic DNA sequences. Since the creation of
transgenic mice by pronuclear DNA injection
[6], the field of genetically engineered animal
models has been undergoing constant develop-
ment. This chapter addresses the most impor-
tant aspects concerning the generation of
transgenic mice, taking the advantages and limi-
tations of routinely used methods and tools into
particular consideration.

Transgenicanimals—
a definition

The term ‘transgenic’ was used for the first
time by Gordon and Ruddle [7] to describe
genetically transformed mice produced by
pronuclear DNA injection. According to the

TABLE 1.5.1: Developmental stages of mouse
embryos routinely used for different methods of

transgenesis

Sperm + SMGT/ICSI-mediated gene transfer
Qocyte

« pronuclear DNA injection
« transposon-mediated gene transfer

Zygote + sub-zonal injection of lentiviral vectors

2-cell/
4-cell stage

+ ES cell injection and aggregation
+ co-culture with lentiviral vectors
Morula

ES cell injection

Blastula

ES cell, embryonic stem cell; ICSI, intracytoplasmic sperm
injection; SMGT, sperm-mediated gene transfer.

Guidelines for Nomenclature of Mutations in Mice
and Rat, the application of the term has been
extended to any rodent with a stable integra-
tion of an experimentally introduced foreign
DNA sequence into the germline [8]. The
term is applicable irrespective of the activity,
functionality, phenotypic relevance or trans-
fection route of the transgene (Table 15.1).
However, transgenic animals can generally be
separated into two categories according to the
type of chromosomal integration of the trans-
genic sequence: (i) by an illegitimate recombi-
nation process designated as non-homologous
DNA end-joining (NHE]) or (ii) as a targeted
event at a selected locus by homologous recom-
bination (HR) between introduced and endoge-
nous sequences. Once integrated into the
germline, transgenes are maintained and prop-
agated as normal endogenous loci through
meiotic and mitotic divisions.

Methods for additive
transgenesis by
random integration

Pronuclear DNA injection

The most routinely used method to generate
transgenic rodents with a randomly inserted




foreign DNA sequence is the microinjection of
transgenes into the pronucleus of a zygote [9]
Transgenes are usually injected into the bigger
and better-visible male pronucleus about 24h
after fertilization of the oocyte. In mice the
procedure often yields more than 20% transgenic
founders among the offspring. Transgenes are
generally separated from the prokaryotic
sequence of the cloning vector by restriction
digest and injected as linearized molecules.

DNA molecules of nearly 500 kb have been
successfully transmitted by this method [10].
When two different transgenes are coinjected
they typically cointegrate at the same integration
site. Alternatively, transgenes can be designed
as bicistronic constructs with a promoter and
an internal ribosomal entry site (IRES) or a 2A-
peptide sequence between two coding sequences.
The resulting mRNA transcripts allow for the
expression of two distinct proteins [11-14]

The genetic background of zygote donors is
of great importance for the efficient application
of pronuclear injection [15]. In spite of potent
hormone treatments, the number of zygotes
obtained per donor is quite low in most inbred
strains and their embryos are generally less resis-
tant to the different steps of in vitro manipulation
as compared to hybrids or outbred stocks. Never-
theless, the use of defined inbred backgrounds
for the generation of genetically modified mice
is strongly recommended in order to avoid the
laborious backcross procedure necessary to
generate a congenic strain with defined genetic
background [16].

Considering the low frequency of chromo-
somal insertions for injected DNA, founder
animals generated by pronuclear injection are
theoretically expected to be hemizygous, ie.
with a transgenic integration on one chromo-
some of a homologous pair. However, exceptions
frequently occur, resulting in a variety of geno-
types for founder animals. In principle, scientists
should be aware that founders are unique organ-
isms and therefore inappropriate for initial
expression analysis of the transgene.

Chromosomal integration of pronuclearly
injected DNA molecules depends on double-
strand breaks occurring both naturally and as
side effect of the injection procedure [17]. The
resulting genetic environment is unique for
each transgenic locus and can cause phenotypic

variation referred to as the ‘position effect varie-
gation’. The transgene can either be silenced or
display an ectopic expression pattern. The posi-
tion effect might be caused by transcription
interference between the transgene and a neigh-
bouring gene, by the integration into imprinted
or heterochromatic regions and by integration
into sex chromosomes. Due to random inactiva-
tion of one X chromosome in somatic cells, hemi-
zygous females display a mosaic expression
pattern for transgenes integrated into an X
chromosome.

To protect the transgenic construct from
genomic position effects, specific DNA sequences
known as insulators have been successfully used
to block the interaction with cis-acting regulatory
elements. Such locus control regions (LCRs) and
matrix attachment regions (MARs) are shown to
function in combination with heterologous
sequences [18-20].

Transgenes constructed from complemen-
tary DNA are especially sensitive to position
effects. It is usually impossible to recreate a func-
tional gene with all the regulatory elements that
are a prerequisite for an independent and physi-
ologically normal expression. Moreover, cDNA
constructs have lost the intron/exon structure
of the coding region which is important for the
chromatin structure of the transgenic locus [21].
Therefore, genomic sequences should be the
preferred source for transgenic constructs in
order to provide natural conditions for transcrip-
tion and a physiological expression pattern [22].
However, large genomic fragments usually over-
charge the capacity of plasmid-based vectors and
have to be cloned in P1 artificial chromosomes
(PAGs), bacterial artificial chromosomes (BACs)
or yeast artificial chromosomes (YACs) [23-25].

Due to the small injection volume (approxi-
mately 1pl), only a restricted amount (about
21fg) of DNA is added to the haploid set of the
mouse zygote’s genetic material. Consequently,
the number of copies injected into a pronucleus
is dependent on the size of the transgenic
construct. For transgenes with a common size of
about 10kb, this equals approximately 180
injected molecules. Even if a large number of
DNA constructs is injected, multiple integration
sites per genome are infrequent. The rare
founders with more than one integration site
are usually detected by significantly more than
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the expected 50% of transgenic offspring.
Unlinked transgenic loci will segregate and
thereby generate offspring with different geno-
types. Therefore, it is important to divide
multiple integration sites into separate mutant
lines, each with a single transgenic locus.

The injection of numerous copies of the
transgene per zygote results in transgenic loci
with multicopy tandem arrays. The typical
head-to-tail arrays are thought to be assembled
via HR between transgenic molecules immedi-
ately after microinjection but before transgene
integration. This HR is very efficient and is har-
nessed to transfer large (50kb) constructs into
the pronucleus. The transgenic sequence is sepa-
rated into smaller constituent fragments with
overlapping regions of about 2.5 kb. After these
fragments are injected they will recombine to
reconstitute the original sequence prior to chro-
mosomal integration [26].

Integrated arrays are highly variable in copy
number among the founders. This may of course
result in different expression levels for the trans-
gene. However, there is no linear relationship
between copy number and expression level. In
contrast, transgenes of large multicopy arrays
mimic repetitive elements and are often found
to be silenced by assembling repressive chro-
matin structures [27].

Transgenic arrays have been found as non-
integrated DNA molecules until the blastocyst
stage. Due to an uneven distribution of the con-
catemeres during cell cleavage, probably not all
cells of the developing embryo will receive
injected transgenes. Consequently, the chromo-
somal integration of the unevenly distributed
transgene arrays can occur in single blastomeres
during all preimplantation stages of the embryo
[28]. This, however, may result in a genetic
mosaic animal consisting of both transgenic
and non-transgenic cells [29]. Each mosaic is
unique and mosaic founders will transmit the
mutation less frequently to the offspring than
expected.

Pronuclear injection is accompanied by
complex chromosomal rearrangements at the
transgene integration site [30]. This might poten-
tially affect endogenous genes by insertional
mutations and may therefore collaterally affect
the phenotype of the transgenic line. The best
way to find out if an insertional mutation was

induced by the integration of the transgene is
to breed homozygous transgenic animals. This
way, the animals will also become homozygous
for the insertional mutation (which are mostly
recessive) and consequently may display a new
phenotype.

Bearing all this in mind, it becomes clear that
each transgenic line produced by pronuclear
injection and illegitimate DNA recombination is
unique and not reproducible. To exclude
unknown side effects of the random integration
side, several independent founder lines are
required to validate an observed phenotype as
the exclusive result of the expression of the
transgene. Therefore, several lines of each trans-
genic construct have to be produced and charac-
terized as a basis for selection of the appropriate
lines for further experimental use.

The broad application of the pronuclear
injection technique is attributed to its relatively
simple practicality, adequate efficiency and
applicability to various mouse strains. However,
the specific characteristics and unpredictability
of the induced mutations require great effort to
correctly breed and characterize each transgenic
line for proper experimental use.

Vector-mediated transgenesis

Several alternative methods have been developed
in order to increase the frequency of transgenic
founders per research project and to overcome
some of the described disadvantages of pronu-
clear injection. Vectors of different origin have
been used as shuttles for transgenes. As in pro-
nuclear microinjection, vector-mediated tech-
niques have an unpredictable integration site.
However, as part of a vector, the transgenic
sequence is usually protected against cellular
nucleases and the integration is conducted by
vector-specific mechanisms. It has to be kept in
mind that different vector-mediated mutagen-
esis strategies alter the genome in different
ways, which may affect the resulting phenotype.

A few years before successful pronuclear
injection of purified DNA was accomplished,
retroviral vectors constructed from oncoretroviruses
had been used to stably introduce foreign genes
into mouse embryos [31, 32]. This method had
several disadvantages and did not become
accepted as routine until the recent development




of lentiviral vectors based on HIV [33]. Trans-
genes integrated via infection of retroviral
vectors derived from the Moloney murine
leukemia virus (MMLV) often became silenced.
The long terminal repeats (LTR), a sequence
repeated at both ends of the vector that is
required for chromosomal insertion, is thought
to be detected as a target for de novo methylation
and gene silencing [34]. In comparison to the
original retroviruses, the new lentiviral vectors
are not identified as parasitic elements and are
therefore not silenced by the defence mecha-
nisms of the host cell. Furthermore, the infection
process is not restricted to dividing cells.

Lentiviral vectors are delivered by simple
injection under the zona pellucida (into the peri-
vitelline space) of zygotes or by temporary co-
culture of denuded embryos in a lentiviral
suspension. The highly efficient integration
events occur without significant alteration of
the endogenous sequence at the integration site.
Up to 80% of the offspring were found to be
transgenic [35]. However, unwanted multiple
integration sites per genome are found much
more frequently than in pronuclear injection.
Therefore, increased effort to separate trans-
genic loci is necessary to establish non-segre-
gating transgenic lines. Moreover, it has been
shown that HIV and SIV favour the integration
in transcription units, thereby increasing the
risk of insertional mutagenesis in endogenous
genes [36, 37]. The low cargo capacity of less
than 10kb and the reduction of the virus titre
by specific transgene elements (such as splice
and polyadenylation signals) further restrict the
use of lentiviral vectors in mouse transgenesis
to specific applications.

Sperm-mediated gene transfer combined
with intracytoplasmic sperm injection

Sperm-mediated gene transfer (SMGT) combined
with intracytoplasmic sperm injection (ICSI) is
comparable to pronuclear DNA injection, or
even better in certain respects [17]. There is
improved frequency of transgenic offspring,
especially for large constructs cloned by BACs
and YACGs [38], and it produces far fewer genetic
mosaics. However, only spermatozoa subjected to
disruption of the head membrane by shock
freezing or treatment with Triton X-100 have

been reproducibly used for transgenesis by co-
injection with transgenes into unfertilized
oocytes [39]. Original attempts using simple
cocultures of fresh spermatozoa from the caudal
epididymis and DNA molecules to generate
transgenic mice via in vitro fertilization were
not consistently reproducible [40-43]. The
pretreatment process, however, results in dead
sperm cells which are only usable as transgene
vectors through the demanding ICSI procedure.
As this technique is only established in a few
laboratories around the world, SMGT has not
become a routine method for mouse transgene-
sis. Moreover, there are major concerns
regarding ICSI-mediated gene transfer, such as
the impact of the pretreatment on the sperm
genetic material, the circumvention of naturally
occurring sperm selection before fertilization,
and inconsistent activation of the injected oocyte
[44-46].

Recent attempts to improve transgenesis by ICSI
have used a coinjection of fresh sperm cells with
single-stranded transgenic DNA (ssDNA) coated
with E. coli RecA bacterial recombinase [47]. RecA-
complexed ssDNA is protected from degradation
by nucleases and therefore can generally improve
transgenesis in mammals [48] RecA-coated DNA
was successfully used for ICSI-mediated transgenesis
in combination with fresh, untreated spermatozoa,
consequently avoiding treatment-induced DNA
damage. Unfortunately, this approach resulted
in a very high percentage of undesired mosaic
founders [49, 50].

Transposon-mediated gene transfer

A transposon-mediated technique has been
successfully applied in lower metazoan models
such as Drosophila melanogaster. Recent develop-
ments make DNA-based transposable elements
(TEs) interesting as a toolkit for genetic modifi-
cations in vertebrates. Similar to viral vectors,
transposons integrate randomly into host chro-
mosomal sites as a single copy and without re-
arranging the endogenous sequences. But in
contrast to viral vectors, TEs are not infectious
and no reverse transcription is needed before
chromosomal integration. Several TE systems
are known and are applicable to transposition-
based genome modification [51]. Two of them
have been successfully adapted for the efficient
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generation of transgenic mammals: (i) the piggy-
Bac system derived from the moth Trichoplusia ni
and (ii) the Sleeping Beauty system, a synthetic trans-
posable element that has been generated from an
ancestral Tcl/mariner-like transposon found in
salmonid fish [52, 53]. New variants of hyperac-
tive transposases have been developed for both
systems and will expand the application of TEs
in mammalian transgenesis [54, 55].

The procedure generally includes two compo-
nents: the transposon carrying the transgene and
the corresponding transposase provided by tran-
sient expression of its mRNA sequence. Excision
of the transgene from the transposon and its
insertion into a random chromosomal site occur
as a conservative cut-and-paste mechanism.
Providing that the transposase is only transiently
expressed, the transposon-mediated chromo-
somal integration of the transgene is stable. For
the delivery of transposon and transposase, the
pronuclear injection technique is used and both
components are co-injected in one step.

Sleeping Beauty and piggyBac transposons are
very efficient in mouse transgenesis with more
than 60% transgenic offspring (own unpublished
results; Figure 1.5.1A, B ). Genetic mosaics are rare
among founders generated by transposon-medi-
ated transgenesis. However, as for viral vectors,

undesired multiple integration sites per genome
are a typical feature of TEs. Furthermore, the
maximum size of the transgenic insert while
maintaining efficient transposition still needs to
be investigated for both systems in order to be
used as routine applications.

Transgenesis by
targeted mutation
using embryonic
stem cells

While it is a very efficient method for additive
transgenesis, random integration by illegitimate
DNA recombination cannot be used to alter
a selected endogenous gene of interest. The ability
to induce targeted mutations in the mouse
genome became feasible for the first time
through the successful isolation and long-term
culture of pluripotent embryonic stem (ES) cells
[56, 57]. Immortal ES cells can be exclusively
derived from the epiblast, an embryonic lineage
of the inner cell mass of late blastocyst embryos,
and have the capacity to differentiate into several
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Figure 1.5.1A Transposon-mediated transgenesis. Schematic representation of Sleeping Beauty (SB) trans-
position. A Venus reporter (or any gene of interest) is positioned between two inverted terminal repeats (ITR)
on a circular donor plasmid. The ITR-flanked gene can be mobilized by the SB transposase in trans. The
transposase protein binds to the ITRs and catalyses the transgene’s excision from the plasmid and random

integration into the host genome.




Figure 1.5.1B Generation of transgenic mice using
the SB transposon system. According to the method
described in [54] the circular pCAGGS-Venus plasmid
was coinjected with the transposase mRNA into the
pronucleus and the cytoplasm of mouse zygotes. On
average, more than 60% of the FO generation born
gave rise to transgenic founders as detected by
genomic PCR and through mostly uniform expression
of the Venus reporter in the skin of the newborns as
shown for transgenic and non-transgenic littermates.
(A) Bright field image; (B) fluorescence image (FSH/LS
light source with Venus filter, BLS, Hungary). Photo:
Katharina Katter.

derivatives (usually all fetal and a subset of extra-
embryonic lineages) [58] Given the appropriate
conditions during culture, they are able to self-
renew in vitro and to repopulate the body and
the germline of an embryo after retransplanta-
tion into a host blastocyst [59] Several genes
have been associated with self-renewal in cultured
mouse ES cells. In particular, the transcription
factors encoded by Oct4, Sox2, Stat3 and Nanog are
crucial for sustaining pluripotency [60-63].
Attempts to isolate and culture pluripotent
ES cells from different inbred strains of mice
revealed that the genetic background of the
donor strain is of eminent importance. Most ES

cell lines used for gene targeting during the
last two decades are descended from 129 sub-
strains [64, 65]. Unfortunately, neither 129 mice
nor undefined hybrids with mixed genetic back-
ground are optimal for most experimental
studies. However, recent developments in stem
cell research have paved the way to routine use
of ES cell lines of more appropriate inbred
strains instead of being restricted to derivatives
of 129 substrains [66]. It is suggested that the vari-
able ability to establish cultured ES cell lines is
due to strain-specific differences in the auto-
inductive stimulation of the mitogen-activated
protein kinase (ERK) pathway. The normal acti-
vation of ERK signalling during early embryo-
genesis impairs self-renewal to keep ES cells
pluripotent [67]. Therefore, a new culture
regime for murine ES cells includes two inhibi-
tors (‘“2i-culture): one for the inhibition of the
prodifferentiation ERK pathway and a second
for the inhibition of the glycogen synthase
kinase 3 (Gsk3) to suppress residual differentia-
tion [68].

To avoid time- (and animal-)consuming back-
crossing to generate a congenic strain with appro-
priate background for the induced mutation, ES
cells originating from C57BL/6 inbred mice are
now predominantly used for gene targeting.
Therefore, targeted ES cells available from the
International Knockout Mouse Consortium
(IKMC), a group of four organizations working
together to provide freely accessible loss-of-func-
tion mutations of all protein-coding genes in the
mouse genome, exclusively uses ES cells of
C57BL/6N origin [69].

Nevertheless, the general experience of most
transgenic laboratories is that more effort is
necessary to generate mutants with C57BL/6 ES
cells. Instability of the karyotype and loss of plu-
ripotency may be responsible for reduced germ-
line contribution of the produced chimeras
(Figure 15.2). Optimal culture conditions and
appropriate strains to produce host blastocysts
are therefore essential for successtul gene target-
ing projects.

Since cultured ES cells are pluripotent, the
most common technique to produce a mouse
from a targeted ES cell clone is injection into
a host blastocyst. Alternatively, injection of ES
cells into the morula stages and even into the
perivitelline space of mouse zygotes has been
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Figure 1.5.2 A male germline chimera and his F1 offspring after mating with a C57BL/6N female. The chimera
was generated by injection of XY (male) ES cells of C57BL/6N origin into BALB/c host blastocysts. The extent of
chimerism can be evaluated by the coat colour. All offspring of the chimera have a black coat colour, sug-
gesting an injection of the ES cells into an XX (female) embryo. Due to a high contribution of the injected XY
cells to the gonads of the developing embryo, the chimera developed as a male that will exclusively produce

sperm cells of ES cell origin.

used to efficiently produce germline chimeras
[70, 71]. Another simple method to generate
mouse mutants from ES cells is aggregation
with denuded eight-cell embryos after
removing the zona pellucida [72].

Several techniques to alter ES cells geneti-
cally have been developed and have made the
mouse uniquely approachable as a mammalian
organism for genetic studies. The primary appli-
cation of gene targeting was the generation
of null mutations to evaluate the function
and regulation of a gene during ontogenesis.
However, the genetic tractability of ES cells
allows the induction of several other kinds of
mutations including the induction of precise
point mutations in endogenous genes and struc-
tural chromosomal aberrations. In contrast to
methods using gametes and embryos for

transgenesis, mutations induced in ES cells can
be verified in vitro before starting to produce
the mouse mutants.

Mutation of endogenous
genes induced by gene
targeting

In contrast to different methods based on
random transgene integration, gene targeting
allows both the predetermination of the integra-
tion site of the transgene and precise insertion
without the extensive sequence rearrangements
that are common for random integration of
naked transgenes. The procedure is based on
HR and can be used for the targeted mutation
of endogenous genes but also for the integration




of transgenes at predefined and appropriate loci
in the mouse genome.

HR is a replication-dependent and conserved
process in the S phase of cell division and
important for genomic integrity. The accurate
repair of double-strand breaks (DSB) poses
a particular concern for the cellular repair
machinery. In ES cells DSB are repaired by both
HR and non-homologous end-joining [73].
A comparison of both reactions in unfertilized
and fertilized oocytes of the African clawed
frog Xenopus laevis revealed a dramatic change
from predominantly HR before fertilization to
prevalently NHE] after it [74]. These results are
also echoed in transfected ES cells, where the
frequency for targeted mutations is two or three
orders of magnitudes lower than random inte-
grations of the targeting construct. Both the
introduction of a selection marker into targeting
vectors and efficient screening strategies using
the polymerase chain reaction (PCR) and
Southern analysis are necessary to identify rare
homologous integration events.

The first strategy to enrich ES cells that have
undergone HR in non-selectable genes was
termed positive/negative selection [75]. The enrich-
ment of cells with an integration of the targeting
vector is based on the expression of a drug resis-
tance gene. A collection of antibiotic resistance
genes are available as positive selection markers.
Most widely used is the neomycin transferase
gene (Neo). Other markers routinely used for posi-
tive selection are hygromycin, puromycin, blasti-
cidin and Zeocin™ resistance.

As all ES cells with the targeting vector either
randomly or homologously integrated are antibi-
otic resistant, a negative selection step can be
additionally used for further enrichment of
clones that underwent HR. The thymidine kinase
(TK) gene of the herpes simplex virus and the
diphtheria toxin A-fragment gene (DT-A) of
Corynebacterium diphtheriae are the most commonly
used negative selection markers. Both markers
act as cell autonomous toxins. The negative selec-
tion marker is not recombined into the genome
in the case of HR and therefore only cells with
a correct targeting event will survive the negative
selection step.

Selection markers are generally driven by
strong promoters to facilitate efficient enrich-
ment. Therefore, the marker has to be removed

after detection and isolation of mutated clones
to prevent its regulatory elements from interact-
ing with neighbouring genes [76, 77]. This is
usually done by site-specific recombination
systems either during the ES cell culture or by
crossing the generated mutants with mice
expressing a site-specific recombinase.

Another source of confounding effects for
phenotype analysis of targeted mutations is the
targeting vector design. Dramatic differences in
the phenotype have been observed as a conse-
quence of the ‘neighbourhood effect’ among
mice generated using different knockout strate-
gies of the same gene [77-80]. For example, null
alleles generated by large sequence deletions
can also eliminate regulatory elements of neigh-
bouring genes.

The most common type of a gene-targeting
vector is the replacement vector, typically consist-
ing of two arms of homology flanking the posi-
tive selection marker [81] The challenge of
vector design is to create the desired mutation
without affecting the activity of adjacent genes.
Complementation testing to restore the pheno-
type of a gene knockout can be used to identify
neighbouring uncertainties. However, the rein-
troduction of the sequence of the targeted gene
to recapitulate authentic wild-type conditions is
often challenging [82]. A novel method devel-
oped for high flexibility in engineering targeted
mutations can also be used as a complementation
test to identify possible artefacts of a targeted
mutation. The approach is based on a recombi-
nase-mediated conditional inversion of an essen-
tial segment of the target gene. Site-specific
recombinases like Cre induce an inversion of
a sequence between opposing loxP recognition
sites. The strategy is therefore designated as
COIN (COnditional by INversion) [83, 84]
Depending on the orientation of the gene
segment, the inversion will induce a knockout
or convert a null allele to a phenotypical wild-
type allele (see also ‘Conditional control of
genetic modifications’ later in this chapter).

In principle, it is important that the
researcher is knowledgeable not only about the
target gene but also about adjacent genes and
their regulatory elements. Nowadays, the neces-
sary data are available from public resources
providing detailed information about single
genes. Comparison of sequences from the mouse
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and the human genome databases can also
provide information about highly conserved
sections in introns, which may be of regulatory
relevance. In general, the targeting vector has to
be designed to induce a specific mutation by
the smallest possible genetic alteration.

Initial attempts to target foreign DNA into
specific chromosomal sites used pronuclear
microinjection. However, only 1 of about 500
transgenic lines was identified with a targeting
event [85] Routine targeting of foreign DNA
into the mouse genome first became possible in
pluripotent ES cell lines in combination with effi-
cient procedures for the selection of targeted cell
clones [86]. Gene targeting by HR is achievable
whether or not the target gene is actively tran-
scribed. Therefore, the approach is applicable
for any murine gene. The most efficient method
for delivering the targeting construct into ES
cells is by electroporation.

An important practical question is whether
one needs to repeat a targeted mutation with
another mouse generated from a second tar-
geted, independent ES cell clone. To exclude
random rearrangements in the targeting vector
and in the targeted locus, the screening strategy
must be sufficiently rigorous to identify false-
positive clones and makes a collaborating mutant
line unnecessary.

It appears more important to consider that ES
cells are prone to collecting random mutations.
For example, karyotyping of targeted clones is
routinely used as a quality check before the
generation of chimeras. Different types of aneu-
ploidy are frequently observed and are thought
to be responsible for germline transmission
failure. In contrast, ES cell clones with small dele-
tions and duplications have been found to be
germline competent. Moreover, copy number
variation seem to occur frequently in routinely
cultured ES cells, resulting in genetic variants
without affecting the germline competence of
the cells [87]. Mutations in ES cells which do not
interfere with germline transmission can be
cotransmitted with the targeted mutation into
the mouse germline. Until now, researchers
have paid little attention to this source of con-
founding experimental results. Therefore, unex-
pected and varying phenotypes of a novel
targeted mutation on a defined genetic back-
ground should be carefully analysed for the

impact of spontaneous mutations transmitted
via cultured ES cell lines.

Gene trapping in embryonic
stem cells

Gene trapping is a strategy for random inser-
tional mutagenesis. The aim is to mutagenize an
endogenous gene of the mouse genome at the
integration site by insertion of a specific designed
trap vector. Trap vectors in combination with ES
cells provide a valuable tool to discover unknown
genes and to elucidate the regulation of their
activity [88]. Usually, a trap vector consists of
a promoterless reporter gene (usually lacZ for
expression of beta-galactosidase) that will be
exclusively expressed after insertion into an
endogenous gene. A large proportion of the
mouse genome is expressed in undifferentiated
pluripotent ES cells. Since most gene trap vectors
are dependent on gene expression, only the
proportion of endogenous genes that are
expressed in ES cells can be efficiently detected.
The discovery of sequences untrappable by
conventional strategies could be facilitated
through the addition of the neomycin trans-
ferase gene as selectable marker or by using the
beta-galactosidase-Neo® (B-GEO) fusion marker
in the trap vector. The B-GEO marker is a fusion
protein encoded by lacZ and the neomycin resis-
tance gene. To prevent the secretion of the selec-
tion marker when integrated into a secretory
pathway gene, a transmembrane domain is added
to the trap vector anchoring the secretory
(marker) protein to the cell membrane [89].
Gene trapping and promoter trapping
usually depend on integrations within a gene.
Since the reporter gene of those vectors is
flanked downstream by a polyadenylation signal,
transcription of the trapped gene is terminated
prematurely. This simultaneously inactivates the
trapped gene and reports its expression pattern.
Moreover, the vector can be used as a sequence
tag to efficiently identify the disrupted gene by
RACE PCR (rapid amplification of cDNA ends).
Gene trapping in ES cells produces not only
null mutations but also allelic series of the same
gene. Such a panel of multiple mutations within
the same gene often causes phenotypes that are
of varying severity or completely different.




They can also allow for detection of alternative
splicing and different transcription start sites of
a trapped gene. Newly designed trap vectors
include binding sequences for routinely used
recombinases to allow for postinsertional modifi-
cation to create additional alleles for further
analysis of the trapped genes.

Trap vectors can be delivered by electropora-
tion or viral infection into ES cells [90] Both
approaches have advantages and disadvantages
[91, 92]: Electroporated plasmid-based constructs
can form transgenic arrays before chromosomal
integration and are exposed to partial digestion
by endonucleases, making the identification of
the trapped genes problematic, whereas viral
vectors have only limited cargo capacity and are
biased towards integration into actively
expressed loci.

A novel tool for gene trapping might be
sequentially activated TEs containing a trap
vector. The application of gene trapping
approaches is a concerted activity of large-scale
mutagenesis centres under the auspices of the
International Gene Trap Consortium (IGTC).
Thousands of mutagenized ES cell clones are
currently archived in frozen libraries and freely
accessible to the scientific community.

Advanced methods
of transgenesis

Targeted mutagenesis in
mouse zygotes using
nucleases

For a long time, gene targeting via HR in ES cells
was restricted to laboratory mice. With the recent
successful development of rat ES cells it became
possible to extend gene targeting technology to
another species [93-95] In spite of tremendous
efforts in many laboratories around the world,
the brown or Norway rat (Rattus norvegicus) is the
only species apart from the mouse where germ-
line competent ES cells have been successfully
established. Gene targeting in other species is
conducted in differentiated cells followed by
reproductive cloning via nuclear transfer.
Although there have been occasional successes,

the nuclear transfer approach often fails due to
poor perinatal viability of cloned mammals
[96, 97]. Therefore, most other mammalian
species are still lacking feasible tools for targeted
mutagenesis. Recently, the use of zinc finger
nucleases (ZFN) has been successfully tested as
an ES cell-independent approach for genome
editing applicable in mice and in other mamma-
lian zygotes [98, 99].

ZFN are designed by combining zinc fingers
(DNA-binding domains of eukaryotic transcrip-
tion factors) with the nuclease domain of the
Fokl restriction enzyme [100]. The robust cleavage
activity of Fokl is restricted to a DNA-binding
event and the binding specificity of a ZFN is
provided by linking 3-6 triplet specific zinc
fingers to bind a 9-18 bp target sequence. These
multifinger peptides can be modularly assem-
bled from fingers developed for most triplet
sequences [101-103]. Because Fokl monomers
must dimerize to cleave, two ZFNs are needed
which bind specific sequences downstream and
upstream of the cleavage site.

ZFN are used to induce a DSB at a specific
point of a target gene. Repairing a DSB by the
error-prone NHE] pathway occasionally includes
small alterations of the sequence at the site of the
break, possibly resulting in disruption of the
target gene. Targeting events after pronuclear
and intracytoplasmic injection of ZNFs as
mRNA into C57BL/6 and FVB mouse zygotes
resulted in 20-75% offspring with a targeted
mutation in the form of specific deletions
ranging from several bps to more than 1000 bp
in length [104, 105].

Interestingly, ZFN can also be used to target
a foreign DNA into a specific chromosomal site.
This strategy is based on the observation that
the induction of DSBs in mammalian cells
increases the rate of HR by several orders of
magnitude [106]. After pronuclear or intracyto-
plamic coinjection of a Rosa26 specific ZFN with
a targeting construct containing the beta-galacto-
sidase gene, 1 out of 22 offspring was found to
have a homologically directed integration of
the transgene [99].

Compared to the unusable low frequency
after simple pronuclear injection of a targeting
construct [85], the use of ZFN seems to be a suit-
able approach for ES cell-independent gene tar-
geting. This strategy could expand further in
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the future by utilizing bacterial transcription
activator-like effector nucleases (TALENS) [107,
108]. Similar to the molecular architecture of
ZFNs, sequence-specific TALENs are fused to
the catalytic domain of the Fokl endonuclease
and have been successfully tested to direct DNA
DSBs to specific target sites [105].

The application of engineered nucleases for
genome editing in the mouse provides several
advantages in comparison to gene targeting in
ES cells: (i) it is applicable in zygotes by micro-
injection, which is a well-established technique;
(ii) positive and negative selection markers are
dispensable; and (iii) the frequency of animals
with targeted mutations is high enough for
routine use. Therefore, targeted mutagenesis
using sequence-specific nucleases is a promising
tool for genetic studies in a great variety of scien-
tific model systems. Nevertheless, the risk of
insertional mutagenesis by off-target cleavage
still has to be taken into account. Comprehensive
genotyping of the resulting mutants combined
with a bioinformatic approach will be indispens-
able in permitting detection of undesirable muta-
tion events.

The knockdown approach by
RNA interference

RNA interference (RNAI) is a new tool that can
be used as a fast alternative to the conventional
gene targeting approach. The strategy is based
on the post-transcriptional silencing of an endo-
genous gene by induced fragmentation of the
corresponding mRNA. The resulting animals
are usually described as ‘knockdown’ because
the expression is only downregulated and not
completely abolished as it is for a knockout muta-
tion. In contrast to the conventional gene target-
ing procedure, a knockdown is induced without
modifying the chromosomal locus. The target
molecule of RNAI is the mRNA of a gene of
interest.

RNAI is an endogenous pathway for gene
regulation found in many eukaryotes including
mammals [109]. RNAi-mediated gene silencing
in transgenic mice is usually triggered by short
hairpin RNAs (shRNA, small RNAs that form
hairpins) which are expressed from a transgene.
The RNAi pathway starts with the cleavage of

the hairpin structure into small fragments by
a cellular mechanism. These fragments are subse-
quently integrated into the RNA-induced
silencing complex (RISC). The RISC binds to
the complementary sequence of an mRNA which
will then be cleaved by the catalytic component
of the RISC complex. By leaving the genomic
sequence unchanged, the conditional expression
of shRNA allows for a tissue-specific and revers-
ible alteration of the target gene [110, 111].
Furthermore, the RNAi approach usually affects
all RNA molecules produced from a gene by
alternative splicing.

Although the knockdown strategy will not
replace gene targeting, it is a powerful alterna-
tive tool for mammalian genetics. However,
RNAI is currently not widely used as a routine
method for mouse transgenesis. Transgenic
animal models expressing shRNA are usually
generated by pronuclear injection or via viral
vectors. The resulting animals display highly
variable degrees of gene silencing, as is charac-
teristic for mutants produced by random inte-
gration of the transgene [112]. Targeting the
shRNA expression vector into an appropriate
genomic locus as Rosa26 or ColAI would circum-
vent the unreliability of random transgenesis
but depends on rare HR events. (Rosa261s a consti-
tutively transcribed locus in the mouse genome
originally identified by gene trapping and has
been used for ubiquitous transgene expression.
The locus was named according to the trap
vector design—reverse orientation splice
acceptor) [113]. To overcome these drawbacks,
a new and efficient strategy has been developed
that is applicable to ES cells for robust and
controllable gene silencing in mice [114]. It uses
the recombinase-mediated cassette exchange
approach (RMCE) instead of HR to reproducibly
introduce the shRNA expression vector into the
preselected chromosomal site [115, 116]. Further-
more, new strategies have been developed for
conditional gene knockdown using RMCE in
combination with site-specific recombinases or
transcription initiation [117].

Current expression vectors for shRNA use
a natural microRNA (miRNA) backbone and
are therefore transcribed by RNA polymerase
II [118]. This is important to avoid toxic effects
of the transgene potentially induced by an inter-
feron response to polymerase III-driven shRNA




expression [119] Furthermore, a successful
shRNA vector design should result in the exclu-
sive knockdown of the target gene. An unwanted
off-target effect could, however, be possible if
the shRNA shares sequence homology with other
genes of the genome.

Conditional control of genetic
modifications

The study of gene function and regulation by
simple inactivation is often limited by the pleio-
tropic nature of many genes. Pleiotropic genes
can be responsible for several distinct and unre-
lated phenotypic effects. An embryonic or peri-
natal lethal phenotype of an induced knockout
would only reveal the first non-redundant func-
tion of a targeted gene without detecting any
role of the gene during later developmental
stages. Even if the mutation is non-lethal,
compensatory mechanisms can mask a future
phenotype when it is induced constantly during
ontogenesis.

A genetic modification may also interfere
with the viability and fertility of the mutant
and render the breeding of the affected animals
difficult or impossible. Finally, the mutation can
cause a strong phenotype even in the absence
of experimental treatment. The resulting animal
welfare problems may impair the maintenance
and breeding of the mutant line. Most of these
issues can be resolved by using a conditional
mutation and a variety of systems have been
developed to be applied in transgenic mammals.

The activation or silencing of a (trans-) gene
can be controlled temporally or in a tissue-
specific manner and some systems are reversible.
Conditional gene targeting is consequently used
by the members of the IKMC and has enor-
mously expanded the versatility of mouse
models.

The routinely used approach for conditional
gene expression is a binary system consisting of
two transgenic mouse lines: one contains the
effector construct and the other contains the
responder (target) gene. Crossing both lines
allows the two components of the system to
interact in the resulting conditional line [120].

Widely used systems for conditional control
of gene expression are based on site-specific

recombinases (SSRs). Currently used examples
of SSRs for genome engineering are the Cre
recombinase from bacteriophage P1 (recognizes
and binds to specific sequence sites called loxP)
[121], the Flp recombinases from Saccharomyces
cerevisiae (binds to Frt sites) [122] and the Dre
recombinase from a Pl-related phage (binds to
Rox sites) [122, 123]. It should be noted that the
wild-type Flp recombinase becomes unstable at
a temperature above 37 °C resulting in mosaic
recombination [124]. Therefore, the thermo-
stable and codon-optimized variant Flpo should
be used for in wivo applications in mice
[125, 126]. Also a codon-improved Cre recombi-
nase (iCre) was developed and successfully tested
to reduce its occasionally observed epigenetic
silencing in mammalian cells [127] Since the
different SSRs are heterospecific they can be
used to act simultaneously in the same genome.
Moreover, several mutant loxP or Fri sites are
available, which cannot recombine with each
other or with the wild-type site. This significantly
increases the control and flexibility of SSRs [128,
129]. Currently used targeting or trap vectors can
therefore be designed to allow different kinds of
postintegration site-specific recombinations in
parallel in a genome.

Along with improving the recombination
efficiency of existing SSRs, a fourth system, the
PhiC31 integrase, has been successfully tested in
the mammalian genome and might become
a routinely used tool for genetic engineering
[126, 130, 131]. In contrast to the Cre/loxP, Flp/Frt
and Dre/Rox systems, PhiC31 naturally recombines
between two heterotypic recognition sites (attB
and attP), which are altered by the recombination.
The remaining a#tL and attR sites are no longer
substrates for the recombinase. Unlike the
other systems, PhiC31 mediates irreversible
recombinations. Therefore, the PhiC31 system
could be an ideal tool for site-specific integration
of transgenes [132].

All currently used systems mediate a conser-
vative recombination between their correspond-
ing recognition sites. Depending on the
orientation of the recognition sites, SSRs mediate
deletions or inversions of flanked DNA frag-
ments in cis. Furthermore, the Cre/loxP system
has been used to generate chromosomal re-
arrangements in trans [133, 134]. SSRs can be
used for many other applications in addition to
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conditional gene expression. Most important is
the deletion of so called ‘floxed’ or ‘flrted’ select-
able markers after gene targeting in ES cells.

Since the first demonstration of a transgene
activated by Cre-mediated deletion of a stop
cassette [135], a large collection of effector mouse
lines with specific expression patterns for the Cre
recombinase have been produced (see database
of Cre transgenic lines, http://nagy.mshri.on.ca/
cre_new/index.php). This currently qualifies
Cre as the most essential tool for conditional
mutagenesis. However, prolonged Cre expression
can be detrimental in cultured cells and in mice
[136, 187]. Therefore, Cre should be eliminated
as soon as possible after completion of the site-
specific recombination.

SSRs can also be used as a ligand inducible
fusion protein consisting of the recombinase
and the oestrogen receptor (ER) or progesterone
binding domain (PBD). The CreERT2 fusion
protein has become the favoured system for
inducible Cre recombination through treatment
of the mice with tamoxifen, a synthetic ER
antagonist [138].

Another widely used system for conditional
transactivation is the tetracycline-dependent
(TetRepressor based) system [139]. Two variants
are available according to the ability of the trans-
activator to bind DNA. The tetracycline transacti-
vator (tTA) cannot bind the operon sequence
(tetO) when the inducer (doxycyclin) is present
(tet-off). In contrast, the reverse tetracycline
transactivator (rtTA) will bind DNA and thereby
activate the responder gene after application of
doxycyclin (tet-on).

The system can be used to reversibly activate
and silence a transgene. Many impressive experi-
ments have been conducted in which reversibility
of the target gene expression was demonstrated
[140-142]. However, it has to be taken into account
that the kinetics of doxycyclin in the organism is
slow and therefore this system is inappropriate
for inducing fast phenotypic changes. Another
limitation is the variable drug bioavailability in
a whole organism. Since the inducer is not
equally available in all tissues, the doxycyclin
response will vary according to the local drug
concentration.

While these conditional systems can be
extremely useful, care must be taken during the
generation of the required mouse lines. When

the transgenic lines are produced using illegiti-
mate DNA recombination and random integra-
tion as it is currently done, the transgenes are
accordingly subject to position effects that affect
their expression. Differences in expression level
and expression pattern can cause leakiness of
the system before induction, or somatic mosaics
due to incomplete activation/inactivation of the
target genes. These limitations are usually over-
come by producing several transgenic lines to
test the appropriate combination of effector
and responder lines, or by producing the lines
using targeted integration of the transgenes.

Fluorescence
reporter in
transgenic mice

Genetic markers are powerful tools for pheno-
typic analysis of transgenic mice. The bacterial
lacZ gene, encoding beta-galactosidase has been
the marker of choice for some time. Beta-galacto-
sidase cleaves a variety of substrates to produce
a colorimetric manifestation of the expression
pattern of a (trans)gene. It is still popular for
histological analysis of distinct cell populations
and for reporting the function of regulatory
elements of specific genes [143]. Since beta-galac-
tosidase staining requires fixation of the tissue,
it cannot be used to mark living cells. Therefore,
the development of vital imaging based on
genetically encoded fluorescent  markers
provides an important new tool for functional
mouse genomics.

Today, several fluorescent markers cloned
from jellyfish (Aequorea victoria), sea anemone
(Discosoma sp.) and other marine organisms are
available and can be selected for specific applica-
tions. The green fluorescent protein (GFP) was
the first fluorescent marker [144] The original
GFP was then sequence-optimized by mutagen-
esis to meet the requirements for enhanced and
stable expression in living mammalian cells and
this new enhanced version (eGFP) is now the
most popular fluorescent marker [145]. Further
mutagenesis of GFP has not only improved
its applicability in terms of thermostability,




maturation kinetics and brightness; researchers
were also able to create new variants with distinct
spectral properties. Venus, named after the
bright planet, is currently one of the most bril-
liant fluorescent proteins derived from GFP.
Although its excitation and emission maxima
are further red-shifted, Venus can be detected
with standard GFP filters. Due to its enhanced
brightness, it is easily detectable even at lower
concentrations using current imaging systems.
This might be an important advantage since we
and others have shown that fluorescent protein
(eGFP in particular) is toxic in high concentra-
tions because it can induce heart failure during
embryogenesis [146]. Furthermore, most if not
all GFP-specific antibodies cross-react with
Venus and can be used for immunohistological
studies.

After the cloning of GFP and the success of
eGFP in biological research applications, much
effort was directed towards generating red fluo-
rescent proteins (RFP). A second group of fluo-
rescent markers with sufficient brightness and
spectral separation from eGFP allows dual label-
ling applications. Additionally, the emission
wavelength of RFP has clear advantages for
deep imaging of animal tissues due to better
tissue penetration of red light and reduced auto-
fluorescence. Therefore, red fluorescence label-
ling would enable non-invasive whole-body
imaging for the analysis of transgene activity,
cell tracking and other experimental applications
in living organisms [147].

The original RFP (DsRed) functions as an
obligate tetramer [148] However, for the
construction of fluorescent fusion proteins
a monomeric active marker would be the first
choice. mCherry was the first monomeric RFP
widely used as a marker for in vitro and in vivo
applications [149]. Several other RFPs with
improved photostability and brightness are
also currently applied in mouse transgenesis.
Well-defined examples are the tandem dimer
tdTomato [149] and the dimeric Katushka [150].
The improved monomeric form of Katushka,
mKate2, is currently under investigation as a fluo-
rescent marker in mice [151]. All available RFPs
can be easily detected with standard RFP filter
sets designed for DsRed or Texas Red. Since
GFP and RFP are of distinct origin, antibodies
do not cross-react between the two fluorescent
proteins.

Because of the wide range of possible applica-
tions, there is increasing interest in using fluores-
cence proteins in biotechnology. Their use in
transgenic animals provides a valuable tool for
advanced phenotyping (Figure 15.3).

Perspective

Since the first transgenic mice were produced
about three decades ago, new and improved
methods have been developed, enhancing the
power of transgenic technologies. Transgenesis

Figure 1.5.3 Expression of green and red fluorescence reporter proteins in transgenic mice. Whole-body
expression of eGFP and mCherry in single and double transgenic neonates is shown. Double transgenic
(hemizygous) offspring expressing eGFP and mCherry were generated by mating animals of the single
transgenic lines. Due to the perfect spectral separation both reporters can be combined for fluorescence
labelling applications. (A) Bright field image of littermates: transgenic for only eGFP, mCherry or both fluo-
rescence reporters; (B) mCherry fluorescence signal (TXR filter, Leica, Germany); (C) eGFP fluorescence signal

(GFP3 filter, Leica, Germany). Photo: Dieter Fink.
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in mice is a multistep procedure starting with
the design and construction of the transgene,
followed by a variety of methods to stably inte-
grate it into a mouse chromosome. Moreover,
several strategies are available to alter the struc-
ture and the activity of a (trans-) gene after it
has been incorporated into the mouse genome.
Both techniques to engineer the mouse genome
and tools to precisely characterize the pheno-
type of the resulting mutants have multiplied
in the previous two decades. There are two
advancements with great impact on functional
mouse genomics. The first is the phage-based
recombineering system in Escherichia coli to
produce transgenes and gene targeting
constructs in a high-throughput manner [84,
152]. The second is the development of different
classes of SSRs and nucleases to manipulate the
mouse genome.

In addition to the numerous technical develop-
ments, coordinated international projects are
currently in progress to generate mouse mutants
in a standardized and cost-efficient manner. The
IKMC aims to generate conditional knockout
alleles for nearly all genes of the mouse genome
in ES cells. At the same time, the IGTC generates
further experimental mutations in addition to the
loss-of-function alleles generated by gene target-
ing. The mouse will therefore be the first mammal
with both a sequenced genome and a full descrip-
tion of the corresponding gene functions.

The methods for gene targeting and gene
trapping have been adapted for high-throughput
use, making in vivo mouse genetics available in
a faster form and to a much wider research
community than ever before. However, scientists
who have recently turned to the mouse as their
research model are sometimes unaware of
specific factors influencing the outcome of
animal experiments. It is generally accepted
that the phenotype of a mouse mutant can be
seriously affected by the genetic background.
The decision of the IKMC partners to consis-
tently use C57BL/6N as donor strain for ES cells
was therefore an important step to ameliorate the
comparability and reproducibility of experi-
mental results and followed the general recom-
mendations concerning the genetic background
of mutant mice [16]. However, genetic differ-
ences between substrains of C57BL/6 have been
detected and should also be considered for

breeding of the mutant line and selection of the
wild-type control animals [153, 154].

Moving a mutation from a mixed genetic to
a defined (inbred) background or between
various inbred strains to control background
effects is accomplished by congenic breeding
strategies. The standard procedure calls for at
least 10 backcross generations or about 3 years
breeding effort. Marker-assisted selection proto-
cols have reduced the number of required gener-
ations to less than half of that [155].

The extreme increase in the number of
mouse mutants has caused serious problems in
maintenance and administration of the animals.
Because most of the mutant lines are not
commercially available, they are exchanged
between research laboratories with unequally
hygienic conditions. To reduce the risk of
a hygienic contamination of the animal facility
and to make new animal models available to the
scientific community, central repositories have
been founded. The task of the European Mouse
Mutant Archive (EMMA) and other mouse
resources is the collection, archiving and distribu-
tion of valuable mouse mutants [156]. The animal
models are available as frozen embryos or germ
cells and can be ordered as mice in SPF (Specific
Pathogen Free) quality.

The direct availability of mouse mutants rele-
vant in biomedical research will save time and
money for competitive research projects.
Furthermore, the central publication of distribut-
able mutants in databases can avoid unnecessary
repetitions of a mouse mutant and thereby
reduce the number of experimental animals.
The correct application of the standardized
nomenclature for rodent strains, genes and muta-
tions when naming a new transgenic line facili-
tates its incorporation and retrieval from
databases. Moreover, a rigorous identification of
each mutation is indispensable for the main-
tenance and administration of great numbers of
mouse mutants in animal facilities, archives and
databases [157]. However, it should always be
appreciated by the scientist that a correct desig-
nation of transgenic rodents also enables precise
communication of published experimental
results.

Our ability to genetically modify the mouse
genome has become very sophisticated in recent
years. However, the high-throughput and reliable




generation of mouse mutants for each gene is not
adequate to maximize the potential of engi-
neered mouse models in biomedical research.
So far, most scientists have concentrated their
investigations on phenotypic changes expected
in the transgenic line according to their knowl-
edge about the induced mutation. However, the
traditional assumption of a direct link from
gene to function is insufficient for complex bio-
logical traits. Due to pleiotropism, a gene may
produce multiple effects in different organs
and at different time points during development.
Moreover, overlapping functions of pleitropic
genes cause partial redundancy, frequently
observed in knockout mouse models [158]. There-
fore, the restricted analysis of a mutant mouse in
specialized research laboratories needs to be sup-
plemented by a systematic phenotype analysis.
A first step toward this goal is the establishment
of centres for comprehensive mouse phenotyp-
ing according to standardized protocols [159-
161]. Furthermore, animal models offer the
opportunity for systematic exposure to specific
environmental challenges. Currently, mouse
mutants are mostly analysed under highly stan-
dardized conditions that may not expose the
animal’s capacity to react to environmental
changes. A systematic analysis that reflects the
complexity of a mammalian organism will not
only reveal new functions of investigated genes
but also provide a better mouse model for the
dissection of human disease pathways.
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CHAPTER

Early Mouse
Development

Andreas Kispert, Achim Gossler
Hannover Medical School, Germany

Introduction

Mouse embryonic development has been studied
for a long time, and over the past three decades
enormous progress has been made in the analysis
of cell fates, developmental potential of cells in
the early embryo, and the understanding of molec-
ular mechanisms regulating patterning and differ-
entiation. Mouse embryonic development takes
18-20 days depending on the strain (Figure 2.1.1).
The first two differentiated cell types are present
in the blastocyst 3.5 days after fertilization, and
implantation takes place 1day later. Development
proceeds rapidly after implantation with the
formation of the egg cylinder. With the onset of
gastrulation around embryonic day 6.5, dramatic
morphological changes occur:the three embryonic
germ layers are laid down, and the basic body plan
with its major axes is established. Organogenesis
commences with the formation of a functional
cardiovascular system at embryonic day 85; by
day 115 of embryonic development, primordia of
most organs are established. During subsequent
stages until birth, organs are further elaborated
and the embryo continues a massive growth
programme.

The aim of this chapter is to provide a basic
introduction to mouse development until the
early postgastrulation period. The intention is to
give an overview rather than being comprehen-
sive, in order to help newcomers working with
mice to better understand more detailed and
specialized descriptions and illustrations [1-4] as
well as instructions for various kinds of manipu-
lations of pre- and postimplantation embryos and
embryonic stem cells [5-7].

Fertilization and
preimplantation
development

Fertilization

Fertilization, the fusion of the female (oocyte) and
male (sperm) gametes, activates the egg to
commence embryonic development. The special-
ized structures of oocyte and sperm and the
unique genetic complement carried by each
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© 2012 Elsevier Ltd. All rights reserved.
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Figure 2.1.1 Overview of mouse development. Mouse embryonic development takes approximately 19 days.
The pre- and postimplantation phases are indicated above the timeline, critical events and processes are

indicated below the time line. For details see text.

gamete as a consequence of meiotic recombina-
tion are generated during gametogenesis. In
mature sperm the genetic material is reduced to
a haploid set of chromosomes, whereas in the
oocyte reduction to haploidy is achieved only
after fertilization (see below). A fully grown
mouse oocyte ready to undergo the final matura-
tion steps measures about 85 um in diameter and
is surrounded by a thick extracellular envelope,
the zona pellucida, which in turn is embedded in
multiple layers of follicle or granulosa (cumulus)
cells. The large nucleus, called the germinal
vesicle, contains the chromosomes in the prophase
of the first meiotic division. In each hormonal
cycle, which takes about 4-5days in the mouse,
only a few follicles respond to an increase in the
level of follicle stimulating hormone (FSH),
mature, accumulate fluid and move towards the
periphery of the ovary. Shortly before ovulation
the level of luteinizing hormone (LH) surges and
the nuclear maturation of the egg commences
with the disintegration of the nuclear membrane
(germinal vesicle breakdown) and resumption of
meiosis. One set of chromosomes is removed
from the egg together with some cytoplasmic
material as the first polar body. Nuclear

maturation is arrested in the metaphase stage of
the second meiotic division and only proceeds
after fertilization. Upon ovulation eggs are trans-
ported into the ampulla, the most anterior part
of the oviduct, by the movements of the cilia of
the epithelial cells that line the opening of the
oviduct facing the ovary (infundibulum). Each
egg is surrounded by its zona pellucida and
cumulus cells, the latter being embedded in an
extracellular matrix of proteins and hyaluronic
acid. Freshly ejaculated sperm is initially not able
to fertilize the egg; it becomes competent to do
so in the course of its sojourn in the female repro-
ductive tract. In this capacitation process, which
involves various signalling events, the sperm
surface is modified by removal of decapacitation
factors acquired in the epididymis [8] After
arrival in the ampulla, the sperm locate to the
cumulus cell-oocyte complex in a chemotactic
manner [9] and penetrate the viscous matrix of
hyaluronic acid surrounding the cumulus cells
and the egg to associate with the surface of the
zona pellucida. The major components of the
zona pellucida are three glyocosylated proteins:
Zpl, Zp2 and Zp3 [10] Various reports indicate
that Zp3 functions as the primary sperm receptor,




but Zp2 plays an important role in preventing pol-
yspermy once proteolytically converted by an
oocyte-secreted enzyme, and Zpl crosslinks Zp2/
Zp3 to create the filamentous structure of the
zona pellucida [11] The acrosome is a Golgi-
derived exocytotic organelle that covers the tip
of the sperm head. Binding between egg-binding
proteins of the sperm head and the zona compo-
nent Zp3 elicits (at least in vitro) acrosomal exocy-
tosis, the so-called acrosome reaction, and
releases proteolytic and glycolytic enzymes that
allow the sperm to penetrate the zona pellucida
after limited proteolysis [12, 13]. While earlier
in vitro studies implicated sperm galactosyltrans-
ferase as a Zp receptor [14, 15], knockout studies
did not support such a role but suggested the
membrane-anchored sperm surface protein with
integrin and metallopeptidase domain 3 (Adam3,
cyritestin) to be the major Zp binding activity on
the sperm head [16-18].

After penetrating the zona pellucida, acro-
some-reacted sperm immediately meet and fuse
with the egg plasma membrane and trigger
a cascade of events, which prevent polyspermy
and ultimately lead to the formation of the
diploid zygote. Sperm-egg fusion requires the
Ig superfamily type I membrane protein Izumol
on the sperm and the tetraspanin protein Cd9 on
the egg cell surface, although direct physical
interaction between the two has not yet been
reported [19-22]. See recent reviews [23, 24] for
a more detailed discussion of the molecular
factors regulating fertilization.

Fertilization activates the egg and triggers
the completion of meiosis. This results in the
extrusion of the second polar body and leaves
behind a haploid set of maternal chromosomes
in the egg’s female pronucleus. The nuclear
membrane of the sperm nucleus breaks down,
the chromatin decondenses and is reorganized,
and a new nuclear membrane is formed around
the male pronucleus. Then the two pronuclei
move towards each other and DNA replication
takes place. Upon meeting, the two pronuclei
do not fuse but their nuclear membranes break
down, the chromosomes assemble on the meta-
phase plate and cleavage commences with the
first cell division. Mature oocytes are transcrip-
tionally silent. An initial burst of zygotic tran-
scription occurs at the end of the one-cell
stage, followed by a second larger burst at the

two-cell stage [25, 26]. This second burst is
accompanied by degradation of maternal
mRNAs, most likely by microRNA-mediated
mechanisms [27]. Thus, the final steps of egg
maturation, early postfertilization events and
the first cell division are controlled by stored
maternal proteins and mRNA. The mechanisms
that control the transcriptional activity in the
mature egg and after fertilization are not
entirely clear and appear to be multifactorial.
However, recent data point to an important role
of epigenetic mechanisms encompassing DNA
methylation, post-translational histone modifica-
tion, chromatin remodelling and alterations
in nuclear architecture in these processes [28].

Cleavage divisions and
formation of a blastocyst

The zygote undergoes a series of early cleavage
divisions that produce an increasing number of
progressively smaller cells, known as blastomeres,
without changing the overall size of the embryo.
Cleavage divisions in the mouse, as in other
mammals, are slow. The first cell division occurs
about 20 h after fertilization (Figure 2.1.2). The
next divisions follow at approximately 12 h inter-
vals but are not truly synchronous between the
different blastomeres. Up to the eight-cell stage,
blastomeres are spherical cells, which are loosely
attached at their sites of contact. At the eight-cell
stage, blastomeres alter their adhesive behaviour
and the embryo, now called the morula, undergoes
a dramatic morphological change. Blastomeres
flatten towards each other and maximize cell-
to-cell contacts, and the former grape-like struc-
ture is transformed into a compact aggregate of
cells. This phenomenon is called compaction and
is a prerequisite for the formation of the blasto-
cyst. Compaction is associated with the formation
of adherens junctions, and later tight junctions
between the cells [29]. One major component of
the compaction process is E-cadherin, a Ca®*-
dependent cell adhesion protein that becomes
localized to regions of cell contact at the eight-
cell stage [30-32]. Compaction does not require
de movo transcription but is regulated by
post-transcriptional mechanisms including the
modification and intracellular redistribution of
E-cadherin [33, 34].
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Figure 2.1.2 Schematic presentation of mouse preimplantation development. After fertilization, which occurs
in the proximal part of the oviduct, the zygotes undergo cleavage while migrating through the oviduct
towards the uterus. Compaction occurs at the eight-cell stage as a prerequisite for blastocyst formation, which
occurs around day 3.5 in the uterus. Hatching frees the blastocyst from its zona pellucida and is required for
implantation. ICM, inner cell mass; pec, primitive ectoderm; pen, primitive endoderm; TE, trophectoderm; pTE,
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Shortly before compaction individual blasto-
meres develop polarity with distinct apical and
basolateral surfaces [35]. Concomitant with
changes in adhesiveness, alterations in cytoskel-
etal architecture, lectin binding properties and
distribution of membrane and cytoplasmic
components occur [36-38]. It is currently unclear
how apical-basal cell polarity is established at the
eight-cell stage but it seems that cell contact is
partially responsible and may be aided by inter-
actions between the nucleus, microtubules and
cortex [39, 40]. Irrespective of the precise molec-
ular mechanisms of initiating polarity, it is
accompanied like in other epithelial cells by the
differential distribution of polarity complexes
including atypical protein kinase C (Pkc) and
partition-defective (Par) to the apical and lethal
giant larva homologue (Lgl) to the basolateral
side [41].

After compaction and polarization two
further rounds of cell division double the number
of blastomeres from 8 to 16 and finally to 32.
Since blastomeres are polarized along their
apical-basal axis, the plane of division will
affect the distribution of the cellular content
to the daughter cells. Divisions parallel to the
apical-basal axis result in two daughter cells
both of which have inner (basolateral) and
outer (apical) surfaces, while division perpen-
dicular to this axis generates one polarized

daughter cell on the outside and one apolarized
daughter cell in the inside [42, 43] In this
manner two distinct groups of cells emerge at
the late morula stage: polar cells on the outside
and apolar cells in the inside. Position and
polarity are mutually dependent at this stage,
since changing position of a blastomere will
alter its polarity and changing the polarity will
affect its position [44-46]. Importantly, however,
from the 32-cell stage onwards the two cell pop-
ulations will take different developmental
routes. ‘Inner’ cells generated during cell divi-
sions in the late morula give rise to the inner
cell mass (ICM) cells of the blastocyst while
outer cells predominantly form trophectoder-
mal cells [47-49]. However, this allocation of
cells reflects developmental fate rather than
developmental potential, since when cells iso-
lated from the ‘inside’ of late morulae are reag-
gregated and cultured in vitro, they can form
normal blastocysts with ICM and trophecto-
derm, as is also true for ‘outer’ cells [44, 50],
and the significance of polarization for the
differentiation of ICM versus trophectoderm
remains unclear.

Around the 32-cell stage a fluid-filled cavity,
the blastocoel, becomes evident. Outer trophecto-
dermal cells pump fluid into the nascent cavity,
which rapidly expands, and seal the cavity by
tight junctions [51]. Blastocoel formation shifts




the ICM to one side of the inner surface of the
trophectoderm, generating a clear asymmetry
along the embryonic (ICM)-abembryonic
(blastocoel) axis of the blastocyst. The timing of
cavitation seems to depend on the nucleocyto-
plasmic ratio of DNA or chromosomal replica-
tion, but does not depend on the absolute
number of cells or cell divisions in the zygote.
When the number of cells in the embryo was
experimentally reduced or enlarged, or cell divi-
sions were suppressed with cytochalasin-B (which
does not affect DNA replication), the time of
blastocyst formation was not affected [52].
After formation of the blastocoel at embry-
onic day 3.5, the blastocyst matures for another
24h and becomes ready to implant in the
uterine wall. Shortly before implantation, at
embryonic day 4.5, some of the ICM cells differ-
entiate into a second epithelial cell type, the
primitive endoderm. This tissue, which arises

on the free surface of the ICM facing the blasto-
coel, will give rise to the embryonic membranes,
ie. the endodermal component of the visceral
yolk sac and parietal yolk sac. The remaining
ICM cells, the primitive ectoderm or epiblast,
will give rise to the embryo proper and to the
extraembryonic mesoderm. The trophectoder-
mal cells give rise exclusively to extraembryonic
tissue (Figure 2.1.3).

Up to the eight-cell stage blastomeres have
a remarkable regulative ability. Single blasto-
meres of two- and four-cell embryos can form
blastocysts in vitro [53], and blastocysts formed
in vitro from single blastomeres of two-cell
embryos can develop into normal mice after
transfer into foster mothers [54]. In contrast,
individual blastomeres from four- and eight-
cell embryos cannot generate a mouse by them-
selves [55], which is probably due to the small
number of cells in the resulting experimental
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Figure 2.1.3 Cell lineages in the early mouse embryo. The developmental potential of cells in the early embryo
becomes progressively restricted. The first two distinct cell lineages, the trophectoderm and inner cell mass, are
present in the blastocyst. The primitive endoderm and primitive ectoderm lineages are established from the
inner cell mass. Both trophectoderm and primitive endoderm contribute to extraembryonic tissues, the
primitive ectoderm gives rise to the germ layers of the embryo and to extraembryonic mesoderm which
contributes to the extraembryonic tissues (amnion, yolk sac and allantois).
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blastocyst. However, this does not reflect a lack
of developmental potency, since when single,
isolated blastomeres are combined with (geneti-
cally) marked eight-cell embryos they can form
normal chimaeric embryos and contribute to
a broad range of embryonic and extra-
embryonic tissues [566] The position of the
‘single’ blastomere during the aggregation seems
to have a strong influence on its developmental
fate: labelled blastomeres which were placed on
the outside of aggregates of other blastomeres
developed predominantly into trophectoderm
cells in resulting blastocysts and were mainly
found in trophoblast tissue at day 10 of develop-
ment. When labelled blastomeres were sur-
rounded by other blastomeres they contributed
large numbers of daughter cells to the ICM
and formed parts of the embryo rather than
extraembryonic tissues at later stages of devel-
opment [57]. The remarkable regulative capacity
of individual blastomeres greatly declines when
the three lineages of the blastocyst are estab-
lished: the trophectoderm at embryonic day 3.5,
and the primitive endoderm and epiblast from
the ICM at embryonic day 4.5.

The mechanisms that trigger these cell
lineage decisions, particularly the first one
between trophectoderm and ICM, are still under
debate. For some time it was suggested that pre-
patterning at the stage of the zygote (along the
animal-vegetal axis, the animal pole being
defined by the location of the polar body or local-
ized maternal components) or even physical
constraints provided by the zona pellucida
trigger the first lineage segregation as well as
polarity in the blastocyst. A series of experiments
have recently questioned the claims for early
asymmetry, and have favoured the concept that
cues from position (outside vs inside) and/or
apical-basal cell polarity of the blastomeres trans-
late into fate and symmetry in the preimplanta-
tion embryo (for a summary of this debate see
[58-61]).

Irrespective of the precise trigger, recent
years have identified the POU-domain transcrip-
tion factor Poubf1 (also known as Oct4) and the
caudal-type homeobox 2 (Cdx2) as crucial medi-
ators of the first binary fate decision in the
embryo [62] Cdx2 specifies the trophectoderm,
and Oct4 together with two other transcription
factors, Sox2 and Nanog, maintains the

pluripotency of ICM cells. Oct4 and Cdx2 are
initially coexpressed in all blastomeres of the
compacted morula but then establish a mutually
exclusive expression pattern in inner and outer
cells, respectively, by autoactivation and mutual
repression [62, 63]. Initial upregulation of Cdx2
in outer cells might depend on polarity cues
and differential cell adhesion that act via inhi-
bition of the Hippo signalling pathway [64,
65]. The second lineage decision between prim-
itive ectoderm and epiblast in the ICM also
employs a reciprocal feedback mechanism
between two transcription factors, the Gata-
type zinc finger protein Gata6 and homeobox
protein Nanog. Gata6 and Nanog are initially
expressed in a random and mosaic pattern in
the blastocyst, but then Gata6-expressing cells
start to segregate to the free surface of the
ICM [66, 67] Gatab drives endoderm differenti-
ation, whereas Nanog together with Sal-like4
(Sall4) maintains the pluripotency of epiblast
precursors [68-70] (see [59, 60, 71, 72] for excel-
lent reviews on the molecular control of
cleavage divisions and blastocyst formation in
the mouse).

Implantation

Implantation is the process by which the blasto-
cyst comes into intimate physical and physiolog-
ical contact with the uterine endometrium.
Implantation absolutely depends on the synchro-
nized development of the blastocyst to a stage
when it is competent to implant, and of the
uterus to a stage when it is receptive to blastocyst
growth and implantation. The receptive char-
acter of the uterus is the result of profound
changes of its tissue architecture that are trig-
gered by ovulation and culminate with implanta-
tion on the fifth day of development. These
tissue changes are regulated by the concerted
action of two ovarian steroid hormones, proges-
terone and oestrogen. On the first day of preg-
nancy uterine epithelial cells proliferate under
the influence of preovulatory oestrogen secre-
tion. Rising levels of progesterone secreted
from freshly formed corpora lutea initiate
proliferation of the underlying fibrous stromal
cells from embryonic day 3 onwards. Stromal
cell proliferation is enhanced by a small increase




in oestrogen levels secreted on the morning of
day 4 of pregnancy, making the uterus receptive
(for recent reviews on hormonal control of
uterine differentiation in pregnancy and
implantation see [73, 74]).

Before the blastocyst can implant, it has to
shed its zona pellucida. This process is called
hatching and is brought about by localized prote-
olysis of the zona and contractions and expan-
sion of the blastocyst. Once freed from the
zona the blastocyst attaches to the epithelium
of one of the lateral uterine walls with the
mural trophectoderm (the trophectoderm
opposite to and not facing the ICM). The
uterine wall attached to the blastocyst responds
by bulging into the lumen, orienting the ICM
either to the anterior or posterior end of the
uterine horn. This and the following reorgani-
zation result in an invariable orientation of
the early embryo. The axis through the ICM
towards the opposite pole of the blastocyst
parallels the dorsoventral axis of the mother,
the ICM always facing the dorsal side. The
future anterior-posterior axis of the embryo,
which becomes evident around day 6.5 of devel-
opment with the onset of gastrulation, is more
or less perpendicular to the anterior-posterior
(longitudinal) axis of the wuterine horn.
However, the significance of this invariant
orientation of the embryo with respect to the
uterus in the determination of the embryonic
axes is not clear, since embryos can also develop
normally én vitro from preimplantation stages
up to the limb bud stage [75]. A detailed analysis
of the orientation of mouse embryos during
implantation and a discussion of how this might
be achieved and be related to embryonic axis
formation is given by Smith [76, 77]. After
attachment to the uterine wall, the trophecto-
dermal cells invade the degenerating uterine
epithelium and penetrate into the endome-
trium (stroma) of the uterus. The mesenchymal
stromal cells respond with increased prolifera-
tion, resulting in the formation of a thick layer
of mesenchymal tissue, the decidua, which
encloses the embryo. The implantation sites
are readily visible within 1day after implanta-
tion by the decidual swellings of the uterus.
Embryo-uterine interactions are controlled by
a large number of signalling molecules and
pathways, which are reviewed in [73, 74, 78].

Early
postimplantation
development

Formation of the egg cylinder
and cell type diversification

Preimplantation development results in the
formation of the blastocyst, which contains
approximately 200 cells around the time of
implantation. Three distinct cell types are present
in the blastocyst at implantation: the trophecto-
derm, the ICM with the epiblast or primitive/
embryonic ectoderm, and the primitive endo-
derm. These cell types will rapidly diverge
further (for a review see [79]). Cells of the primi-
tive ectoderm and overlying trophectoderm
proliferate and form an elongated structure,
the egg cylinder, that projects into the blastocoel.
The egg cylinder shows a distinct junction
between the distally located embryonic ectoderm
and the proximal, trophectoderm-derived extra-
embryonic ectoderm. Proximal to the extra-
embryonic ectoderm some trophectodermal cells
stop proliferating, undergo endoreduplication
and form trophoblastic giant cells. Other tro-
phectoderm cells proliferate and form the ecto-
placental cone, which together with the
extraembryonic ectoderm will form most of the
fetal part of the placenta. The primitive endo-
derm cells will give rise to the parietal and
visceral yolk sac endoderm. The primitive or
embryonic ectoderm will give rise to the three
definitive germ layers of the embryo during
gastrulation, and will also contribute to extra-
embryonic tissues. Below, the development
during early postimplantation stages of the
three cell types present in the embryo at implan-
tation will be described.

Trophectoderm
and its derivatives

The epithelial layer of trophectodermal cells
present in the late preimplantation blastocyst
does not consist of a homogeneous cell popula-
tion. The cells overlaying the ICM constitute the
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polar trophectoderm, the cells without contact to
the ICM the mural trophectoderm. Mural tro-
phectoderm cells stop proliferating and by
endoreduplication (DNA  synthesis without
mitosis) become large polyploid cells, the primary
trophoblastic giant cells. In contrast, polar trophec-
toderm cells remain diploid, continue to prolif-
erate and give rise to the ectoplacental cone and
the extraembryonic ectoderm [80-84]. Polar tro-
phectoderm cells that move away from the
embryonic pole differentiate into mural trophec-
toderm. Contact or proximity to the ICM or its
derivatives control whether trophectoderm cells
continue to proliferate or cease cell divisions
and become polyploid giant cells. When tropho-
blast cells (these are the trophectodermal cells
after implantation) were isolated from contact
with ICM derivatives, they ceased proliferation
and transformed into giant cells [81] while contact
with ICM cells appears to prevent endoreduplica-
tion of trophectoderm cells [85, 86].

Recent studies suggest that the ICM stimula-
tion of polar trophectoderm proliferation and
inhibition of differentiation is mediated by fibro-
blast growth factor (Fgf) signalling [87-89]. Fgf4
expression in the ICM is maintained by Nodal

Anterior visceral
endoderm (AVE)

Reichert’s
membrane

Parietal
endoderm

Visceral
endoderm

signalling, which also directly acts on the extra-
embryonic ectoderm to prevent differentiation
[90]. In contrast, absence of Fgf4 and Nodal,
and the basic helix-loop-helix transcription
factor Mash2, and presence of the transcription
factor Handl and the retinoic acid signalling
target gene Stral3 favour differentiation of
trophoblast giant cells [91, 92]. The polar trophec-
toderm gives rise to both the extraembryonic
ectoderm and ectoplacental cone. The extra-
embryonic ectoderm projects into the blastocys-
tic cavity while the ectoplacental cone extends
in the opposite direction (Figure 214). Cells
from the periphery of the ectoplacental cone
form additional (secondary) trophoblastic giant
cells that further differentiate into different
subtypes [83, 93] Ectoplacental cone and extra-
embryonic ectoderm give rise to the majority of
cells in the fetal part of the placenta. The extra-
embryonic ectoderm becomes epithelial, moves
back towards the ectoplacental cone and together
with extraembryonic mesoderm cells constitutes
the chorion. The chorion together with the allan-
tois, another mesodermal tissue (which gives rise
to the umbilical cord, see below), forms the
chorioallantoic placenta, or labyrinthine region

Ectoplacental
cone

Extraembryonic
ectoderm

Proamniotic
cavity

(Posterior) site of future
primitive streak formation
Embryonic ectoderm

Yolk cavity

Trophectoderm
(giant cells)

Distal visceral endoderm (DVE)

Figure 2.1.4 Schematic presentation of an early egg cylinder embryo. The early egg cylinder consists of the
trophectoderm-derived ectoplacental cone and extraembryonic ectoderm, the embryonic ectoderm, and the
visceral and parietal endoderm. The visceral endoderm covers the embryonic and extraembryonic ectoderm,
the parietal endoderm the inner surface of the trophectoderm. For details see text.




of the placenta, where exchange of metabolites
and gases occurs between fetal and maternal
blood (for recent reviews on trophoblast develop-
ment see [93, 94]).

Primitive endoderm
and its derivatives

Prior to implantation primitive endoderm cells
differentiate on the surface of the ICM facing
the blastocystic cavity (Figure 2.14). As the egg
cylinder forms, primitive endoderm cells
undergo further differentiation into two
morphologically and biochemically distinct cell
types. The cells remaining in contact with and
covering the egg cylinder constitute the visceral
endoderm, cells that grow out and migrate onto
the inner surface of the mural trophectoderm
constitute the parietal endoderm (Figure 214).
Visceral and parietal endoderm cells are part of
the extraembryonic membranes, the visceral and
parietal yolk sac, respectively (see below).

Parietal endoderm cells start to grow and
migrate onto the inner surface of the trophecto-
derm shortly after implantation, and from day 6
on they cover the inner surface of the trophecto-
derm as a lawn of evenly spaced individual cells
[95]. These cells produce and secrete large
amounts of extracellular matrix material as lam-
inin, entactin, type IV collagen and heparan
sulfate proteoglycan [96, 97] and lay down a thick
basement membrane, known as Reichert’s membrane,
between the parietal endoderm and the under-
lying trophoblastic giant cells. Parietal endoderm,
Reichert’s membrane and trophoblastic giant
cells together constitute the parietal (outer) yolk
sac of the embryo (for a review see [98]). Until it
starts to break down around day 16 of gestation,
Reichert’s membrane may serve as a major
barrier and coarse filter between maternal and
fetal environments. Nutrients from the mother
can pass through this barrier, while penetration
of maternal cells is prevented [99].

The visceral endoderm cells become orga-
nized into a distinct epithelium, the apical surface
covered by microvilli facing the former blasto-
coel, which is now called the yolk cavity [100]. On
the basal side visceral endoderm cells are sepa-
rated from the underlying embryonic and extra-
embryonic ectoderm cells by a thin basement

membrane [101]. The visceral endoderm secretes
signals that control patterning and differentia-
tion of the epiblast [72]. It also contributes a small
number of cells to the definitive endoderm [102].
Together with extraembryonic mesoderm cells,
the visceral endoderm constitutes the visceral
yolk sac [103]. The visceral yolk sac has important
absorptive and secretory functions in maternal-
embryonic exchange of nutrients as well as waste
products [104].

Embryonic ectoderm

The cell types described thus far only give rise or
contribute to extraembryonic tissues, which serve
essential supportive functions for the developing
embryo. The embryo proper is almost exclusively
formed by descendants of primitive ectoderm
cells (Figure 2.1.3), which in addition give rise to
the germ line and extraembryonic mesoderm
[105-107]. Around implantation primitive ecto-
derm cells form a core of about 30-40 cells sur-
rounded by primitive endoderm cells on the side
facing the blastocoel, and juxtaposed to extra-
embryonic ectoderm cells on the other side.
Shortly after implantation primitive ectoderm
cells start to proliferate rapidly [108] and form
the distal part (tip) of the egg cylinder. Between
days 5.5 and 6 of embryonic development a small
lumen called the proamniotic cavity forms in the
centre of the primitive ectoderm and the cells
form a columnar epithelium. The apical side faces
the lumen of the cavity and cells are joined
apically by junctional complexes. The basal
surface is attached to the thin basal membrane
separating primitive ectoderm from visceral
embryonic endoderm. Around day 6 post coitum
(dpc.) the central cavity extends more dorsally
into the extraembryonic ectoderm, resulting in
a small lumen throughout the egg cylinder.

Gastrulation and development
of the germ layers

At 6.5 d p.c. the stage is set for a morphogenetic
process which will completely reshape the
embryo: gastrulation. As a result, a three-germ-
layered embryo composed of mesoderm, endo-
derm and ectoderm is generated. The rotational
symmetry of the egg cylinder is transformed
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Figure 2.1.5 Mouse development from early primitive streak to early organogenesis stages. (A-C) Schematic
representation of early postimplantation development: (A) 6.75d p.c. embryo; (B) 7.5d p.c. embryo; (C)
8.25d p.c. embryo. Colour code: yellow, (visceral, parietal, definitive) endoderm; red, mesoderm; grey,
extraembryonic ectoderm; blue, embryonic ectoderm/epiblast; black, chorion. (D-F) Histological sections of
early gastrulation stage mouse embryos with surrounding uterine tissue. 10 um paraffin sections stained with
haematoxylin and eosin. (D) 6.25d p.c. embryo; (E) 7.0d p.c. embryo; (F) 8.0-8.25d p.c. embryo. (G-1) Whole




into a bilaterally symmetrical organization with
distinct anterior-posterior and dorsal-ventral
axes. The left-right axis is determined after onset
of gastrulation and becomes morphologically
obvious with the looping of the heart tube at
85 dp.c. (for recent reviews on mouse gastrula-
tion see [72, 109]).

Morphogenetic movements
and the generation of the
germ layers

Attheinitiation of gastrulation epiblast cells at the
future posterior end of the embryonic portion of
the egg cylinder undergo an epithelial-mesen-
chymal transition and leave the epithelial conti-
nuity of the primitive ectoderm. This region is
called the primitive streak and extends soon after
its appearance distally towards the tip of the egg
cylinder.  Epithelial-mesenchymal  transition
involves the disruption of cell contacts and reor-
ganization of the cytoskeleton. Downregulation
of expression of the adhesion molecule E-cad-
herin is a crucial prerequisite that is controlled
by Fgf-induced expression of the transcriptional
repressor Snail (reviewed in [110]). The epiblast-
derived mesenchymal cells move as a new tissue
layer between the visceral endoderm, the epiblast
and the extraembryonic ectoderm, and differen-
tiate into mesodermal cells (Figure 2.1.5). Primitive
streak induction and mesoderm formation is
controlled by bone morphogenetic protein
(Bmp)signals from the extraembryonic ectoderm,
and Nodal and Wnt signals from the epiblast that
interact in a reinforcing loop (see references in
[72]). Wnt and Fgf signals converge to activate
transcription of the T-box transcription factors
T (Brachyury) and Tbx6 that maintain

mesendoderm formation and patterning in the
primitive streak [111-113].

The first mesenchymal cells to emerge from
the primitive streak migrate towards the extra-
embryonic ectoderm and will give rise to the
extraembryonic mesoderm. At the margin of
the embryonic part of the egg cylinder, ecto-
dermal cells bulge into the lumen of the egg
cylinder together with the underlying extra-
embryonic mesoderm and form the amniotic
folds. Formation of the amniotic folds progresses
from posterior to anterior, leading to a contin-
uous constriction of the central cavity that is
most advanced at the posterior end. The amniotic
folds grow towards each other, and finally meet
and fuse. Concomitantly, the mesoderm within
the folds develops a central cavity, the exocoelom,
pushes the extraembryonic ectoderm towards
the ectoplacental cone and separates it from the
embryonic ectoderm. On day 7.5 p.c., after the
amniotic folds have fused, the proamniotic cavity
of the egg cylinder has been divided into the
amniotic, exocoelomic and ectoplacental cavities
(Figure 215A-D, G, H, ], K). Extraembryonic ecto-
derm with the underlying extraembryonic meso-
derm constitutes the chorion, visceral endoderm
with the attached extraembryonic mesoderm
forms the visceral yolk sac. The amnion consists
of an ectodermal cell layer covered by extra-
embryonic mesoderm. At the posterior end of
the embryo extraembryonic mesoderm cells
give rise to a finger-like structure, which grows
through the exocoelom towards the chorion.
This tissue is called allantois and will later fuse
with the chorion, linking the embryo with the
ectoplacental cone. The allantois will form the
umbilical cord and together with the chorion
will give rise to the chorioallantoic placenta
(Figure 215G, F, I, K; for reviews see [114, 115]).

<

gastrulation stage embryos. (G) 7.5d p.c. embryo; (H) 7.75d p.c. embryo; (I) 8.5d p.c. embryo. The black bar
represents 200 um. (J-L) Gastrulation stage embryos marked for the primitive streak/tail bud region. Immu-
nohistological detection of Brachyury protein expression in whole embryos [199]. (J) 6.5d p.c. embryo. Bra-
chyury expression marks the primitive streak, which has formed at the future posterior end of the embryo
proper. (K) 7.5d p.c. embryo. The primitive streak has extended right to the distal tip of the egg cylinder.
Brachyury protein expression also indicates the extraembryonic mesoderm (allantois) and the head process.
(L) 9.0d p.c. embryo. The primitive streak or tail bud marks the posterior pole of the embryo. Brachyury protein
is detected all along the notochord. Anterior is to the left of the picture and proximal to the top. ac, amniotic
cavity; al, allantois; am, amnion; bi, blood islands; cho, chorion; e, (definitive) endoderm; eee, extraembryonic
ectoderm; eem, extraembryonic mesoderm; epc, ectoplacental cavity; exo, exocoelom; fgp, foregut pocket; h,
heart; hp, head process; igm, ingressing mesoderm; nc, notochord; nf, neural folds; pe, parietal endoderm; PS,
primitive streak; so, somites; TB, tail bud; te, trophectoderm; ve, visceral endoderm.
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During 6.5 and 7.5d p.c. the primitive streak
extends from the posterior end of the embryo
proper to the distalmost part of the egg cylinder
(Figure 2.15A, B, ], K). During all that time meso-
dermal cells continuously form and move later-
ally and anteriorly away from the primitive
streak [116]. In addition, cells originating from
the anterior region of the primitive streak
displace part of the visceral embryonic endoderm
cells into the yolk sac and intermingle with
another part to form the definitive endoderm
[102]. They will colonize the midline region of
the embryo and will eventually form the midgut
[117, 118]. The mechanisms that guide separation
of endodermal and mesodermal precursors are
not well known, but the T-box transcription factor
eomesodermin and upstream Nodal signalling
may be involved [72, 119].

Around day 7 p.c. an ectodermal thickening
emerges at the anterior end of the streak repre-
senting the node (Hensen’s node, as this structure is
called in birds). Cells migrating through this area
move anteriorly to form a transient embryonic
structure lying in the midline of the embryo: the
notochord (Figure 2.1.5B, K) [117, 120, 121]. Endo-
dermal cells from this region contribute to trunk
endoderm [117]. The embryonic ectoderm cells
overlying the notochord and its anterior exten-
sion, the prechordal plate, form the neural plate
that folds in the midline to form the neural groove.

From day 7.5 p.c. onwards, extensive anterior
growth and regression of the primitive streak
extend the neural plate posteriorly. Concomitantly,
the primitive node moves back and cells migrating
through the regressing node form more posterior
parts of the notochord. Ingression of cells through
the primitive streak persists up to and through day
10 p.c. (midgestation) leading to posterior elonga-
tion of the embryo. Between 9.5 and 10.5d p.c. the
primitive streak gradually loses its identity and is
then referred to as the tail budinstead. Gastrulation
continues in the tail bud at the posterior end of the
embryo until 13.5 d p.c, generating posterior trunk
and tail tissue (Figure 2.1.5G, I).

Cells ingressing at different positions along
the primitive streak (and the tail bud) have distinct
developmental fates and give rise to different
prospective mesodermal and endodermal tissues.
Cells emerging from the posterior part of the
streak move mainly into the extraembryonic
mesoderm. Cells from the middle region of the

streak give rise to lateral mesoderm (mesoderm
located laterally to the paraxial mesoderm). Cells
emerging anteriolaterally to the streak form para-
xial mesoderm (giving rise to somites and head
mesenchyme), and cells emerging from the ante-
rior part of the primitive streak mainly contribute
to notochord and gut [114, 122]. In addition to the
position-dependent allocation of cells to different
mesodermal tissues, which is at least partially
controlled by dose-dependent Nodal signalling
[123], the streak has a stage-dependent potential
to form different mesodermal cell types. While
the early primitive streak (day 6.5-8) produces
both embryonic and extraembryonic mesoderm,
the older primitive streak (from day 8.5 onwards)
continues to produce embryonic mesoderm but
ceases to contribute to extraembryonic mesoderm
[122]. Hence, there is a time- and space-dependent
translation of anterior-posterior positional values
in the primitive streak into an axial-lateral, ie.
dorsal-ventral, patterning of the mesoderm.

Similarly, the fate of embryonic ectoderm
cells in the day 7.5 embryo seems to depend on
the position along the anterior-posterior axis.
Cells from the anterior regions give rise to neuro-
ectoderm of the prosencephalon and mesenceph-
alon, cells flanking the anterior end of the streak
give rise to neuroectoderm of the rhombenceph-
alon, and cells flanking the anterior and middle
region of the streak give rise to the spinal cord.
The future dorsoventral orientation of neuro-
ectodermal cells in the neural tube seems to be
already established at this stage of gastrulation.
Cells closer to the midline end up in more ventral
positions than cells which are located more later-
ally. Ectoderm from the most posterior regions
gives rise to surface ectoderm and cells
from positions most lateral to the midline are
the presumptive neural crest cell precursors
[106, 107, 114]. These cell fates, however, do not
imply that cells are committed to specific lineages
prior to gastrulation, since there is little regional
restriction in the developmental potency of
embryonic ectoderm cells [106]

Anterior-posterior patterning
and early organizing centres

The first morphological indication of breaking
the rotational symmetry of the egg cylinder is




the emergence of the primitive streak. The posi-
tion of the primitive streak defines the posterior
pole of the anterior-posterior axis of the
emerging bilaterally symmetrical embryo. The
pregastrulation epiblast is characterized by exten-
sive cell mixing, making it very unlikely that
positional information for anterior-posterior
axis specification can be maintained within the
epiblast [124]. However, extraembryonic tissues
like the visceral endoderm and the extra-
embryonic ectoderm grow coherently and could
instruct the underlying epiblast with positional
information [125]. In fact, it has turned out that
reciprocal interaction between the visceral endo-
derm, the extraembryonic ectoderm and the
epiblast by secreted growth factors of different
families leads to regionalized gene expression
in these tissues and to establishment of a prox-
imal-distal axis in the epiblast. Soon afterwards
the radial symmetry is broken and the anterior
and posterior molecular identities emerge (for
a review see [61, 72]). Evidence for these early
patterning events is first apparent by local thick-
ening of the visceral endoderm at the distal end
at embryonic day 5.0-5.25 and later at embryonic
day 5.5-6.0 on one side (the future anterior) side
of the egg cylinder [126, 127]. The primitive streak
forms opposite the thickening of the anterior
visceral endoderm (AVE), identifying this tissue
as a reliable landmark for the anterior pole of
the body axis. The distal visceral endoderm
(DVE) is established by Nodal signalling stating
from embryonic day 5.0. Nodal induces the
expression of inhibitors of Nodal and Wnt signal-
ling in the DVE which then acts back to inhibit
Nodal and Wnt signalling pathways in the over-
lying epiblast, thus, generating a proximal-distal
gradient of activity of these pathways [128, 129].
As mentioned before, Nodal signalling also main-
tains the progenitor character of cells in the
extraembryonic ectoderm [90, 129] In turn,
signals from this tissue, including Bmps, pattern
the proximal epiblast and prevent the visceral
endoderm from acquiring a distal character
[130]. Lineage tracing showed that visceral endo-
derm cells from the distal tip of the egg cylinder
directionally migrate to the future anterior side
of the proximal region [131]. The direct descent
of the AVE from DVE cells has recently been
questioned [132]. In any case, this global migra-
tion of DVE repositions a source of Nodal and

Wnt antagonists, and, thus, inhibits activation of
these pathways and formation of primitive
streaks at the (now) anterior end of the embryo
[133]. The AVE plays an additional role as a signal-
ling centre for the underlying (future anterior
neural plate) embryonic ectoderm [134].

Molecular and minor morphological asym-
metries are already present in the preimplanta-
tion as well as in the pregastrulation embryo.
Although no experimental proof exists, it is
conceivable that there is a flow of information
originating in the zygote or even the oocyte to
the blastocyst, or from the blastocyst to the
egg cylinder, that is translated into anterior-
posterior polarity in the egg cylinder embryo
[58, 59, 61, 132].

While the molecular mechanisms governing
establishment of the anterior-posterior axial
polarity of the gastrulation stage embryo are
just being unravelled, a great deal of evidence
has accumulated to highlight the role of the
node as an embryonic tissue to function as an
organizer of anterior-posterior polarity within
the embryo itself (for reviews see [135, 136]).
The node only becomes morphologically visible
as an indentation at the distal tip of the
7.75d p.c. embryo [137] (Figure 2.1.5H). However,
lineage studies have shown that the precursors
of the node can be traced back to the anterior
end of the primitive streak in the 65dp.c.
embryo [124, 138]. Cells of this early node as
well as the late node contribute to axial mesen-
doderm, the prechordal plate or head process,
the notochord and the gut endoderm. Length-
ening of the anterior-posterior axis of the
embryo results in a posterior displacement of
the node from 8.0dp.c. on, leaving behind the
mesodermal cells that undergo a convergent
extension movement to form the notochord
(Figure 2.1.5I).

Transplantation experiments have shown
that the anterior streak of the 6.5d p.c. embryo
and the node of the 7.5 d p.c embryo respectively
not only give rise to axial mesendoderm but
provide a patterning system that induces and
organizes neighbouring tissues into an ante-
rior-posterior axis [139, 140]. The late node and
the early anterior streak behave as late and early
gastrula organizers (EGO), respectively. They are
functional homologues of the dorsal blastopore
lip region of the amphibian gastrula, the

AD0T0Ig FNAILVINYON ANV ANOLVNYY Q ININHOTIAIQ ISNOJA] ATEV]



ANATOMY AND NORMATIVE BioLoGgY @ EARLY Mouse DEVELOPMENT

paradigm for such an organizing centre [136].
The gastrula organizer progressively induces
more posterior cell fates. At present it seems
that it never induces very anterior neural fate,
suggesting the existence of a separate head orga-
nizing activity. Alternatively, EGO and AVE
activities may synergize in inducing anterior
cell fates [141, 142].

Molecular analysis of organizer gene
expression and function in the Xenopus and
the mouse embryo have shown that EGO and
node rather than working by secretion of
inducing factors are a rich source of inhibitory
molecules of the Wnt and Bmp signalling fami-
lies. Locally restricted inhibition of Bmp and
Wnt pathways generates gradients of these
signals important in patterning the anterior-
posterior and dorsoventral axes (for review
see [143, 144]).

Left-right asymmetry

The external appearance of the mouse body, like
that of every mammal, is of overt bilateral
symmetry. However, most internal organs are
asymmetric in shape or in position. This asymme-
try is generated by different mechanisms. In
some cases a differential looping or turning pro-
gramme is involved (e.g. heart, guts), in other
cases differential growth is the driving force
(e.g- lungs), and finally, differential remodelling
of originally identical sides may lead to asymme-
try, as seen in the vascular system.

This asymmetry along the left-right axis is
the last of the embryonic asymmetries to be
established. Symmetry breaking occurs during
gastrulation in embryogenesis, the first morpho-
logical sign being asymmetric looping of the
heart tube at 85dp.c. (for reviews see
[145, 146]). Genetic studies in the mouse as well
as embryological manipulations in the chick
have established a series of events that mediate
left-right asymmetry. A major player in estab-
lishing this asymmetry is the node, the structure
which also organizes dorsoventral and anterior-
posterior patterning of the embryo. Ventral
node cells harbour monocilia with a 940 micro-
tubule arrangement, which rotate in a clockwise
fashion [147]. Disruption of nodal cilia or pertur-
bation of ciliary rotation leads to randomization
of left-right asymmetry of internal organs,

suggesting that the directed rotation of nodal
cilia creates a flow of the extraembryonic fluid
from right to left [148, 149]. In turn, this might
result in the excitation of sensory cilia at the
periphery of the node. Alternatively, it may
generate a differential transport of a signalling
molecule across the nodal epithelium between
7.0 and 7.5 dp.c [149, 150]. Signalling molecules
including retinoic acid and Sonic hedgehog
(Shh) are loaded on membrane-sheathed lipopro-
tein particles, so-called nodal vesicular parcels
(NVP), that are launched from microvillar
extensions of nodal cells. NVPs are transported
to the left nodal side where they are fragmented
and absorbed by nodal cells [151]. This leads to
a transient rise in Ca®" in these cells which prop-
agates to the left lateral plate mesoderm where
new molecular signals including the paired-like
homeodomain transcription factor 2 (Pitx2), the
signalling molecules Nodal and the left-right
determination factor 2 (Lefty2) become asymmet-
rically expressed. They finally induce the asym-
metric morphogenesis of the visceral organs
starting from 8.5d p.c.

Embryonic turning

The arrangement of ectoderm inside and endo-
derm on the outside of the embryo, which is
found prior to and during early gastrulation, is
known as inversion of the germ layers and is
common to mouse, rat, rabbit, guinea-pig and
other closely related rodents. In sagittal section
the embryo is U-shaped, with the midgut endo-
derm lining the outer curvature of the U and
fore- and hindgut following at either end. At
8.25-8.5 d p.c, when the first six to eight somites
have formed (see below), the inversion of the
germ layers is reversed by a process known as
turning. During turning the embryo rotates anti-
clockwise around its anterior-posterior axis. As
a consequence, the curvature of the U is
reversed and the ectoderm comes to lie at the
outer aspect of the embryo. The embryo
becomes surrounded by the extraembryonic
membranes, the amnion and the visceral yolk
sac, since they are attached to the embryo along
the boundary of the body wall and the future
site of attachment of the umbilical cord. For
a more detailed and illustrated description of
turning, see [2]




Differentiation of mesoderm
and early development of
mesodermally derived organs

Various types of mesoderm, which contribute to
different tissues of the embryo, are generated
during gastrulation [152]. Mesoderm along the
midline of the embryo (axial mesoderm) forms
the prechordal plate and notochord. The noto-
chord is a transient embryonic tissue that disinte-
grates after embryonic day 12.5 and is taken up
into the intervertebral discs to form their central
nuclei pulposi. Unlike in lower vertebrates where
the notochord also fulfils structural tasks, the
murine notochord is a thin rod that merely acts
as an important signalling centre for patterning
of surrounding tissues [153]. Signals from the pre-
chordal plate/notochord induce the overlying
ectoderm to form the neural tube. Shh from
the notochord subsequently induces ventral fates
including the floor plate in the neural tube.
Other targets of notochordal Shh activity include
the underlying endoderm as well as the adjacent
paraxial mesoderm, which flanks the notochord
and the neural tube laterally on both sides as
thick tissue bands.

Beginning at around day 7.75p.c, balls of
mesenchymal cells condense from the posterior
unsegmented region of paraxial mesoderm, the
so-called presomitic mesoderm, undergo an mesen-
chymal-epithelial transition and form somites,
vesicles of a single-layered epithelium that
enclose the somitocoel, a cavity containing few
mesenchymal cells [154, 155]. The first somites
form in the posterior head fold region of the
embryo; somite condensation then progresses pos-
teriorly, while new mesoderm continues to be
generated from the primitive streak at the caudal
end of the embryo (Figure 2.1.6). The total number
of about 65 somite pairs is formed at around day
13 of development. The metameric somites can
be considered as a primary segmental subdivision
along the anterior-posterior body axis. The highly
synchronized sequential formation of somite
pairs is under the control of multiple signalling
pathways including Wnt, Fgf and retinoic acid
that exhibit graded distribution of signalling
activity within the paraxial mesoderm. While
Wnt and Fgf signalling show highest activity in
the posterior presomitic mesoderm, retinoic

Figure 2.1.6 Formation and differentiation of the
mesoderm and onset of organogenesis. Lateral view
of a whole 9.5d p.c. embryo. fb, forebrain; flb, fore
limb bud; h, heart; hb, hindbrain; mb, midbrain; pa,
pharyngeal arches; psm, presomitic mesoderm; so,
somites; spc, spinal cord; tb, tailbud.

acid signalling establishes a counter-gradient
with the highest activity in the somites. In addi-
tion, high levels of Wnt and Fgf signalling
together with Notch signalling are required for
activity of a molecular oscillator in the PSM
[156]. Of note, the specification of anterior-poste-
rior positional identities along the body axis
occurs in the presomitic mesoderm by control-
ling the combinatorial and sequential expression
of genes from the four murine Hox clusters[157].

Shortly after their formation somites differen-
tiate further (for a review see [154, 158]). Cells from
the ventral part of the somites become mesen-
chymal again and migrate towards the notochord
and the neural tube to enclose them. These cells,
called sclerotome, give rise to the axial skeleton (verte-
brae, ribs). The cells left behind form a bilayered
structure called dermomyotome. The dorsal derma-
tome cells give rise to the connective tissue of the
skin. The dorsal myotome will form the skeletal
muscles of the back (hypaxial musculature),
whereas ventral myotomal cells form the muscles
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of the body wall and limbs (epaxial musculature).
Correct segmentation of the axial skeleton relies
on a second patterning process which subdivides
somites along the anterior-posterior axis into two
halves. Cells from anterior and posterior somite
halves differentially contribute to the vertebrae,
and impose a segmental mode of migration and
trajection onto the neural crest cells and spinal
nerves, respectively, to ensure the segmental
arrangement of the peripheral nervous system.
While dorsoventral patterning of somites is regu-
lated by extrinsic signals including Shh from the
notochord/floor plate and Wnts from the dorsal
neural tube and ectoderm, anterior-posterior
somite polarization depends on an intrinsic mech-
anism involving the Notch/Delta signalling
pathway and Mesp2 transcription factor activity
in the presomitic mesoderm, and subsequent
antagonistic action of the two transcriptional
repressors Uncx4.1 and Tbx18 in the somites and
the lateral sclerotome [159, 160].

Mesodermal cells immediately flanking the
somites, the intermediate mesoderm, form the
urogenital system comprising the gonads, the sex
ducts and the kidneys. Specification of the inter-
mediate mesoderm similar to the somitic meso-
derm is controlled by expression of specific
transcription factors (for a review see [161]). Devel-
opment of the excretory system is unusual, since
three embryonic kidneys are sequentially laid
down in this tissue from anterior to posterior:
the pronephros at the levels of the fore limbs,
the mesonephros between fore and hindlimbs,
and the metanephros at the levels of the future
hindlimbs.  Metanephric  development is
controlled by reciprocal signalling between the
epithelial Wolffian duct and its derivative, the
ureter, and the surrounding metanephric mesen-
chyme. While the Wolffian duct and the ureter
will form the collecting duct system of the kidney
and male sex ducts, respectively, the latter will
form stroma and the nephrons (for a review see
[162]). Both sex ducts and gonads are initially sexu-
ally indifferent, but upon genetic and subsequent
hormonal cues the somatic aspects of the gonads
will differentiate into testes and ovaries, while
the two sex duct systems that are initially estab-
lished in both sexes (the Miillerian duct and the
Wolffian duct) will selectively degenerate (the
Miillerian duct in the male and the Wolffian
duct in the female) and differentiate (the

Miillerian duct to the vagina, the uterus and the
oviduct in the female, and the Wolffian duct to
the vas deferens and the epididymis in the male),
respectively (for a review see [163, 164]).

Further laterally lies the lateral plate meso-
derm. Lateral plate mesoderm splits into a dorsal
(or somatic) aspect underlying the ectoderm and
a ventral (splanchnic) region underlying the
endoderm. Limbs arise from the somatic lateral
plate mesoderm by the local formation of two
pairs of tissue protrusions. Outgrowth and
patterning of these limb buds are regulated by
various signalling centres including an epithelial
thickening at the distal outline of the surface
ectoderm, the apical ectodermal ridge (AER),
and the zone of polarizing activity (ZPA) in the
posterior limb bud mesenchyme. Signals from
these two centres (Shh from the ZPA and Fgfs
from the AER) interact to drive outgrowth
and proximal-distal and anterior-posterior
patterning of the bud. The mesenchyme of the
limb bud will contribute to the formation of
tendons and skeletal elements, whereas the
nerves and the muscles derive from the spinal
cord and the somitic mesoderm, thus migrating
into the developing limb (for a review see [165]).

Bilateral subregions of the anterior splanchnic
lateral plate (the so-called first heart field) are
destined to a cardiac fate, and fuse at the midline
to form a cardiac crescent from which a simple
peristaltically active tube arises around embry-
onic day 825 (for a recent review on heart
development see [166]). The tube is further
elongated by recruitment and delayed myocar-
dial differentiation of precursor cells from the
pharyngeal mesoderm (the second heart field) at the
two poles. Concomitantly with the morphogenetic
process of looping that repositions the venous
pole anteriorly, chamber formation is induced in
discrete zones along the outer curvature of the
growing heart tube at embryonic day 8.5-9.0.
The regions flanking and separating the chamber
myocardium, the inflow tract (IFT) and outflow
tract (OFT), and the atrioventricular canal
(AVC), respectively, retain a less differentiated
myocardial phenotype and contribute to the
free left ventricular wall and to the conduction
system, but also induce the overlying endothelium
to delaminate and, as mesenchymal cells, populate
the extracellular matrix of the cardiac jelly to
form cushions from which the valves will develop.




While the cardiac tube only consists of an inner
epithelial layer of endothelial cells and
a surrounding myocardium, the outer layer, the
epicardium, derives from an extracardiac cell
population, the proepicardium, at the posterior
pole of the heart. Cardiac specification, differen-
tiation and morphogenesis are driven by the tight
interplay between signalling pathways, most
notably Bmps and Wnts, and transcription factors
including Nkx25, Gata proteins and T-box
factors.

Concomitant with heart development, the
initially bilateral inflow and outflow vessels are
reshaped to attain a clear asymmetry. Between
the splanchnic and somatic layers of the lateral
plate mesoderm, the coelom forms; this will later
be subdivided into the separate pleural, pericar-
dial and peritoneal cavities.

Extraembryonic mesoderm of the visceral
yolk sac is the first site of haematopoiesis in the
developing embryo [167, 168]. From the 7th day
of embryonic development onwards blood islands
appear on the inner side of the visceral yolk sac.
These are condensations of mesenchymal cells,
which form an irregular girdle around the exo-
coelom. The inner cells of these condensations
become embryonic red blood cells (which are
nucleated cells, in contrast to the adult erythro-
cyte), the peripheral cells differentiate and form
the endothelium of blood vessels of the yolk sac.
From embryonic day 8.0, specific haematopoietic
cell generation is seen in the allantois and subse-
quently in the placenta. Between embryonic day
9 and 10 haematopoiesis shifts into a region
derived from the intermediate and lateral plate
mesoderm referred to as AGM, which contributes
to the formation of the aorta, the gonads and the
mesonephros[167,169]. Around day 12 of develop-
ment the fetal liver takes over this function (for
a review see [170]). See Figure 2.1.6 for a 9.5d p.c.
embryo with mesodermal and ectodermal differ-
entiation at the onset of organogenesis.

Differentiation of ectoderm
and early organogenesis of the
nervous system

The nervous system develops from neural plate

ectoderm, which gives rise to the neural tube
and the neural crest, which in turn form all parts

of the central and peripheral nervous system
(for a review see [171]). Starting around day 7.5
the neural groove begins to form along the
midline of the neural plate. While the primitive
streak is regressing and the neural plate extending
posteriorly, the neural groove deepens and the
neural folds develop. In the cranial third of the
embryo the head folds emerge rapidly and bulge
deeply into the amniotic cavity due to rapid
growth and the indentation of the foregut pocket,
which pushes the overlying neuroectoderm ahead
of itself. As the folds become higher, the edges
start to approach each other and finally meet
and fuse to form the neural tube, which underlies
the surface ectoderm. Closure of the neural tube
starts around day 8.25 at the position of the fourth
to fifth somite and progresses anteriorly and pos-
teriorly. The open ends of the neural tube are
called the anterior and posterior neuropore. Develop-
ment of the neural tube progresses more rapidly
in the cranial region. The anterior neuropore is
closed around day 9 while closure of the posterior
neuropore is not complete until day 10 p.c. Cells
from the edge of the neural folds between neuro-
ectoderm and surface ectoderm give rise to the
neural crest; this is a transient structure which is
present only shortly after closure of the neural
tube. The neural crest cells disperse rapidly and
migrate through the embryo. Depending on
which part along the anterior-posterior axis they
originated from and where they finally settle,
they give rise to a variety of cell types. Among
these are the neurons and glial cells of the spinal
ganglia, the peripheral nervous system and the
adrenal medulla, the melanocytes of the
epidermis and most of the mesenchymal cells of
the head (skeletal and connective tissue) (for
reviews on neural crest development see [172-

174).

Differentiation of endoderm
and organogenesis of the gut
and its derivatives

The definitive endoderm derives, together with
the mesoderm, from epiblast cells that ingress
through the node and the anterior primitive
streak during early gastrulation. While the meso-
dermal cell layer moves anteriorly and laterally,
cells fated to become definitive endoderm
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migrate ventrally and intercalate with the
visceral endoderm cell layer to generate an
epithelial sheet of definitive endoderm [102].
Endoderm is specified from mesendodermal
precursors by high levels of Nodal signalling,
whereas low levels induce mesodermal fates
[175]. Nodal signals direct a network of transcrip-
tion factors including Mix-like proteins, Foxa2,
Sox17, eomesodermin and Gata4-6 that further
direct this lineage. By the head fold stage (7.5-
8dp.c), the definitive endoderm consists of
some 500 cells, which are organized in a single
cup-like sheet. At this time deep invaginations
occur at the anterior and posterior end of the
embryo to form the foregut and hindgut pockets.
They will later make contact with the definitive
endoderm of the midgut region. Concomitantly
with embryonic turning (825-9.0dp.c), the
lateral walls of the endoderm sheets are brought
into juxtaposition and fuse, generating a contin-
uous gut tube [176]. During midgestation stages,
the growth of the gut tube exceeds that of the
body cavity leaving parts of the midgut herni-
ating outside the ventral body wall (for review
of endoderm development see [177, 178]).

A broad anterior-posterior patterning of the
gut has already occurred at the late primitive
streak stage, possibly by node- and streak-derived
signals. Extensive morphogenetic movements
between the late streak stage and midgestation
juxtaposes the gut endoderm with various meso-
dermal cell types. Epithelial-mesenchymal interac-
tions between gut endoderm and the surrounding
splanchnic mesoderm result in a progressively
refined anterior-posterior patterning of the gut
tube and induction of gut organ appendages.
The anterior gut tube differentiates into oesoph-
agus, the midgut into stomach and small intestine
(duodenum, jejunum, ileum), and the hindgut
into the large intestine (caecum, colon, rectum),
with highly specialized endodermal cell types
and distinct radial patterns of the splanchnic meso-
derm differentiating into fibrous tissue, smooth
muscle layers and vascular endothelium. Signal-
ling factors that regulate anterior-posterior
patterning of the endoderm include Fgfs, Wnts,
Bmp and retinoic acid. They converge onto
different transcriptional regulators that broadly
specify identity of the foregut (Hhex, Sox2), the
midgut (PdxI) and the hindgut (Cdx2). Along the
anterior-posterior axis of the gut, endodermal

organs form by budding: the thyroid at 85dp.c.
[179], the lung at 9.5d p.c. [180], the liver from
9d p.c.[181] and the pancreas (from a ventral and
a dorsal bud of the foregut endoderm) from
embryonic day 9.5 [182]. Again this is under the
control of dose-dependent and combinatorial
action of a number of mesodermal signals,
including Fgfs, Bmps and Wnts, which induce
expression of transcription factors that further
specify the respective lineages. Lung and pancreas
development can be considered as typical for
branching morphogenesis. The foregut endoderm
buds out, proliferates and undergoes extensive
branching while interacting with the surrounding
mesenchymal cell layer. Perhaps not surprisingly
at this point, reciprocal signalling between the
epithelial and mesenchymal tissue compartments
has been recognized as a driving force of these
morphogenetic programmes. For references on
the molecular control of endoderm patterning
and organ formation, see the recent review [177].

Primordial germ cells

Primordial germ cells (PGCs), the ancestors of the
gametes, originate in the mouse at least as early as
on day 7 of embryonic development (for a review
see [183]). They arise from a population of pluri-
potent somatic cells in the proximal epiblast near
the extraembryonic ectoderm [184]. Bmp signals
from this tissue have been shown to select PGCs
from their somatic neighbours dose-dependently
via the Smad pathway [185, 186]. PGCs actively
suppress differentiation programmes of somatic
cells and acquire pluripotency, functions that
are mediated downstream of Bmp signalling by
the two zinc finger transcriptional repressors
Blimpl and Prdm14 [187, 188]. PGCs pass through
the posterior primitive streak and are found first
in the posterior part of the embryo at the base of
the allantois [189, 190]. They are large, round cells
which contain a high level of alkaline phospha-
tase activity [191]. More recently, a pluripotency
marker, the POU transcription factor Oct4, was
found as a PGC marker [192]. A truncated Oci4
promotor was used to drive expression of green
fluorescent protein in transgenic animals. Thus,
migration of PGCs was visualized in a living
embryo [193] From day 85 onwards PGCs
migrate through the hindgut and mesentery
wall and colonize the genital ridges. The genital




ridges, which give rise to the gonads, are a paired
mesodermal tissue that lies beneath the dorsal
mesentery of the body. By day 12.5 of develop-
ment PGCs are largely confined to the devel-
oping gonads. JInvitro studies suggest that
colonization of the genital ridges is brought
about by active movement of the PGCs, and
that PGCs lose their invasive motility after
entering the gonad anlagen [194]. Directed migra-
tion of PGC is regulated by cues from their
somatic environment, including chemotactic
signals presumably from the gonad, as well as
gradients formed by proteins in the extracellular
matrix. Again depending on environmental cues,
PGCs proliferate during their migration, and the
population of about 10-100 PGCs present around
day 7-8p.c. in the extraembryonic mesoderm
increases to more than 20000 in the colonized
genital ridges around day 14p.c. [195] Once
within the genital ridges massive epigenetic
changes occur in PGGCs including random
X-chromosome inactivation in female PGCs.

At 12dp.c. differences between male and
female genital ridges become apparent and
male and female germ cells embark on their
specific developmental programmes. This is
not cell-autonomous but relies on the somatic
environment of the PGCs. Male PGCs enter
mitotic arrest around day 13 p.c. and continue
development only after birth. In contrast,
female mouse PGCs enter meiosis from day 13
of development onwards and by about
3-bdays after birth all germ cells have under-
gone oogonial development and are in the
diplotene stage of meiosis (for recent reviews
see [183, 196]).

Late embryonic
development:
completion of
organogenesis
and fetal growth

By midgestation (day 11 of development) the basic
body plan has essentially been established. The

three embryonic axes have been laid down and
patterning and cellular differentiation along
these axes has progressed considerably. Whereas
at the anterior end of the embryo tissue differen-
tiation and organogenesis has already progressed
and accelerated considerably, the axial elonga-
tion is only gradually coming to an end in the
tail bud region. In the nervous system separation
of the four brain vesicles proceeds and the major
divisions of the brain are now clearly visible. The
cellular differentiation of the nervous system,
which begins around day 9 p.c,, continues. Prolif-
erating neuroblasts are found in the walls of the
entire central nervous system and the spinal
ganglia are well formed. The major elements of
the circulatory system have developed and are
functional to supply the growing embryo with
nutrients and oxygen-enriched blood. Fore- and
hindlimb buds are present, the anterior limbs,
because they arise first, are more developed
than the posterior ones. In the trunk region the
development of the vertebrae commences and
in this region somites start to become less discern-
ible. All major organ anlagen are present or
emerge within the next few days.

Generally, organs functional in the embryo
are laid down more anteriorly and mature
more quickly. Organs dispensable for the
embryo are established more posteriorly and
mature more slowly. Hence, organs like the
kidneys and the lung only become functional
at or after birth. As briefly discussed above,
development of all organs is characterized by
a highly coordinated programme of cell and
tissue interactions, cell and tissue movements
(morphogenesis) and locally controlled cellular
differentiation pathways. Detailed discussions
of these developmental programs are beyond
the scope of this introductory chapter and can
be found in [197].

Besides locally controlled proliferation rates
leading to directional outgrowth of organs and
appendages like limbs, jaws or external genitalia,
a massive increase in size occurs between day 6.5
of development and birth. Global growth control
occurs concomitantly with gastrulation and
organogenesis but can genetically be uncoupled,
leading to small newborn pups [198] Global
growth control is mediated by a cocktail of
systemic factors, which are under hormonal
control at some point during development.
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CHAPTER

Gross Anatomy

Vladimir Komarek
Sidlistni, Lysolaje, Czech Republic

I nt rod u cti on muscles and a dissection of the body cavities

with description of major organs. More detailed

information is provided in several publications
This chapter presents illustrations likely to be of  [1-5]. The terminology used here is based on the
practical importance to those working with labo- international veterinary anatomical nomencla-
ratory mice. They include the body regions, ture [6] In the figure captions, XY denotes male
a simple demonstration of the skeleton, the and XX female.

Figure 2.2.1 The regions of the body (regiones corporis), lateral view. Regions of the face (regiones faciei),
1. regio dorsalis nasi, 2. regio lateralis nasi, 3. regio naris et apex nasi, 4. regio oralis, 5. regio mentalis, 6. regio
buccalis, 7. regio mandibularis, 8. regio intermandibularis, 9. regio orbitalis, 10. regio infraorbitalis, 11. regio
zygomatica, 12. regio articulationis temporomandibularis, 13. regio masseterica. Regions of the skull (regiones
cranii), 14. regio frontalis, 15. regio parietalis, 16. regio occipitalis, 17. regio supraorbitalis, 18. regio temporalis,
19. regio auricularis et auricula. Regions of the neck (regiones colli), 20. regio parotidea, 21. regio subhyoidea,
22. regio colli dorsalis, 23. regio colli ventralis, 24. regio trachealis. Regions of the chest (regiones pectoris), 25.
regio presternalis, 26. regio sternalis, 27. regio mammaria thoracica (see Figure 2.2.4), 28. regio costalis, 29.
regio scapularis, 30. arcus costalis. Regions of the cranial abdomen (regiones abdominis craniales), 31. regio
hypochondriaca, 32. regio xiphoidea. Regions of the middle abdomen (regiones abdominis mediae), 33.
regio abdominis lateralis, 34. regio umbilicalis, 35. regio plicae genus, 36. regio mammaria abdominalis

The Laboratory Mouse
© 2004, Elsevier Ltd. All rights reserved.
ISBN 978-0-12-382008-2 DOI: 10.1016,/B978-0-12-382008-2.00007-6
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Figure 2.2.3 The regions of the body (regiones cor-
poris), ventral view XX (for labelling see Figure 2.2.1).

Figure 2.2.2 The regions of the body (regiones cor- Figure 2.2.4 The mammary gland (XX). 1. Pars cervi-

poris), ventral view XY (for labelling see Figure 2.2.1).  calis, 2. pars thoracica cranialis, 3. pars thoracica cau-
dalis, 4. pars abdominalis, 5. pars inguinalis, 6. clitoris

et orificium urethrae externum, 7. introitus vaginae,
8. anus, 9. papillae mammae, 10. lymphonodus sub-
iliacus, 11. vena epigastrica cranialis superficialis.

(see Figure 2.2.4). Regions of the caudal abdomen (regiones abdominis caudales), 37. regio inguinalis, 38. regio
pubica (scrotalis et preputialis in XY), 39. regio mammaria inguinalis (see Figure 2.2.4). Regions of the back
(regiones dorsi), 40. regio vertebralis thoracis, 41. regio interscapularis, 42. regio lumbalis. Regions of the pelvis
(regiones pelvis), 43. regio sacralis 44. regio tuberis coxae, 45. regio glutea, 46. regio clunis, 47. regio tuberis
ischiadici, 48. regio radicis caudae, 49. regio corporis caudae, 50. regio apicis caudae, 51. regio perinealis, 52.
regio analis, 53. regio vulvae, 54. regio clitoridis. Regions of the forelimb (regiones membri thoracici), 55. regio
articulationis humeri, 56. regio axillaris, 57. regio brachii, 58. regio tricipitalis, 59. regio cubiti, 60. regio
antebrachii (cranialis, lateralis, caudalis, medialis), 61. regio carpi (cranialis, lateralis, caudalis, medialis), 62.
regio manus (metacarpi et digiti, cranialis, lateralis, volaris/palmaris, medialis). Regions of the hindlimb
(regiones membri pelvini), 63. regio articulationis coxae, 64. regio femoris (cranialis, lateralis, caudalis, medi-
alis), 65. regio genus, 66. regio cruris (cranialis, lateralis, caudalis, medialis), 67. regio tarsi (cranialis, lateralis,
caudalis, medialis), 68. regio pedis (metatarsi et digiti, dorsalis, lateralis, plantaris, medialis).




Figure 2.2.5 The skeleton. 1. Skeleton capitis, 2. vertebrae cervicales (7), 3. vertebrae thoracicae (about 13, 12—
14), 4. vertebrae lumbales (5-7), 5. vertebrae sacrales (3-4), 6. vertebrae caudales (about 28, 27-30), 7. scapula,
8. clavicula, 9. humerus, 10. radius, 11. ulna, 12. ossa carpi, 13. ossa metacarpi, 14. phalanges digitorum, 15. os
ilium, 16. os ischii, 17. os pubis (15, 16 and 17 considered to form ‘innominate bone’ of the pelvic girdle), 18.
femur, 19. patella, 20. tibia, 21. fibula, 22. calcaneus et ossa tarsi, 23. ossa metatarsi, 24. phalanges digitorum,
25. sternum, VjlIl vertebra inflexa Il sive vertebra anticlinalis.

18-\

W
Figure 2.2.6 The muscles of the body (m., musculus). 1. M. sphincter colli superficialis, 2. m. trapezius, pars
cervicalis, 3. m. trapezius, pars thoracica, 4. m. cleidocephalicus, 5. pars scapularis musculi deltoidei, 6. glandula
lacrimalis extraorbitalis, 7. m. paritidoauricularis et glandula parotidea, 8. m. sternooccipitalis, 9. pars clav-
icularis musculi deltoidei, 10. m. biceps brachii, 11. pars acromialis musculi deltoidei, 12. m. teres major, 13. m.
triceps brachii, caput longum; 13’. caput laterale, 14. m. extensor carpi radialis longus, 15. m. extensor dig-
itorum communis, 16. m. extensor digitorum lateralis, 17. m. extensor carpi ulnaris, 18. m. abductor digiti I.
(pollicis) longus, 19. m. latissimus dorsi, 20. m. serratus ventralis, 21. and 22. pars abdominalis m. pectoralis
majoris, 23. fascia thoracolumbalis, 24. m. obliquus externus abdominis, 25. m. gluteus superficialis, 26. m.
rectus femorism—quadriceps, 27. m. biceps femoris, 28. m. semitendinosus, 29. m. tensor fasciae latae,
30. caput laterale musculi gastrocnemii, 31. m. extensor digitorum lateralis, 32. m. extensor digitorum longus,
Il - V digitus secundus, tertius, quartus, quintus.
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Figure 2.2.7 The muscles of the head. 1. M. levator nasolabialis, 2. m. levator labii superioris proprius, 3. m.
buccinatorius, pars buccalis, 4. m. zygomaticus, 5. m. depressor labii inferioris, 6. m. digastricus, venter rostralis,
7. m. digastricus, venter caudalis, 8. m. masseter, pars profunda, 9. m. masseter, pars superficialis, 10. m.
buccinatorius, pars molaris, 11. m. temporalis, 12. m. sternooccipitalis, 13. m. cleidooccipitalis, 14. m. sterno-
hyoideus, 15. m. trapezius, pars cervicalis, 16. m. parotidoauricularis, 17. glandula lacrimalis extraorbitalis
et eius ductus, 18. glandula parotidea, 19. glandula submandibularis, 20. ductus parotideus.

Figure 2.2.8 The muscles of the head (for labelling see Figure 2.2.7).




Figure 2.2.9 The muscles of the forelimb, lateral
view. 1. Clavicula, 2. m. cleidocephalicus, 3. m. leido-
brachialis, 4. m. trapezius, pars cervicalis, 5. m.
trapezius, pars thoracica, 6. m. deltoideus, pars scap-
ularis, 7. m. deltoideus, pars acromialis, 8. m. cutaneus
trunci, 9. m. triceps brachii, caput longum, 10. m.
triceps brachii, caput laterale, 11. m. infraspinatus, 12.
m. biceps brachii, 13. m. extensor carpi radialis longus,
14. m. abductor digiti I. (pollicis) longus, 15. and 16.
m. extensor digitorum communis, 17. m. extensor
digitorum lateralis, 18. m. extensor carpi ulnaris, 19.
lymphonodus axillaris accessorius, 1I-V digitus secun-
dus, tertius, quartus, quintus.

Figure 2.2.10 The muscles of the forelimb, medial
view. 1. clavicula, 2. m. cleidocephalicus, 3. m.
trapezius, pars cervicalis, 4. m. trapezius, pars thora-
cica, 5. m. rhomboideus, pars cervicalis, 6. m. rhom-
boideus, pars thoracica, 7. m. supraspinatus, 8. m.
subscapularis, 9. m. teres major, 10. m. latisimus dorsi,
11. m. cutaneus trunci, 12. m. cleidobrachialis, 13. m.
pectoralis ascendens, 14. m. biceps brachii, 15. m.
triceps brachii, caput mediale, 16. m. triceps brachii,
caput longum, 17. m. extensor carpi radialis, 18. m.
pronator teres, 19. m. flexor carpi radialis, 20. m.
flexor digitorum profundus, 21. m. flexor carpi ulnaris
22. lymphonodi cervicales superficiales, 23. lympho-
nodus axillary proprius, -1V digitus primus, secundus,
tertius, quartus.
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Figure 2.2.11 The muscles of the hindlimb, lateral
view. 1. M. gluteus superficialis, 2. m. gluteus medius,
3. m. tensor fasciae latae, 3'. fascia lata, 4. m. rectus
femoris, 5. m. vastus lateralis, 6. m. biceps femoris,
6’. fascia cruris, 7. m. adductor, 8. m. semimebranosus,
9. m. semitendinosus, 10. caput laterale musculi
gastrocnemii, 10’. tendo musculi tricipitis surae, 11. m.
flexor digiti 1, (hallucis) longus, 12. m. extensor
digitorum lateralis, 13. m. extensor digitorum longus,
14. tendo musculi peronei longi, 15. m. tibialis cra-
nialis, 1I-V digitus secundus, tertius, quartus, quintus.

Figure 2.2.12 The muscles of the hindlimb, medial
view. 1. M. lumbosacrocaudalis dorsalis lateralis,
2. musculi intertransversarii, 3. m. lumbosacrocaudalis
ventralis lateralis, 4. m. coccygeus dorsalis, 5. m.
coccygeus ventralis, 6. m. obturator externus, pars
intrapelvina, 7. m. psoas minor, 8. m. psoas major, 9. m.
tensor fasciae latae, 10. m. rectus femoris, 11. m. pec-
tineus, 12. m. vastus medialis, 13. m. adductor, 14. m.
gracilis, 15. m. semimebranosus, 16. m. semi-
tendinosus, 17. caput mediale musculi gastrocnemii,
18. m. tibialis caudalis, 19. m. flexor digiti | (hallucis)
longus, 20. m. flexor digitorum longus et tibia,
21. insertio musculi sartorii, I-IV digitus primus,
secundus, tertius, quartus.




(A)

(B)

Figure 2.2.13 The brain. (A) Dorsal view, (B) ventral
view, (C) midline section, 1. bulbus olfactorius,
2. hemispherium cerebri, 3. corpus pineale, 4. colliculi
rostrales (tectum mesencephali), 5. colliculi caudales
(tectum mesencephali), 6. cerebellum, 7. medulla
oblongata, 8. medulla spinalis, 9. cortex telencephali,
10. hypothalamus, 11. pons, | n. (= nervus) olfactorius
(termination in the bulbus), Il n. opticus, Il n. oculo-
motorius, IV n. trochlearis, V n. trigeminus, VI n.
abducens, VIl n. facialis, VIII n. vestibulocochlearis, IX
n. glossopharyngeus, X n. vagus, XI n. accesorius, Xl
n. hypoglossus.
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Figure 2.2.14 The salivary glands. 1. Glandula sub-
mandibularis, 2. glandula parotidea, 3. pars cervicalis
thymi, 4. glandula sublingualis, 5. lymphonodi man-
dibulares, 6. lymphonodus retropharyngeus lateralis,
7. m. digastricus, 8. m. masseter, 9. m. sternohyoideus
et m. sternothyroideus.
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Figure 2.2.15 The heart. (A) Left lateral view, branching of the aorta, (B) right lateral view, branching of the
vena cava cranialis dextra, 1. ventriculus sinister, 2. ventriculus dexter, 3. auricula sinistra, 4. auricula dextra,
5. vena cava caudalis, 6. vena cava cranialis sinistra, 7. vena cava cranialis dextra, 8. arcus aortae, 9. truncus
pulmonalis, 10. ligamentum arteriosum (Botalli), 11. venae pulmonales, 12. truncus brachiocephalicus,
13. arteria subclavia sinistra, 14. arteria carotis communis sinistra, 15. arteria carotis communis dextra,
16. arteria subclavia dextra, 17. arteria thoracica interna sinistra, 18. ramus thymicus sinister, 19. arteria cer-
vicalis superficialis sinistra, 20. arteria vertebralis sinistra, 21. arteria vertebralis dextra, 22. arteria cervicalis
superficialis dextra, 23. ramus thymicus dexter, 24. arteria thoracica interna dextra, 25. vena azygos sinistra,
26. vena subclavia dextra, 27. vena jugularis externa dextra, 28. vena thymica dextra, 29. vena thoracica
interna dextra, 30. vena jugularis interna dextra, 31. vena cervicalis superficialis dextra.

Figure 2.2.16 The lung, lateral (costal) view. 1. Trachea, 2. margo obtusus, 3. margo acutus, 4. margo basalis,
5. pulmo sinister, 6. lobus cranialis pulmonis dextri, 7. lobus medius pulmonis dextri, 8. lobus caudalis pulmonis
dextri, 9. lobus accessorius pulmonis dextri, 10. incisura cardiaca, 11. fissura interlobaris.




Figure 2.2.17 The lung, medial (mediastinal) view.
1. Trachea, 2. margo obtusus, 3. margo acutus,
4. margo basalis, 5. pulmo sinister, 6. lobus cranialis
pulmonis dextri, 7. lobus medius pulmonis dextri,
8. lobus caudalis pulmonis dextri, 9. lobus accessorius
pulmonis dextri, 10. bronchus principalis dexter
et rami arteriae et venae pulmonalis, 11. bronchus
principalis sinister, 12. rami arteriae et venae pulmo-
nalis, 13. ligamentum pulmonale.

2.2.18 The

Figure abdominal situs viscerum.
1. Gaster, 2. duodenum ascendens, 3. jejunum, 4.
apex ceci, 5. corpus ceci, 6. ampulla coli, 7. colon
ascendens, 8. vesica urinaria et ligamenta, 9. lobus
sinister hepatis lateralis, 9'. lobus sinister hepatis
medialis, 9”. lobus dexter hepatis medialis, 9”. lobus
dexter hepatis lateralis, 10. vesica fellea, 11. lien.
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Figure 2.2.19 The digestive tract. 1. Lingua, 2. pars
cervicalis esophagei, 3. pars thoracica esophagei,
4. pars abdominalis esophagei et lymphonodi gastrici,
5. pars cardiaca ventriculi (saccus cecus, forestomach),
6. pars fundica et pylorica ventriculi (glandular
stomach), 7. pars descendens duodeni, 8. pars ascen-
dens duodeni et pancreas, 9. jejunum, 10. lympho-
nodus pancreaticuduodenalis, 11. lymphonodus
jejunalis, 12. ileum, 13. corpus ceci, 14. apex ceci,
15. ampulla coli, 16. colon ascendens, 17. colon
transversum, 18. colon descendens, 19. rectum,
20. lymphonodi colici, 21. lymphonodus ileocolicus,
22. sacculus rotundus.

Figure 2.2.20 The liver. (A) Facies diaphragmatica (B)
facies visceralis, 1. lobus sinister lateralis hepatis,
2. lobus sinister medialis hepatis, 3. lobus dexter
medialis hepatis, 4. lobus dexter lateralis hepatis,
5. lobus caudatus hepatis, 5. processus papillaris
hepatis, 6. vesica fellea, 7. vena cava caudalis, 8. lig-
amentum coronarium sinistrum, 9. ligamentum
triangulare sinistrum, 10. ligamentum hepatorenale,
11. ligamentum falciforme et ligamentum teres hep-
atis, 12. impressio esophagica, 13. omentum minus,
14. impressio ventricularis, 15. impressio duodenalis,
16. impressio jejunalis, 17. vena portae, arteria
hepatica, ductus choledochus.




Figure 2.2.21 The stomach. 1. Oesophagus, 2. curva-
tura minor, 3. curvatura major, 4. saccus cecus ven-
triculi, 4'. pars cardiaca tunicae mucosae, 5. fundus
ventriculi, 5. pars fundica tunicae mucosae, 6. pars
pylorica ventriculi, 6’. pars pylorica tunicae mucosae,
7. pylorus, 8. duodenum, 9. lien, 10. and 11. pancreas,
12. omentum minus, 13. omentum majus, 14. margo
plicatus.

Figure 2.2.22 The kidneys in situ. 1. Ren dexter, 2.
ren sinister, 3. glandula adrenalis sinistra, 4. glandula
adrenalis dextra (under the stomach), 5. ureter
dexter et lymphonodus lumbalis aorticus dexter,
6. ureter sinister et lymphonodus lumbalis aorticus
sinister, 7. vesica urinaria, 8. ligamentum vesicae
medianum, 9. vena cava caudalis, aorta abdominalis,
arteria mesenterica cranialis, 10. arteria et vena
renalis dextra, 11. arteria et vena renalis sinistra,
arteria et vena adrenalis sinistra, 12. arteria et vena
ovarica dextra (in XX), 13. arteria et vena ovarica
sinistra (in XX), 14. ramus muscularis dorsalis dexter,
15. ramus muscularis dorsalis sinister, 16. colon
descendens, 17. arteria et vena circumflexa ilium
dextra, 18. arteria et vena circumflexa ilium sinistra,
19. vesica fellea, 20. lien, 21. lobus dexter medialis
hepatis, 22. lobus sinister medialis hepatis, 23. lobus
sinister lateralis hepatis, 24. curvatura major ven-
triculi, 25. arteriae mesentericae caudales.
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Figure 2.2.23 The male genital organs in situ. 1. Aorta descendens et vena cava caudalis, 2. ren sinister,
3. ureter sinister, 4. rectum et m. sphincter ani externus, 5. glandula vesiculosa, 6. vas deferens sinister, 7. vesica
urinaria, 8. testis sinister, 9. epididymis, 10. glandula bulbourethralis (partim resecta), 11. diverticulum glan-
dulae bulbourethralis, 12. symphysis pelvina et m.urethralis et radix penis, 13. penis, 14. preputium, 15. glan-
dula preputialis, 16. m. coccygeus, 17. ligamentum vesicae laterale, 18. ligamentum vesicae medianum.




Figure 2.2.24 The male genital organs. (A) Ventral view, (B) dorsal view, 1. testis dexter, 2. caput epididymidis,
3. cauda epididymidis, 4. vas deferens dexter, 5. vena testicularis dextra, 6. glandula ampullaris, 7. glandula
vesiculosa, 8. pars anterior prostatae (glandula coagulationis), 9. ureter sinister, 10. vesica urinaria, 11. prostata
(pars ventralis), 11'. prostata (pars dorsalis), 12. pars membranacea urethrae et m. urethralis, 13. m. bulbo-
glandularis, 14. m. ischiocavernosus, 15. glandula bulbourethralis, 16. diverticulum glandulae bulbourethralis,
17. penis, 18. glandula preputialis, 19. glans penis, 20. preputium, 21. arteria testicularis sinistra, 22. arteria vas
deferentis sinistra.

Figure 2.2.25 The female genital organs in situ. 1. Aorta abdominalis et vena cava caudalis, 2. ren sinister,
3. ovarium sinistrum, 4. oviductus sinister et mesosalpinx sinister, 5. cornu uteri sinistrum, ligamentum latum
uteri, 6. ovarium dextrum, 6. cornu uteri dextrum, 7. cervix uteri, 8. vagina et m.constrictor vulvae, 9. anus et
m. sphincter ani externus, 10. clitoris et seccio transversalis clitoridis, 11. vesica urinaria et ligamentum vesicae
laterale et ligamentum vesicae medianum, 12. urethra, 13. symphysis pelvina, 14. glandula clitoridis
(preputialis feminina), 15. corpus cavernosum clitoridis, 16. urethra.
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Figure 2.2.26 The female genital organs, ventral
view. 1. Ovarium dextrum, 2. oviductus dexter,
3. cornu uteri dextrum, 4. cornu uteri sinistrum (par-
tim resectum), 5. portio vaginalis uteri, cervix,
6. fornix vaginae, 7. vestibulum vaginae, 8. clitoris et
preputium clitoridis, 9. glandula clitoridis (preputialis
feminina), 10. urethra, 11. vesica urinaria, 12. liga-
mentum vesicae medianum, 13. ligamentum vesicae
laterale dextrum, 13’. ligamentum vesicae laterale
sinistrum, 14. and 14'. ureter dexter et sinister, 15.
mesovarium, 16. mesometrium, 17. arteria et vena
ovarica sinistra, 18. ramus uterinus arteriae et venae
ovaricae sinistrae, 19. ramus ovaricus arteriae et
venae ovaricae sinistrae.

Figure 2.2.27 The lymph nodes of the head, neck and
thorax (In., lymphonodus; Inn., lymphonodi). 1. In.
parotideus, 2. In. madibularis, 3. Inn. cervicales pro-
fundi, 4. Inn. cervicales superficiales, 5. In. axillaris
proprius, 6. In. axillaris accessorius, 7. In. mediastinalis
cranialis, 8. Inn. tracheobronchiales, 9. Inn. media-
stinales medii et pars thoracica thymi, 10. Inn.
mediastinales caudales.




Figure 2.2.28 The lymph nodes of the body. 1. In.
cervicalis profundus caudalis, 2. Inn. mediastinales
craniales, 3. In. axillaris proprius, 4. In. axillaris acces-
sorius, 5. In. aorticus, 6. and 6’ Inn. renales, 7. In.
mesentericus caudalis, 8. Inn. lumbales aortici, 9. Inn.
iliaci externi, 10. In. iliacus internus, 11. In. subiliacus,
12. In. iliofemoralis, 13. In. inguinalis superficialis,
14. In. popliteus.
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Introduction

The ‘normative’ descriptions and microscopic
illustrations of the organs focus on features
characteristic for the mouse in general. The
abundance of mouse strains, spontaneous
mutants and genetically engineered models
does not allow excursions to their detailed
features. Some strain differences are briefly
commented on.

The following rules were applied. For bilat-
eral organs the word ‘paired’ is consistently
used. Bilaterally symmetrical organs such as the
teeth, or the organs located in the body midline,
such as the brain or the nasal cavity, are not
considered as ‘paired’. The description of hollow
organs generally adheres to a concept of three-
layered wall: inner lining, such as intima or
mucosa; middle layer, such as muscularis; and
outer covering, such as adventitia. Adventitia
exposed to the abdominal cavity is called serosa.
For descriptions of the glands consisting of
smaller units whose excretory ducts progressively
join to form main ducts, the term ‘compound’
is used.

The morphological features described here
are generally those of healthy young adult indi-
viduals (Table 2.3.1). Characteristic changes occur-
ring with advanced age are briefly mentioned.
Further details can be found in specialized publi-
cations [1-5]. Various research projects, mostly
devoted to ‘phenotyping’ and correlation of
genotypic with phenotypic features, are pub-
lished on the internet: a selection is presented in
the References section.

Spontaneous diseases, including hyperplastic
and neoplastic changes, are dealt with in
a number of sources [6-10].

Except where noted otherwise, all micropho-
tographs in this chapter show haematoxylin-
and eosin-stained paraffin sections from young
adult mice of the CD-1 strain.

Cardiovascular
system

Aorta

The wall of the aorta is composed of the intima
with an endothelial lining, the thick media formed

The Laboratory Mouse
© 2012 Elsevier Ltd. All rights reserved.
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TABLE 2.3.1: Some particular morphological features of the laboratory mouse

Motto: the mouse is not a miniature rat

Mouse

Organ

Adrenal gland
proliferate spontaneously

The cortical zona reticularis is not

recognizable

At the junction of cortex and medulla

Subcapsular fusiform cells (type A)

Rat
There are no subcapsular
fusiform cells

There is cortical zona reticularis

There is no X zone

there is the X zone, which regresses
after weaning and in females

undergoes lipid vacuolation

Bone The cortical bone does not have Haversian systems are present
distinct haversian systems
Growth of long bones is complete by The cartilaginous growth plates
26 weeks are not totally resorbed

Gallbladder Present Absent

Kidney The parietal epithelial cells of the There is no such sexual
Bowman'’s capsule are cuboidal in dimorphism
males and flattened in females

Liver Anisocytosis and anisokaryosis are These features are not
regular features characteristic

Lung The lymphoid tissue (BALT) is rarely BALT is seen
seen in the healthy mouse lung

Spinal cord Motor nerve fibres are located in the Motor nerve fibres are partially
ventral and lateral columns located in the deep portion of

dorsal columns
Testes Time for spermatogonia to develop Spermatogenesis takes 56 days

into spermatozoa is 35 days and 12
stages of the cycle of the seminiferous

epithelium are recognized
Urinary bladder

ageing animals

Figure 2.3.1 Aorta. 1. Intima, 2. media, with prom-
inent wavy elastic fibres, 3. adventitia, 4. mediastinal
brown fat (the cytoplasm contains multiple small lipid
droplets).

In the lamina propria aggregates of
lymphoid tissues occur, especially in

and the cycle is divided into 14
stages

No such aggregates of lymphoid
tissue occur

predominantly by elastic fibres with smooth
muscle fibres, and the adventitia (Figure 2.3.1).

Heart

The heart is located in the thoracic cavity, sur-
rounded by the pericardium. It is a hollow
muscular organ containing a left and right
atrium and a left and right ventricle (Figure 2.3.2).
The heart wall consists of the endocardium,
myocardium and epicardium. The myocardium
has striated fibres with centrally located nuclei
(Figure 2.3.3). At the base of the heart there is
a supportive ‘skeleton’ formed by fibrous connec-
tive tissue. The valves between the atria and
ventricles (right tricuspid and left bicuspid) are




Figure 2.3.2 Heart. 1. Left ventricle, 2. interventricular
septum, 3. right ventricle, 4. wall of the right ventricle.

Figure 2.3.3 Heart. Myocardial fibres exhibit cross-
striation and centrally located nuclei.

formed by connective tissue and covered by the
endocardium. They have a pale, myxomatous
appearance. Certain mouse strains are genetically
predisposed to develop spontaneous myocardial
calcification [11].

Digestive system

Oesophagus

The oesophagus is located dorsally to the trachea,
slightly to the left of the medial level. It is lined
by stratified squamous epithelium and the
muscular wall is formed by longitudinal and
circular striated muscle fibres (Figure 2.3.4).

Figure 2.3.4 Oesophagus. 1. Stratified squamous
epithelium, 2. striated muscle arranged in a longitu-
dinal and circular direction.

Gallbladder

The mouse gallbladder is located at the base of
the deep bifurcation of the median lobe of the
liver. It consists of a fundus, a body and a neck,
which continues into the cystic duct. The cystic
duct unites with the hepatic duct to form the
common bile duct, which opens at the duodenal
papilla. The wall of gallbladder is formed by
mucous membrane, thin smooth muscle and
serosa (Figure 23.5). The mucosa is lined by
cuboidal epithelium and is folded when the
bladder is empty.

Figure 2.3.5 Gallbladder. 1. Mucosa, 2. muscularis and
serosa, 3. liver.
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Intestine

The intestine is divided into the small and large
intestine. Throughout its length the intestine
has three principal layers: the mucosa with
submucosa, the muscularis and the serosa. The
mucosa has an epithelial lining and fibrovascular
stroma called the lamina propria mucosae. The
lamina propria is separated from the submucosa
by the lamina muscularis mucosae, a thin layer of
smooth muscle. The submucosa consists of
connective tissue surrounding blood and
lymphatic vessels and nerves. The muscularis
consists of an outer longitudinal layer and an
inner circular layer of smooth muscle. The serosa
is formed by a thin layer of visceral peritoneum.
The lymphoid tissue (GALT, gut-associated
lymphatic tissue) forms nodules scattered in the
submucosa and the lamina propria. The larger
aggregates form ‘Peyer’s patches’ (Figure 2.3.6),
which in the small intestine are located opposite
the mesenteric attachment, in an antimesenteric
position. In the large intestine they are not strictly
antimesenteric. The most common cell type of
the mucosal epithelium are the absorptive cells
with a luminal cell membrane forming microvilli.
The mucous goblet cells are scattered between
other cell types. The Paneth cells (Figure 2.3.7)
contain brightly eosinophilic cytoplasmic gran-
ules, especially large in the mouse, which contain
lysozyme and antimicrobial peptides. They occur
in the small intestine, especially the jejunum, and
become conspicuous after several hours of
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Figure 2.3.6 Intestine: Peyer's patch. The Peyer’s
patch consists of lymphoid tissue located between the
muscularis and the mucosal epithelium.
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Figure 2.3.7 Intestine: Paneth cells. Paneth cells
contain large eosinophilic granules and are located at
the base of intestinal crypts.

fasting. The enteroendocrine cells are polypep-
tide-producing endocrine cells, diffusely distrib-
uted along the gastrointestinal tract. On the
surface of the Peyer’s patches the epithelium
forms M cells, which serve to sample antigens. Cav-
eolated cells are considered to represent intestinal
chemoreceptors.

The small intestine is formed by the duodenum
(Figure 2.3.8), jeunum (Figure 2.39) and ileum
(Figure 2.3.10). The mucosal surface of the small
intestine of the mouse lacks the folds (plicae)
that are found in larger species. The mucosa
forms villi consisting of epithelium and lamina
propria, which project into the intestinal lumen.
Each villus contains a central lymph vessel, the
lacteal. The length of the villi decreases from

Figure 2.3.8 Intestine: duodenum.




Figure 2.3.10 Intestine: ileum.

the duodenum to the ileum. Among the villi are
mucosal protrusions in the opposite direction,
beneath the mucosal surface, forming so-called
crypts or intestinal glands. The initial portion of
duodenum is equipped with special tubuloalveo-
lar duodenal glands, the Brunner’s glands. One or
more main pancreatic ducts and the common bile
duct open at the duodenal papilla.

The large intestine consists of the caecum
(Figure 2.311), colon (Figure 2.312) and rectum
(Figure 2.313). The mucous membrane of the
large intestine contains a larger proportion of
goblet cells than that of the small intestine. It
forms crypts, but no villi. The mouse caecum
has a corpus and apex. The entrance of the ileum
forms the sacculus rotundus, and the exit of the
colon the ampulla coli. The caecal mucosa forms

Figure 2.3.11 Intestine: caecum.

Figure 2.3.13 Intestine: rectum.
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transverse folds. The colon has an ascending,
a transverse and a descending part. The mucosa
of the ascending and transverse colon forms
transverse folds, whereas the descending colon
and the rectum have prominent longitudinal
folds, protruding into the lumen, formed by
mucosa and submucosa. The muscularis mucosae
is more prominent in the rectum than in the
colon. At the transition of rectum to anus the
surface epithelium becomes stratified squamous.
Around the anus are the modified sebaceous
circumanal glands.

Liver

The mouse liver consists of the left lateral lobe,
the median lobe subdivided into left and right
portions, the right lateral lobe subdivided hori-
zontally into anterior and posterior portions,
and the caudal lobe subdivided to two portions,
located dorsally and ventrally to the oesophagus.
The posterior surface of the caudal lobe forms
the papillary process. This particular pattern of
hepatic lobulation is most frequent; however, at
least 13 different patterns have been described
[1]. The surface of the liver is covered by a fibrous
capsule, forming connective tissue septa within
the liver tissue. The liver tissue is arranged in
lobules with portal triads at the periphery and
the central vein in the middle. The portal triads
consist of branches of the hepatic artery and
portal vein, as well as intrahepatic bile ducts
(Figure 23.14). The blood flows from the

Figure 2.3.14 Liver: portal triad. 1. Hepatocytes, some
of them binucleated, 2. portal triad: vein, 3. portal
triad: bile duct, 4. portal triad: artery.

Figure 2.3.15 Liver: anisocytosis and anisokaryosis.
Anisocytosis, an uneven size of hepatocytes, and
anisokaryosis, an uneven size of hepatocellular nuclei,
are characteristic features of the mouse liver.

perilobular area towards the central vein from
where it is conducted over large hepatic veins to
the vena cava. The liver cells (hepatocytes) are
arranged in plates radiating from the central
vein towards the lobular periphery. A character-
istic feature of the mouse liver is normally occur-
ring anisocytosis and anisokaryosis, e.g. great
variation in size of the liver cells and their nuclei
(Figure 2.3.15). The hepatocytes have a bile cana-
licular surface, which together with the surfaces
of other hepatocytes forms the bile canaliculus,
and a perisinusoidal surface, which is separated
by the space of Disse from the sinusoidal wall
formed by fenestrated endothelial cells. Special-
ized hepatic cells are the Kupffer cells, fixed
macrophages attached to the sinusoidal wall, Ito
cells containing cytoplasmic lipid droplets and
storing vitamin A, and pit cells which are large
granular lymphocytes with activity of natural
killer cells. During the first few weeks of post-
natal life megakaryocytes can be seen in the
mouse liver. In contrast to the anatomical hepatic
lobules, the functional units, defined as acini,
have their centre at the portal triads and the
periphery at the central vein. Development of
the hepatobiliary system in the mouse embryo
has been described in a histology atlas [12].

Oral cavity

The upper lip is split, exposing the two upper
incisor teeth. The lip folds close the space




between the incisor and the molar teeth (the dia-
stema). The hard palate has eight rows of ridges
formed by dense connective tissue. The mucosa
is formed by keratinizing stratified squamous
epithelium. There is no distinct submucosa. The
soft palate forms the roof of the posterior oral
cavity and the floor of the nasopharynx.

Pancreas

The pancreas is located in the mesentery of the
duodenal loop and the transverse colon and in
the greater omentum close to the stomach and
spleen. In other species the organ is subdivided
into left lobe (tail), body, and right lobe (head),
but such subdivision is not apparent in mice.
The exocrine pancreas is a compound acinar
gland (Figure 2.3.16). The acinar cells are pyra-
midal in shape and in haematoxylin- and eosin-
stained sections have basophilic cytoplasm and
large nuclei in the basal portion and acidophilic
zymogen granules in the apical portion. The cell
shape and granule content depend on the secre-
tory activity. The acini are connected to interca-
lated ducts leading to intralobular and then to
interlobular ducts which open to the main excre-
tory ducts. One or more main excretory pancre-
atic ducts lead to the duodenal papilla.

Salivary glands

The mouse has three pairs of major salivary
glands: the parotid gland, the submandibular

Figure 2.3.16 Pancreas. 1. Pancreatic islet, 2. exocrine
acini, 3. intralobular duct.

(submaxillar, mandibular) gland and the sublin-
gual gland. There are also minor glands within
the tongue, palate, pharynx and larynx. The
major salivary glands are located ventrally in
the subcutaneous tissue of the neck. The parotid
gland extends laterally to the base of the ear and
lies adjacent to the exorbital lacrimal gland. All
three major salivary glands are compound tubu-
loalveolar, the parotid is serous and the sublin-
gual mucous. The submandibular gland is
mostly described as mixed, serous and mucous.
However, some authors describe it as serous [1],
indeed, the microscopic appearance of the acinar
cells is usually serous and distinctly different
from the mucous acini of the sublingual gland.
However, occasionally glands with mucous acini
can be encountered, so that the appearance of
acini may depend on their physiological state.
The excretory ducts of the submandibular and
sublingual glands open caudally to the level of
incisor teeth, and those of the parotid opposite
the lower molars. The submandibular gland
exhibits prominent sexual dimorphism (Figures
2317 and 23.18). In male mice the acinar cells,
and especially the cells of convoluted (granular)
ducts, are larger than in females. The convoluted
(granular) ducts occur only in the submandibular
gland and produce biologically active polypep-
tides including nerve growth factor and
epidermal growth factor. In all three glands there
are intercalated, intralobular and interlobular
excretory ducts. The serous acinar cells (Figure
2.3.19) have cytoplasm which is basophilic at the

Figure 2.3.17 Salivary glands: male submandibular
gland. 1. Acini, 2. convoluted ducts.
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Figure 2.3.18 Salivary glands: female submandibular
gland. 1. Acini, 2. convoluted ducts.

Figure 2.3.19 Salivary glands. 1. Parotid gland, serous
acini, 2. acini of submandibular gland, 3. convoluted
ducts of submandibular gland.

base and granular eosinophilic in the apical
portion. The mucous acinar cells (Figure 2.3.20)
have basally located nuclei and pale, slightly baso-
philic cytoplasm. The acinar cells are surrounded
by myoepithelial cells. In the mouse parotid gland,
foci of basophilic hypertrophic acinar cells may
occur spontaneously [13].

Stomach

The stomach is located in the left cranial part of
the abdominal cavity, partially covered by the
left lateral hepatic lobe. Its left half is formed
by the forestomach (pars cardiaca, saccus cecus)

Lo =1 ~ ~

Figure 2.3.20 Salivary glands. 1. Sublingual gland,
mucous acini, 2. acini of submandibular gland,
3. convoluted ducts of submandibular gland.

Figure 2.3.21 Stomach: gastric wall and mucosa.
1. Stratified squamous epithelium of the forest-
omach, 2. limiting ridge (margo plicatus), 3. mucosa
of the glandular stomach, 4. muscularis.

(Figure 2.3.21), the right half by the glandular
stomach (pars fundica, pars pylorica) (Figure
2.3.22). The gastric wall consists of the mucous
membrane, the smooth muscle muscularis and
the serosa. The mucosa of the forestomach is
lined by stratified squamous epithelium, that of
the glandular stomach by epithelium forming
gastric glands. The border of both kinds of
epithelium is called the limiting ridge, or margo
plicatus. The gastric glands are lined by single
columnar epithelium and form gastric pits or
foveolae gastricae, which are perpendicular to
the gastric wall. Close to the limiting ridge they
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Figure 2.3.22 Stomach: glandular. 1. Parietal cells,
2. chief cells.

contain mucous cells and are called cardiac
glands. The major part of the glandular stomach
has the fundic glands with granular eosinophilic
parietal cells producing hydrochloric acid and,
at the base of the glands, the basophilic chief
cells, producing zymogen. The pyloric region
of the glandular stomach contains mucous
pyloric glands. The enteroendocrine (entero-
chromaffin-like) cells are scattered between the
gastric glands. The muscularis has an inner obli-
que, a middle circular and an outer longitudinal
layer.

Tongue

The tongue is attached to the floor of oral cavity
and its portion anterior to the molars is free. The
dorsal surface is rough (Figure 2.3.23); at the tip is
a median dorsal groove and in the posterior part
an elevated median intermolar eminence and
the postmolar vallate papilla. The surface is
covered by stratified squamous epithelium
forming on the dorsal surface keratinized
papillae. The tongue contains prominent striated
muscles and connective tissue with minor sali-
vary glands.

Teeth

The dental formula in miceis11/1,C0/0,PM 0/0,
M 3/3, ie. an incisor and three molars on each
side of the jaws, so that the total number of teeth

Figure 2.3.23 Tongue: dorsal surface. 1. Keratinizing
stratified squamous epithelium, 2. striated muscle.

is 16. Mice have only one set of teeth—there are
no temporary deciduous teeth. The histological
layers of a tooth are the enamel, produced by
the ameloblasts; the dentin, produced by the
odontoblasts; and the cementum, produced by
the cells of periodontal ligament (Figure 2.3.24).

Figure 2.3.24 Tooth: incisor. 1. Ameloblasts, 2. enamel,
3. dentin, 4. odontoblasts, 5. pulp, 6. periodontal
ligament.
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Inside the tooth is a cavity with dental pulp, con-
sisting of the connective tissue, blood and
lymphatic vessels and nerves. The incisors grow
and are worn down continuously, so that their
apical foramina remain open. Spontaneously
occurring malformations of mouse maxillary
incisors have been reported [14].

Endocrine system

Adrenal gland

The paired adrenal glands are located cranially
to the kidneys. The gland is composed of the
cortex, derived from the coelomic epithelium,
and the medulla, derived from the neural crest.
In the mouse, accessory adrenal cortical nodules
are commonly found attached to the cortex or
dispersed in the retroperitoneal fat. Mouse
adrenal cortex is capable of regenerating by
downgrowth from the subcapsular area. Spon-
taneously proliferating subcapsular cells may
be fusiform, so-called A cells, or more rounded
B cells, resembling normal cortical cells. The
cortical cells contain lipid droplets and produce
steroid hormones such as mineralocorticoids,
glucocorticoids and sex hormones. The cortex
is composed of superficial zona glomerulosa
and deep zona fasciculate (Figure 2.3.25). The
zona reticularis, which occurs in other species,
is not recognizable in mice. At the junction of
the cortex and medulla there is the so-called X

Figure 2.3.25 Adrenal gland (male). 1. Capsule, 2.
zona glomerulosa, 3. zona fasciculata, 4. medulla.

zone, which represents a specific feature of the
mouse adrenal gland (Figure 2.3.26). This zone
is fully developed during the first postnatal
weeks, until weaning, and regresses in adult
life. The function of the X zone is not well
understood. In males the zone disappears by
the age of puberty (about 5weeks) without
undergoing lipid vacuolization, whereas in
females it continues to increase in size until
the age of about 9weeks and then regresses
rapidly during the first pregnancy. In virgin
females, however, it regresses slowly and
undergoes lipid vacuolization, which in some
cases may persist until advanced age. Sexual
dimorphism of the mouse adrenal gland is
expressed by a difference in size: female glands
are generally larger than male. The medulla
produces the biogenic amines noradrenaline
(norepinephrine) and adrenaline (epinephrine),
and a number of regulatory peptides. The
medullary cells contain dense core vesicles for
storage of biogenic amines. Adrenal medullary
cells are often referred to as ‘chromaffin’ since
the oxidation of their biogenic amines by
chromate solutions results in red-brown colora-
tion. The cells react positively with antibody

Figure 2.3.26 Adrenal gland (female). 1.
2. X zone (showing lipid vacuolation), 3. medulla.

Cortex,




for tyrosine hydroxylase, chromogranin and
synaptophysin.

Brown fat

This type of adipose tissue is found especially
between the scapulae (so-called ‘hibernating
gland’), in the axillae, along the jugular veins,
adjacent to the thymus, along the aorta (see
Figure 2.3.1), at the renal hilum and along the
urethra. The tissue is composed of polygonal cells
with multiple lipid droplets in the cytoplasm and
centrally located nuclei.

Oestrous cycle

See ‘Uterus’ and ‘Vagina’. Female mice kept in
groups usually synchronize their oestrous cycle;
this is known as the Whitten effect [15]. (A similar
effect in women who live together is known as
menstrual synchrony, the dormitory effect or
the McClintock effect.)

Leydig cells

The endocrine Leydig cells are located between
the seminiferous tubules of the paired testes
(Figure 2.3.27). They are also called interstitial
cells. Their cytoplasm is abundant, eosinophilic,
and can be finely vacuolated. The cells produce
testosterone under the regulation of pituitary
luteinizing hormone (LH).

Figure 2.3.27 Testis. 1. Spermatogonia, 2. spermato-
cytes, 3. round spermatids, 4. elongated spermatids,
5. Sertoli cells, 6. Leydig cells.

Pancreatic islets

The pancreatic islets (islets of Langerhans) form
the endocrine pancreas (see Figure 2.3.16). The
islets consist of pale-staining polygonal cells and
are well capillarized. The cell types include the
glucagon-producing alpha cells, the somato-
statin-producing delta cells, and the pancreatic
polypeptide-producing PP cells, all three types
being located at the insular periphery. The
insulin-producing beta cells are located in the
centre of the islets.

Parathyroid gland

The paired parathyroid glands are located
bilaterally at the surface of the thyroid gland
(Figure 2.3.28). Occasionally they may lie deep
within the thyroid, or there may be more
than two. They consist of cords of polygonal
cells, which are either active, dark chief cells,
or inactive light cells. Between the cells are
numerous blood capillaries and sinusoids. The
product of the parathyroid gland is parathor-
mone (PTH).

Pineal body

The pineal body lies on the dorsal surface of the
brain, in the midline, between the cerebral hemi-
spheres and the cerebellum.
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Figure 2.3.28 Thyroid gland (with parathyroid
gland). 1. Thyroid follicles, 2. parafollicular C cells,
3. parathyroid gland.
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Figure 2.3.29 Thyroid gland (with ectopic thymus).
1. Ectopic thymic tissue, 2. thyroid follicles.

Thyroid gland

The thyroid gland consists of two lobes con-
nected by a thin, ventral isthmus. The gland is
located at the posterior part of the larynx and
initial part of the trachea. In the mouse there
are usually two parathyroid glands located bilat-
erally at the surface of the thyroid lobes. Portions
of ectopic thymic tissue can be sometimes found
at this position and can be mistaken for the para-
thyroid gland (Figure 2.3.29). The thyroid gland
contains follicles filled with eosinophilic colloid
and lined by epithelial cells which, depending
on their secretory activity, may be inactive, flat-
tened, to highly active, high columnar. The prod-
ucts of follicular cells are thyroid hormones Tg
and T4 (thyroxin). Between the thyroid follicles
there are calcitonin-producing parafollicular
C cells.

Pituitary gland

The gland is located on the ventral surface of the
brain, in the midline, attached to the hypothal-
amus. In the mouse the gland is larger in females
than in males. It consists of the adenohypophysis
and the neurohypophysis (Figure 2.3.30). The
adenohypophysis is made up of the pars tuberalis,
pars distalis and pars intermedia. Between the
pars distalis and the pars intermedia there is
a hypophyseal cleft lined by a layer of epithelial
cells. Traditional classification of the secretory

Figure 2.3.30 Pituitary gland. 1. Neurohypophysis,
2. pars intermedia, 3. hypophyseal cleft, 4. pars
distalis.

cells of the adenohypophysis is based on their
appearance in haematoxylin- and eosin-stained
sections. In this stain the cells are acidophils, baso-
phils or chromophobes. Immunohistochemical
markers enable more detailed classification to
be made according to secretory products. The
acidophils include growth hormone (GH)-
producing somatotrophs, and prolactin (PRL)-
producing mammotrophs. The basophilic gona-
dotrophs produce the FSH (follicle stimulating
hormone) and LH. Also the thyrotrophs
producing thyroid stimulating hormone (TSH)
are basophils. The pars intermedia contains chro-
mophobes, especially corticotrophs producing
adrenocorticotropic hormone (ACTH) and mela-
notrophs producing melanocyte stimulating
hormone (MSH). The neurohypophysis contains
terminal axons of the hypothalamic neurosecre-
tory neurons producing vasopressin, oxytocin
and antidiuretic hormone (ADH), and modified
astroglia, so-called pituicytes.

Genital system

Ampullary gland

The paired ampullary glands are male accessory
genital glands. They form groups of branched
tubular glands lined by low cuboidal epithelium
with large, oval nuclei. The glands open into the
ampullae, near the seminal collicle.




Bulbourethral gland

The paired bulbourethral glands are male acces-
sory genital glands (also called Cowper’s glands).
They are located at the base of the penis, and
consist of the body and tail (Figures 2.3.31 and
2.3.32). The body is buried in the bulbocavernosus
muscle, the tail is covered by ischiocavernosus
muscle. The excretory ducts open into the
urethra immediately cranially to the urethral
diverticulum. The mucosal epithelium has abun-
dant foamy cytoplasm, considered a secretory
state, and eosinophilic, fine granular cytoplasm,
considered a resting state. The ‘resting’ cells occur
in the tail area.

~Bie

il

3

~

% o

e -

e
i

Figure 2.3.31 Bulbourethral gland: body. 1. Epithe-
lium in secretory state (foamy), 2. skeletal muscle.

Figure 2.3.32 Bulbourethral gland: tail. 1. Epithelium
in secretory state (foamy), 2. epithelium in resting
state (eosinophilic, fine granular).

Clitoral gland

Female preputial gland (paired)—see ‘Preputial
gland.

Coagulating gland

Anterior prostate—see ‘Prostate gland’.

Epididymis

The paired epididymides consist of the head
(caput), body (isthmus) and tail (cauda)
(Figure 2.3.33). The organ contains ducts lined
by columnar to cuboidal epithelium and occa-
sional specialized clear cells which contain lyso-
somal bodies and exert enzymatic activity. The
head receives testicular ductuli efferentes, and
the vas deferens begins in the tail. The ductal
wall contains smooth muscle which becomes
more prominent at the transition to vas deferens.

Ovary

The paired ovaries lie caudally and laterally to
the kidneys. They are surrounded by the ovarian
bursa and connected to the uterine horns by the
convoluted oviducts (Figure 2.3.34). The ovary is
covered by simple cuboidal to columnar epithe-
lium and consists of numerous follicles, yellow

Figure 2.3.33 Epididymis: tail. 1. Spermatozoa in the
lumen, 2. epididymal ducts formed by epithelial lining
and smooth muscle.
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Figure 2.3.34 Ovary. 1.

Antral follicle, 2. corpus
luteum, 3. ovarian bursa, 4. oviduct.

bodies and clusters of polygonal interstitial cells.
Rudiments of the rete ovarii may persist near
the hilum as blind tubules or cords of epithelial
cells. The follicles contain eggs and develop
from small primordial follicles to larger
growing follicles and large preovulatory Graa-
fian follicles, which, owing to the presence of
a cavity, belong to antral or vesicular follicles.
Mature follicles contain an egg (oocyte) sur-
rounded by granulosa cells and an outer layer
of fusiform theca cells. Polyovular follicles
may occur in young mice or in certain strains.
During the lifetime only about 20% of the avail-
able follicles ovulate; the majority undergo
follicular atresia characterized by cell death
(apoptosis) of granulosa cells. The mature folli-
cles produce hormones such as oestradiol,
inhibin, progesterone and androgens. Follicular
growth is regulated by pituitary FSH and LH
and ovulation is stimulated by release of LH.
After ovulation the granulosa and theca cells
form a progesterone-producing vyellow body
(corpus luteum). The presence of a regular
number of oocytes and follicles in different
stages of development is considered an indi-
cator of intact fertility and is tested in special
experimental procedures. A classification
scheme for mouse ovarian follicles has been
proposed [16] which discriminates 10 types or
subtypes in all. For practical applications,
a simplified classification has been developed,
categorizing the follicles as small, growing and
antral [17, 18],

Oviduct

The paired oviducts are convoluted tubes con-
necting the ovaries to the uterine horns (see
Figure 2.3.34). The oviduct is lined by a layer of
cuboidal to tall columnar epithelium. The wall
is formed by smooth muscle and adventitia.

Penis

The penis consists of the root, body and glans. It
contains the distal part of the urethra, cavernous
bodies and a small os penis (Figure 2.3.35). The
glans is enclosed in a fold of modified skin, the
prepuce.

Preputial gland

The paired preputial glands are modified seba-
ceous glands, located in the subcutaneous adipose
tissue lateral to the penis (in females to the
clitoris). The excretory ducts are lined by strati-
fied squamous epithelium, and have wide lumina
(Figure 2.3.36). The gland opens at the border of
prepuce and skin.

Prostate gland

The prostate gland is a male accessory genital
gland. It consists of the anterior, dorsal and
ventral lobes (Figure 2.3.37). The anterior lobes

Figure 2.3.35 Penis. 1. Dorsal vein and nerves, 2. os
penis (cartilaginous part), 3. corpora cavernosa,
4. urethra.




Figure 2.3.36 Preputial gland. 1.
2. excretory duct.

Figure 2.3.37 Prostate gland: ventral lobe. 1. Alveolus

containing secretions, 2. alveolar wall
epithelium of variable height.

lined by

are known as the coagulating gland and are
attached to the seminal vesicles. The dorsal lobes
surround the urethra as a single body, the ventral
lobes are between the urethra and the urinary
bladder. All three lobes open into the urethra at
the seminal collicle. The gland is tubuloalveolar,
lined by epithelium which may be flattened to
columnar, depending on the secretory activity.

Seminal vesicle

The paired seminal vesicles are male accessory
genital glands. They are relatively large, located
dorsolaterally to the wurinary bladder and
attached to the anterior prostate (coagulating
gland). The ducts of the seminal vesicles open at

the seminal collicle, together with those of the
prostatic lobes. The combined secretions of the
seminal vesicles, the prostate and the bulboure-
thral glands form a copulatory plug which
prevents outflow of semen from the vagina after
ejaculation. The seminal vesicle has a wall
composed of smooth muscle and tall columnar
epithelium forming branching mucosal folds
(Figure 2.3.38). When the gland is distended
owing to a large content of secretory material,
the folds stretch and become short (Figure 2.3.39).

Figure 2.3.38 Seminal vesicle (non-distended).
1. Smooth muscle wall, 2. tall columnar epithelium
lining branching mucosal folds, 3. secretory material
(brightly eosinophilic).

Figure 2.3.39 Seminal vesicle (distended). 1. Smooth
muscle wall, 2. epithelium forming only short mucosal
folds, owing to its distension by large amounts of
secretory material, 3. secretory material (brightly
eosinophilic).
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Testis

The paired testes are located in the scrotum.
They are covered by tunica albuginea and tunica
vaginalis, which also covers the inner surface of
the scrotum. The testis contains convoluted semi-
niferous tubules. The germinal epithelium is
arranged in layers, the early stages of maturation
at the tubular basis, the most advanced stages at
the lumen. The cell types from the periphery
towards the lumen are spermatogonia, spermato-
cytes, and round and elongated spermatids (see
Figure 2.3.27). The Sertoli cells reach from the
basal lamina to the tubular lumen. Maturing
elongated spermatids are attached to their cell
membrane. The mature spermatids become sper-
matozoa and are released. This process is called
spermiation. In the mouse the approximate time
for spermatogonia to develop into spermatozoa
is 35 days and 12 stages of the cycle of the semi-
niferous epithelium are recognized. The method-
ology of spermatogenic staging (determination
of the stages of spermatogenic cycle) has been
established [19, 20]. The seminiferous tubules
end in tubuli recti, which lead to rete testis and
then over a collecting chamber to efferent ducts
and the head of the epididymis. The rete testis is
a small area under the tunica albuginea consist-
ing of tubules lined by simple epithelium: these
must not be mistaken for abnormal, atrophic
seminiferous tubules. Among the seminiferous
tubules are the endocrine Leydig cells, together
with other peritubular cells, interstitial macro-
phages and interstitial vasculature.

Uterus

The mouse uterus consists of two long horns
which join together in a single body that is con-
nected by the cervix to the vagina. The uterine
horns lie in the dorsal abdominal cavity, begin-
ning at the oviducts, and the body and vagina
lie ventrally to the rectum and dorsally to the
urinary bladder. The wall is composed of mucosa
(endometrium), an inner circular and an outer
longitudinal smooth muscle layer (myometrium),
and the adventitia. The endometrial mucosa is
formed by simple columnar epithelium, which
extends tubular endometrial glands into the
endometrial stroma (lamina propria). The
morphology of endometrium is influenced by

Figure 2.3.40 Uterus (proestrus). 1. Lumen, 2. endo-
metrial epithelium, 3. endometrial gland, 4. endo-
metrial stroma.

the oestrous cycle. During proestrus and oestrus
the lumen is distended, and stroma hyperaemic
(Figures 2340 and 234l). In metoestrus the
epithelium shows vacuolar degeneration (with
apoptotic bodies) (Figure 2.3.42), and during dio-
estrus the epithelium regenerates (Figure 2.3.43).
The reactivity of the uterus to oestrogenic
stimuli is used in the mouse uterotropic assay, a proce-
dure designed for detecting potential oestro-
genic effects of synthetic chemicals. The
stimulated uterus increases the weight and the
height of endometrial epithelium [21]. The
uterus of ageing mice frequently develops spon-
taneous adenomyosis (growth of endometrium
into and beyond the myometrium). This has
been demonstrated to result from increased
plasma level of prolactin [22].

X 4

Figure 2.3.41 Uterus (oestrus).




Figure 2.3.43 Uterus (dioestrus).

Vagina

The wall of the vagina has a mucous membrane
formed by prominent stratified squamous
epithelium, and thin muscularis. During the oes-
trous cycle the vaginal epithelium undergoes
characteristic changes. In proestrus the superfi-
cial layers show mucous change and a layer of
cornified cells develops underneath (Figure
2.344). The stratified squamous epithelium is
thick. Oestrus is characterized by thick stratified
squamous epithelium with a distinct layer of cor-
nified cells at the surface (Figure 2.345). In
metoestrus the cornified cells become detached
and may still be present in the lumen
(Figure 2.3.46), and in dioestrus the stratified
squamous epithelium becomes thinner and is

Figure 2.3.44 Vagina (proestrus). 1. Mucous change
of the superficial layer, 2. layer of cornified cells,
3. thick stratified squamous epithelium.

Figure 2.3.46 Vagina (metoestrus).
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Figure 2.3.47 Vagina (dioestrus).

infiltrated by polymorphonuclear leucocytes
(Figure 2.3.47).

Vas deferens

The paired vas deferens begin at the tail of the
epididymis and end at the seminal collicle. The
wall is formed by ciliated columnar epithelium,
thick middle circular and inner and outer

Figure 2.3.48 Vas deferens. 1. A layer of sperm,
2. epithelium, 3. smooth muscle.

longitudinal smooth muscle layer, and adventitia
(Figure 2.3.48).

Haematopoietic and
lymphoreticular
system

Bone marrow

The bone marrow consists of a highly vascular,
loose connective tissue stroma and the haemato-
poietic cells (Figure 2.3.49). In the mouse nearly
all bony cavities are filled with active marrow,
leaving little reserve space for extending haema-
topoietic activity. This lack of marrow reserve is
compensated for by extramedullary haemato-
poietic activity, especially in the spleen. In decal-
cified haematoxylin- and eosin-stained paraffin
sections an estimate of general haematopoietic
activity (cellularity) and myeloid/erythroid ratio
can be made. Finer differentiation requires
special stains and preparation techniques.

Lymph nodes

The lymph nodes are connected with the
lymphatic system and distributed through the

Figure 2.3.49 Bone marrow (sternum). Bone marrow
exhibits large megakaryocytes with multilobulated
nuclei, erythroid elements with deeply basophilic
nuclei, and myeloid elements with larger pale nuclei
which differentiate to doughnut form and then to
segmental form. The mature erythrocytes are red.




Figure 2.3.50 Lymph node (mesenteric). 1. Subcap-

sular sinus, 2. lymphoid follicle, 3. paracortex,
4. medullary cords.

whole body. Some are paired (e.g. axillary) but
most of the visceral nodes are not (e.g. mesen-
teric) (Figure 2.3.50). Lymphatic tissue incorpo-
rated in selected organs is commonly known as
NALT (nose-associated lymphatic tissue), BALT
(bronchial-associated lymphatic tissue) in the
lung and GALT (gut-associated lymphatic tissue)
in the intestine. The lymph nodes are lymphatic
structures separate from the organs. Each lymph
node is covered by a connective tissue capsule
which can form septa within the node. The
lymph nodes consist of numerous endothelial
sinuses and reticular tissue, arranged in a mesh-
work filled with lymphatic cells. The lymph
enters the lymph node through vasa afferentia,
which penetrate the capsule, and reaches the
subcapsular sinus, which is connected to paratra-
becular and medullary sinuses. It exits through
the vas efferents in the hilus. The superficial
lymphatic tissue forms the cortex, which
contains lymphatic follicles mainly composed of
B cells. Primary follicles are non-stimulated and
contain dense aggregates of small lymphocytes.
Secondary follicles are produced in response to

immune stimulation. They are larger and have
germinal centres with numerous large pale
lymphoblasts and some macrophages with cell
debris. The follicles are surrounded by the para-
cortex, composed mainly of T cells. The
periphery of the paracortex has the highest
concentration of specialized high endothelial
venules. The deep lymphatic tissue forms the
medulla which is arranged in medullary cords
spreading towards the hilus.

Spleen

The spleen lies in the left dorsocranial part of
the abdominal cavity, along the greater curva-
ture of the stomach. It is elongated in shape
and triangular in transverse section. The spleen
has a connective tissue capsule which spreads in
to the parenchyma forming splenic trabeculae.
The parenchyma consists of white and red pulp
(Figure 2.3.51). The white pulp is organized into
periarteriolar lymphoid sheaths (PALS, repre-
senting mainly T cells) and lymphatic follicles,
which become prominent in response to stimula-
tion. The periphery of white pulp is formed by
a less densely cellular marginal zone. The red
pulp consists of reticular tissue and venous
sinuses and is the site of extramedullary haema-
topoiesis, which normally occurs in the mouse
spleen.

Figure 2.3.51 Spleen. 1. White pulp: periarteriolar
lymphoid sheath (PALS), 2. white pulp: marginal
zone, 3. red pulp with prominent extramedullary
haematopoietic activity.
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Figure 2.3.52 Thymus. 1. Medulla, 2. cortex.

Thymus

The thymus consists of two lobes. It is located
partly in the cervical but mostly the thoracic
area, between the larynx cranially and the heart
caudally. It is covered by a connective tissue
capsule and, in the thoracic cavity, surrounded
by mediastinal brown fat. The thymus consists
of the cortex and the medulla and is divided
into distinct lobules (Figure 2.3.52). The medulla
is rich in epithelial cells occasionally arranged
in Hassall's body-like formations. The cortex is
densely filled with lymphocytes, especially the
differentiating T cells. The thymus retains its
size until the young adult age and regresses there-
after by atrophy. The thymus does not develop in
the so-called ‘nude mouse’, which is homozygous
for the nu gene. These mice are hairless and lack
T lymphocytes.

Musculoskeletal
system

Bone

The mouse skeleton is composed of bones which,
according to their shape and structure, are
tubular (extremities) or flat (cranium, scapula,
ribs). Some bones, such as the vertebrae, have
both tubular and flat portions. Long tubular
bones have a shaft (diaphysis), terminating at
both ends as metaphysis (Figure 2.3.53). The

Figure 2.3.53 Long tubular bone (femur). 1. Epiphysis,
2. epiphyseal growth plate, 3. metaphysis, 4. trabe-
cular (cancellous) bone, 5. cortical (compact) bone,
6. bone marrow.

metaphysis is connected by epiphyseal cartilage
(the so-called growth plate) to the most periph-
eral part, the epiphysis. The surface of the bones
is covered by a connective tissue membrane, the
periost. The bones grow either by endochondral ossi-
fication, in which precursor cartilage such as the
epiphyseal growth plate is converted to bone, or
from the periost by periosteal ossification. Most of
the diaphysis is formed by compact cortical
bone, the inside of the metaphysis and the epiph-
ysis, as well as of short tubular and flat bones
contains trabecular (cancellous) bone tissue.
The bones form cavities in which the haemato-
poietic tissue, bone marrow, is located. The bone
tissue contains bone lining cells, osteoblasts, oste-
ocytes and osteoclasts. The bone lining cells are
resting preosteoblasts, lining the bone surface
as flattened cells. The osteoblasts are also located
at the bone surface, but are larger and polyhe-
dral. They actively deposit osteoid and progres-
sively become incorporated in osteoid matrix
and differentiate to osteocytes. The osteocytes
are completely surrounded by mineralized
bone. The osteoclasts are multinucleated macro-
phages which resorb bone and enable bone
remodelling. The bone contains collagen fibres
which may be arranged in parallel layers
(lamellar bone) or in a random pattern (non-
lamellar, woven bone). The woven bone is consid-
ered to represent immature bone, whereas the
lamellar bone is more differentiated and forms
both the cortical (compact) and the trabecular




(cancellous) bone tissue. In the mouse the cortical
bone does not have the distinct haversian systems
that occur in other species. Growth and model-
ling of various long bones in mice is complete
by the age of about 26 weeks, and further remod-
elling serves for maintenance or occurs in
response to changing external forces acting on
the bones, or to a disease.

Joints

The bones are fixed to each other by various
kinds of joints. Some joints are quite rigid, fibrous
(such as sutures in the skull) or cartilaginous (such
as between the vertebrae or the sternebrae).
Synovial joints connect bones more loosely, allow-
ing for movement. The bones in synovial joints
are equipped with articular cartilage, sometimes
with additional cartilaginous menisci, ligaments
and capsules. The inside of the synovial joints is
covered by a synovial membrane and filled with
synovial fluid.

Skeletal muscle

As in other species, the skeletal muscle consists of
striated, extrafusal and intrafusal muscle fibres,
connective tissue, blood vessels, nerve fibres and
motor and sensory nerve endings. Each muscle
fibre is a multinucleated cell with nuclei located
at the periphery and cytoplasm containing
contractile myofibrils (Figures 2.3.54 and 2.3.55).

Figure 2.3.54 Skeletal muscle (longitudinal section).
1. Cross-striated cytoplasm of muscle fibres, 2. peri-
pherally located nuclei.

B

Figure 2.3.55 Skeletal muscle (transverse section).
1. Cytoplasm, 2. nuclei of muscle fibres (pale, oval),
3. endomysial nuclei (dark, elongated).

Nervous system

Brain

The mouse brain is lissencephalic, since the
surface of the cerebral hemispheres is devoid
of gyri and sulci. The caudate nucleus and the
putamen form a continuous structure, the cau-
datoputamen. The major parts of the brain
are the forebrain (including the cerebral
cortex, hippocampus and olfactory bulbs)
(Figure 2.3.56), the upper brainstem (including
the basal ganglia, septum, epithalamus, thalamus
and hypothalamus), the midbrain (including
the tectum, tegmentum and pedunculi cerebri),
the cerebellum with the pons (Figure 2.3.57)
and the medulla oblongata. Atlases showing
selected brain parts or the complete mouse
brain are available [23-27]. The brain tissue
consists of functional cells (nerve cells, neurons)
and the supporting cells, macroglia and
microglia. The macroglia are oligodendrocytes,
which are the central myelin-forming cells,
and astrocytes, which occur both in the grey
and the white matter. The ependymal cells line
the walls of brain ventricles, are ciliated and
may react positively with astrocytic markers
such as GFAP. The choroid plexus epithelium
forms microvilli and reacts positively with
epithelial markers. The central nervous
system is covered by meninges (leptomeninx,
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Figure 2.3.56 Brain: forebrain (cresyl violet and luxol
blue). 1. Neocortex (grey matter), 2. neocortex, white
matter (corpus callosum), 3. molecular layer of
hippocampus, 4. pyramidal layer of hippocampus,
5. polymorphic layer of hippocampus.

Figure 2.3.57 Brain: cerebellar cortex (cresyl violet
and luxol blue). 1. Molecular layer, 2. Purkinje cell
layer, 3. granular cell layer, 4. white matter.

pachymeninx) and surrounded by cerebrospinal
fluid.

Peripheral nerves

As in other species, the peripheral nerves consist
of unmyelinated and myelinated nerve fibres
and connective tissue sheaths. A variety of mouse
mutant strains serve as models of genetic diseases
of human peripheral nerves [28].

Spinal cord

The spinal cord consists of central grey matter
surrounded by columns of white matter
(Figure 23.58). The dorsal columns contain
ascending sensory nerve fibres, the ventral
columns descending motor nerve fibres, and
the lateral columns both. The grey matter has
sensory dorsal horns and ventral motor horns.
In the middle is the central spinal canal. The

s

Figure 2.3.58 Spinal cord: lumbar segment. 1. Grey
matter (dorsal horn), 2. grey matter (ventral horn),
3. white matter (dorsal columns), 4. white matter
(lateral columns), 5. white matter (ventral columns),
6. dorsal spinal root, 7. ventral spinal root, 8. pachy-
meninx, 9. intervertebral disk.




spinal cord has segmental organization and it
forms a pair of spinal nerve roots in each
segment. In the mouse the roots of the fourth
to eighth cervical and first and second thoracic
segments contribute to the brachial plexus
supplying the forelimbs, and the roots of the
third to sixth lumbar segment contribute to the
lumbosacral plexus supplying the hindlimbs.

Respiratory system

Larynx

The larynx is located between the pharynx and
the trachea. The entrance of the larynx is
bordered by the epiglottis. The laryngeal wall is
formed by three layers: the epithelial lining, the
cartilage with striated muscles and vocal cords,
and the outer loose connective tissue. The epithe-
lial lining varies from stratified squamous
epithelium cranially, on the epiglottis, to pseudos-
tratified ciliated columnar respiratory epithe-
lium caudally, at the transition to the trachea.
At the base of epiglottis there are subepithelial
seromucous glands. Specific areas of the laryn-
geal wall have intermediate types of epithelium.
The vocal folds and vocal processes are covered
by low cuboidal to squamous epithelium, the
ventral laryngeal poach (diverticulum) is lined
by a mixture of ciliated columnar and cuboidal
cells. Recommendations about the appropriate
processing for detailed histological examination
of the mouse larynx have been published [29, 30].

Lung

The lungs are located in the thoracic cavity,
covered and surrounded by pleura. The left
lung has a single lobe, whereas the right lung is
subdivided to cranial, middle, caudal and acces-
sory lobes. The lung is entered by main bronchi
produced by tracheal bifurcation. The main
bronchi branch to form intrapulmonary bronchi
to terminate as bronchioles. The larger airways
are lined by columnar epithelial cells, mainly
non-ciliated Clara cells, ciliated cells, and some
neuroendocrine cells, mucous cells and brush
cells. The mucous cells are of small granule
type; goblet cells with prominent mucous

Figure 2.3.59 Lung. 1. Terminal bronchiole, 2. alve-
olar duct.

cytoplasm do not occur in the mouse lung. The
smallest airway of the mouse lung is the terminal
bronchiole, which opens to the alveolar ducts
(Figure 2.3.59). The alveolar ducts lead to alveolar
sacs and alveoli. The alveolar epithelium consists
of thin pulmonary type I cells and cuboidal type
II cells. Lymphoid tissue (BALT) is rarely seen in
the healthy mouse lung.

Nasal cavity

The nasal cavity is separated by a cartilaginous
septum. From the walls the turbinates (conchae)
project into the lumen; these are formed by
bone and covered by mucous membrane. In the
anterior nasal cavity there are nasoturbinates
and maxilloturbinates (Figure 2.3.60), whereas
the posterior nasal cavity contains ethmoturbi-
nates. Among the turbinates are the air passages,
the dorsal, middle and ventral meatus. The vom-
eronasal organ, which is an organ of chemorecep-
tion for pheromones and food flavour, occurs
medioventrally in the nasal cavity. The paired
nasolacrimal ducts connect the medial canthus
of the eye with the nasal cavity and pass through
the bony nasolacrimal canal. The anterior portion
of the nasal cavity (vestibule) is lined by stratified
squamous epithelium which extends through the
ventral meatus into the pharynx. The nasoturbi-
nates, maxilloturbinates, cranioventral portion
of ethmoturbinates and most of the nasal septum
are covered by respiratory epithelium which
contains ciliated and unciliated columnar cells,

ADOT0Ig JAILVINION ANV ANOLVNY/ G ADOT01SIH



ANATOMY AND NORMATIVE BioLoGy @ HistoLogy

Figure 2.3.60 Nasal cavity. 1. Nasoturbinate, 2. max-
illoturbinate, 3. nasolacrimal duct, 4. incisor tooth,
5. nasal septum, 6. vomeronasal organ.

cuboidal cells, goblet cells, brush cells and basal
cells (Figure 2.3.61). The lamina propria of the
respiratory epithelium contains serous glands at
the anterior nasal septum and mucous glands at
the posterior septum. The lateral walls of air
passages and the naso- and maxilloturbinates
are lined by ‘transitional respiratory epithelium’
consisting of cuboidal cells, unciliated columnar
cells, brush cells and basal cells. The dorsal wall
of the nasal cavity and the ethmoturbinates are
covered by olfactory epithelium. This epithelium
is pseudostratified columnar and consists of
specialized bipolar olfactory neurons, sustentacu-
lar (supporting) cells and basal cells. The axons of
olfactory neurons form bundles of unmyelinated
nerve fibres, which synapse with the neurons in
the olfactory bulb. The lamina propria of olfac-
tory epithelium contains tubuloalveolar Bow-
man’s glands (Figure 2.3.62). ‘Nasal diagrams’ are
available which demonstrate the nasal topog-
raphy at various section levels and serve as a basis
for assessment of histopathological findings [31].
The nasal septum of mice usually contains an
eosinophilic substance consisting of collagen and

Figure 2.3.61 Nasal cavity: pseudostratified columnar
respiratory epithelium.

Figure 2.3.62 Nasal cavity. 1. Olfactory epithelium,
2. lamina propria with Bowman'’s glands, 3. bundles
of nerve fibres.

amorphous material. This is probably related to
the vomeronasal organ [32]

Pharynx

The pharynx is the site behind the nasal and oral
cavities where the respiratory and digestive




Figure 2.3.63 Trachea. 1. Smooth muscle connecting
the ends of cartilage, 2. mucous membrane, 3. carti-
lage, 4. isthmus of the thyroid gland.

passages cross. It is lined by stratified squamous
epithelium. Its dorsal part (oropharynx) receives
the openings of the eustachian tubes.

Trachea

The trachea connects the larynx to the left and
right principal bronchi. It is located ventrally to
the oesophagus in the cervical area. It is formed
by 15-18 C-shaped hyaline cartilages, with smooth
muscle joining the ends (Figure 2.3.63). The
mucosa is lined by pseudostratified columnar
epithelium consisting of Clara cells, goblet cells,
ciliated cells and basal cells.

Sensory organs
and adnexa

Ear

The paired ears are composed of three parts: the
external ear, the middle ear and the inner ear.
The external ear is formed by concha auriculae
(the pinna) and the external auditory canal
(meatus). The pinna is an elastic cartilaginous struc-
ture covered by skin on both sides. In the mouse the
lateral portion exhibits hair and some sebaceous
glands, the medial part has much less hair and
more sebaceous glands. The middle ear consists

Figure 2.3.64 Ear: cochlea with organ of Corti.
1. Scala media, 2. scala tympani, 3. limbus, 4. tectorial
membrane, 5. hair cells, 6. spiral ganglion, 7. cochlear
nerve.

of the tympanic cavity with the tympanic
membrane and the eustachian tube, connecting
the middle ear to the pharynx. Within the
tympanic cavity lie the auditory ossicles—malleus,
incus and stapes. The inner ear consists of the laby-
rinth (organ of equilibrium) and the cochlea
(organ of audition). In the cochlea there is the
organ of Corti with sensory hair cells which are
connected to spiral ganglion cells (Figure 2.3.64).
The mouse cochlea has one and a half turns, but
its length varies among some strains [33].

Eye

The paired eyes are nearly spherical in shape.
The lens is also spherical and relatively large.
Because of the animal’s nocturnal way of life,
the mouse retina does not have areas of
increased visual acuity such as a central round
area or horizontal streak. The mouse eye is ata-
petal, i.e. the tapetum lucidum is not developed.
The sclera and the cornea form the outer
fibrous tunic. The cornea consists of the
external layer of stratified squamous epithelium
and of the stroma formed by collagen fibres,
fibroblasts and a few elastic fibres (Figure 2.3.65).
Bowman’s membrane is not recognizable in
mice. Descemet’s membrane lines the inner
surface of the cornea. The uvea consists of the
iris, ciliary body and choroid. Except in albino
mice, these layers are pigmented, as is the retinal
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Figure 2.3.65 Eye. 1. Cornea, 2. anterior chamber,
3. iris, 4. lens, 5. retina, 6. choroid and sclera, 7. optic
nerve, 8. vitreous body.

pigment epithelium. The lens consists of lami-
nated fibres formed by modified epithelial cells,
enclosed by a capsule. The retina is formed by
photoreceptor cells, predominantly the rods,
lined by retinal pigment epithelium. There are
three layers of cell nuclei arranged in the outer
and inner nuclear layer and the innermost
ganglion cell layer. The outer nuclear layer is
formed by photoreceptors, the inner nuclear
layer contains specialized bipolar, horizontal
and amacrine cells. The glial cells of the retina
are the astrocyte-like Miuller cells, which traverse
all retinal layers and have the nuclei located in
the inner nuclear layer. The ganglion cells
form the axons of the optic nerve, conducting
the visual impulses towards the brain.

Harderian gland

The paired Harderian glands are located deep
within the orbit, surrounding the optic nerve
and several external ocular muscles from the
dorsal, medial and ventral direction. The gland
has a tubuloalveolar structure. On each side
asingle excretory duct resulting from the connec-
tion of alveolar,lobular and lobar lumina opens at
the base of the outer surface of the nictitating
membrane. There are no intralobular or interlob-
ular ducts. The excretory duct is lined by
columnar epithelium except at the opening on
the nictitating membrane where stratified

Figure 2.3.66 Harderian gland. 1. Secretory cells with
finely vacuolated cytoplasm, 2. occasional porphyrin
accretions.

squamous epithelium occurs. The cytoplasm of
secretory cells appears finely vacuolated owing
to the presence of lipid droplets containing
mainly glyceryl ester diesters and phospholipids
(Figure 2.3.66). Major secretory products are
porphyrins, controlling the amount and quality
of light reaching the retina and providing photo-
protection to the eye. Occasional porphyrin accre-
tions occur in the glandular lumina. In many
mouse strains the amount of porphyrins is signif-
icantly higher in the female than in the male.
Between the secretory cells and the basement
membrane are located the myoepithelial cells,
which enable the release of secretions in response
to nervous, especially cholinergic, stimuli [34].

Lacrimal gland

The mouse possesses two pairs of lacrimal glands.
The exorbital glands are located subcutaneously,
ventral and anterior to the external ear
(Figure 2.3.67). The intraorbital glands are located
at the outer canthus, where the joint excretory
ducts of both ipsilateral glands open. The
lacrimal glands are tubuloacinar, consisting of
lobes and lobules. The serous secretory cells
have basophilic cytoplasm near the basally
located nuclei and more pale cytoplasm at the
lumen. Myoepithelial cells are found between
the epithelium and the basement membrane.
The intralobular ducts are lined by cuboidal cells




Figure 2.3.67 Lacrimal gland (exorbital). 1. Secretory
cells, 2. intralobular duct.

and the excretory ducts by stratified columnar
epithelium [34]

Optic nerve

The paired optic nerves are formed by the
processes of retinal ganglion cells connecting
the eyes to the brain (see Figure 2.3.65). The optic
nerve tissue belongs to the central nervous tissue,
the myelinating cells are oligodendrocytes and
the outer sheaths investing the optic nerve are
continuations of cerebral meninges. The mouse
optic nerve contains about 65000 nerve fibres.

Skin and mammary
glands

Mammary glands

Female mice have five pairs of mammary glands,
three pairs in the cervicothoracic region and two
pairs in the inguinoabdominal region. Male mice
have only four pairs of glands and no nipples.
The mammary gland is a compound tubuloalveo-
lar gland. The branched system of lactiferous
ducts is embedded in adipose tissue (Figure 2.3.68),
and, in developed glands, it leads to lobules of
secretory alveoli. The lactiferous ducts are lined
by pseudostratified low columnar or cuboidal
epithelium, the alveoli by low cuboidal epithe-
lium. The secretory cells are surrounded by
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Figure 2.3.68 Mammary gland (virgin female). The
resting mammary gland in a virgin female consists
essentially of lactiferous ducts embedded in adipose
tissue.

myoepithelial cells. Details of mouse mammary
gland biology have been reviewed [35].

Skin

The skin is composed of the epidermis, dermis
and subcutis (hypodermis) (Figure 2.3.69). Skin

Figure 2.3.69 Skin. 1. Epidermis, 2. dermis, 3. hair
follicle, 4. sebaceous gland, 5. striated muscle (pan-
niculus carnosus), 6. subcutis.
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adnexa are hair follicles and sebaceous glands.
The epidermis consists of four layers: basal cell
layer (stratum basale), prickle cell layer (stratum
spinosum), the granular cell layer (stratum gran-
ulosum) and a horny layer (stratum corneum).
In pigmented (non-albino) strains melanin
pigment occurs in the cells of the basal layer,
the hair follicles and hairs. It is produced by
melanocytes. The dermis (corium) consists of
fibrous connective tissue and has a subepidermal
papillary layer and deeper reticular layer. The
subcutis is formed by loose connective tissue
with a moderate amount of fat tissue. A sheet
of striated skeletal muscle lies between the
dermis and the subcutaneous tissue and is prom-
inent especially in the regions of neck, thorax
and abdomen. The hair coat of the mouse
(pelage) is formed by short hairs. Among the
pelage hairs are scattered longer guard hairs,
which have a tactile function. Very large tactile
hairs, the vibrissae (whiskers), occur on the nose.
The hairs are keratohyaline products of epithe-
lial hair follicles which protrude from the
epidermis into the dermis. The hair follicles are
associated with sebaceous glands. In the mouse,
sweat glands occur only on the footpads.

Zymbal's gland

The paired Zymbal’s glands are auditory seba-
ceous glands. The gland consists of acinar seba-
ceous cells and excretory ducts lined by
stratified squamous epithelium (Figure 2.3.70). It
opens into the external ear canal.

Sebaceous cells,

Figure 2.3.70 Zymbal's gland. 1.
2. excretory ducts, 3. external ear canal.

Urinary system

Kidney

The paired kidneys are located in the dorsal part
of abdominal cavity, the right kidney slightly
more cranially then the left kidney. The mouse
kidney is unilobar with a single papilla. It consists
of the cortex and the medulla (Figure 2.3.71).
The cortex contains cortical tubular labyrinths
(mainly proximal convoluted tubules), and
medullary rays extending from the outer
medulla. The medulla is subdivided into outer
and inner zones. The outer zone has outer and
inner stripes, and the inner zone forms the
papilla (Figure 2.3.72).

The functional unit is the nephron, consisting
of the glomerulus, convoluted and straight
portions of the proximal tubule, the descending
and ascending portions of the loop of Henle,
and the strait and convoluted portions of the
distal tubule (Figure 2.3.73). The nephrons are
connected to the collecting ducts, which run

Figure 2.3.71 Kidney: cortex and medulla. 1. Cortex,
2. outer stripe of outer medulla, 3. inner stripe of
outer medulla, 4. inner medulla, 5. papilla.




Figure 2.3.72 Kidney: pelvis and papilla. 1. Papilla,
2. pelvis, 3. cortex.

Figure 2.3.73 Kidney:
urinary pole, 3. vascular pole with macula densa, 4.
proximal convoluted tubule.

cortex. 1. Glomerulus, 2.

into papillary ducts. The papillary ducts open at
the tip of renal papilla into the renal pelvis. The
renal pelvis is lined by transitional cell epithelium
and its continuation forms the ureter. The mouse
renal papilla may be very long and protrude into
the initial portion of the ureter. The glomerulus

is surrounded by the Bowman’s capsule, which
in most mouse strains is considered to exhibit
sexual dimorphism: the parietal epithelial cells
are cuboidal in males and flattened in females.
This difference could not be demonstrated in
the sections of CD-1 mouse kidneys used to illus-
trate this text. Regardless of the gender, the pari-
etal cells of Bowman’s capsule were flattened at
the vascular pole and cuboidal at the urinary
pole of glomeruli. Reportedly the sexual dimor-
phism occurs under influence of testosterone
only in mature males. The proximal tubules are
found mainly in the cortex. They have cuboidal
cells with prominent brush border (microvilli).
The descending and ascending loop of Henle is
found in the medulla. They are lined by flattened
epithelium resembling endothelium of blood
vessels. The distal tubules re-enter the cortex
and have cuboidal epithelium similar to proximal
tubules, but devoid of brush border. The straight
portion of the distal tubules leads to the macula
densa at the vascular pole of glomerulus, where
renin is produced by specialized cells.

The mouse renal vasculature is similar to
other species. The branches of the renal artery
form the arcuate arteries at the corticomedullary
border. Interlobular branches of the arcuate
arteries supply the afferent arterioles of
glomeruli. The efferent arterioles supply the
cortex and form descending vasa recta to supply
the medulla. The venous blood collects in
ascending vasa recta and interlobular and
arcuate veins. Spontaneously occurring vacuola-
tion, probably of lysosomal origin, in renal
tubular epithelium of the outer medulla in CD-1
mice has been reported [36].

Ureter

The paired ureters connect the kidneys to the
urinary bladder. The wall of the ureter consists
of transitional epithelium, muscularis with inner
circular and outer longitudinal layers of smooth
muscle fibres, and adventitia.

Urethra

The urethra connects the urinary bladder to the
body surface. In males the urethra is divided
into the membranous and penile parts
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(see Figure 23.35). The membranous urethra
contains the colliculus seminalis and receives
there the openings of both vas deferens, prostate,
seminal vesicles and ampullary glands. The area
of seminal collicle is lined by columnar epithe-
lium, the remaining area by transitional epithe-
lium. Into the lumen of membraneous urethra
open small mucous urethral glands (glands of
Littré). Before its transition to the penile part
the urethra forms a diverticulum and this area
receives the openings of bulbourethral glands.
The lumen of the penile urethra is lined by tran-
sitional epithelium and the external opening (ori-
ficium) by stratified squamous epithelium. In
females the urethra opens independently of the
vagina—it empties into the clitoral fossa, crani-
ally to the vaginal opening.

Urinary bladder

The bladder is located in the dorsocaudal abdom-
inal cavity, ventrally to the colon. The wall is
formed by transitional epithelium with well-vas-
cularized lamina propria, smooth muscle muscu-
laris and adventitia (Figure 2.3.74). In the lamina
propria nodules of lymphoid tissue may occur,
especially in ageing mice: they must not be
mistaken for an inflammatory or neoplastic
lesion. The thickness of the bladder wall depends
on the degree of distention by the content. Dis-
tended transitional epithelium is about two to

Figure Transitional

2.3.74 Urinary bladder. 1.
epithelium, 2. superficial cells of transitional epithe-
lium are large and may be polyploid, 3. nodules of
lymphoid tissue may occur in the lamina propria,
4. muscularis.

three cell layers thick. The empty bladder has
thick folds of transitional epithelium and lamina
propria. The superficial cells of the transitional
epithelium (also called ‘umbrella cells’) are large,
may be binucleated and polyploid.

Most common strain
differences in the
occurrence of age-
related changes

At Harlan Laboratories Ltd, Switzerland, histo-
logical changes occurring in control animals
(untreated ageing animals) obtained from
104-week oncogenicity studies were compared
in three commonly used mouse strains: NMRI,
CD-1 and B6C3F1. The main differences related
to mortality rates as well as neoplastic and non-
neoplastic lesions included the following.

NMRI and CD-1 mice revealed the highest
mortality rate (mean NRMI: males 56.9%, females
76.8%; CD-1 males 522%, females 61.1%). In
contrast, B6C3F1 mice survived significantly
longer (mean mortality rate: males 17.7%, females
26.3%).

Regarding non-neoplastic lesions, liver cell
necrosis, Kupffer’s cell proliferation and derma-
titis were encountered at high incidences in
NMRI mice, whereas in CD-1 mice the most
common non-neoplastic lesion was amyloidosis
(depending on its incidence in the source
colony), followed by periarteritis, chronic
progressive nephropathy and glomerulosclero-
sis, diffuse hyperplasia of the glandular stomach
mucosa, and cardiomyopathy, dilation of the
preputial/clitoral gland, dermatitis, granulopoi-
esis in the bone marrow and deposition of an
eosinophilic substance in the nasal cavities. In
contrast, the most common non-neoplastic
lesions in B6C3F1 mice when compared to other
mouse strains consisted of uterine cystic endo-
metrial hyperplasia, fibro-osseous lesion in the
sternum and foci of mineralization in the brain-
stem (thalamus).

Among the neoplastic lesions, the highest
incidences for pulmonary alveolar/bronchiolar




adenoma, Harderian gland adenoma and
systemic neoplasia (such as haemoproliferative
lesions) were encountered in NMRI mice. In
contrast, along with foci of hepatocellular alter-
ation, hepatocellular neoplasms were most
common in B6C3F1 mice.

References

[1] Hummel KP, Richardson FL, Fekete E.
Anatomy. In: Green EL, Fahey EU, editors.
Biology of the Laboratory Mouse. 2nd
edition. New York: Dover Publications; 1975.
pp- 247-307.

[2] Gude WD, Cosgrove GE, Hirsch GP. Histo-
logical Atlas of the Laboratory Mouse. New
York: Plenum Press; 1982.

[3] Mohr U, Dungworth DL, Capen CC,
Carlton WW, Sundberg JP, Ward JM.
Pathobiology of the Aging Mouse, vols. 1-2.
Washington, DC: ILSI Press; 1996.

[4] Maronpot RR, Boorman GA, Gaul BW.
Pathology of the Mouse. Vienna, IL: Cache
River Press; 1999.

[5] Iwaki T, Yamashita H, Hayakawa T. A Color
Atlas of Sectional Anatomy of the Mouse.
Tokyo: Adthree; 2001.

[6] Bannasch P, Gossner W. Pathology of
Neoplasia and Preneoplasia in Rodents,
vols. 1-2. Stuttgart: Schattauer; 1994, 1997.

[7] Cotchin E, Roe FJC. Pathology of Laboratory
Rats and Mice. Oxford: Blackwell Scientific
Publications; 1967.

[8] Faccini JM, Abbott DP, Paulus GJJ.
Mouse Histopathology. Amsterdam: Elsevier;
1990.

[9] Mohr U. WHO-IARC International Classifi-
cation of Rodent Tumors: The Mouse. Ber-
lin: Springer; 2001

[10] Turusov V, Mohr U. Pathology of Tumours
in Laboratory Animals, Volume 2—
Tumours of the Mouse. Lyon: Scientific
Publications No 111, IARC; 1994.

[11] Vargas K], Stephens LC, Clifford CB,
Gray KN, Price RE. Dystrophic cardiac
calcinosis in C3H/HeN mice. Lab Anim Sci
1996;46:572-5.

[12] Crawford LW, Foley JF, Elmore SA.
Histology atlas of the developing mouse
hepatobiliary system with emphasis on
embryonic days 9.5-185. Toxicol Pathol
2010;38:872-906.

[13] Chiu T, Chen HC. Spontaneous basophilic
hypertrophic foci of the parotid glands in
rats, and mice. Vet Pathol 1986;23:606-9.

[14] Losco PE. Dental dysplasia in rats and mice.
Toxicol Pathol 1995;23:677-88.

[15] Whitten WK. Pheromones and mammalian
reproduction. Adv Reprod Physiol 1966;l:
155-77.

[16] Pedersen T, Peters H. Proposal for a classifi-
cation of oocytes and follicles in the mouse
ovary. | Reprod Fertil 1968;17:555-7.

[17] Bolon B, Bucci TJ, Warbritton AR, Chen J]J,
Mattison DR, Heindel J]J. Differential follicle
counts as a screen for chemically induced
ovarian toxicity in mice: results from
continuous breeding bioassays. Toxicol Sci
1997;39:1-10.

[18] Bucci TJ, Bolon B, Warbritton AR, Chen [],
Heindel JJ. Influence of sampling on the
reproducibility of ovarian follicle counts in
mouse toxicity studies. Reprod Toxicol
1997;11:689-96.

[19] Russel LD, Ettlin RA, Sinha Hikim AP,
Clegg ED. Histological and Histopathological
Evaluation of the Testis. Clearwater, FL.:
Cache River Press; 1990.

[20] Creasy DM. Evaluation of testicular toxicity
in safety evaluation studies: the appropriate
use of spermatogenic staging. Toxicol
Pathol 1997;25:119-31.

[21] Markey CM, Michaelson CL, Veson EC,
Sonnenschein C, Soto AM. The mouse ute-
rotropic assay: a reevaluation of its validity
in assessing the estrogenicity of bisphenol A.
Environ Health Perspect 2001;109:55-60.

[22] Mori T, Nagtasawa H, Ohta Y. Prolactin and
uterine  adenomyosis in  mice. In:
Nagasawa H, editor. Prolactin and Lesions in
Breast, Uterus and Prostate. Boca Raton, FL:
CRC Press; 1989. pp. 123-39.

[23] Kovac W, Denk H. Der Hirnstamm der
Maus. Wien: Springer Verlag; 1968.

[24] Krueger G. Mapping of the mouse brain for
screening procedures with the light micro-
scope. Lab Anim Sci 1971;21:91-105.

[25] Montemurro DG, Dukelow RH. A Stereo-
taxic Atlas of the Diencephalon and Related
Structures of the Mouse. Mount Kisco, NY:
Futura; 1972.

[26] Sidman RL, Angevine B, Pierce ET. Atlas of
the Mouse Brain and Spinal Cord. Cambridge,
MA: Harvard University Press; 1971

[27] Paxinos G, Franklin KBJ. The Mouse Brain
in Stereotaxic Coordinates. 2nd ed. (with
CD-ROM). London: Academic Press; 2000.

ADOT0Ig JAILVINION ANV ANOLVNY/ g ADOT01SIH



ANATOMY AND NORMATIVE BloLoGgY 9 HistoLoGgY

[28] Krinke GJ. Nonneoplastic and neoplastic
changes in the peripheral nervous system. In:
Mohr U, Dungworth DL, Capen CC,
Carlton WW, Sundberg JP, Ward JM, editors.
Pathobiology of the Aging Mouse, vol. 2.
Washington, DC: ILSI Press; 1996. pp. 83-103.

[29] Renne RA, Gideon KM, Miller RA,
Mellick PW, Grumbein SL. Histologic
methods, and interspecies variations in the
laryngeal histology of F344/N rats and
B6C3F1 mice. Toxicol Pathol 1992;20:44-51.

[30] Sagartz JW, Madarasz AJ], Forsell MA,
Burger GT, Ayres PH, Coggins CRE. Histo-
logical sectioning of the rodent larynx for
toxicity testing. Toxicol Pathol 1992;20:
118-21.

[31] Mery A, Gross EA, Joyner DR, Godo M,
Morgan KT. Nasal diagrams: a tool for
recording the distribution of nasal lesions in
rats and mice. Toxicol Pathol 1994;22:353-72.

[32] Doi T, Kokoshima H, Kanno T, Sato ]J,
Wako Y, Tsuchitani M, et al. New findings
concerning eosinophilic substance deposi-
tion in mouse nasal septum: sex difference
and no increase in seniles. Toxicol Pathol
2010;38:631-6.

[33] Stejskal SM. Development, growth, and
assessment of the auditory system. In:
Mohr U, Dungworth DI, Capen CC,
Carlton WW, Sundberg JP, Ward JM, editors.
Pathobiology of the Aging Mouse, vol. 2.
Washington DC: ILSI Press; 1996. pp. 155-77.

[34] Krinke G]J, Schaetti, Ph. R, Krinke AL.
Nonneoplastic, and neoplastic changes in
the Harderian, and lacrimal glands. In:
Mohr U, Dungworth DL, Capen CC,
Carlton WW, Sundberg JP, Ward JM,
editors. Pathobiology of the Aging Mouse,
vol. 2. Washington, DC: ILSI Press; 1996.
pp- 139-52.

[35] Cardiff RD. The pathology of EMT in
mouse  mammary  tumorigenesis. ]
Mammary Gland Biol Neoplasia 2010;15:
225-233.

[36] Johnson RC, Dovey-Hartman BJ, Syed ],
Leach MW, Frank DW, Sinha DP, et al.
Vacuolation in renal tubular epithelium of
Cd-1 mice: an incidental finding. Toxicol
Pathol 1998;26:789-92.

General information

Schofield PN, Gruenberger M, Sundberg JP.
Pathbase, and the MPATH ontology: community
resources for mouse histopathology. Vet Pathol
2010;47:1016-20.

Sundberg JP, Ward JM, Schofield P. Where’s the
mouse info? Vet Pathol 2009;46:1241-4.
Sundberg JP, Schofield PN. Commentary: mouse
genetic nomenclature: standardization of strain,
gene, and protein symbols. Vet Pathol 2010;47:
1100-4.

Websites European Late Effects Project (EULEP).
Necropsy of the Mouse, Bibliography. www.
eulep.org/Necropsy_of_the_Mouse/index.php?
file=Bibliography.html

Mouse Atlas Project. www.loniucla.edu/MAP/
index.html

Mouse Brain Atlases. http://mblorg/mbl_
main/atlas.html; www.hmsharvard.edu/research/
brain/3D_ atlasvDemo.html

MRC HGU, The Mouse Atlas, and Gene
Expression Database Project. http://genex.hgu.
mrc.ac.uk/

Sundberg Laboratory. http://research.jax.org/
faculty/sundberg/index.html

The Virtual Mouse Necropsy. www.geocities.
com/virtualbiology/

UC Davis Mouse Biology Program, The Visible
Mouse.  http://pathology.usdavis.edu/tgmice/
visiblemouse/visiblemouse/web/Main.html
Whole Mouse Catalog - Organism. www.papergly
phs.com/wmc/domain_mousehtml

Yale Animal Resources Center. Mouse
Phenotyping Service. www.med.yale.edu/yarc/
mousephenotype.htm




CHAPTER

Skin and Adnexa
of the Laboratory

Mouse

John P. Sundberg

The Jackson Laboratory, Bar Harbor, Maine, USA and
Vanderbilt University, Nashville, Tennessee, USA

Christopher S. Potter

The Jackson Laboratory, Bar Harbor, Maine, USA

Lloyd E. King, Jr

Vanderbilt University, Nashville, Tennessee, USA

Introduction

The skin is the largest of the intermediate-sized
organs [1]. Dermatology, anatomy and histology
textbooks assign simple functions to this organ
system which, in reality, is as complicated as any
organ in the body. More importantly, it is inte-
grated with every organ of the body, not simply
a wrapping to hold things together. The list of
functions of the skin is constantly expanding,
and Box 24.1 presents a summary from a pub-
lished debate on this topic [2].

Spontaneous and genetically engineered
mutations in laboratory mice have changed

the basis of our knowledge of the function of
the skin and how gene expression in the skin
may be a reflection of similar expression in
different organs [3, 4]. For example, for a long
time it was generally thought that mice without
hair (alopecia) have some form of immunodefi-
ciency. This was largely based on observations
relating to the nude mouse. These mutant mice
appear to lack hair at the gross level and lack
a cell-mediated immune system because of
failure of the thymus to develop normally. In
fact, these mice have hair follicles that cycle nor-
mally and produce hair shafts but the hair shafts
are defective due to the role of the mutated fork-
head box N1 (FoxnI) gene that codes for the nude

The Laboratory Mouse
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BOX 24.1
Functions of the skin
and adnexa

Protection from the environment
defence

weapons

communication with other animals
communication with internal organs
respiration (especially in lower species)
chemical reactions (activation of compounds by
light)

locomotion (especially in lower species)
¢ thermoregulation

e progeny support (lactation in mammals).

Source: Summarized from [2].

phenotype (FoxnI™) and acts as a transcription
factor to downregulate hard keratin production
[5-7]. This gene also plays a role in terminal
differentiation of keratinocytes at other anatom-
ical sites [8]. Hairless (Hr), another mutant mouse
[9], also has a minor abnormality in its immune
system [10]. The advent of the severe combined
immunodeficiency mutant mice (Prkdc*) with
normal pelage and hair cycle changed the limited
correlation between immunodeficiences and
hair loss [11]. We now know that each skin defect
can be unique and may or may not be associated
with visceral lesions [3].

Numerous mutations have occurred sponta-
neously in laboratory mice, induced by radiation
or various chemical mutagens, or created using
transgenesis or targeted mutagenesis [3, 12-23].
It is beyond the scope of this chapter to cover
the large number and variety of mutant mice
currently available. However, this information is
available online where it can be, and is, constantly
updated. The best general resource for informa-
tion on the allelic mutations of all known genes is
through the Mouse Genome Informatics web site
(www.informatics,jax.org). Images of the specific
lesions are available in the Mouse Tumor Biology
Database, a part of Mouse Genome Informatics
(http://tumor.informaticsjax.org) [24-26]. In
addition, histopathology of spontaneous and
genetically engineered mice in general is to be
found on the European Mouse Pathology
Consortium Pathbase site (http://www.pathbase.
net) [27-29]. There are numerous books and

website resources available that provide overviews
or detailed information on the skin as well as all
organ systems in the laboratory mouse [30].

This chapter provides an overview and refer-
ences as sources for more specific information
on normal anatomy, development and cycling
of the skin and its adnexa [30, 31]. It also provides
information on routine methods to prepare spec-
imens for analysis. General, systematic descrip-
tions of mnecropsy procedures evaluating all
organ systems can be found in Chapter 5.7 of
this book.

Clinical evaluation,
tissue collection,
and preservation
of the skin

Clinical evaluation

The normal mouse is completely covered with
hair. Although the tail and ears appear to be free
of hair, close examination reveals that they too
are covered by very fine specialized hairs. Careful
examination reveals at least two hair types, asis the
case with most domestic mammals. A fine, short
hair coat covers most of the body (truncal hairs)
while long hairs are evident around the head
(vibrissae, incorrectly called whiskers by many
investigators since there is no anatomical similarity
to androgen-responsive facial hair in humans)and
distal limbs. On studying the mouse hair more
carefully, however, one will note that there are
actually many hair types present. Within the
pelage hairs covering the body there are classically
four types: (i) guard hairs are long, straight, thick,
and protrude above the level of most hairs; (ii)
auchene hairs are nearly as long as guard hairs
with a gradual bend at the distal end; (iii) aw! hairs
are also straight with a bend at the distal end but
are short and thin; and lastly (iv) zigzag hairs are
the underhairs, which have two bends giving
them a 2’ shape (Figure 2.4.1). These hair types
are best differentiated in plucked samples
mounted on glass slides with mounting media
and a coverslip, and then examined microscopi-
cally. This approach forces the hairs to lie in one




Figure 2.4.1 Scanning electron micrograph of
telogen-stage plucked hairs from the dorsal truncal
skin of an adult mouse. (A) Guard hairs, (B) awl hairs,
(C) zigzag hairs.

plane. The hairs can be examined with a micro-
scope, photographed and a variety of light sources
used that can provide diagnostic information
[32-34]. This is superior to the historical approach

in which the hair was attached with double-sided
sticky tape to a glass microscope slide.

In addition to the pelage or truncal hairs,
there are many other specialized hair types in
the mouse. The tail is covered with very short,
broad fibres. Ears have a variety of very short,
fine hair shafts (Figure 24.2). Eyes have
vibrissae above the eyelids and a network of
long hair shafts protruding from the lid
margins called cilia. Vibrissae are also found
around the mouth, eyelids, and near the foot
pads on the lower legs (Figure 2.4.3). Perianal
hairs are large, thin structures that form
a network above the opening of the anus
(Figure 2.4.4). Hairs also change around nipples
and the base of the ear. These differences can
often only be seen using a hand lens, dissection
microscope, scanning electron microscopy or
other means of magnification.

Hairs are usually thin and straight, with
a uniform distribution pattern within a strain.
Variations, especially hair loss, may suggest that
the mice have a mutant phenotype but only after
simple diagnostic methods rule out infectious
causes or infestations. Ectoparasites remain
common in many animal facilities and will result
in alopecia, often mistaken by the novice for
amutant phenotype (Figure 2.4.5). Mites are easily
diagnosed by placing a piece of haired skin in
a closed petri dish into a refrigerator then exam-
ining it after an hour or so with a hand lens. Mites
migrate to the tips looking for another host. They
can also be easily identified histologically if hairs
are not shaved during preparation of the skin

Figure 2.4.2 Subgross photograph of pilosebaceous units (hair follicles with the sebaceous gland at its base)

in cleared skin from the ear of an adult mouse.
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Figure 2.4.3 Anagen-stage vibrissae hair follicle from
the muzzle of an adult mouse. Ring sinus (RS),
cavernous sinous (CS), capsule (C), outer root sheath
(ORS), inner root sheath (IRS), medulla (ME), matrix (M).

(Figure 2.4.5). Other infectious diseases require
the assistance of a trained veterinary pathologist
for correct diagnosis.

Tissue collection and
preservation for histologic
evaluation of the skin

Every pathologist has his or her own preference
for fixation of tissues. It is always best to work
with the pathologist who will be evaluating the
tissues before proceeding. Neutral buffered
formalin solution is the most universal fixative
used. Tissues are often left in formalin for long
periods, however, which causes many epitopes to
be modified due to cross-linking of amino groups
by the aldehydes, making immunohistochemistry
difficult or impossible [35]. Fekete’s acid alcohol
formalin minimizes this problem, especially when
tissues are transferred to 70% ethanol after over-
night fixation. Commercially available zinc-based
preservatives are claimed to maintain epitopes
and optimize immunohistochemical results while
maintaining some degree of the histological
quality that pathologists are used to with paraffin
sections. Bouin’s solution is popular as a general
fixative but it hyalinizes collagen fibres, so fine
detail of the skin can be difficult to interpret.
Also, use of Bouin’s solution requires washing in
tap water and transfer to ethanol. Failure to do so
results in major artefacts, often making the tissue
unusable [35]. These and other fixatives are

Figure 2.4.4 Anagen-stage perianal hair. Anus (A), dermal or follicular papilla (DP) within the bulb, sebaceous

gland (S), telogen-stage truncal hair follicles (T).




Figure 2.4.5 (A) Photomicrograph of an egg (nit) anchored to a hair fibre, (B) Scanning electron microscopy
reveals the mite (Myocoptes musculinus) holding on to a hair fibre, (C) Ectoparasites (mites) above the

epidermis in a histologic section.

discussed in Chapter 5.7 on necropsy methods,
which includes formulations for their preparation.

Since skin and hair follicles vary dramatically
by location, several locations should be sampled
in order to evaluate potential changes. In fact,
transcriptome studies utilizing skin collected
from various anatomical sites suggest that each
site might be better considered as a separate
organ [36] Collection of tissue consistently
throughout a study will make specimens compa-
rable. Dorsal skin can be collected over the
thorax, making sure to label cranial and caudal
orientations so the tissue will be trimmed
correctly. Ventral skin covering the thorax is
also taken. Both dorsal and ventral skin are very
similar histologically so they should be placed in
separate cassettes and labelled (e.g. D for dorsal
and V for ventral) or placed into separate
cassettes, each with other skin that has distinct
histological features. Vibrissae on the head are
collected by removing all the skin on the head
as a complete unit. Vibrissae on the muzzle are
trimmed as one piece. Eyelids are sectioned
from this piece of skin as well, to include upper
and lower lids. Ears and tail are removed from
the body and fixed by immersion. Tail skin can
be removed from the bone and muscle or
collected together. If the latter is done, the bone
must be decalcified. Footpads are also collected.
Details are provided in Chapter 5.7 and elsewhere
[88, 37]. Nails are collected attached to the feet
and digits. Distal limbs can be disarticulated and
fixed in toto. If the paw is to be examined, it can
be fixed under weight to lay it flat then sectioned
horizontally to include all the joints after decalci-
fication. Sagittal sections are the most useful for
evaluation of the nail unit. Digits are processed
in toto and serially sectioned lengthwise after
decalcification.

Scanning electron microscopy
of the skin and hair fibres

Scanning electron microscopy provides a detailed
three-dimensional view of structures at various
magnifications. X-ray microanalysis can deter-
mine the relative element content of a specimen,
which may be useful for evaluation of some
mutant mice. Hairs are made up of the high-
sulfur keratins (hard keratins or hair keratins)
and keratin-associated proteins. The low-sulfur
keratin proteins are found in the flexible areas
of skin, the interfollicular epidermis and foot
pads. Changes in sulfur levels can be detected
by element analysis and suggest abnormalities
are present in these hairs, at least in their cuticles.
Such is the case with the ichthyosis (L"), nude
(FoxnI™) and many other mutant mice that have
forms of trichothiodystrophy, all of which show
evidence of low sulfur levels in the hair shafts
(Figure 2.4.6) [6, 38]. Mutant mice with defects in
their hair shaft medullas may not have detectable
decreases in sulfur levels [39-41] Toxic agents,
especially heavy metals, can also be identified
using this method [42-44].

Whole mounts of skin or nails can be easily
made by removing tissues at the time of necropsy,
spreading soft tissues out on a firm nylon
membrane to fix them flat, and placing them in
buffered glutaraldehyde using standard
methods. Electron microscopists will critically
point dry the specimen, coat it with gold and
then examine it with the investigator [45].

Hairs can be examined in whole mounts or
manually removed and examined individually.
Adult mouse hair follicles are in telogen for pro-
longed periods so the hairs can be easily removed
manually from lightly anaesthetized animals
without causing pain; damage to fibres is rare since
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Figure 2.4.6 X-ray microanalysis of skin of the tip of a digit from a mouse embryo. The surface of the skin
(keratinocytes) is evident. High element peaks represent the specimen preparation materials. Sulfur levels (S)

can be quantitated.

they come out so easily [31, 46, 47] Hairs are placed
inadry vialand processed routinely. Shipments we
receive from collaborating laboratories for evalua-
tion are routinely disinfected on the external
surface and are then filled with 70% ethanol and
stored for a week or more before processing
because many research colonies are commonly
infested with mites. This approach kills the mites,
thus avoiding their introduction into our local
colonies.

Transmission electron
microscopy of the skin
and hair fibres

Transmission electron microscopy can provide
a great deal of information but is technically
difficult and labour intensive. Tissue is removed
during necropsy but should be finely minced
into 1mm?® pieces, as glutaraldehyde fixatives
do not penetrate tissues deeply. Cacodylate or
phosphate  buffered  glutaraldehyde are
commonly used but other fixatives are available
and described in Chapter 5.6. Tissues should be
stored refrigerated and embedded soon after
collection to minimize artefacts [45].

Other methods

Many different methods have been developed to
evaluate skin. We have tested a thermal imaging
device that measures infrared radiated from
mice under general anaesthesia (Thermogenic

Imaging, Billerica, MA). This appeared to be
a useful device for determining response to treat-
ment for mutant mice with thick, scaly, neovascu-
larized skin or those with various forms of
alopecia (Figure 24.7). Longitudinal studies
revealed that thermal changes over time
reflected the hair cycle in both mutant and
control mice since the hypodermal fat layer,
and therefore the insulation value of the skin,
varied dramatically throughout the hair cycle.

Transepidermal water loss is an important
measurement in mice with abnormalities in the
cutaneous water barrier. Mice are first sedated
with 100 mg/kg ketamine HCI plus 0.5 mg/kg
xylazine intraperitoneally. Dorsal hair is removed
with electric clippers and then depilated for
5 min with a chemical agent such as Neet (Reckitt
and Coleman, Wayne, NJ). Transepidermal water
loss is measured 24 h later by placing a Servo
Med Evaporimeter EPI probe (Servomed AB,
Stockholm, Sweden) on the bald area [48-50].

Surface lipids can be collected by dipping
euthanized mice into 40 ml of acetone 10 times
and drying the acetone under argon gas. The
residue is dissolved in toluene and plated in sepa-
rate lanes on silica gel G chromatographic plates
(Merck, Rahway, NJ). The plates are developed to
19cm in  hexane-ether-acetic acid (80:20:1).
Following drying of the plate it is sprayed with
50% sulfuric acid [49, 51].

Kinetic studies can be easily done if consid-
ered at the time of necropsy. Mice can be injected
with bromodeoxyuridine (50 ng/g body weight)
1h before necropsy [52] A consistent time




Figure 2.4.7 Thermal images of (A) a normal C3H/HeJ mouse, (B) one with focal alopecia areata and (C) one
with diffuse alopecia areata. There is a quantifiable increase in heat loss associated with increased hair loss.

interval between injection and necropsy is critical
since it will determine the rates at which this
compound is incorporated into DNA currently
being synthesized. Unstained sections are pro-
cessed routinely for immunohistochemistry [53]
and an anti-bromodeoxyuridine antibody used.
Positive cells in S phase, the DNA synthesis phase
of the cell cycle, will have nuclei that are brown
or red depending upon the chromogen and
enzyme system used [52, 53]. An alternative is to
use tritiated thymidine. This radionuclide
requires special safety precautions, takes
3-6 weeks for development and can be difficult
to interpret, so it is less commonly used today
[64]. Interpretation is complicated and can
depend upon what types of proliferation rates
are needed for evaluation of a particular mutant.
Standard approaches are described for interfol-
licular skin such as counting the number of posi-
tive nuclei per 1000 basal cell nuclei or per linear
millimetre of skin, if it lies flat [55-59]. Some
mutant mice have marked proliferation of the
infundibulum, which requires modifications
and special adaptation of counting criteria [54].
Gene arrays for transcript analyses are now
a stable technology that is commonly used, espe-
cially with a variety of gene network analysis soft-
ware, including The Database for Annotation,
Visualization, and Integration Discovery (DAVID)
v6.7 hosted by The National Center for Biotech-
nology Information (NCBL http://david.abcc.
ncicrf.gov/home,jsp), Ingenuity Pathway Analysis

Software (http://ingenuity.com) or Ariadne
Pathway Studio (http://ariadnegenomics.com).
Each provides various tools for analysing gene
expression data to identify potential pathway
involvement as well as interactions between or
among genes or proteins and their relationship to
various cell processes and diseases. In each case,
however, the critical starting material is high-
quality RNA. What tissue to select and how to
prepare it are controversial topics, developing as
the technology evolves. We have used the entire
skin of mice that develop a generalized cutaneous
phenotype. The advantage is that an adequate
volume can be obtained to provide enough RNA
for many experiments. The disadvantage is that
hair follicles in various stages are obtained,
anatomically discrete areas are mixed and not all
areas are affected. Assuming similar anatomical
defects are found in age- and gender-matched
controls, the differences in gene expression
profiles should represent those related to the
disease under investigation. More specific sites or
time points in hair follicle morphogenesis and
cycling may be chosen later as the disease is better
understood [36]. The main advantage of gene
arrays is that complex pathways that can take
a great deal of time to analyse using traditional
methods can be screened with a small group of
animals in a matter of days. However, often these
methods also generate large amounts of data that
may likewise take weeks to months to analyse. For
example, the chronic proliferative dermatitis
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mutant mouse (Sharpin™"™) develops a psoriasiform
dermatitis that closely resembles a form of human
idiopathic hypereosinophilic syndrome [60]. By
studying multiple time points, from clinically inap-
parent disease through severe scaly skin disease
with ulceration, it was possible to work through
the pathogenesis involving multiple complex
molecular pathways [60-62]. These time course
studies, as opposed to single observations, help to
explain variations in therapeutic responses as
diseases progress.

Tissue arrays (sometimes called tissue microar-
rays) are another technology with direct applica-
tion to many research projects. Tissue arrays are
built on traditional histology methods whereby
paraffin blocks are systematically punched at
prescribed sizes and the cores placed into pre-
drilled holes in a new paraffin block [63] Large
numbers of tissues from many different organs
or different case materials of similar lesions from
the same organs can be used. This provides a tool
tospecifically evaluate the cells producing proteins
from the up- and downregulated transcripts
detected using gene arrays. Custom or predesigned
arrays are commercially available and described in
detail elsewhere (http://www.origene.com; http://
www.imgenex.com; http://www.tissue-array.net;
http://www.biomax.us). Tissue arrays can be
made using skin from several strains of mice,
different allelic mutations of the same gene or
skin from model systems affecting many different
species (we call these phylogenetic disease arrays). These
provide the advantage that the same antibody or
special stain can be used on multiple tissues from
different individuals at the same time on the
same slide, thus saving time and money and
providing uniform staining/labelling.

Development of the
normal skin and
adnexa

Each hair follicle type starts to develop at
different time points during embryogenesis.
Therefore, it is not surprising to find clusters of
hair follicles in a section at different stages of
development. The large vibrissae develop earliest

and are nearly fully developed by birth. Other
hair types do not fully develop until several
days later. In spite of this, all hair follicles develop
in a similar anatomical fashion. This develop-
mental scheme is detailed both historically and
anatomically elsewhere [64] and serves as a guide
for the summary below.

The sequential stages of hair follicle develop-
ment begin with the pregerm stage, which is hard
to recognize histologically but can be defined
with various immunohistochemical markers. It
consists of a sharply demarcated plaque of basal
and suprabasal epidermal keratinocytes. In stage 1
the pregerm develops into an histologically
evident epidermal thickening where the kerati-
nocytes display a vertically polarized orientation
compared with the more cuboidal appearance
of adjacent basal cells. Concurrently, dermal
fibroblasts increase in number immediately
below this structure, forming what will become
the dermal (follicular) papilla. Stages 2-4 produce
a column of epidermal keratinocytes that
develop a cap, invagination of the dermal papilla
and formation of the basic hair follicle structure.
The root sheaths begin to form and differentiate.
Stage 5 is the bulbous peg stage with elongation
of the inner root sheath and development of
the bulge and first sebocytes. Melanin begins to
form at this stage in pigmented mice. At stage 6
the follicle begins to extend below the level of
the dermis into the hypodermal fat layer. The
hair canal can now be identified. In stage 7 the
tip of the hair fibre leaves the inner root sheath
and enters the hair canal at the level of the infun-
dibulum of the forming sebaceous gland. Stage 8
is the maximum length of the hair follicle where
it extends down to the panniculus carnosus
muscle and the hair fibre emerges through the
epidermis. This process begins in utero and is
completed for all follicle types by 5days post-
partum when the hair is evident on the skin of
most strains of normal mice.

The epidermis develops from a single layer
into a multilayered structure. In newborn mice
it is thick at all anatomical sites and keratinocytes
follow a classical differentiation scheme for
stratified squamous epithelium (Figure 24.8).
Cuboidal basal cells (keratins 5 and 14 positive)
are located on the basal lamina [65]. Above this
layer the cells differentiate into the statum spino-
sum or prickle-cell layer. Here the cells begin to




Figure 2.4.8 Hair cycle of the mouse. (A) Newborn mouse skin has a thick epidermis with incomplete devel-
opment of hair follicles. (B) By 1 week of age hair follicles are fully developed in anagen and producing hair
fibres that emerged at 5 days of age. (C) At 14 days of age the follicles enter catagen and begin to regress,
undergoing apoptosis. (D) Within 3-5days the follicles are in the resting (telogen) phase. Note that the
epidermis thins and remains thin for life under normal circumstances by 2 weeks of age (C).

elongate along the axis of the skin and have
prominent intercellular bridges (desmosomes)
that are evident under high magnification. These
spine-like structures are due to artefactual
shrinkage of the tissues during preparation.
This layer can be identified by the presence of
keratins 1 and 10. The next layer, the stratum
granulosum, has cells that are flattened along
the axis of the skin and contain prominent baso-
philic granules (keratohyalin granules). Two
types of granules are present in the mouse, profi-
laggrin (P) and loricrin (L) granules. The larger
profilaggrin granules are blue structures visible
by light microscopy [66, 67]. The most superficial
layer, the stratum corneum, is brightly eosino-
philic and consists of compacted, flattened kerati-
nocytes. This is the critical portion of the skin that
provides a strong aqueous barrier due to the pres-
ence of lamellar bodies, small lipid-based struc-
tures only detectable by special staining and
transmission electron microscopy [68].

The epidermis of a newborn mouse is rela-
tively thick, but as the mouse ages (within
2weeks) the truncal epidermis thins to only
about two cell layers with the stratum granulo-
sum and corneum becoming very thin and often
hard to visualize by light microscopy. Other
anatomical sites do not change. The tail skin
remains thick throughout the mouse’s life. The

muzzle skin is thinner than at birth but thicker
than truncal skin. Foot pads remain thick once
formed in utero.

Normal anatomy
of the skin and the
hair cycle

Histology of the normal skin

The anatomy of the skin and hair follicles are
illustrated in Figures 2.4.4 and 2.4.8. The top layer
of epithelial cells is called the epidermis. This layer
differentiates from the cuboidal basal cells in the
stratum basale into the polygonal cells of the
stratum spinosum, then more flattened cells
with fine blue granules in the stratum granulo-
sum, and ultimately into the flat cells that lack
a nucleus and become very eosinophilic at the
surface in the stratum corneum. The outermost
layer of cells separating from the surface are
sometimes called the stratum dysjunctum. The
hair follicle is a very complicated structure that
invaginates into the dermis and hypodermal fat
undergoing major changes on a regular basis
with the hair cycle (see below). A large gland
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protrudes from its side that consists of swollen
pale cells with fine uniform vacuoles. These are
sebaceous glands that produce oils to coat the
surface of the skin and hair fibre. The oils can
be visualized in frozen sections stained with oil
red O, sudan black or other histological means
to follow how the lipids spread out over the
surface of the skin in normal compared with
mutant mice [54]. The dermis consists of dense
irregular collagenous connective tissue, elastic
connective tissue, blood vessels, nerves, smooth
muscle (arrector pili muscles that lift hair follicles
and fibres; Figure 24.9) [69], and includes
a variety of individual cell types including fibro-
blasts, mast cells and small numbers of cells from
the immune system. One important feature of
skin that is characteristically found in many
rodents, especially laboratory mice, is that
apocrine sweat glands are not present. Modified
apocrine glands, mammary glands, are abundant,
however, because of the large litter size most
mice have [70]. The mouse does not normally
have rete ridges as are seen in human skin [71]
where the lower aspect of the epidermis forms
ridges of cells that extend into the dermis. The
dermis between such ridges is commonly called
the dermal papillae, a term also used by hair biolo-
gists for the specialized fibroblasts that populate
the base of an anagen hair follicle called the
bulb. Because of this, the fibroblasts within the
bulb are also called the follicular papilla. Rete
ridge-like structures do become prominent
when mouse skin heals following ulceration.
These changes resemble those found in
neoplasms of the epidermis such that the changes
are referred to as pseudoepitheliomatous or
pseudocarcinomatous hyperplasia. Below the
dermis is a layer of fat, the hypodermal fat layer.

—— o
-

The thickness of this fat layer changes, with the
hair cycle being thickest during anagen when
follicles need a great deal of energy to produce
a hair fibre. The panniculus muscle separates
the hypodermal fat layer from the adventitia,
loose collagenous connective tissue that attaches
the skin to the underlying musculature and fat.
Mammary glands are found in the fat below
this skeletal muscle layer.

Hair cycle in the mouse

Mouse skin undergoes significant changes during
the first 2 weeks of life (see Figure 2.4.8). Hair folli-
cles continue to develop and enter late-stage ana-
gen b days postpartum when hair fibres emerge
through the epidermis. The truncal epidermis is
relatively thick at birth and thins to normal by
2-3weeks of age. Hair follicles produce fibres
over the thorax until around 14 days of age at
which time the lower portion undergoes apoptosis,
a phase commonly referred to as catagen. During
this regression the dermal papilla is retracted by
actin filaments (see Figure 2.4.9) and will reside
just below the isthmus during the resting or telogen
stage until the hair cycle is reinitiated. This usually
lasts about 3days in young mice. The follicle
develops into a new anagen-stage follicle, pushing
the old follicle laterally. The new fibre emerges
adjacent to the old one. At some point the old fibre
is lost in what is now called the exogen stage [72].
The general features of the different stages of
the hair cycle are illustrated in Figure 2.4.8. Hair
follicle morphogenesis and cycling has been
studied anatomically and with molecular and
immunological markers to  differentiate
numerous stages within each major portion of
the hair cycle that have been detailed and

Figure 2.4.9 Smooth muscle actin expression. (A, B) Expression (grey, arrows) is located around the outer root
sheath of anagen and catagen follicles. (C) It is also present in the arrector pili muscles.




reviewed elsewhere [46, 64, 73] What is commonly
called the second hair cycle, or the first real hair
cycle after embryogenesis, has a short anagen
stage and prolonged telogen stage. The hair cycles
progress in a cranial to caudal pattern that can be
easily seen in pigmented mice. Unlike humans,
pigment in the mouse skin is limited to the bulb
of anagen follicles and hair fibres. Interfollicular
epidermis rarely contains pigment and, when it
does, it is usually only in mutant mice [74] If the
mice are shaved, irregular pigmented areas will
be seen [47] These are areas containing anagen
follicles. If mice are followed daily, these pig-
mented patches will migrate caudally following
the hair cycle progression. This feature is dramatic
in mutant mice such as hairless (H7""). These mice
have normal hair 5 days after birth but no subse-
quent hair cycles. Beginning at 2 weeks of age
their hair is shed from head to tail [12]. Other
hair follicle types have different hair cycles, as evi-
denced by hairless mice appearing to retain
vibrissae while being otherwise completely bald.
The length of the hair cycle determines the length
of the hair fibre. Thus, hairless mice have long,
persistent vibrissae while short pelage hairs are
lost. This feature was also demonstrated with
angora (Fgf5*’) mutant mice that have a 3day
prolongation of their truncal hair cycle and as
a result often have long, shaggy hair compared
with normal littermates [75].

Numerous genes regulate development and
cycling of the hair follicles [73, 76-82]. Classic
work done half a century ago detailed changes in
the skin and hair follicles as they cycle, not just
the changes in the follicles but also changes in

sebaceous gland size and shape as well as the thick-
ness of the hypodermal fat layer [83-91]. Further-
more, hormones cause changes as well [92]. These
are important to understand when comparing
differences between wild-type, normal mice and
mutant mice. Not only should the mice be age
and gender matched in such studies but it is critical
to match the stage of the hair cycle as well.

Nails

The mouse has nails or claws on each digit, just
like most other mammals, including humans.
The term ‘claw’ suggests these structures are
different from human nails, which may be
why little attention has been paid to them. (As
an aside, ‘claws’ found on many invertebrates
are very different, such as claws found on crabs
and lobsters.) In fact, anatomically, mouse and
human nails are very similar at the gross and
histologic levels, the primary difference being
that human nails are dorsoventrally flattened
to form a plate while rodent nails are laterally
flattened. These differences, not restricted to
humans since similar refinements are found in
many non-human primates, are associated with
the function of the nails in primates as a refined
tool associated with manual dexterity rather
than as a weapon or digging tool. Sagittal
sections illustrate that mice have a nail matrix,
nail plate, nail bed, hyponychium and other
structures (Figure 2.4.10) identical to but smaller
than the human nail [71]. To veterinarians this is

Figure 2.4.10 (A) Normal sagittal section of the nail from an adult mouse. Hyponychium (H), nail plate (NP),
nail bed (NB), proximal nail fold (PNF), matrix (M), phalanx 3 (P3), phalanx 2 (P2), sesamoid bone (S), eccrine
gland (EG), foot pad (FP). (B) High magnification of a sesamoid bone under P2.
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BOX 2.4.2
General categories of
mutant mouse cutaneous
phenotypes

Hair and skin colour (pigmentation)

eccrine gland defects

sebaceous gland defects

primary scarring disorders

hair follicle cycling disorders

structural defects of hair fibres

hair texture abnormalities

missing hair fibre and follicle types
non-inflammatory (ichthyosiform and kerato-
dermas) skin diseases

e inflammatory (psoriasiform and proliferative)
skin diseases

papillomatous skin diseases

cutaneous carcinogenesis

bullous and acantholytic skin diseases

structural and growth defects of the nails.

not at all surprising since all mammals have nails
(or claws) that are variations on this general
theme. Nails can be extremely difficult to
prepare and interpret histologically. However,
dramatic changes in mutant mice can be seen
when these structures are magnified with
a dissection microscope or by scanning electron
microscopy [3, 6].

Other specialized
glands

Mammary glands are specialized forms of
apocrine sweat glands with a complex develop-
mental and lactation cycle that will not be dis-
cussed here. Other glands found at specific
anatomical sites are modified sebaceous glands,
a type of holocrine gland. These include the
preputial and clitoral glands around the geni-
tals, meibomian glands in the eyelid and Zym-
bal’s or auditory glands within the outer ear.
All are large glands with a structure similar to
that found in the sebaceous glands associated
with hair follicles. The major difference is
that each has a duct lined with stratified squa-
mous epithelial that empties directly onto the

structure where it is located [3]. Hair follicles
are specialized and have sebaceous glands asso-
ciated with them that vary in size. The most
notable are the perianal hairs, which have large
sebaceous glands. Salivary, lacrimal and Harder-
ian glands are very different and are described
in chapters dealing with the organs they are
associated with.

Skin and adnexal
mutant phenotypes

It is beyond the scope of this chapter to describe
or even list all mutant mice with skin and/or
hair/nail phenotypes. As a general starting point
we have grouped phenotypes into 10 classes (Box
2.4.2). Detailed lists, descriptions, references and
illustrations are published elsewhere [3, 15-20,
22, 23],
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PART A. MUSCLE
SYSTEMS

Introduction

In animals a highly conserved series of tempo-
rally and spatially programmed gene expression
profiles is responsible for muscle development
and differentiation. These programmes allow
for the initial derivation of embryonic myogenic
precursors; their differentiation into myoblasts;
fusion of fetal myoblasts into multinucleated
myofibres; the assembly and proper functioning
of the contractile structures, the sarcomeres; and
adult muscle growth and regeneration following
injury. Body movement involves a complex
cascade transforming neural signals to depolar-
ization of myofibres, binding of individual

myosin and actin filaments in the sarcomeres
leading to myofibre contraction, and myofibre
cross-linking transmitting force throughout
muscle groups and into the skeletal system via
their tendinous attachments to bone. The accu-
rate coordination of these processes requires
exquisite structural integrity and fluidity. This is
obtained through proper alignment of all the
requisite components during development.

The muscular dystrophies represent a wide
range of inherited muscle disorders that can arise
either from defects in muscle development, or
from defects of muscle maintenance and repair.
Although the age of onset, muscle types affected
and severity of disease vary widely, they are all
characterized by an imbalance between muscle
wasting and the ability of muscle to repair itself.
Much of our understanding of muscle develop-
ment has been illuminated through studies of
what goes awry in these disorders. The laboratory
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mouse, Mus musculus, has historically been an
invaluable tool for studying both muscle devel-
opment and muscle disease, and continues to
play a central role in our understanding of how
muscle becomes damaged in dystrophies,
through disuse atrophy, and through the ageing
process. In this chapter we address the current
state of knowledge of how mammalian, and
specifically mouse, muscle develops, and we high-
light the key mouse models for human muscular
dystrophies and how genetic defects lead to
muscle disease in these animals.

Cellular and
molecular
development

Somite formation and
embryonic muscle
development

Gastrulation of the early embryo creates the
mesoderm, ectoderm and endoderm germ layers,
with the mesoderm being the source for blood,
blood vessels, bones, cartilage and muscles [1].
The mesoderm subsequently divides into the
axial mesoderm (notochord), intermediate meso-
derm, paraxial (or presomitic) mesoderm (PSM)
and lateral plate mesoderm [1]. Skeletal muscle
of the trunk and limbs derives from the somites,
which are part of the PSM forming on either side
of the neural tube. In the mouse somites form
between embryonic day E7.5 and E8, with mesen-
chymal precursors moving into the PSM and
compacting into segmented spheres surrounded
by epithelial cells that evolve into the somites in
a rostral to caudal gradient [2]. One pair of
somites is produced in the mouse embryo
approximately every 2h, resulting in 60 somite
pairs [3]. Pairs of somites pinch off from the ante-
rior tip of the PSM in a regular pattern. The
rostral to caudal development of the somites is
regulated by the segmentation clock, an oscillator
that interacts with a maturation wave to produce
the development of the somites through the
paired cycling of Notch, fibroblast growth factor
(FGF) and Wnt pathways [4] This oscillation

creates alternating permissive/non-permissive
states of the presomitic mesoderm comple-
mented by a caudally advancing maturation
wavefront, with somites forming where the wave-
front meets cells in a permissive state [5]. Each
somite differentiates into a ventral sclerotome
(giving rise to the axial skeleton), and a dorsal
epithelium, known as the dermomyotome
(Figure 2.5.1).

The dermomyotome is the source of the
myogenic progenitors, and is divided into two
major polarized compartments, the epaxial and
hypaxial domains [2]. This dermomyotome gives
rise to dermal, endothelial and smooth muscle
cells, along with myogenic cell lineages [6, 7].
The borders of the dermomyotome undergo
an epithelial to mesenchyme transition and
form the myotome with the first differentiated
myofibres. By E875 in the mouse some
myogenic precursors progress to terminally
differentiated mononucleated myocytes [8] in
the first wave of myogenesis. During this phase
muscles consist of small numbers of myotubes
that grow and have a round shape, and primarily
express both embryonic fast and slow myosin
heavy chain isoforms (MyHC) [8] In later
(secondary) myogenesis secondary fibres are
made by fusion of fetal myoblasts and express
primarily fast embryonic and perinatal myosin
isoforms, with no slow isoforms [8] Progenitors
from the central dermomyotome become
mesenchymal tissues, while the epaxial domain
nearest the neural tube will differentiate into
the muscles of the back, and myogenic precur-
sors of the hypaxial domain will migrate to
form the musculature of the diaphragm, body
wall and limbs [2]. This process starts at E9.25 in
the forelimbs and completes by EI1O in the
hindlimbs [9]. By E11.0 myoblasts fuse into multi-
nucleated primary myotubes through incorpo-
rating mononucleated myocytes [8].

Myogenic regulatory factors

Myogenesis is regulated by four basic helix-loop-
helix (bHLH) transcription myogenic regulatory
factors (MRFs; Myfb, Mrf4(Myf6), MyoD and
Myogenin). Dorsally located muscle progenitors
respond to Wnts and Shh from the adjacent
neural tube, notochord and ectoderm, and
directly activate Myfb to commit precursors to
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Figure 2.5.1 Amniote dermomyotome.

enter myogenesis [10]. Myogenin and Mrf4 are not
involved in primary myogenesis, but are rather
factors involved in muscle differentiation, with
myogenin required for mononucleated myoblast
fusion into myotubes. Hypaxial muscles do not
require Shh signalling from the neural tube or
notochord, but require signals instead from the
dorsal ectoderm [8] In addition to the Notch sig-
nalling pathway, combinations of homeobox
(HoxA and HoxC) genes are also involved in the
proper timing and location of myogenic differen-
tiation and patterning in adult muscle [11].
Myostatin, a transforming growth factor beta
(TGFB) signalling molecule, prevents excess
muscle growth by limiting the proliferation of
Pax-positive progenitor cells during embryonic
and fetal development [12]. Myostatin is produced
in an inactive form containing a propeptide inhib-
itory domain, and two cleavages are required for its
activation [13] Once released into the extracellular
matrix and serum, it can be inactivated by binding
to the inhibitory propeptide or to its inhibitor folli-
statin [13] In adults myostatin circulates in the
blood and inhibits muscle growth. Deletion of
murine myostatin results in a wide increase in adult
muscle mass through a combination of increased
muscle cell numbers (hyperplasia) and increased
fibre size (hypertrophy) [14]. This activity appears

to be through inhibition of both proliferation
and differentiation of satellite cells, as well as
through effects on protein synthesis in differenti-
ated myotubes [15].

Pax3 and Pax7

Pax3 and Pax7 are paired homeobox transcrip-
tion factors and are both expressed in myogenic
precursors as the somites develop. As the muscle
precursor cells move from the dermomyotome to
the myotome, they activate the myogenic deter-
mination genes Myf5 and MyoD, which initiate
skeletal muscle development. Pax3 is necessary
for delamination and migration of the muscle
progenitors out of the dermomyotome and into
the limb buds [16]. Migration of muscle progeni-
tors requires coordinated action between the
migrating cells and the targets where they are
fated to arrive through chemokine receptors
and their ligands [17] Migrating muscle cell
progenitors express the chemokine receptor
CXCR4, while its ligand, SDF], is expressed in
the limb and brachial arch mesenchyme, which
forms the route of travel and target of the
migrating progenitors [17].

Pax3 is necessary for all embryonic myogen-
esis, while Pax7 is required for limb fetal
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myogenesis and the development of satellite
cells (see below) [9]. In muscle progenitors Pax3
and Pax7 maintain expression of MRFs and
allow for population expansion and maintai-
nance of the myogenic lineage commitment
that allows for differentiation of muscle precur-
sors [6]. Pax3 is expressed in the PSM prior to
segmentation, and then is restricted to the dorsal
dermomyotome in the epaxial and hypaxial
extremities, while Pax7 expression is concen-
trated in the central domain of the dermomyo-
tome [6]. Embryonic myogenic cells which are
Pax3+/Pax7— eventually contribute to muscle
and endothelium, are required for embryonic
myogenesis and subsequently give rise to
Pax7+ cells, which themselves are required for
fetal myogenesis and satellite cell formation
[18]. Pax7-deficient mice develop normal
numbers of satellite cells during development,
but they are rapidly lost postnatally due to cell
death, indicating an anti-apoptotic role of Pax7
[7]. Using conditional Pax7 deletion in mice, it
has been shown that the requirement for Pax3
and Pax7 in satellite cell maintenance exists for
up to 3 weeks after birth, but is lost after that,
and that adult satellite cells with Pax7 deleted
are still fully functional and muscle regenera-
tion is not compromised [19].

Fetal muscle
development

Between El4.5 and E17.5, secondary myogenesis
occurs, with fusion of fetal myoblasts with each
other and with primary fibres, and during this
phase satellite cells (adult muscle stem cells) can
be seen as mononucleated cells between the basal
lamina and the sarcolemmal membrane [8]. Fetal
myoblasts and satellite cell differentiation are
inhibited by TGFB and/or bone morphogenic
proteins (BMP), but embryonic myoblasts are not
[20]. Therefore, embryonic myoblasts can undergo
differentiation and fuse into primary fibres,
which then stimulate fetal myoblasts to expand
and form secondary fibres [8] Each developing
multinucleated muscle fibre is innervated at
aneuromuscular junction (NMJ), initially by axons
from multiple motor neurons with cell bodies in

the ventral horn of the spinal cord, and subse-
quently during early postnatal development by
a single axon through axon elimination [21].

Insulin-like growth factor (IGF-1) is differen-
tially spliced in developing skeletal muscle in
response to mechanical stretch signals, and the
two isoforms direct different actions in myoblasts
and satellite cell precursors. Mechano growth
factor isoform (MGF) is upregulated by the type
of cyclical loading seen during early development
with newly formed spasmodic contractions, and
directs proliferation of mononucleated myoblasts
and the establishment of the satellite cell pool,
while IGF-IEa is upregulated by single-stretch
and endogenous tension, like that generated by
traction of bone growth, and directs myotube
formation and muscle hypertrophy [22] In adult
muscle MGF is expressed by mechanically over-
loaded muscle and aids in activation of satellite
cells, with MGF upregulation impaired in aged
muscle fibres, thus contributing to decreased
muscle repair during ageing [23]

Head muscles do not derive from the somites,
but rather from the prechordal and pharyngeal
head mesoderm, and these are reviewed in [9, 24].
Pax3/Myf5 double mutants do not form trunk and
limb muscles, but head muscles are normal; Wnt
signalling is myogenic in the somites, but inhibits
myogenesis in the head musculature [25], thus illus-
trating the different developmental routes for
these two main muscle forms.

Satellite cells

Adult skeletal muscle does not normally have
rapid turnover of its postmitotic cell population,
but regular use of muscle results in normal
damage that needs regular repair. The majority
of this repair process comes from satellite cells,
which are mononucleated progenitor cells
residing between the basal lamina and the sarco-
lemma of each multinucleated myofibre (Figures
25.2 and 2.5.3). Satellite cells were first reported
‘wedged’ between the plasma membrane of the
muscle fibre and the basement membrane in
the frog [26]. In immature fibres most satellite
cells are dividing and differentiating into new
myofibres. Pax3/7-positive cells in the central
dermomyotome give rise to satellite cells of the
trunk, while Pax3 progenitors that migrate
from the hypaxial dermomyotome give rise to
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Figure 2.5.2 A schematic overview of striated skeletal muscle fibre.

satellite cells of the limbs [27, 28]. During peri-
and postnatal development, satellite cells divide
and differentiate into primary myoblasts, which
fuse with myotubes to continue to grow the
musculature [8] As muscle ages satellite cells
are generally quiescent until damage to the myo-
fibre results in their activation, entry into cell
proliferation and differentiation. CD34, Myth
and M-cadherin are markers that define the
majority of quiescent adult satellite cells [29].

Notch/Numb

Satellite cell activation results in proliferation into
myogenic precursors, and this cell division acti-
vates Notch-1, at the same time asymmetrically
dividing Numb, the antagonist of Notch-1, in the
divided daughter cells, therefore creating a hetero-
geneous population of precursor cells with respect
to Notch-1 responsiveness for myogenic differen-
tiation [30]. This allows a subpopulation to remain
undifferentiated for return to the stem cell pool
for future activation. In old muscle the Notch
ligand, Delta, fails to upregulate in satellite cells,
and therefore the regenerative potential of

satellite cells is limited, but by increasing Notch
activity, either through exogenous promotion or
through exposure of old satellite cells to a young
muscle environment, the regenerative potential
of old satellite cells can be restored [31].

Niche

Satellite cells are surrounded by M-cadherin,
which is deposited around the satellite cell next
to the basement membrane [32]. Mechanical
stretching of single muscle fibres has been shown
to activate quiescent satellite cells, but the popula-
tion is heterogeneous in its activation potential
[33]. Mechanical stretch of damaged muscle
fibres stimulates NO synthesis, which activates
matrix metalloproteases that then release hepato-
cyte growth factor (HGF) from its tethering in
the ECM, allowing it to bind c-met receptors on
quiescent satellite cells and inducing activation
[34]. As satellite cells age and their regenerative
potential declines, they convert from a myogenic
to a fibrogenic lineage, mediated by increased
canonical Wnt signalling in their immediate
aged muscle environment [35].
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Figure 2.5.3 Structure of skeletal muscle, including extracellular matrix, linkage proteins, myofibrils and

intermediate filaments.

Quiescent versus activated

As quiescent satellite cells are activated, they
express Pax7 and MyoD, and most proliferate,
downregulate Pax7 and differentiate into myofi-
bres [36]. A subset, however, maintain Pax7 and
lose MyoD and return to the quiescent state,
again maintaining the satellite cell pool in

a self-renewing manner [36]. Pax7 is involved in
maintaining proliferative capability and prevent-
ing differentiation, but does not itself initiate
quiescence [37]. The plane of satellite cell division
seems to determine the fate of the daughter cells,
with cells carrying out planar division generating
daughter cells with symmetric Myf5 expression,
and cells dividing along the apical-basal plane




generating daughters with asymmetric Myfh
expression [38]. This in turn leads to two distinct
populations of daughter cells, with Myf5+ cells
going on to differentiate and fuse into myotubes,
and Myf5— cells maintaining a pool of uncom-
mitted satellite cells for future use. Sphingomye-
lin levels are high in the plasma membrane of
quiescent satellite cells but fall as they are acti-
vated, indicating changes in the organization of
the plasma membrane and generation of signals
involved in activation [39] Sphingomyelin is
metabolized to sphingosine-1-phosphate, which
can directly induce activation of satellite cells [40].

Additional adult muscle stem
cell populations

In addition to the satellite stem cell population,
several other cell types with myogenic potential
reside in or around muscle fibres. These include
pericytes associated with the microvascular walls
in skeletal muscle, which unlike satellite cells do
not express Pax7, Myf5 or MyoD until after they
are induced to myogenic differentiation [41].
Another population includes embryonic mesoan-
gioblasts, a vessel-associated stem cell able to
differentiate into myoblasts under the direction
of Pax3 [42] A third population of myogenically
potential stem cells includes interstitial cells, bone
marrow cells, and neural stem cells [43]. Mesen-
chymal stem cells are located in the muscle intersti-
tium and are the source of ectopic fat cells in
skeletal muscle [44] These PDGFRa" mesen-
chymal progenitors are separate from satellite
cells, and there is an inhibition of adipogenesis in
the presence of satellite cell-derived muscle fibres,
indicating that adipose deposition seen during
many muscular disorders is due not to plasticity
of satellite cells into fat, but rather to a misregula-
tion of adipose inhibition by diseased muscle [44].

Adult muscle
function

Fibre types

Skeletal muscle is the most abundant tissue in
the body of vertebrates, comprising about 50%

of total mass. Most mammalian muscle fibres
are composed of various proportions of fast
and slow fibre types, which determine contrac-
tile force and duration. The contractile proper-
ties of skeletal muscle depend on fibre size,
fibre properties and arrangement and number
of fibres in a muscle [45]. Fibre type composition
is dependent on embryonic cues, but neuronal
signalling is central to the eventual development
of fibre type, and activity patterning causes
different members of the nuclear factor of acti-
vated T cell (NFAT) transcription factor family
to translocate to the nucleus and contribute to
the transcription of fibre type-specific genes,
such as myosin heavy chain (MyHC) genes [46].
The classification of adult muscle fibres is based
on their speed of contraction by their ATPase
activity, which depends on the proportion of
fast and slow MyHC isoforms. In mice a single
slow MyHC gene is subject to multiple post-trans-
lational modifications, with embryonic and post-
natal MyHC isoforms replaced with three adult
fast MyHCs—IIa, IIx(d) and IIB [47] Adult
muscle fibres are divided into four major classes
based on their speed of contraction and predom-
inant expression of MyHC isoforms: type I, type
IIA, type IIX/D and type IIB [48] Type I are
slow twitch/fatigue resistant, type IIA and
IIX/D are fast twitch and moderately fatigue
resistant, and type IIB are fast twitch and not
fatigue resistant. Muscle fibres can, however,
change type in response to stimuli, with endur-
ance training converting fast fibres to slow
phenotype, and strength training resulting in
fibre hypertrophy and conversion from slow to
fast phenotype [49].

In addition to the extrafusal (main) fibre
types, there are also intrafusal fibres, which
although they do not participate in force gener-
ation do help to control contraction by moni-
toring muscle length and transmitting this
prioceptive signal through the sensory neurons
into the central nervous system [8]. Intermediate
filaments (IFs) (desmin being the most abun-
dant IF protein; Figure 25.3) are localized
around the Z-disk and link the contractile appa-
ratus of striated skeletal muscle with mitochon-
dria, myonuclei and the sarcolemma to aid in
force transmission as well as coordination of
energy demands, gene expression and
protein/lipid targeting [50]. Lack of desmin
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results in abnormal subsarcolemmal clumping
of mitochondria, potentially by the loss of
a proper linkage for mitochondrial placement,
or loss of proper mitochondrial membrane
protein/lipid targeting [50].

Sarcoplasmic reticulum

The sarcoplasmic reticulum (SR) is a form of
smooth muscle endoplasmic reticulum (ER)
found in skeletal muscle that functions as
a regulator of Ca®" storage and release homeo-
stasis during and after muscle contraction [51].
The SR is a series of tubules and terminal
cisternae that share a common lumen and
a single continuous membrane, including both
longitudinal and junctional domains with char-
acteristic protein localization. Longitudinal SR
is involved in Ca®" reuptake through the
sarco/endoplasmid  reticulum  Ca*"-ATPase
(SERCA) pumps. The longitudinal SR merge
into terminal cisternae at the junctional SR,
where the ryanodine receptor type 1 (RyRl)
Ca”" release channels of skeletal muscles are
localized [52]. The dihydropyridine receptors
(DHPRs), which are voltage-gated Ca®' chan-
nels, are organized into tetrads on the plasma
membrane facing the junctional SR [52]
Calcium is stored in the SR through the Ca®*-
binding proteins calsequestrin, histidine-rich
Ca®*-binding protein, junctate and sarcalume-
nin [53]. Excitation-contraction (E-C) coupling
occurs at the triads, which are intercellular junc-
tions of the transverse tubules and the SR
terminal cisternae. Two terminal cisternae and
one T-tubule form triads. E-C coupling occurs
through conformational changes in the DHPRs,
which then directly transmit the conforma-
tional changes to the RyRs in the SR terminal
cisternae [54] resulting in Ca®" release. Tetrads
are formed by groups of four DHPRs that
form arrays directly facing the RyRs, thus
forming an appositional junctional domain for
Ca®* release [55]. Muscle contraction is initiated
with depolarization of the cell membrane by
binding of acetylcholine released from nerve
terminals to acetylcholine receptors on the
muscle side of the neuromuscular junction.
The action potential travels into the T-tubule,
activating DHPRs and opening the RyR1 chan-
nels, releasing Ca%?* from the SR, which then

binds to troponin C on the actin (thin) filaments,
changing the conformation of tropomyosin and
allowing the myosin (thick) filament cross-
bridges to alternatively attach to and detach
from actin under the influence of ATP, thus
pulling along actin and shortening the sarco-
mere. As the action potential ends, SERCA
pumps remove Ca®" back into the SR, changing
tropomyosin so that it again blocks myosin
binding, thereby releasing the contraction.
Mutations in RyRI result in several human
muscle diseases including malignant hyper-
thermia (MH), central core disease (CCD) and
multi-minicore disease, with a mouse knockin
of a human RyRl mutation (Yb522S) recapitu-
lating MH with muscle contracture and hyper-
metabolic crisis resulting from exposure to
halogenated surgical anaesthetics [56, 57].

Mitochondria

Mitochondria-associated membranes (MAMs)
are subdomains of the ER/SR that are tightly
linked to mitochondria and assist in phospho-
lipid synthesis and transfer [58]. Mitochondria
are located immediately adjacent to the Ca*"
stores in the SR, and entry of Ca®" into the mito-
chondria stimulates the respiratory chain,
increasing cellular ATP to support muscle
activity [59]. Mitochondria are integrated with
muscle Ca®" release by being tethered by their
outer mitochondrial membrane to the intracel-
lular Ca®" muscle stores. This tethering is devel-
opmentally regulated, shifting from general
longitudinal formation at birth to an adult-
specific Ca®" release unit-coupled transverse
orientation with mitochondria packed into
a narrow space in the I band between the
Z-line and the triad [60] This tight coupling
allows for bidirectional signalling, with contrac-
tion of muscle fibres resulting in increased
ATP production, and mitochondrial production
of reactive oxygen species (ROS) and detoxifica-
tion regulating the local redox environment of
the Ca®" release unit (CRU) and inhibiting SR
Ca?* release [61].

Costameres

Costameres are regions associated with the
sarcolemma of skeletal muscles that aid in




transmitting force from the contractile appa-
ratus to the extracellular matrix at the Z- and
M-lines, thus transferring force to adjoining
muscle fibres and providing mechanical stability
to muscles during contraction [62] They consist
of proteins of both the dystroglycan-glycopro-
tein complex (DGC) along with the vinculin-
talin-integrin system [62]. They are localized to
different regions depending on metabolic fibre
type (fast vs slow), being positioned above the
I-bands in some tissues and above the A-bands
in others [62].

Muscle cytoskeleton and
extracellular matrix
connections

Adult muscle fibres transform axonal signals
into mechanical contraction that transmits
force to the tendon and the skeletal structures
[63]. The muscle fibre cytoskeleton has several
main domains, including the contractile
sarcomeric cytoskeleton containing the thin
(actin) and thick (myosin) myofilaments, the
intra-sarcomeric region containing titin, nebu-
lin alpha-actinin and others which anchor the
myofilaments, the intermyofibrillar cytoskel-
eton consisting of desmin, which links adjacent
myofibrils, and the subsarcolemmal cytoskel-
eton, which links the actin cytoskeleton to the
extracellular matrix (ECM) and stabilizes the
sarcolemmal membrane [63]. The DGC is a skel-
etal muscle protein complex that links the actin
cytoskeleton to the extracellular matrix [64],
and provides stabilization of the sarcolemmal
membrane during contraction. The DGC is
composed of a variety of proteins, including
dystrophin; alpha- and beta-dystroglycan; alpha,
beta, gamma and delta sarcoglycans; sarcospan,
alphal, betal, and beta2 syntrophins; and alpha-
dystrobrevin. The proper regeneration of
damaged skeletal muscle depends not only on
the muscle fibres themselves, but also on the
proper linkage to the extracellular matrix. In
addition to the DGC, heparan sulfate proteogly-
cans (HSPGs), which are present in ECMs,
interact with a range of heparin-binding
growth factors important in muscle develop-
ment and repair such as FGF, HGF, and
TGFB [65].

Degenerative
diseases and
genetic models

In this section we address the major mouse
models of human muscular disorders. Several
of these models exhibit different muscle pheno-
types from those seen in humans, and several
models exist which have not been directly attrib-
uted to human genetic mutations but are
involved in similar pathways. In some muscular
dystrophies (eg. dystrophin, sarcoglycans) the
mutated gene is not normally expressed in satel-
lite cells, and the muscle disease is therefore not
directly attributable to satellite cell failure, while
in other dystrophies (e.g. lamins, laminin, emerin)
the gene is expressed in satellite cells as well as
general muscle fibres, and therefore a direct
effect on satellite cells may be at least partially
responsible for muscle wasting [66].

Sarcolemmal maintenance
and repair/dystrophin-
glycoprotein complex
Dystrophin

Duchenne muscular dystrophy (DMD) is the most
common X-linked birth defect (1/3500 male
births), and usually leads to the need for a wheel-
chair and death by the early thirties (http://www.
mdausa.org/disease/dmd.html). Loss of the dys-
trophin protein results in the disruption of the
DGC, resulting in impaired connection of the
sarcolemmal membrane to the extracellular
matrix and a loss of stability of the muscle fibre
membrane. This leads to increased damage to
the membrane and influx of Ca*" ions into the
muscle fibre. In the mdx mouse model of DMD,
inflammatory cells induce expression of induc-
ible nitric oxide synthase (iNOS), which binds to
RyRs in the SR, resulting in increasingly leaky
Ca®" channels, leading to activation of Ca®'-
dependent proteases (calpains) that cause muscle
damage and wasting [67]. While aberrant calcium
homeostasis has been a main hypothesis for
muscle cell death in DGC mutations, signalling
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has also been implicated, as some models show no
sarcolemmal instability (and therefore little to no
calcium leaking) but still exhibit cell death [68]. In
dystrophin-null muscles structural proteins,
including those necessary for costamere forma-
tion, are upregulated to compensate for the loss
of stabilization resulting from the lack of
dystrophin [69].

Ankyrin-repeat molecules have high affinity
for other ankyrin repeats, and are extremely
useful in skeletal muscle because of their high
resistance to mechanical forces [70]. Ankyrins
are crucial for proper muscle development and
function through proper localization of
ankyrin-binding proteins such as dystrophin
and dystroglycan to the costameres and neuro-
muscular junctions in skeletal muscle sarco-
lemma [70]. Mutations in dystrophin that affect
binding to ankyrin B are involved in the patho-
genesis of Becker muscular dystrophy [71].

Dystroglycan

The myodystrophic Large mouse (Large™?) has
a lethal muscular dystrophy [72] caused by incom-
plete glycosylation of alpha-dystroglycan due to
a frameshift mutation in the catalytic domain of
the glycosyltransferase Large [73] A human
mutation (and recapitulated in a mouse model)
in dystroglycan leads to muscular dystrophy by
interfering with LARGE-dependent maturation
of phosphorylated O-mannosyl glycans on
alpha-dystroglycan, causing defective binding to
laminin [74]. Mutations in other human glycosyl-
transferases have been found in Fukuyama
muscular dystrophy, muscle-eye-brain disease,
and Walker-Warburg syndrome [75], with mouse
mutations in Fukutin-related protein (Fkrp) [76]
and protein O-mannose beta-1,2-N-acetyglucosa-
minyltransferase 1 (POMGnTI) [77] resulting in
models of Fukuyama muscular dystrophy and
muscle-eye-brain disease, respectively.

Sarcoglycans

A variety of human limb girdle muscular dystro-
phies (G, D, E, F) are caused by mutations in sarco-
glycans (gamma, alpha, beta and delta,
respectively), with targeted deletion of alpha-
[78], beta- [79], and gamma-sarcoglycans [80]
leading to muscular dystrophy in mouse models.

Alpha-dystrobrevin

Alpha-dystrobrevin is a component of the DGC,
having both structural and signalling roles in
muscle, and binds directly to dystrophin, syntro-
phin, and sarcoglycans. Alpha-dystrobrevin also
binds to the intermediate filaments [68]. Mice
with knockout of alpha-dystrobrevin have severe
muscle degeneration and neuromuscular junc-
tion abnormalities [68]. Loss of alpha-dystrobre-
vin results in disorder of the linkage between
dystrophin and beta-dystroglycan, potentially
due to the loss of both structural and functional
aspects of alpha-dystrobrevin [68].

Dysferlin

Dysferlin is a type II membrane protein involved
in repair of the sarcolemmal membrane in skel-
etal muscle. Repair occurs through patch forma-
tion by fusion of subsarcolemmal vesicles to the
membrane at regions of disruption [8l], and
involves several fusogenic muscle proteins along
with various lipid components [82]. Dysferlin
itself appears to be stored in an available pool
immediately below the cell surface through
interactions with tubulin and microtubules [82].
Mutations in dysferlin result in limb girdle
muscular dystrophy type 2B, Miyoshi myopathy
and distal anterior compartment myopathy in
humans. Mouse models of dysferlinopathies
include the A/J [83] and SJL [84] strains, which
carry an intron 4 retrotransposon insertion and
a 171bp in-frame deletion in the dysferlin gene,
respectively.

Sarcomeric structural proteins
Titin

The giant muscle protein titin spans one
complete half sarcomere from the Z-disc to the
M-line. It provides passive elasticity and muscle
signalling during stretch, and is involved in
muscle assembly. The formation of the sarco-
mere involves the coordinated polymeric
assembly of a large group of proteins. Initially,
MURF2-associated microtubules colocalize with
myosin, and then titin-associated actin molecules
coalign with the MURF2-microtubule-myosin
complex, leading to maturation of the complete




sarcomere [85]. Variations in the pattern of titin
isoforms can adjust the passive stiffness of stri-
ated muscle fibres [86]. The titin molecule has
an elastic region with two spring elements: the
tandemly arranged immunoglobulin (Ig)-like
domains, and the PEVK region (rich in proline,
glutamate, valine and lysine) [87]. Each titin
molecule extends from the Z-line at its
N-terminus to the M-line at its C-terminus. The
C-terminus is bound to the thick filament
(myosin) in the A-band, and the N-terminus
contains the elastic region between the thick fila-
ment and the Z-line. The Z-line is the anchoring
site for the thin, thick and titin filaments, and is
the major conduit for force generated during
contraction. Arrays of actin (thin) and myosin
(thick) filaments slide past one another during
contraction. The elastic properties of titin add
to the sliding force and velocity, allowing sarco-
meres to return to their normal shape after
contraction [88].

The muscular dystrophy with myositis (mdm)
mouse is the result of a recessive mutation that
results in a deletion and LINE insertion in the
titin gene [89]. This results in an 83-amino-acid
deletion from the N2A region of TTN, losing
binding to calpain-3. Mutations in TTN have
been found to be the cause of human tibial
muscular dystrophy [90].

The shrunken head mouse (shru) is an ENU-
induced mutation in titin that results in cardio-
vascular defects [91].

Titin regulates sarcomere assembly through
interaction at the M-line with its binding partner
titin cap (T-cap or telethonin). Mutations in T-cap
underlie human limb girdle muscular dystrophy
type 2G [92], with disease arising from disruption
of the sarcomere-T-tubule interaction [93]. An
M-line deficient mouse shows that initial
assembly of the sarcomere proceeds normally,
but proper titin filament formation and stability
of the embryonic sarcomere is disrupted, with
sarcomere growth failure and disassembly [94].

The kyphoscoliotic (ky) mouse is a spontaneous
muscular dystrophy mouse model eventually
leading to spinal deformity, with a GC deletion
creating a premature stop codon resulting in total
loss of the KY protein, a cytoskeletal-associated
cysteine protease/transglutaminase-like protein
[95]. The loss of the KY protein results in
the constitutive upregulation of a series of

titin-associated  stretch response signalling
proteins, leading to signalling instability [95].

Calpain-3

Calpain-3 is a muscle-specific calcium-depen-
dent cysteine protease that binds to titin at the
N2A line and the M-line. Its loss leads to defects
in sarcomeric remodelling in human limb
girdle muscular dystrophy 2A [96]. Deletion of
Calpain-3 in mice also leads to muscular
dystrophy [97].

Integrins

Mutations in the alpha-7 integrin subunit cause
congenital muscular dystrophy in humans [98],
and deletion of either alpha-5 or alpha-7 in
mice causes muscular dystrophy [99, 100]. Talin 1
and Talin 2 connect integrins to the actin cyto-
skeleton, and regulate the stability of the myoten-
dinous junction (MT]J), with loss of Talin 1 or
Talin 2 resulting in defects in myoblast fusion
and sarcomere assembly [101].

Phospholipid synthesis,
microRNAs, and other
functional systems

Choline kinase beta

The rostrocaudal dystrophy mouse (rmd) is
a mouse model of muscular dystrophy that bears
a rostral to caudal gradient of severity with enor-
mously enlarged mitochondria, with hindlimb
muscles most severely affected [102]. The muta-
tion is caused by a genomic deletion in the
choline kinase beta (Chkb) gene which results in
impairment of the production of phosphatidyl-
choline. Partial compensation in non-hindlimb
tissues by another isoform, Chk-alpha, explains
the observed rostrocaudal nature of the disorder
[103, 104]. Human populations with CHKB muta-
tions leading to a similar muscle/mitochondrial
phenotype have been identified in Turkey, Japan
and the UK [105].

MicroRNAs

In a range of human muscular dystrophies, micro-
RNA expression is altered, indicating a possible
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TABLE 2.5.1: Additional genes with mouse models of human muscular dystrophies

Human disease Gene

Limb-girdle muscular Tripartite motif-

dystrophy type 2H containing
(LGMD2H)/sarcotubular protein-32
myopathy (Trim32)
Facioscapulohumeral D4Z4 repeats on
muscular dystrophy 1A 4935

(FSHD1A)

Oculopharyngeal muscular
dystrophy (OPMD)

Poly(A)-binding
protein-2 (PABPN1)

Bethlem myopathy/Ullrich
congenital muscular
dystrophy

Autosomal dominant
Emery—Dreifuss muscular
dystrophy (AD-EDMD)/limb
girdle muscular dystrophy
type 1B (LGMD1B)

Selenoprotein N
myopathies/rigid spine
muscular dystrophy 1

X-linked Emery—Dreifuss
muscular dystrophy-1

Collagen, type VI,
alpha 1 (Col6a1)

Lamin-A

SEPN1

Emerin

(EDMD1)
Congenital muscular Laminin alpha 2
dystrophy chain (Lama?2)

functional role in muscle pathologies generated by
genetic mutations in muscle protein genes [106].
Several muscle-specific miRNAs (miR-1, miR-206
and miR-133) have been found to be activated by
MRFs such as Myf5, myogenin and MyoD [107],
with miRNA-206 directly promoting differentia-
tion [108]. Bicistronic gene clusters of these
miRNAs (miR-1-1/133-a-2, miR-1-2/133a-1, and
miR206/133b) contain cis-regulatory elements
bound by SRF, MEF2 and MyoD [106]. When Dicer
is eliminated specifically from the embryonic
myogenic compartment, mice die perinatally
with decreased skeletal muscle mass and abnormal
myofibre morphologies [109].

Additional mouse models
of muscular dystrophies

Table 251 provides a list of additional mouse
models of human muscular dystrophies, along

Cellular function

affected Reference OMIM
Sarcomeric [188] 254110
structural proteins

Pre-mRNA splicing [189] 158900
Polyalanine [190] 164300
expansion nuclear

aggregates

Extracellular [191] 120220
matrix

Nuclear membrane [192] 150330
Satellite cell [193, 194] 606210
function

Nuclear membrane [195, 196] 310300
Extracellular [197] 156225

matrix

with their associated genes and human OMIM
disease categories.

PART B. SKELETAL
SYSTEMS

Introduction

Bone is a mineralized connective tissue that
serves two main physiological roles: structural
and metabolic. First, bone provides mechanical
support for the organism and serves to protect
the vital internal organs. Second, bone serves
a metabolic function as it acts as a reservoir for
ions [110]. Bone is a dynamic tissue that is
constantly formed and destroyed, and thus is
able to adapt to the changing needs of the
organism. The mouse has been an invaluable




tool for understanding both the mechanism by
which the bone is remodelled, and also for the
study of the regulation of bone remodelling.
Both spontaneous mutants and transgenic
models have been developed that demonstrate
the role of key genes in the development and
regulation of bone, several of which are
described below. Furthermore, classical inbred
strains of mice have been very valuable for
studies of the genetic regulation of bone mass.

Bone anatomy and
composition

At the tissue level bone is composed of an organic
phase (or osteoid) and a mineral phase, with 28-
30% of bone weight consisting of organic mate-
rial, 60% inorganic matter and the remainder
being water. Of the organic phase or osteoid,
approximately 90% of the protein is type I
collagen (COLIAl and COL1A2), which is
arranged in a highly ordered collagen fibrous
network [111]. Other non-collagen proteins are
also found in the osteoid, including growth
factors, proteoglycans and glycoproteins [112].
The osteoid is mineralized to form a rigid struc-
ture. Mineral in the form of hydroxyapatite is
found in tight association with the collagen
fibrils. These hydroxyapatite crystals are usually
imperfect and other ions such as potassium,
strontium, magnesium and sodium are found as
substitutions within the crystal [111, 112].

The mineralized collagen fibrils can be
arranged in either a haphazard fashion, forming
so-called woven bone or in a more organized sheet-
like structure called lamellar bone. Woven bone is
oftenreferred to asimmature bone and is structur-
ally weaker than lamellar bone. Woven bone can
be formed quickly and is later remodelled into
lamellar bone. The exception is in certain patho-
logical conditions in which woven bone persists.
In non-rodent species lamellar bone is organized
into haversian systems or secondary osteons in
which lamellar bone is arranged in concentric
rings around a central cavity [111] In mice a haver-
sian system of organization is not seen.

At the subanatomical level, bone can be
divided into cortical (compact) bone and

trabecular (cancellous or spongy) bone. Trabec-
ular bone is found inside the cortical shell and
is composed of a spongy lattice type of network.
Haematopoietic bone marrow fills the internal
space of the long bones including the small
spaces between individual trabeculae. The
internal surface of the cortical bone is referred
to as the endosteal surface and the external
surface the periosteal surface. Each of these
surfaces is lined with osteogenic cells. The role
of cortical bone is essentially to provide struc-
tural support whereas the role of trabecular
bone is more metabolic.

Bone cells

Bone is a dynamic tissue such that it is constantly
remodelled. Formation of new bone is accom-
plished by the osteoblast and resorption of bone
tissue is the domain of the osteoclast. Osteoclasts
differentiate from marrow-derived haemato-
poietic/monocytic lineages and are considered
specialized macrophage-like cells [113]. Mesen-
chymal stem cells (MSC) are pluripotent cells
capable of differentiating into osteoblasts, as
well as chondrocytes, adipocytes and myocytes
[114]. A third cell type that is important for main-
taining bone mass is the osteocyte. These cells are
osteoblasts that have become embedded in the
mineralized bone matrix. Osteocytes appear to
function as ‘mechanosensors’, and may control
the formation of new bone, as well as bone
resorption.

Osteoblasts

Osteoblasts are terminally differentiated
(Figure 2.5.4) mononuclear cuboidal cells which
line the bone matrix at sites of active bone forma-
tion [115]. These cells stain strongly for alkaline
phosphatase, a characteristic which is used both
in cell culture and in histological studies to iden-
tify osteoblast-like cells. The primary functions
of the osteoblasts are to make the protein matrix
of the osteoid and to participate in the minerali-
zation of this matrix [112]; thus, like many secre-
tory cells, osteoblasts have a large Golgi
apparatus and well-developed ER. The matura-
tion of MSC into mature osteoblasts is tightly
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Figure 2.5.4 Osteoblast maturation. Mesenchymal stem cells (MSC) are able to terminally differentiate into the
bone-forming osteoblasts. The maturation and function of the osteoblast is controlled by a variety of pro-
differentiation factors such as RUNX2 and beta-catenin as a well as inhibitory factors such as SOST. Mature
osteoblasts are able to further differentiate into osteocyte or lining cells.

controlled by a variety of factors, several of
which are discussed in greater detail below.
Morphologically, these cells go through four
main stages of development: preosteoblasts, oste-
oblasts, osteocytes and lining cells [115, 116]. The
preosteoblast cells are located at least one cell
layer away from the mineralized bone matrix.
These cells will stain positive for alkaline phos-
phatase and resemble the osteoblast cell histolog-
ically. However, unlike the mature osteoblast,
these cells may still retain the ability to divide.
The osteocyte is an osteoblast cell that has
become embedded in the bone extracellular
matrix. These cells are morphologically and
functionally distinct from the osteoblast cell;
a more thorough discussion of this cell type can
be found below. Lining cells are postprolifera-
tive, flat, elongated cells that can be found adja-
cent to the bone matrix. It was traditionally
thought that these cells represent quiescent or
inactive osteoblasts [115], but newer research
suggests that these cells play a key role in
preparing the bone surface for remodelling. In
general, osteoblastogenesis is controlled by a care-
ful balance of prodifferentiation and antidiffer-
entiation factors (Figure 2.5.4). Several of these
factors are described in greater detail below.
However, a pool of MSC must be maintained.

ID, TWIST and DERMO have been shown to
maintain MSC in a proliferative and undifferen-
tiated state and these factors must be repressed
for maturation of osteoblasts to begin [117].

Bone morphogenic proteins

The BMPs are secreted factors and are members
of the TGFB superfamily. Transgenic mouse
models have demonstrated that several of the
BMPs play key roles in embryonic development
and organogenesis [118]. Generally, BMPs are
considered pro-osteoblastogenesis factors [118]
and it has been demonstrated that BMP2, -4
and -7 are required for the commitment and
differentiation of MSC down the osteoblastic
linage [119]. Inappropriate BMP2 and -4 signalling
is thought to be a key mechanism by which
ectopic bone is formed in fibrodysplasia ossifi-
cans progressiva [120]. In contrast to the actions
of the other BMPs though, mice lacking Bmp3 or
osteogenin have increased bone mass and in vitro
studies have suggested that BMP3 can inhibit the
pro-osteogenesis actions of BMP2 [118].

The BMPs bind as dimers to heterodimeric
type I and type II serine/threonine kinase recep-
tors. This, in turn, results in the phosphorylation
of SMADI, -5 and -8. These three SMADs then




form a complex with Co-SMAD and SMAD4 and
translocate to the nucleus, resulting in the induc-
tion of gene transcription (reviewed in [120]).
BMP2 induces expression of Dix3, which in turn
induces the expression of Runx2 [119] RUNX2
protein, though, can bind with both SMADI
and -5 to induce BMP-mediated gene transcrip-
tion events [116] and both the Bmp2 and Bmp4
genes contain RUNX2 binding elements, suggest-
ing the existence of a positive feedback regula-
tory loop [118]. In addition, BMP2 and BMP4 can
bind with Noggin, which acts as an inhibitor of
these two cytokines [121].

Runx2

Runt-related transcription factor 2 (Runx2)/core-
binding factor alpha 1 (Cbfal)/polyoma-enhancer
binding protein 2 alpha A (Pebpa2a) is considered
the master control gene for osteoblastogenesis
and will herein be referred to as Runx2. This tran-
scription factor, which was originally identified
by its ability to bind to the Bglap (Osteocalcin)
promoter, is a member of the runt domain gene
family [122,123]. The Runx2gene has two separate
promoters, resulting in two isoforms of the
RUNX2 protein. Both isoforms have similar
function in skeletal development [124]. Runx2 is
highly expressed in osteoblasts as well as prehy-
pertrophic and hypertrophic chondrocytes
[123, 124]. Mice lacking Runx2 lack a mineralized
skeleton and thus die within minutes of birth as
a result of an inability to breathe [123]. These
mice do form a cartilaginous skeleton, but the
extracellular matrix of cartilaginous skeleton is
undermineralized and chondrocyte maturation
is inhibited [122-125]. RUNX2 forms a hetero-
dimer with CBFBI and this complex in turn asso-
ciates with a large number of coactivator proteins
including TAZ, LEF1 and members of the SMAD
family [116, 126]. This complex induces the
expression of a variety of key bone matrix
proteins including Collal, Colla2, Sppl (Osteopon-
tin) and Bglap [127-129] and has been shown to
repress expression of Ibsp (bone sialoprotein,
[130]). Interestingly, overexpression of Runx2 in
terminally differentiated osteoblasts leads to
a decrease in bone mass, associated with a brittle,
woven bone phenotype, and osteoblast matura-
tion appears inhibited in these mice [131]. It is
currently thought that Runx2 is required for

MSC to mature into preosteoblastic like cells,
but that Runx2 expression must cease or be
decreased in order for these cell to completely
mature into functional osteoblast cells. Low levels
of expression of Runx2 have been observed in
mature osteoblast cells, where it may be required
for continued expression of both Collal and
Bglap [124].

Osterix

Osterix (Osx) or Sp7 transcription factor 7 (Sp7) is
a (C2H2-type transcription factor containing
a zinc finger motif, belonging to the SP/Kriippel
like factor family of transcription factors. Like
Runx2 null mice, mice lacking Sp7 do not form
a mineralized skeleton and die shortly after
birth [125]. Multiple studies have demonstrated
that this transcription factor is required for
MSC differentiation into osteoblasts [125, 132].
The Sp7null mice do express Runx2 in osteo-
genic cells and there are phenotypic differences
when comparing the Runx2 ™/~ and Sp7 /=
mice, which collectively suggests that Sp7 acts
downstream of Runx2 [125]. Studies using condi-
tional deletion mutants have shown that loss of
Sp7 is also required for osteocyte maturation
and function [132].

Notch signalling

The Notch signalling pathway is a key pathway
in development in a variety of different organ-
isms. In mice four receptors have been
described, Notchl, -2, -3 and -4, all of which are
large single-pass transmembrane proteins. In
addition, 12 Notch ligands have been identified:
the DSL/DOS ligands (DlI, Jagl and Jag2), the
DLS-only ligands (Dli3 and Dil4), the DOS coli-
gands (DIkI, Dik2/Egfl9) and the non-canonical
ligands (Dner, Mfap2/Magp, Mfap5/Magp2, Cninl
and Cnin6/NB-3). Like the Notch receptors, the
Notch ligands are also transmembrane proteins,
and thus Notch signalling requires cell-to-cell
contact. Binding of ligand to the Notch receptor
initiates a cascade of proteolytic cleavage events.
First the ligand is cleaved by the disintegrin and
metalloprotease (ADAM) proteases and then by
the gamma-secretases. This serial proteolytic
cleavage releases the Notch intracellular domain
(NICD), which translocates to the nucleus. Once
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in the nucleus the NICD forms a complex with
the CSL DNA binding protein (RBPJ/LAG-1/
CBF1), LAG-3 and the MED8 mediator transcrip-
tion activation complex, leading to increased
expression of Notch target genes (reviewed in
[133]).

A number of studies have demonstrated that
Notch signalling plays a key role in osteoblasto-
genesis. Specifically, mice lacking Psen! and
Psen2, both gamma-secretases, lack signalling
from all four Notch receptors and have an
increase in bone mass and a decrease in MSC
number. Similarly, mice lacking Notchl and
Notch2 also have increased bone mass. In contrast,
mice in which expression of the NICD was
driven by the Collal_3.6Kb promoter, a preosteo-
blast-specific promoter, had decreased bone
mass and a decrease in osteoblast number [134].
Studies in osteoblast-like cell lines suggest that
Notch signalling results in the upregulation of
Heyl, which in turn suppresses Runx2 transcrip-
tional activity [135]. Together, this data suggests
that Notch signalling prevents the early stages
of osteoblastogenesis and may be required to
maintain MSC pools [134, 135] However, an
increase in osteoblast number was observed in
mice in which expression of NICD was driven
by the Collal_2.3kb promoter, an osteoblast-
specific promoter which drives expression in
late osteoblastogenesis. This suggests that Notch
signalling plays different roles at different
stages of osteoblast maturation [134].

Fibroblast growth factor signalling

The FGFs play an important role in development
and metabolism. In mice the Fgf gene family
consists of 22 members, and four FGF receptors
have been described [136, 137]. Many of the
FGFs have a role in skeletal development and in
the maintenance of bone mass (reviewed in
[138]) and FGF signalling generally induces
proliferation of immature osteoblasts [120]. In
particular, Fgf2 appears to be expressed at all
stages of osteoblastogenesis, and mice lacking
Fgf2 have reduced bone mass. In the osteoblast
Fgf2 appears to both regulate and be regulated
by Bmp2 [139]. Studies of activating mutations in
Fgf2r have shown that this receptor plays an
important role in osteoblast differentiation
from MSCs via signalling through both the

ERKk1/2 and protein kinase C alpha signalling
pathways [140]. Mutations in Fgf2r cause a variety
of congenital skeletal disorders in humans [137].

Whnt signalling

The Wnts are secreted glycoproteins that were
first discovered in Drosophila and are respon-
sible for the ‘wingless’ mutation [141]. Wnts can
be divided into two classes depending on the sig-
nalling pathway used: canonical signalling via
beta-catenin or the beta-catenin-independent
non-classical pathway [142]. In canonical WNT
signalling, signalling is mediated via the transduc-
tion of beta-catenin to the nucleus where it forms
a complex with the TCF/LEF family of transcrip-
tion factors and is able to induce gene transcrip-
tion. Control of WNT signalling can be
accomplished by regulating the abundance of
beta-catenin and its stability [143]. In the absence
of WNT ligand, beta-catenin is phosphorylated
[144] and is degraded via the ubiquitin pathway
[143]. Phosphorylation of beta-catenin accom-
plished by casein kinase 1 (CK1) and GSK3, which
bind to beta-catenin as part of a complex
involving Axin and adenomatous polyosis coli
(APC). When WNT ligand is present, it binds to
a receptor complex consisting of one of the friz-
zled receptors and either LDL receptor related
protein 5 (LRP5) or LRP6. The binding of ligand
to the frizzled receptors results in the phosphor-
ylation of Disheveled (DSH). This results in the
inhibition of GSK3 and the dissolution of the
CK1-GSK3-Axin-APC complex, thus preventing
the phosphorylation of beta-catenin [143] If
beta-catenin is not phosphorylated it will accu-
mulate in the cytoplasm and then translocate to
the nucleus [145]. The soluble frizzled-related
proteins (SFRP) act as pseudoreceptors for
WNT and can inhibit binding of WNT to the
frizzled receptors [142]. Furthermore, Dickkopf
(DKK) can bind to LPR5 or LRP6 and prevent
the formation of the frizzled receptor-LPR
complex, thus inhibiting canonical WNT
signalling [146].

The WNT ligands can also signal through the
so-called non-canonical pathways, which are
beta-catenin independent. Several non-canonical
pathways have been identified, but these are less
well characterized. In non-canonical signalling
WNT still binds to the frizzled receptor, but




LRP5 and LRP6 do not form a complex with the
frizzled receptors. Signalling is mediated via
a number of mechanisms including the Ca®'-
CAMKII-PKC pathway and RHO and RAC acti-
vation of JNK (reviewed in [147]).

Both canonical and non-canonical WNT sig-
nalling play an important role in inducing
commitment of MSC down the osteoblast linage
[146, 147]. Canonical WNT signalling through
beta-catenin plays an important role in regulating
osteoblast function and can prevent apoptosis of
mature osteoblasts. Mice lacking the canonical
WNT signalling coreceptor Lpr5 have low bone
mass, and loss-of-function mutations in this gene
in humans cause pseudoglioma syndrome. In
contrast, mutations in the extracellular domain
of LRP5 are associated with high bone mass in
humans. Both SOST and DKK bind to the extra-
cellular domain of LRP5 and act as suppressors
of canonical WNT signalling. Loss of binding of
SOST or DKK to LRP5 in osteoblasts results in
an increase in bone mass due to the inability to
suppress WNT signalling [146].

Parathyroid hormone and parathyroid
hormone related peptide

Parathyroid hormone (PTH) is secreted by the
parathyroid gland and plays a key role in regu-
lating serum Ca®" and phosphate levels. Parathy-
roid hormone related peptide (PTHrP) shares
significant homology to PTH in amino acids
1-13 at the N-terminus of the peptide and both
PTH and PTHrP are able to bind to the
G-protein-coupled PTH 1 receptor (PTHIR).
While PTH acts in an endocrine fashion, the
actions of PTHrP are autocrine/paracrine and
PTHrP is expressed in a wide variety of tissue
types including bone and kidney. PTH acts in
both an anabolic and a catabolic fashion. Chronic
administration of PTH results in bone loss,
whereas intermittent administration of either
PTH or PTHrP results in increases in bone
mass. Intermittent administration of either of
these compounds results in an increase in both
osteoblast proliferation and survival. This is
thought to in part be mediated by the actions of
PTH on WNT signalling and by regulating Sost
expression [148, 149]. Continual administration
of PTH results in bone loss through increases in
osteoclast number and subsequent increases in

bone resorption [148] Specifically, PTH or
PTHrP signalling increases level of RANKL and
suppresses secretion of the anti-osteoclastogene-
sis factor OPG [150].

Insulin-like growth factor system

IGF-1is a hormone in that it can be transported
via the circulation and act on a distant location,
but it is expressed in virtually every tissue and
has demonstrated autocrine and paracrine
actions as well. The liver is the primary source
of circulating IGF-1. In circulation, IGF-1 is
bound as part of a complex involving IGF-
binding protein 3 (IGFBP3) as well as the acid-
labile subunit (ALS). The purpose of this
complex appears to be to increase the serum
half-life of IGF-1. In addition to IGFBP3, five
other IGF-binding proteins have been described
which modulate the bioavailability of IGF-1
[151]. IGF-1 is the most abundant growth factor
found in bone [152] and has been shown to
mediate the effects of growth hormone on long
bone growth [151]. In mice in which IGF-1 expres-
sion was ablated in osteoblasts, severe decreases
in mineralization were observed, as well as signif-
icant decreases in body length [153] Mice in
which expression of the Igfl in the liver has
been abolished have near-normal long bone
growth, but do have decreased bone density,
despite normal expression of IGF-1in bone [154].

The IGFBPs modulate the actions of IGF-1
but also have functions that are independent of
IGF-1 [151]. All but Igfpl are expressed in bone,
with the most abundant IGF-binding proteins in
bone being IGFBP4 and -5 [155]. IGFBP4 is well
described as inhibiting the actions of IGF-1 in
bone [156] whereas the role of IGFBP5 in bone
remains unresolved [155]. IGFBP2 affects both
cortical and trabecular bone in a gender-specific
fashion. Female mice lacking Igfp2 have
increased cortical bone, whereas male Igfbp2-null
mice have decreased cortical and trabecular
bone volume. In addition, IGFBP2 regulates Pen
expression in both osteoblasts and osteoclasts in
an IGF-1 independent fashion [157]. Transgenic
mice that overexpress Igfbp3 have increased
osteoclast number and increased bone resorp-
tion, which results in a decrease in bone mass
[158]. While Igfbp6 is expressed in osteoblasts, its
function remains unknown.
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Classically, it was thought that Igf2 is only
expressed during embryonic development in
mice and that expression ceases in all tissues
except the choroid plexus and leptomeninges
before weaning. Newer studies have suggested
that Igf2 is expressed at low levels in selected
stem cells in bone in adult mice and that IGF-2
may play a role in maintaining pools of these
adult bone stem cells. Furthermore, it has been
postulated that in adult mice, IGF-2 is required
for both osteoblast and osteoclast maturation
and that IGF-2 regulates both bone formation
and resorption in the adult mouse [159]

Osteoclasts

Osteoclast cells are polarized, multinucleated
cells that are formed by the fusion of multiple
haematopoietic/monocytic precursor cells [111,
112]. These cells are generally considered to be
members of the monocyte/macrophage family
of cells [113]. Compared to the osteoblast and oste-
ocyte, the osteoclast is a relatively rare cell in
bone and is substantially shorter-lived. Their
primary function is bone resorption, although
new data suggests additional functions for these
cells [160]. Osteoclasts have an abundance of
acid-containing vesicles and mitochondria, but
do not contain extensive ER.

Development of the osteoclasts can be divided
into three stages. In the first stage the monocytic/
macrophage precursor cells become activated
and differentiate into preosteoclast cells. These
express tartrate resistance acid phosphatase
(TRAP) and calcitonin receptor. Staining for
TRAP is commonly used in both cell culture
and in histology to mark osteoclast-like cells. In
the second stage preosteoclast cells fuse into
large, multinucleated, unpolarized and non-func-
tional osteoclast-like cells. In the third and final
stage the osteoclasts attach to the bone surface,
polarize and are able to resorb bone [161]. Upon
recognition of the bone matrix, the osteoclast
forms an actinrich sealing ring around the
perimeter of the cell where it contacts the bone,
creating sealed-off space under the osteoclast.
The formation of the sealing zone results in
a rearrangement of the osteoclast cytoskeleton
and the formation of the F-actin ring. Within
the actin ring, the cell membrane increases in
surface area and forms a highly folded structure

known as the ruffled border. The osteoclast
pumps protons into the space between the
ruffled border and the bone, making a highly
acidified microenvironment that dissolves the
mineral component of the bone. Lysosomal
enzymes such as Cathepsin K and TRAP, as well
as metalloproteinases, are then secreted into
space and degrade the protein matrix [111, 113,
162]. Protons and acid proteases are also secreted
into the space between the ruffled border and
the bone surface, and the mineralized compart-
ment of bone located beneath this space is dis-
solved and the organic component is degraded.
These degraded fragments are then endocytosed
through the ruffled border, transcytosed
through the osteoclast and secreted from the cell.

Macrophage colony stimulating factor

In the marrow space early monocytic cells differ-
entiate into late monocytic cells upon activation
by PU.], an ETS protein domain containing tran-
scription factor. Upon activation by macrophage
colony stimulating factor 1 (M-CSF, CsfI) and
members of the MITF family of proteins, these
cells then undergo commitment to the osteoclast
lineage. M-CSF is secreted by the osteoblast and
stimulates the proliferation and migration of
the late monocytic cell/early osteoclast precursor
cell [113]. Mice homozygous for the osteopetrotic (op)
mutation, a frameshift mutation in the CsfI gene,
lack functional M-CSF and exhibit severe osteo-
petrosis due to a severe reduction in osteoclast
number [163, 164]. M-CSF binds to the tyrosine
kinase receptor colony stimulating factor 1
receptor (CfsIr), which is also known as ¢fns, and
which in turn signals through the MAP kinase
and ERK pathways [160]. Like mice carrying the
op/op mutation, mice lacking CsfIr are also
severely osteopetrotic and have a considerable
reduction in osteoclast number [165].

RANK, RANKL and OPG

Once activated by M-CSF, osteoclast precursor
cells then express tumour necrosis factor
receptor superfamily, member 11 (Tnfrsfl11a) on
the cell surface. Tnfisflla, which is more
commonly known as receptor activator of
nuclear factor kappa-B (RANK), is a type I
membrane  protein that contains four




extracellular cytosine-rich domains [166]. RANK
is the receptor for the pro-osteoclastogeneis cyto-
kine RANKL (also known as TNFRSFII or
TRANCE), which is expressed on the surface of
the osteoblast cells and binding of RANKL to
the RANK is required for the commitment and
differentiation of the preosteoclast [166]. The
binding of RANKL to its receptor activates NF-
kappaB, c-Fos, phospholipase C-gamma and
NFATecl signalling [160] via TRAF6 [167]. The
mature osteoclast secretes a dummy receptor
for RANK called Osteoprotegerin (OPG or
TNFRSF1Ib). OPG is structurally similar to
RANKI, but lacks a transmembrane domain.
OPG is able to bind to RANKL, prevent the
binding of RANK and thus inhibit the maturation
of additional osteoclasts [166]. Mice lacking either
Tnfisflla or Tnfrsfl11 exhibit a lack of osteoclasts
and have severe osteopetrosis, suggesting that
RANKL and RANK are fundamentally required
for osteoclast maturation [168, 169]. In contrast,
mice lacking the Tnfisfl1b gene are severely osteo-
porotic due to increased osteoclast activity [166].
In the kidney PTH increases production of
1,25-dihydroxyvitamin D, the active form of
vitamin D; 1,25-Dihydroxyvitamin D can stimulate
the production of RANKL and suppresses expres-
sion of OPG [150]. In addition to RANKL,
a number of other inflammatory cytokines such
as IL6 and TNFa are secreted by the osteoblast
and can induce osteoclastogenesis [150].

NFATc1 and osteoclast precursor fusion

The last steps of osteoclastogenesis are fusion,
binding and polarization [113, 162]. While the
mechanism of osteoclast fusion is not
completely characterized, several factors have
been identified which are required for and can
induce fusion. NFATcl is a transcription factor,
expression of which is upregulated by RANKL
signalling. Upregulation of Nfatcl expression, in
the absence of RANKIL, is sufficient to induce
osteoclast maturation, demonstrating the impor-
tance of this factor in osteoclastogenesis.
Specifically, NFATcl induces expression of
ATPase, H' transporting, lysosomal VO subunit
D2 (Atp6v0d2) and transmembrane 7 superfamily
member 4 (Tm7sf4), which is also known as
DC-STAMP and are key factors for mediating
cell-cell fusion [161].

Integrins

The integrins are plasma membrane spanning
receptors and are involved in cell attachment
as well as cell signalling. All integrin are hetero-
dimers consisting of an a and a B subunit. In
osteoclasts the ayBs integrins recognize RGD
(Arg-Gly-Asp) motifs in osteopontin, a bone
matrix protein, allowing for the attachment of
the osteoclast to the bone surface. Mice lacking
the B3 integrin subunit have an osteopetrotic
phenotype due to a lack of functioning osteo-
clasts, demonstrating the importance of attach-
ment to osteoclast maturation. Attachment to
the bone stimulates ¢c-SRC, which induces the
polarization of the cell and formation of the
ruffled border [113].

Osteocytes

Osteocytes are former osteoblasts that are
embedded in the bone matrix and reside in
so-called osteocyte lacunae. Previously it was
thought that the transition from osteoblast to
osteocyte was a passive process that occurred
as the cell became trapped, but new research
has suggested that the formation of osteocytes
is an active process [170]. These cells are the
longest-lived cells in bone and in humans are
thought to live 10-20 years. In rodent models, it
has been predicted that these cells can live for
nearly the whole of the animals lifespan.
Osteocytes are the most numerous of the bone
cells, with between 10 000 and 20 000 osteocytes
per mm® found in humans. Osteocytes are
significantly smaller than osteoblasts and
comparatively flattened in shape. Unlike osteo-
blasts, which are active secretory cells, osteo-
cytes contain few intracellular organelles and
have low levels of secretory ability. Osteocytes
develop cytoplasmic projections that connect
with both the lining cell on the surface of the
bone as well as other osteocytes, forming
a complex network within the calcified matrix
of the bone (Figure 25.5). These tunnels
through the bone matrix are referred to as oste-
ocyte canaliculi (reviewed in [171]). Osteocytes
appear to have two major functions: they func-
tion as the mechanosensor in bone and they
play a key role in the regulation of phosphate
metabolism [171, 172].
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Figure 2.5.5 Bone resorption. The remodelling of bone is accomplished by the basic multicellular units (BMUs),
which consist of the osteoclast at the leading edge, the reversal cells and the osteoblast cells at the lagging
edge. While a number of factors can trigger remodelling, the osteocytes are thought to sense microdamage in
the bone and signal to the lining cells and bone surface osteoblasts via direct contact through cytoplasmic
projections which extend through the canaliculi. The lining cells prepare the bone surface for attachment by
the osteoclasts, which are the cells that remove or resorb the old bone. Bone formation is accomplished by the
osteoblasts, which are much longer-lived than osteoclasts. Resorption can occur in as little as 2 weeks in
humans, but bone formation is a much slower process. The BMU is sequestered by a layer of cells, creating

a specialized remodelling niche.

The osteocyte canaliculi and lacunae are
filled with extracellular fluid. In wvitro studies
have strongly suggested that osteocytes can sense
and respond to the shear stresses induced by
changes in fluid flow. From this data it is thought
that when a compressive mechanical force is
applied to bone, movement of the extracellular
fluid surrounding the osteocyte occurs and that
this is the mechanism by which the osteocyte
senses loading [173]. In mouse models where
the osteocytes have been ablated, there is an
increase in osteoclast activity and a decrease in
mineralization by the osteoblasts [171]. The oste-
ocytes in bone are in direct contact with the
surface osteoblasts via gap junctions. Fluid flow
studies have shown that, when stimulated, the
osteocyte can inhibit osteoclastogenesis via
suppression of the RANKL production and an
increase in OPG production [173]. In addition,
mice lacking osteocytes have increased micro-
damage to the bone and with time develop
severe trabecular bone loss. However, in disuse-
tail suspension models, mice lacking osteocytes
do not lose trabecular bone. Together this data
suggests that the osteocyte directly regulates
osteoclastogenesis as well as bone mineraliza-
tion, via its direct contact with the surface
osteoblasts [171, 173].

Sclerostin

Sclerostin (SOST), the protein product of the Sost
gene, is secreted glycoprotein which is preferen-
tially produced by the osteocytes [174]. Numerous
lines of evidence suggest that SOST inhibits bone
formation. Mice which overexpress human SOST
have low bone mass whereas mice lacking Sost
have high bone mass [149]. SOST can weakly
bind to BMP, resulting in an inhibition of BMP-
induced bone formation by the osteoblast
[149, 174]. In addition, SOST can bind to LRP5
and LRP6 and act as a repressor of canonical
WNT signalling. Although how Sost expression
is regulated is not completely understood, new
data suggest that PTH signalling through PTH 1
receptor 1 (PTHIR) suppresses Sost expression.
This is likely one of the key mechanisms by which
PTH is able to have an anabolic action on bone,
and mediating PTH signalling may be the major
function of SOST protein [149].

FGF-23 and DMP-1

The osteocytes produce FGF-23, which is a secreted
FGF thatan actsina hormone-like fashion. Expres-
sion analyses suggest that bone is the only source of
FGF-23 (http://biogpsgnf.org). This FGF plays
a major role in phosphate metabolism. Specifically,




FGF-23 suppresses expression of 2a and 2c
sodium-phosphate cotransporters in the brush
border of the proximal tubule of the kidney and
in this manner is able to regulate phosphate
reuptake by the kidney. In addition, FGF-23 can
indirectly regulate phosphate absorption by the
gut via its ability to regulate vitamin D
(125(OH)2D) metabolism in the kidney. Specifi-
cally, FGF-23 can suppress the conversion of
25(OH)D to 1,25(OH)eD in the kidney by suppress-
ing expression of [25(OH)D]-1a-hydroxylase. Mice
with increased FGF-23 levels exhibit hypophos-
phataemia and have a rickets-like bone phenotype
(reviewed in [172]).

Dentin matrix protein 1 (DMP-1) is an extra-
cellular matrix protein that is preferentially
expressed in odontoblasts and in osteocytes
[175]. Like mice overexpressing Fgf23, mice lack-
ing Dmpl display hypophosphataemia and have
a rickets-like bone phenotype characterized by
a reduction in bone mass and hyperosteoidosis.
Furthermore, mice lacking DmpI have increased
levels of FGF-23, suggesting that DMP-1 regulates
FGF-23 production [176]. The DMP-1 protein is
post-translationally processed into a 37kDa
N-terminal fragment and a 57kDa C-terminal
fragment. Recent experiments have shown that
the 57kDa fragment is able to regulate expres-
sion of Fgf23 in the osteocyte. Furthermore, the
57 kDa fragment of DMP-1 may control osteocyte
maturation via regulation of expression of Sp7
and Sost [177].

Embryonic origin
of bone

During embryogenesis, bone development begins
with a condensation of mesenchymal progenitor
cells at the site of future bone development. The
craniofacial bones are derived from neural crest
cells from the branchial arches; the axial skeleton
is derived from the sclerotome compartment of
the somites; and the appendicular skeleton is
derived from the lateral plate mesoderm [178].
The flat bones, such as the bones of the skull
and mandible, develop via intramembranous
ossification and axial and appendicular skeleton
formed via endochondral ossification [111].

Intramembranous ossification

In intramembranous ossification the mesen-
chymal progenitor cells proliferate and form
compact condensations. A subset of these mesen-
chymal progenitor cells differentiate into pre-
osteoblasts and then osteoblasts. These osteoblasts
synthesize woven bone wherein the collagen fibrils
are haphazardly arranged and mineralization is
irregular. Haematopoietic bone marrow will be
formed between layers of woven bone and the
woven bone will ultimately be remodelled into
mature lamellar bone [111].

Endochondral ossification

Endonchondral ossification differs greatly from
intramembranous ossification in that a cartilage
template is first formed and this is later replaced
with mature lamellar bone. Endochondral ossifi-
cation can be broken into a series of stages. First,
the MSC condense and differentiate into pre-
chondroblasts and then chrondrocytes. Next,
the chrondrocytes differentiate into two subpop-
ulations of cells, the low-proliferating distal chon-
drocytes, which are located at the two ends of the
bone, and the highly proliferating chondrocytes
in the middle, which are arranged in a columnar
fashion. These columnar chondrocytes exit the
cell cycle and differentiate into prehypertrophic
and then hypertrophic chondrocytes. The hyper-
trophic chondrocytes form an anlagen extracel-
lular cartilage matrix, which becomes calcified,
and then these cells undergo apoptosis. The
outside perimeter of the cartilage matrix (the
perichondrium) is surrounded by fibroblast-
like cells and MSC, which differentiate into
osteoblast-like cells. The mineralized matrix
surrounding the hypertrophic chondrocytes is
invaded by blood cells, which allows infiltration
of myloid-derived osteoclasts. The osteoclasts
resorb the mineralized cartilage, and the osteo-
blasts replace this matrix with mineralized bone.
Lastly, the mineralized bone is remodelled to
form the marrow cavity. Postnatally, secondary
ossification centres are formed within the distal
chondrocytes. The growth plate, which consists
of a band of chondrocytes arranged in columnar
fashion, is organized between the secondary and
the primary ossification centres. This allows for
continued long bone growth [179]. In humans
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the epiphyseal growth plates fuse after puberty,
preventing continued growth. In mice the
epiphyseal growth plates do not fuse at sexual
maturity and long bone growth can continue
well past sexual maturity.

Bone remodelling

Bone is not a static tissue; it is constantly changing
to allow it to adapt to the current needs of the
organism. Bone modelling is critical for bone
growth and to allow for adaption to changes in
load on the bone. In bone modelling new bone
is formed and unneeded bone is removed,;
formation and resorption occur, for the most
part, at separate anatomic locations. Bone remod-
elling serves a slightly different purpose: it
removes old or damaged bone and plays a critical
role in maintaining mineral homeostasis. When
bone remodelling is balanced, ie. when bone
formation equals resorption, there is no net
change in bone mass. During growth, formation
exceeds bone loss, resulting in a net gain of
bone mass. If resorption exceeds formation, as
is seen in certain pathologies in humans, there is
a net loss of bone mass [180, 181].

Bone remodelling is accomplished by the
‘basic multicellular units’ (BMUs). The BMUs
consist of three main cell types: osteoclasts,
reversal cells and osteoblasts (Figure 2.5.5). Tradi-
tionally, the BMU is considered to have a leading
edge, where the osteoclasts are located, and a tail,
where the osteoblasts are located. As described
above, the osteoclasts are the cells responsible
for bone resorption and the osteoblasts are
responsible for forming new bone in the space
created after resorption. It is hypothesized that
the reversal cells may prepare the newly resorbed
bone surface such that the osteoblast can form
new bone on it. It is not completely clear at present
where the reversal cells are derived from, but the
available data suggest that these cells are derived
from the osteoblastic lineage [180, 181].

A number of activation signals can lead to
bone remodelling. For example, hormones such
as PTH and oestrogen have been shown to
increase bone remodelling [180]. Mechanical
loading or microdamage can also be an initiating
factor for bone remodelling [182] It is not

completely clear how the existence of microdam-
age in the bone leads to remodelling, but it is well
understood that osteocytes at the site of micro-
damage undergo apoptosis and this is linked
with bone remodelling. This is supported, in
part, from data obtained from mice in which
osteocytes have been postnatally ablated. In these
mice increased bone resorption and loss of
trabecular bone mass is observed in the absence
of functioning osteocytes; however, these mice
also have increased microdamage compared
to age-matched controls. Ikeda observed that
RANKL expression was significantly increased
after osteocyte ablation, suggesting that, during
apoptosis, the osteocyte can signal to the osteo-
blast to increase osteoclastogenesis [171]. Further-
more, the osteocyte expresses TGFp, which
functions to inhibit the maturation of the osteo-
clast. In the absence of osteocytes local TGFB
production ceases, which could create a localized
osteoclastogenesis-permissive environment [180].
In order for the osteoclast to fuse and attach to
the bone surface, the lining cells must first
‘prepare’ the bone surface [180, 181]. Specifically,
these cells digest off the osteoid surface at the
site of bone remodelling and expose RGD (Arg-
Gly-Asp) adhesion sites on the surface of the
mineralized matrix. These RGD sites allow for
the osteoclast to adhere to the bone surface via
ayag integrin [180] and the osteoclasts are able to
resorb the bone. Once bone resorption is
complete the reversal cells remove the exposed
collagen remnants from the site of bone resorp-
tion. Bone formation can then proceed by the
osteoblasts. It is not clear what signals the comple-
tion of resorption to allow formation to begin,
and this is an active topic of ongoing research.
During the formation stage the osteoblasts fill
in the cavity created by the osteoclasts, and the
bone is repaired. Once sufficient new bone has
been generated, remodelling is terminated by
an as yet unknown mechanism [180].

Bone and energy
metabolism

A number of studies have now demonstrated that
bone is an endocrine organ. Osteocalcin or




bone-specific Gla protein (BGLAP) is thought to
be the most abundant non-collagen protein
found in the bone matrix [183]. In addition,
more recent evidence suggests that osteocalcin
is a bone-derived hormone involved in energy
metabolism [184]. In mice two genes, Bglap and
Bglap2, are found immediately adjacent to one
another on chromosome 3. Both of these genes
code for the osteocalcin protein, and their coding
sequence is nearly identical. In bone Bglap and
Bglap2 appear to only be expressed by the osteo-
blast and mice lacking both of these genes have
increased bone mass and increased bone forma-
tion [183]. The mechanism by which this increase
in bone mass occurs is not completely under-
stood. Interestingly, mice lacking Bglap and Bglap2
are obese, have decreased insulin sensitivity and
are glucose intolerant [184] Both RUNX2 and
FOXOI protein appear to negatively regulate
expression of osteocalcin in the osteoblast [185,
186] and mice lacking FoxO1I in just the osteoblasts
have increased insulin secretion and increased
insulin sensitivity due in part to increased osteo-
calcin expression [186]. Mice lacking the protein
tyrosine phosphatase receptor type V (Pipru, also
known as Esp) gene have decreased fat mass in
conjunction with increased insulin secretion
and increased insulin sensitivity. This gene
appears only to be expressed in the osteoblasts
and Sertoli cells. The OST-PTP protein (the
product of the Ptprv gene) appears to control
the bioavailability of osteocalcin [184]. Further-
more, insulin receptor signalling specifically the
osteoblasts also appears to affect osteocalcin
bioavailability [187].

Summary

In this chapter we have presented a genetic/
functional description of the processes involved
in mammalian muscle and bone development,
from embryo to adult, and of the disease
processes generated through inherited genetic
defects. Future questions on vertebrate musculo-
skeletal development will require an under-
standing of how bone and muscle development
and disease are regulated and influenced by
such factors as cell-cell adhesion, microRNAs,
and epigenetics and environmental factors. The

laboratory mouse will continue to be a vital
player in our growing understanding of these
processes.
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