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 Preface     

  The second edition of  Comparative Pharmacokinetics  follows the fi rst edition ’ s goals of 
providing the conceptual basis of pharmacokinetics as a tool for quantifying biological 
processes encountered in comparative medicine. 

 The organization of this book remains the same whereby the basic principles of physiol-
ogy are introduced for systems involved in the absorption, distribution, metabolism, and 
elimination (ADME) of chemicals and drugs in the body. This is followed by chapters 
developing the primary approaches used in pharmacokinetic modeling today, namely com-
partmental, noncompartmental, population, and physiological approaches. Chapters on 
nonlinear processes, dosage regimen construction, and statistical aspects of data analysis 
are presented, followed by overviews of pharmacokinetic – pharmacodynamic (PK - PD) 
modeling and specifi c applications on bioequivalence, disease effects, interspecies extra-
polations, and drug residues in food - producing animals. 

 As in the fi rst edition, this author has authored or coauthored all chapters for consistency. 
New additions to this text include extensive revisions of the Distribution chapter coau-
thored by Jennifer Buur, the Hepatic Biotransformation chapter by Ronald Baynes, and the 
Physiological Models chapter by Teresa Leavens. Chapters on Study Design and Population 
Modeling by Jason Chittenden, Dosage Adjustment in Disease by Jennifer Davis, and 
Tissue Residues by Sharon Mason have been expanded and revised. Pierre - Louis Toutain 
comprehensively rewrote the PK - PD chapter as PK - PD modeling has become widespread 
in comparative medicine. A new chapter on Quantitative Structure – Permeability 
Relationships coauthored with Xin - Rui Xia has been added to illustrate how molecular 
properties of chemicals and drugs are correlated to membrane transport, the basis of most 
pharmacokinetic processes. Also, this chapter introduces basic statistical concepts of 
regression analysis and study validation that are expounded upon later in the book. Finally, 
the Bioequivalence chapter by Marilyn Martinez of the U.S. Food and Drug Administration 
offers a complete regulatory perspective on determining product bioequivalence. This 
chapter demonstrates many of the pharmacokinetic principles introduced in the earlier 
chapters and adds in the requirements for statistical rigor needed for a regulatory approval. 
All the remaining chapters have been revised and updated. In addition, cross - referencing 
topics across all chapters has been expanded to help the reader to make important concep-
tual linkages between theory and applications. 

 This comparative and veterinary pharmacokinetics textbook serves as an introduction 
to this discipline from the perspectives of physiology and medicine. The wide availability 
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of economic but powerful computers with comprehensive software packages can make 
pharmacokinetic analysis seem automatic. A primary goal of this book is to ensure that 
studies are properly designed before being conducted, that the proper models are used for 
the end points in mind, and that resulting pharmacokinetic parameters are interpreted 
correctly. 

    Jim E. Riviere  
      
 



  1    Introduction     

     Pharmacokinetics is best defi ned as the use of mathematical models to quantitate the time 
course of drug absorption and disposition in man and animals. With the tremendous 
advances in medicine and analytical chemistry, coupled with the almost universal avail-
ability of computers, what was once an arcane science has now entered the mainstream of 
most fi elds of human and veterinary medicine. This discipline has allowed dosages of drugs 
to be tailored to individuals or groups to optimize therapeutic effectiveness, minimize toxic-
ity, and avoid violative tissue residues in the case of food - producing animals. 

 What differentiates this discipline from other fi elds of pharmacology and medicine is 
its focus on quantitating biological phenomena using various mathematical models and 
restricting its purview to the movement of drugs and chemicals into, through, and out of 
the body. The subsequent effects of these drugs on biological processes fall in the realm 
of pharmacodynamics (PD), which is beyond the scope of the present pharmacokinetic text 
but is extensively reviewed in Chapter  13  when linkage to pharmacokinetic models is 
developed. There are numerous applications of pharmacokinetics in clinical practice, some 
of them unknown to the practitioner as actually being pharmacokinetic modeling exercises 
since the terminology has become embedded into the lexicon of general medicine. 

 Since the publication of the fi rst comparative pharmacokinetics text by Desmond Baggot 
in  1977 , there has been explosive growth in all aspects of this discipline. This growth has 
continued after the publication of the fi rst edition of the present text in 1999 and the release 
in 2004 of the pivotal UK  “ PK and PK - PD in Veterinary Medicine ”  workshop (Lees,  2004 ). 
The continued integration of pharmacokinetic concepts into global veterinary drug regula-
tions further fuels this growth, a development that can be appreciated by reading Chapter 
 15  on regulatory aspects of drug product bioequivalence. 

 The primary pharmacokinetic models originally utilized by comparative and veterinary 
pharmacokineticists were the classic open compartmental models. These models, fi rst 
clearly elucidated by Teorell in  1937 , have been the mainstay of pharmacokinetics for 
much of the last decade. However, the use of noncompartmental models, especially those 
based on statistical moment analyses, has recently expanded across multiple areas. This 
popularity can be linked in part to a superb suitability for analysis by digital computers. 
Paradoxically, many of the properties that make the analysis of serum pharmacokinetic 
data amenable to exponential equations result from a few mathematical peculiarities in 
the solution of these compartmental models. Newer noncompartmental approaches to 
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4 Comparative Pharmacokinetics

data analysis share many of these attributes and thus also share the same limitations 
of the classic modeling approaches. These intricacies will be completely explored in 
this text. 

 In the last decade, there has been a greatly increased use of so - called population 
pharmacokinetic approaches. This growth has been facilitated by the availability of 
user - friendly software and the implicit recognition that interindividual variability in the 
physiology underlying pharmacokinetic parameters may overshadow drug - specifi c param-
eters. Quantitating this variability using stochastic techniques is becoming widespread. 

 Pharmacokinetic principles have become widespread in the discipline of toxicology, 
an application termed toxicokinetics. There are no fundamental differences between 
pharmacokinetic and toxicokinetic principles except that the latter often deal with higher 
doses of chemicals, which may saturate metabolizing enzymes and in some cases may 
damage eliminating organs, thereby altering the disposition of the toxin. However, the 
principles involved are identical, and the concepts presented in this text are applicable to 
both fi elds. 

 Physiologically based pharmacokinetic (PBPK) models have become routine in many 
fi elds of pharmacology and toxicology. These models, unlike the others mentioned, build 
on the basis of sound anatomical and physiological principles and, although data - intensive, 
may allow the best opportunity for true mechanism - based interspecies pharmacokinetic 
extrapolations. Individual organ function is easily scaled across species and  in vitro  data 
may be extrapolated to the whole animal. This modeling approach has been increasingly 
applied to the problem of drug and chemical residues in food - producing animals. 

 The goal of quantitative pharmacology is always to extrapolate the drug concentration 
profi le in the simpler  in vitro  experimental environment to that which actually exists in the 
cells or tissues of whole animals. Such an extrapolation (albeit very crude) is made daily 
with the use of minimum inhibitory concentrations (MICs) to estimate the effi cacy of an 
antimicrobial drug against a specifi c bacteria in a human or animal patient. Recent work 
has focused on quantifying  in vitro  - to -  in vivo  correlations, one fl avor of which termed 
IVIVC focuses on predicting oral absorption from  in vitro  dissolution studies.  In vitro  
studies may be conducted with very simple subcellular, single - cell, or tissue culture systems 
or more complex perfused organ preparations (also referred to as  ex vivo  models). 

 In drug development and biochemical toxicology laboratories, extrapolation is often 
from a simple receptor or subcellular fraction assay, which detects drug or toxin binding, 
to the dose of drug that would be required to achieve this effective concentration  in vivo . 
Alternatively, DNA binding or cytotoxicity screens may detect potential adverse events 
associated with a specifi c chemical. This defi nes a hazard in the risk assessment process. 
However, suffi cient exposure in the intact organism is still required for this hazard to be 
realized as a risk. Pharmacokinetics is often the bridge in this extrapolation. In fact, sophis-
ticated concentration – response relationships, obtained from  in vitro  bioassay systems, may 
be defi ned and then linked to the  in vivo  dose – response profi le using integrated pharma-
cokinetic – pharmacodynamic (PK - PD) modeling techniques. PBPK models also provide 
the framework for tying drug delivery to cells in modern systems biology schemes that 
attempt to model the cellular responses seen after chemical exposure using the tools of 
genomics, proteomics, and metabonomics. 

 Work has also exploded in the fi eld of quantitative structure – activity relationships 
(QSARs) that relates molecular properties to biological activity. From its application to 
pharmacokinetics, progress has been made to use such techniques to predict oral bioavail-
ability or transdermal delivery. A new chapter in this edition introduces these concepts. 
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 The extrapolation of pharmacokinetic parameters across species is a major focus of 
research. This is true in laboratory animal medicine and especially so in exotic animal and 
zoo animal medicine. Many  “ classic ”  compartmental pharmacokinetic studies conducted 
in multiple animal species have been extrapolated using the techniques of allometry. This 
is often employed when laboratory animal toxicology data must be extended to humans to 
put into perspective the relationship between the expected toxic dose and therapeutically 
useful doses. This later concept of a  “ therapeutic window ”  framed by a minimal effective 
therapeutic dose or resultant concentration and maximally safe toxic threshold is found in 
many areas of medicine and is implicitly based in pharmacokinetic methodology. 

 The fi elds of clinical pharmacology have grown in both human and veterinary medicine. 
Subpopulations of patients based on age or disease processes are routinely defi ned and 
dosages of drug appropriately altered. Part of the growth of this discipline was facilitated 
by the routine application of pharmacokinetics in clinical patients. This was facilitated by 
the development of population pharmacokinetic approaches mentioned earlier, which 
merge the estimation of pharmacokinetic parameters with simultaneous clinical estimates 
of physiological parameters and population variability. Its application to defi ning disease -
 induced changes in drug disposition and probing the nature of pharmacokinetic variance 
are widespread. In veterinary medicine, these same principles are needed to extrapolate 
dosage regimens for extralabel drug use. 

 This proliferation of pharmacokinetics throughout these diverse fi elds has been 
propelled by the explosive growth in analytical methodologies using principles of both 
chromatography (high - performance liquid and gas chromatography) and immunology 
(radioimmunoassay, enzyme - linked immunosorbent assay [ELISA]  ). Not only has the cost 
per sample of these procedures plummeted but their availability and sensitivity have also 
increased tremendously. For many drugs, simple disposable card - type assays are being 
developed that will provide the clinician instantly with estimates of drug concentrations. 
In veterinary medicine, such assays are available to monitor milk and urine for the presence 
of violative drug residues. 

 With the drug concentration data now readily available, complex mathematical model-
ing that was once restricted to the esoteric and truly  “ user - unfriendly ”  and even  “ user -
 adverse ”  mainframe computers can now be routinely done on nearly any available personal 
computer using one of a myriad of simple - to - use pharmacokinetic software packages 
including Win - Nonlin and other packages (e.g., CONSAAM and SAAM, PK - Analyst, 
P - Pharm). In fact, the proliferation of these automated software packages is one of the 
developments that highlighted the need for this text because, parallel to this proliferation 
of tools to conduct pharmacokinetic analyses, many workers have failed to study its basic 
principles and often inappropriately apply models to experimental and clinical situations.  

   1.1    OBJECTIVES AND PHILOSOPHY 

 The purpose of this book is to provide an introduction of the discipline of pharmacokinetics 
for the student, researcher, and comparative medicine clinician. The text presents an over-
view of the basic processes of drug absorption and disposition and then details how these 
processes can be quantitated using different pharmacokinetic approaches. The book is 
directed toward both the individual responsible for doing the analysis and the user of the 
pharmacokinetic information generated. To properly employ pharmacokinetic information, 
the limitations of the specifi c model that generated the pharmacokinetic parameter esti-
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mates must be appreciated. Are the parameters compatible with the model in which it 
will be used to make predictions? Many pharmacokinetic parameters are model - dependent, 
and serious errors may occur if the inappropriate parameters are used. A pharmacokinetic 
model is simply an artifi cial mathematical link to the underlying interaction of a drug ’ s 
pharmacology with an animal ’ s physiology (Fig.  1.1 ). The nature of the link will determine 
the types of parameters calculated.   

 A common misconception is that if one specifi c model fails to adequately predict the 
data or experimental scenario, then the process being studied is assumed to not be amenable 
to pharmacokinetic analysis. Often, the fault is that insuffi cient data have been collected 
to properly defi ne the model and its so - called inference space. The  “ links ”  were not prop-
erly constructed. In other cases, incomplete understanding of the disposition processes 
involved resulted in construction of a woefully inadequate model in the fi rst place. The 
limitations of specifi c models and techniques must be appreciated before extrapolations 
can be made. 

 This book is also written for the individual who never plans on actually doing a phar-
macokinetic study but desires to understand more about the time course of drug movement 
throughout the body. The primary goal of pharmacokinetics is to generate parameters that 
are mathematical abstractions that quantitate physiological processes as an aid to better 
understanding drug disposition. Mathematical modeling generates parameters that may 
vary as the physiology varies as a result of disease, age, sex, or drug - induced toxicity. The 
parameters are mathematical constructs that refl ect changes in underlying physiology. 
There is no absolute value of any parameter that exists independent of the model; param-
eters are defi ned by the model and refl ect the nature of the mathematical links to the 
physiology. 

 Models may be classifi ed as mechanistic (e.g., compartmental and physiological), which 
represent some abstraction of the underlying physiologic reality, or as empirical (e.g., 
noncompartmental, neural - net analysis), which are restricted to predicting observed data. 
Alternatively, models may be classifi ed as deterministic and thus purport to have exact 
predictability; or stochastic, which incorporate a level of statistical uncertainty in the pre-
dictions. An understanding of how models and links are derived is necessary for a thorough 
understanding of drug disposition and, ultimately, drug effi cacy or toxicity. 

 There are many misconceptions as to what a pharmacokinetic study actually entails. 
Many workers in veterinary medicine believe that measuring drug concentrations in plasma 
or blood and plotting the resulting concentration – time profi le comprises such a study. 

     Fig. 1.1     Conceptual framework of how a pharmacokinetic model links the observed data to the 
underlying biology controlling drug disposition.  
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Similarly, some feel that if parameters such as peak concentration ( C  max ), time to peak 
concentration, and the area under the concentration – time curve (AUC) are recorded, a 
pharmacokinetic analysis has been performed. In fact, to determine product bioequivalence, 
this does comprise a complete study. A new Chapter  15  has been added to this edition to 
overview the use of such approaches   and present appropriate statistical techniques used in 
determining product bioequivalence by regulatory authorities. As will be stressed through-
out this book, the problem with such analyses is that they are descriptive only for the 
experiment performed and are diffi cult to use for extrapolation to another animal or clinical 
conditions. 

 A pharmacokinetic study in the context of this book is defi ned as an experiment in which 
some type of mathematical model is fi tted to the drug concentration – time profi le in blood, 
tissue, and/or excreta. This opens the possibility of correlating model parameters to physi-
ological processes or using them for interspecies extrapolation. In these types of analyses, 
parameters such as half - life ( T   ½  ), volume of distribution ( Vd ), and clearance ( Cl ) are cal-
culated in addition to the descriptive parameters mentioned above. A separate chapter will 
be devoted to the physiology underlying each type of parameter. Similarly, the major types 
of modeling paradigms adopted will be developed and compared. Whatever type of model 
is employed (linear vs. nonlinear, compartmental vs. noncompartmental), a model is only 
a tool to estimate drug concentrations and generate parameters that are useful for further 
analyses and quantitating the biological process under investigation. Models are neither 
correct nor incorrect, but should be judged only as to how accurately drug concentrations 
are predicted under new exposure conditions. 

 The selection of a model relative to its use for prediction of future events is an important 
decision. Fig.  1.2  depicts how three radically different mathematical models may fi t the 
same limited data set. The three models are statistically equivalent in terms of their ability 
to describe the observed data  , and thus all are mathematically appropriate. However, only 
the exponential model has a relatively direct link to biological reality. All three predict very 
different drug concentrations for times beyond the actual data collected. Within the observed 
time interval, all models accurately interpolate drug concentrations at times between col-
lections. This is defi ned as the inference space of the model. However, extrapolation outside 

     Fig. 1.2     Illustration of how three very diverse mathematical models may adequately describe the same 
limited set of data yet result in very different values when predictions are extrapolated beyond the models ’  
inference space. Linear ( — ); sinusoidal ( –     – ); exponential ( —     —     — )  .  
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of the observed time window requires knowledge that the model has biological reality at 
these time points. Collection of as few as one or two additional data points would expand 
the model ’ s inference space and help select the more predictive model. It is surprising how 
often this simple limitation of fi tting equations to data is overlooked.   

 Completely independent of the model selected, it is the fi tting of the model to the data, 
for the purposes of the investigator, that must be optimized. This is where statistics inter-
faces with pharmacokinetics. For example, three different approaches and sets of sampling 
intervals are used in studies to estimate a peak drug plasma concentration, to determine a 
dosing interval for chronic treatment, or to estimate the tissue residue withdrawal time in 
a food - producing animal. Although the underlying models may be very similar, or even 
identical, these three cases require optimizing estimates of different components of the 
model, and thus the experimental time frame may be very different, ranging from minutes 
to hours to days. The drug concentration ranges for these three applications are also likely 
to differ by three to four orders of magnitude. Failure to select a specifi c model appropriate 
to the proper experimental frame of reference may lead to serious errors in extrapolation. 
These aspects of experimental design and data analysis will be extensively reviewed at the 
end of the text. 

 Semantics plays a very important role in this interface between statistics and pharma-
cokinetics. Serious errors have occurred when the same term in both disciplines refers to 
two different items. Examples include the use of the Greek letter  β , which in statistics may 
refer to the probability of a type II statistical error or the slope of a regression line, but in 
pharmacokinetics may specifi cally refers to the terminal exponential slope of the plasma 
drug concentration versus time data from a two - compartment model following intravenous 
drug administration  . Standard practices for fi tting mathematical models to the same data 
set in both disciplines may be very different. For example, the modeling approaches used 
in pharmacokinetics often are based on additive exponential functions simply because the 
resulting parameters then have physiological meaning; that is, they can be linked back to 
the animal. Such exponential functions are but a subset of those available to the statistician 
and may not even be the best for fi tting to a specifi c curve. Nevertheless, they are used 
because they are interpretable and have physiological meaning, and thus can be incorporated 
into models that physiologically and pharmacologically make sense. Even if exponential 
equations are used by both disciplines, pharmacokinetic analysis often employs the principle 
of superposition and thus curve  “ stripping ”  to analyze the data, a restriction not present in 
a pure statistical model. Neither approach is right or wrong as each has its merits. Problems 
arise only when parameters from one model are mistakenly used as input into another. 

 Recent advances in  in vitro  technology and the ease of conducting large - scale pharma-
cokinetic trials have resulted in a plethora of readily available data that would appear to 
span all levels of biological organization. This is especially true in comparative pharmacol-
ogy and risk assessment. The combination of such diverse data requires that certain assump-
tions be fulfi lled and the limits of the mathematical bridges employed to link the data sets 
be strictly defi ned. Even when done properly, some combinations of diverse  in vitro  and 
 in vivo  model systems result in the generation of so - called emergent properties, the hall-
mark of complex system behavior. In other cases, nonlinear systems dynamics or  “ chaotic 
behavior ”  may take hold, making extrapolations possible but diffi cult unless the behavior 
is clearly understood. Thus, as will become evident throughout this text, pharmacokinetics 
and other forms of mathematical extrapolations may be used in many scenarios, but they 
must be applied in the proper context and the assumptions and defi ning rules inherent to 
each system closely tested and followed.  
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   1.2    TARGET AUDIENCE AND APPLICATIONS 

 The focus of this book is to present the basic concepts of pharmacokinetic principles to 
the scientist or practitioner with a strong biological background. The mathematics should 
be tolerable to such an individual as it will not go much beyond what he or she has already 
encountered in related disciplines. The most obvious user of pharmacokinetic principles is 
the basic scientist studying drug or chemical disposition in animals. Simple pharmacoki-
netic studies are often used to describe the blood or tissue concentrations seen after drug 
administration. These parameters provide the basis for determining differences in the rate 
and extent of drug absorption, distribution, or elimination, as well as permitting the calcula-
tion of safe and effi cacious dosage regimens. They allow for the development of simple 
mathematical models to interpret the time - dependent nature of numerous biological phe-
nomena. These strategies will be completely developed. 

 Pharmaceutical scientists use pharmacokinetics in many industrial and regulatory set-
tings. Parameters are derived to defi ne the shape of an effi cacious drug ’ s blood concentra-
tion versus time profi le (AUC  , C max ) so that other products may be formulated to  “ copy ”  
this profi le or, in pharmacokinetic jargon, to be  “ bioequivalent. ”    Similarly, drug absorption 
is assessed in simple model systems to select candidate drugs for development and deter-
mine the purity of a drug formulation. Pharmacokinetic parameters are calculated to 
extrapolate from preclinical and clinical trial results. Toxicologists in these environments 
must use pharmacokinetic principles to interpret the dose that produces a toxicological 
 “ event ”  in an animal study relative to its potential to do the same in a clinical setting at 
therapeutic doses. Many practices of risk assessment use similar extrapolations. 

 The fi eld of pharmacokinetics and its concepts has become especially important as a 
consequence of the dramatic and almost radical changes that are presently occurring relative 
to the regulations surrounding drug use in veterinary medicine. For most of the recent past, 
the operative concept was that a single dose of drug listed on a product label was optimal 
for all therapeutic uses. The legal concept of  “ fl exible or professional labeling ”  and the 
passage by the US Congress in 1994 of the Animal Medicinal Drug Use Clarifi cation Act 
(AMDUCA) legalizing extralabel drug use forever eradicated this fallacious ideal of a single 
optimal dose. The veterinarian must now select a drug dose based on numerous factors 
inherent to the therapeutic scenario at hand to maximize therapeutic effi cacy and minimize 
the likelihood of drug - induced toxicity or induction of microbial resistance. Unlike human 
medicine and companion animal practices, food animal veterinarians face the further restric-
tion that proper withdrawal times must be determined to ensure that drug residues do not 
persist in the edible tissues or by - products (milk, eggs) of treated animals long after they 
have left the care of the veterinarian (Fig.  1.3 ). As will be demonstrated, the withdrawal 
time is in reality a pure pharmacokinetic parameter since it can be calculated solely 
from knowledge of the legal tissue tolerance and the drug ’ s half - life or rate of decay in 
that tissue.   

 Yet it is not only the food animal veterinarian who faces these challenges. The labora-
tory animal and exotic/zoo animal worker must often extrapolate drug dosages across 
species with widely differing body sizes and physiology since there are very few approved 
drugs for the treatment of such animals. Pharmacokinetic principles and techniques are 
ideally suited for this application. Practitioners are often faced with disease processes (e.g., 
renal failure) that are known to affect the disposition of a drug. Knowledge of how such a 
pathological process affects a drug ’ s clearance or volume of distribution is suffi cient to 
adapt a dosage regimen appropriate for this condition. 
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 Other scientists who deal with drugs in both  in vitro  and  in vivo  systems may not be 
interested in constructing complex pharmacokinetic models but rather in the relationship 
between the administered dose and the effect. The link between dose and effect, however, 
is the drug concentration at the site of action (the so - called biophase), which is the essence 
of a pharmacokinetic study. These data are necessary to link these different systems in 
order to determine whether a drug concentration threshold exists for drug action or toxicity, 
or to study the time course of drug effect. Pharmacokinetics provides the parameters to 
serve as experimental end points and to extrapolate beyond the individual experiment to 
the target population. 

 To pursue these varied goals, this book starts with the biology and progresses to the 
presentation of the different modeling approaches used in pharmacokinetics. The book 
concludes with elements of experimental design and data analysis, followed by some spe-
cifi c applications to select fi elds.  
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  2    Principles of Drug Movement in 
the Body     

     Pharmacokinetics is the study of the time course of drug concentrations in the body. It 
provides a means of quantitating absorption, distribution, metabolism, and elimination 
(ADME), the four key physiological processes that govern the time course of drug fate. It 
is a crucial tool to providing quantitative and experimentally testable end points for many 
aspects of drug discovery, as well as providing a bridge between early safety and effi cacy 
studies conducted in different species  . In the premarketing phase of drug development, it 
is an essential component in establishing effective yet safe dosage forms and regimens. 
When applied to a clinical situation, pharmacokinetics provides the practitioner with a 
useful tool to design optimally benefi cial drug dosage schedules for each individual patient. 
Alternatively, an understanding of pharmacokinetic principles allows more rational thera-
peutic decisions to be made. In food animals, pharmacokinetics provides the conceptual 
underpinnings for understanding and utilizing the withdrawal time to prevent violative drug 
residues from persisting in the edible tissues of food - producing animals. Finally, a com-
prehensive study of this discipline provides the framework upon which many aspects of 
pharmacology can be integrated into a rational plan for drug usage.  

   2.1    AN OVERVIEW OF DRUG DISPOSITION 

 In order to fully appreciate the processes governing the fate of drugs in animals, the 
various steps involved must be defi ned and ultimately quantitated. The processes relevant 
to a discussion of the absorption and disposition of a drug administered by the intravenous 
(IV), intramuscular (IM), subcutaneous (SC), oral (PO), topical (TOP), or inhalational (IN) 
route are illustrated in Fig.  2.1 . The normal reference point for pharmacokinetic analysis 
is the concentration of free, nonprotein - bound drug dissolved in the serum (or plasma) 
because this is the body fl uid that carries the drug throughout the body and from which 
samples for drug analysis can be readily and repeatedly collected. Additionally, for the 
majority of drugs used, drug in the systemic circulation is in equilibrium with the extracel-
lular fl uid of well - perfused tissues; thus, serum or plasma drug concentrations generally 
refl ect extracellular fl uid drug concentrations.  A drug must generally be present at its site 
of action in a tissue at a suffi cient concentration for a specifi c period of time to produce a 
pharmacological effect.  Since tissue concentrations of drugs are refl ected by extracellular 
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fl uid and thus serum drug concentrations, a pharmacokinetic analysis of the disposition of 
drugs in the scheme outlined in Fig.  2.1  is useful to assess the activity of a drug in the  in 
vivo  setting.   

 Blood concentration monitoring does not immediately refl ect the movement of very 
lipophilic drugs or particles in the lymphatic system, a parallel  “ circulatory system ”  whose 
importance to the biodistribution of certain drugs is only now being appreciated. Although 
much of the material in lymph fi nally returns to the blood circulation via the thoracic duct, 
some material may get fi ltered and trapped in regional lymph nodes after oral, topical, or 
inhalational dosing and not be detected in studies based on blood sampling. 

 The conceptualization in Fig.  2.1  is especially important in veterinary medicine because 
species differences in any of these processes may affect the extent and/or time course of 
drug absorption and disposition in the body. By dividing the overall process of drug fate 
into specifi c phases, this relatively complex situation can be more easily handled. It is the 
purpose of this chapter to present an overview of the physiological basis of absorption, 
distribution, biotransformation, and excretion. This discussion will then provide a ground-
work for the subsequent chapters that deal with approaches to quantify these processes. 

 One must realize that such conceptual schemes are created to solve practical problems 
in pharmacology or therapeutics. The concentration of a drug achieved in a tissue can be 
described using pharmacokinetic techniques. However, the interpretation of this drug con-
centration is defi ned by the user of the data. If a drug is being targeted to a specifi c tissue 
(e.g., liver), the liver becomes the site of action. In contrast, if the toxicity of a drug is 

     Fig. 2.1     Basic schema illustrates how drug is absorbed, distributed, metabolized, and excreted from 
the body. These processes are those that form the basis for developing pharmacokinetic models. Sites 
of action and toxicity are effect compartments developed in Chapter  13 .  
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primarily expressed in the liver, the same organ now becomes the site of toxicity. Finally, 
the site of action and toxicity may be in different tissues, yet the liver may be the tissue of 
concern for residues in a food animal. In all three cases, the pharmacokinetic model describ-
ing the time course of drug concentration in the liver may be similar; only the interpretive 
value associated with the drug concentration is different. This is not a function of the 
mathematical model describing the drug concentration; rather it is dependent on the use to 
which the information is put. In other cases, the parameters of the pharmacokinetic model 
describing chemical in liver may be very applicable to three different concentrations (e.g., 
100, 10, 1    μ g/mL for toxicity, activity, residues) or three different time scales (hours, days, 
weeks).  A pharmacokinetic model must be interpreted in the context of the experiment from 
which it was created.  This relativity in the interpretation of pharmacokinetic data will 
continue to be stressed throughout this book.  

   2.2    THE IMPORTANCE OF MEMBRANE BARRIERS 

 Despite the myriad of anatomical and physiological differences among animals, the biology 
of drug absorption and distribution, and in some cases even elimination, is very similar in 
that it involves drug molecules crossing a series of barriers made from different biological 
membranes. As illustrated in Fig.  2.2 , these barriers may be associated with either several 
layers of cells (tissue) or a single cell, and both living and dead protoplasm may be 
involved. Despite the different biochemical and morphological attributes of each of these 
membranes, a unifying concept of biology is the basic similarity of all membranes; tissue, 
cell, or organelle  . Although the specifi c biochemical components may vary, the fundamen-
tal organization is similar. This fact provides a simple construct to understand the major 
determinants of drug absorption, distribution, and excretion.   

 Membrane barriers, and the resistance they offer to drug movement, often defi ne the 
nature of compartments or other structural units in pharmacokinetic models. Biological 
spaces are defi ned by the restrictions of these barriers. The most effective barriers are those 
that protect the organism from the external environment. These include the skin as well as 
various segments of the gastrointestinal and respiratory tracts, which also protect the inter-
nal physiological milieu from the damaging external environment. The interstitial fl uid is 
a common compartment through which any drug must transit either after absorption on 
route to the blood stream or after delivery by blood to tissue on route to a cellular target. 

     Fig. 2.2     Illustration of how absorption, distribution, and excretion essentially constitute a journey of 
drug through various lipoidal membrane barriers. Note the continuity of interstitial fl uid with the lymphatic 
system as well as the pores present in capillary membranes representing  “ leaky ”  junctions.  
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The continuity of this space has recently been taken advantage of in pharmacokinetic 
studies through the use of implantable microdialysis probes and microfi ltration catheters 
that allow direct sampling of interstitial fl uid. The lymphatic system also maps onto the 
interstitial space and has received considerable attention lately relative to transport of very 
lipophilic substances, particulate matter including nanoparticles, as well as cellular com-
ponents of the immune system.   

 Membranes defi ne homogeneous tissue compartments, and membranes must be tra-
versed in all processes of drug absorption and disposition. The capillary membranes delim-
iting the vascular from interstitial spaces are relatively  “ leaky ”  to larger molecules due to 
fenestrations in their walls. The mechanisms by which chemicals cross these ubiquitous 
membrane barriers often determine the type of pharmacokinetic models appropriate to 
quantitate the movement of specifi c drugs. 

 The basic model of the cellular membrane as originally postulated by  Davson and 
Danielli  in 1935 is still the most generally accepted description for the structure of cellular 
membranes. The major modifi cation is in the increased fl uidity of the lipid components, 
with the resulting fl uid mosaic model proposed by Singer and Nicholson  (1972)  depicted 
in Fig.  2.3 . A large body of microscopic and biochemical data has now confi rmed and 
expanded this insightful model (Engelman,  2005 ). All cellular membranes appear to be 
bimolecular lipid leafl ets closely associated with globular proteins and glycoproteins that 
may reside on either surface (intracellular or extracellular) or traverse the entire structure. 
The lipid leafl ets are arranged with hydrophilic (polar) head groups on the surface and 
hydrophobic (nonpolar) tails forming the interior. Several types of lipids are found in bio-
logical membranes, with phospholipids, sphingolipids, and cholesterol predominating. 
Packing of these phospholipids is relatively loose, hence contributing to membrane fl uidity. 
In contrast, sphingolipid packing is tight, forming a more gel - like consistency. Cholesterol 
further modifi es these properties due to its tendency to cause more order (less fl uidity) in 
lipid packing. These different lipid properties result in heterogeneous regions of the mem-
brane showing different properties dependent on the local lipid environment, as well as 
inconsistencies in membrane thickness. Recent data also suggests that such membrane 

     Fig. 2.3     Fluid mosaic model of a bilayer lipid membrane.  
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compartments may even be stabilized by elements of the cell ’ s cytoskeleton as well as 
transmembrane proteins. The specifi c lipid composition of these membranes varies widely 
across different tissues and levels of biological organization.   

 The most recent concept of membrane organization suggest that the membrane environ-
ment is more complex than originally thought with some level of microstructure occurring 
in the lipid environment that further modulates both location and function of membrane 
proteins. In addition to the heterogeneity imposed on membrane structure from different 
degrees of lipid order, so - called cholesterol -  and sphingolipid - rich  “ lipid or membrane 
rafts ”  may also form and interact with proteins, which both stabilize some structures in the 
membrane and also allow for lateral movement inside the membrane  . These systems mani-
fest themselves in the function of various physiological processes important to drug trans-
port and activity, including signal transduction (calveolae maintain receptor couplings to 
other molecules) and transmembrane vesicular traffi cking, the latter involved in the move-
ment of some drugs across membranes. 

 The location of the proteins in the lipid matrix is primarily a consequence of their 
hydrophobic regions residing in the lipid interior and their hydrophilic and ionic regions 
occupying the surface. This is the thermodynamically most stable confi guration. This loca-
tion is greatly affected by the lipid microenvironment described above. In addition, some 
membrane proteins are anchored by microfi laments to the cytoskeleton of the cell. The 
primary force responsible for maintaining structural integrity of both the lipids and proteins 
are hydrophobic, and to a lesser extent, electrostatic intermolecular interactions. Changes 
in the fl uidity of the lipids or their organization alter protein conformations, which then 
may modulate their activity. These complex protein – protein, protein – lipid, and lipid – lipid 
interactions results in a signifi cant  “ patchiness ”  to the localization of transport structures 
in the membrane, which modify the nature and kinetics of drug transport. 

 Aqueous channels may exist within integral proteins that traverse the membrane. In 
other cases, integral proteins may actually be enzymatic transport proteins that function as 
active or facilitative transport systems. As will be discussed later in this chapter, compounds 
handled by active transport systems will have different pharmacokinetic properties than 
those whose rate is determined by movement through lipid domains. Finally, some mem-
branes possess  “ reverse transport systems ”  that effectively pump drugs that were absorbed 
across the membrane back outside of the cell, the classic example being P - glycoprotein 
(Pgp)  . Despite this level of membrane complexity, the primary pathway for most drugs to 
cross lipid membranes has been repeatedly shown to be passive diffusion through the lipid 
environment. 

 Thus, for a drug to be absorbed or distributed throughout the body, it must be able to 
pass through a lipid membrane on some part of its sojourn through the body. In some 
protected sites of the body (e.g., brain, cerebral spinal fl uid), additional membranes (e.g., 
glial cells) may have to be traversed before a drug arrives at its target site. These special-
ized membranes could be considered a general adaptation to further shelter susceptible 
tissues from hostile lipophilic chemicals. Similarly, drug characteristics that promote trans-
membrane diffusion would favor drug action and effect (again, unless specifi c transport 
systems intervene). 

 This general phenomenon of the enhanced absorption and distribution of lipophilic 
compounds is a unifying tenet that runs throughout the study of drug fate. The body ’ s 
elimination organs can also be viewed as operating according to a somewhat similar 
principle. The primary mechanism by which a chemical can be excreted from the body is 
by becoming less lipophilic and more hydrophilic, the latter property being required for 
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excretion in the aqueous fl uids of the urinary or biliary system, although amphipathic drugs 
(having both lipophilic and polar properties) are preferentially excreted in the bile. When 
a hydrophilic or polar drug is injected into the blood stream, it will be minimally distributed 
and rapidly excreted by one of these routes. However, if a compound ’ s lipophilicity evades 
this easy excretion, the liver and other organs may metabolize it to less lipophilic and more 
hydrophilic metabolites that have a restricted distribution (and thus reduced access to sites 
for activity) in the body and can be more readily excreted. This basic tenet runs through 
all aspects of pharmacology.  

   2.3    DRUG PASSAGE ACROSS MEMBRANES BY DIFFUSION 

 Considerable evidence indicates that lipid - based membranes are permeable to nonpolar 
lipid - soluble compounds and polar water - soluble compounds with suffi cient lipid solubility 
to diffuse through the hydrophobic lipid regions of the membrane. The rate of diffusion of 
a compound across a membrane is directly proportional to its concentration gradient across 
the membrane, lipid:water partition coeffi cient, and diffusion coeffi cient. This can be sum-
marized by Fick ’ s law of diffusion in the equation

    Rateof diffusion mg/s
cm/s

cm
mg( )

( )

( )
( )( ),= ⋅ −D P

h
X X1 2     (2.1)    

where  D    is the diffusion coeffi cient for the specifi c penetrant (nonionized moiety) in the 
membrane being studied,  P  is the partition coeffi cient for the penetrant between the mem-
brane and the external medium,  h  is the thickness or actual length of the path by which the 
drug diffuses through the membrane, and  X  1     –     X  2  is the concentration gradient ( Δ  X ) across 
the membrane. The diffusional coeffi cient of the drug is a function of its molecular size, 
molecular conformation, and solubility in the membrane milieu. The partition coeffi cient 
is the relative solubility of the compound in lipid and water, which refl ects the ability of 
the penetrant to gain access to the lipid membrane. Depending on the membrane, there is 
a functional molecular size and/or weight cutoff that prevents very large molecules from 
being passively absorbed across any membrane. As will be demonstrated in Chapter  8 , 
when the rate of a process is dependent on a rate constant (in this case [ D  ·  P / h ], often 
referred to as the permeability coeffi cient  K  p ) and a concentration gradient, a linear or fi rst -
 order kinetic process will be operative. In membrane transfer studies, the total fl ux of a 
drug across a membrane is dependent on the area of membrane exposed; thus, the rate 
above is often expressed in terms of cm 2 . This relationship holds well  in vitro , but is only 
an approximation  in vivo  since in many barriers, penetration is slow, and a long period of 
time is required to achieve steady state. When steady state is not achieved, Fick ’ s second 
law of diffusion may be used to estimate instantaneous fl uxes, a discussion of which is 
beyond the scope of the present chapter. 

 If the lipid:water partition coeffi cient is too great, depending on the specifi c membrane, 
the compound may be sequestered in the membrane rather than traverse it. Thus, some 
fraction of  X  will actually not be available for diffusion through the system. This could be 
modeled using compartmental schemes similar to that presented in Chapter  8 , in which the 
sequestered portion of the drug is considered to be a separate compartment. However, in 
general, passage through membranes correlate with various lipid:water partition coeffi -
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cients. The fl uid phase most often used for its determination is octanol:water, resulting in 
log  K  o/w  being used as a surrogate for  K  p . In some cases in which the specifi c lipid composi-
tion of the membrane is known, a slurry of the actual lipids may be employed. This is 
becoming more sophisticated with the advent of advanced organ culture techniques in 
which, for example, with skin, lipid membranes very similar in composition, structure, and 
function to those  in vivo  can be routinely prepared in culture and used to study drug trans-
port. Chapter  3  present modeling approaches used to correlate membrane permeability ( K  p ).  

   2.4    EFFECTS OF  p  H  ON MEMBRANE TRANSPORT 

 Evidence also indicates that membranes are more permeable to the nonionized than the 
ionized form of weak organic acids and bases. If the nonionized moiety has a lipid:water 
partition coeffi cient favorable for membrane penetration, then it will ultimately reach 
equilibrium on both sides of the membrane. The ionized form of the drug is completely 
prevented from crossing the membrane because of its low lipid solubility. The amount of 
the drug in the ionized or nonionized form depends on the p K  a  (negative logarithm of the 
acidic dissociation constant) of the drug and the pH of the medium on either side of the 
membrane (e.g., intracellular vs. extracellular fl uid; gastrointestinal vs. extracellular fl uid; 
topical formulation vs. skin). Protonated weak acids are nonionized (e.g., COOH), while 
protonated weak bases are ionized (e.g.,   NH3

+). If the drug has a fi xed charge at all pH 
levels encountered inside and outside of the body (e.g., quaternary amines, aminoglycoside 
antibiotics), they will never cross lipid membranes by diffusion. This would restrict both 
their absorption and their distribution and generally lead to an enhanced rate of elimination. 
It is the unionized form of the drug that is governed by Fick ’ s law of diffusion and described 
by Equation  2.1 . For this equation to predict the movement of a drug across membrane 
systems  in vivo , the relevant pH level of each compartment must be considered relative to 
the compound ’ s p K  a , otherwise erroneous predictions will be made. 

 When the pH of the medium is equal to the p K  a  of the dissolved drug, 50% of the drug 
exists in the ionized state and 50% in the nonionized, lipid - soluble state. The ratio of non-
ionized to ionized drug is given by the Henderson – Hasselbalch equation. 

 For acids:

    p pH H Acid / AcidaK − = °log[( ) ( )]     (2.2)   

 For bases:

    p pH H Base / BaseaK − = °log[( ) ( ) ]    (2.3)   

 These equations are identical as they involve the ratio of protonated (H) to nonproton-
ated moieties. The only difference is that for an acid, the protonated form (H Acid) °  is 
neutral, and for a base, the protonated form (H Base)  +   is ionized. 

 As can be seen by these equations, when the pH is one unit less or one unit more than 
the p K  a  for weak bases or acids, respectively, the ratio of ionized to nonionized forms is 
10. Thus, each unit of pH away from the p K  a  results in a 10 - fold change in this ratio. This 
phenomenon allows for a drug to be differentially distributed across a membrane in the 
presence of a pH gradient. The side of the membrane with the pH favoring ionized drug 
(high pH for an acidic drug; low pH for an alkaline drug) will tend to have higher total 
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(ionized plus nonionized) drug concentrations. This pH partitioning results in a phenom-
enon termed  “ ion trapping ”  in the area where ionized drug predominates. Fig.  2.4  illustrates 
this concept with an organic acid of p K  a     =    3.4   partitioning between gastric contents of 
pH    =    1.4 and plasma of pH    =    7.4. Assuming that the nonionized form of the drug ( U ) is 
in equilibrium across the membrane, then according to Equation  2.2 , there will be a 100 -
 fold (log 2; 3.4    −    1.4) difference on the gastric side and a 10,000 - fold (log 4; 7.4    −    3.4)   
difference on the plasma side of the membrane, for a transmembrane concentration gradient 
of total drug ( U     +     I ) equal to 10,001/1.01, where  I  is the ionized form of the drug. Note 
that the unionized concentration on both sides of the membrane is in equilibrium. It is the 
total drug concentrations that are different. In this case, the gradient is generated by the 
difference in pH across an ion - impermeable barrier generated by the local milieu.   

 Such a gradient would greatly favor the absorption of this weak acid across the gastro-
intestinal tract into plasma. This is the situation that exists for weak acids, such as penicillin, 
aspirin, and phenylbutazone. In contrast, a weak base would tend to be trapped in this 
environment, and thus minimal absorption would occur. Examples of such weak bases are 
morphine, phenothiazine, and ketamine. This is toxicologically signifi cant with the weakly 
basic strychnine. If strychnine were placed into the strongly acidic stomach, no systemic 
toxicity would be observed. However, if the stomach was then infused with alkali, most of 
this base would become nonionized, readily absorbed, and lethal. In summary, weak acids 
are readily absorbed from an acid environment and sequestered in an alkaline medium. In 
contrast, weak bases are absorbed in an alkaline environment and trapped in an acidic 
environment. 

 This pH partitioning phenomenon is important not only for understanding absorption 
(as illustrated above) but also in any situation in which the pH values of fl uid compartments 
across a biological membrane are different (see Fig.  2.2 ). It will occur for a drug distribut-
ing from plasma (pH    =    7.4) to milk (pH    =    6.5 – 6.8), to cerebrospinal fl uid (pH    =    7.3), to 
the rumen (pH    =    5.5 – 6.5), or to intracellular sites (pH    =    7.0). Thus, weakly acidic drugs 
will tend not to distribute into the milk after systemic distribution (e.g., penicillin), while 
weakly basic drugs (e.g., erythromycin) will. If a disease process alters the pH of one 
compartment (e.g., mastitis), the normal equilibrium ratio will also be perturbed. In mas-
titis, in which the pH level may increase almost one unit, this preferential distribution of 
basic antibiotics will be lost. The relatively acidic pH of cells relative to plasma is respon-
sible for the relatively large tissue distribution seen with many weakly basic drugs (e.g., 
morphine, amphetamine). Similarly, in the ruminant, many basic drugs tend to distribute 
into the rumen, resulting in distribution volumes much larger than those in monogastric 

     Fig. 2.4     Phenomenon of pH partitioning and ion trapping of a weak acid.  
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animals. In fact, a drug that distributes into this organ may then undergo microbial degrada-
tion, resulting in its elimination from the body. 

 There are a number of mathematical transformations that can be made to these basic 
equations to facilitate the calculation of concentration gradients. For example, to calculate 
the equilibrium ratio ( R ) of two compounds across a membrane, the following equations 
could be used. 

 For two acids (a and b):

    R
K

K
a/b

pH a -p

pH b -p

a

a
( ) = +

+

( )( )

( )( )
1 10

1 10
    (2.4)   

 For two bases (a and b):

    R
K

K
a/b

p -pH a

p -pH b

a

a
( ) = +

+

( )( )

( )( )
1 10

1 10
    (2.5)   

 These pH effects have also been directly incorporated into partition coeffi cients such as 
log  K  o/w  by determining what its value is as a function of different pH. The resulting param-
eter is called log  D  pH  and may be more useful to describe a compound ’ s permeability from 
solutions of acids or bases of specifi c pH. Log  K  o/w  is normally tabulated at a pH of 7.4. 

 This phenomenon is also very important for the passive tubular reabsorption of weak 
acids and bases being excreted by the kidney. For carnivores with acidic urine relative to 
plasma, weak acids tend to be reabsorbed from the tubules into the plasma, while weak 
bases tend to be preferentially excreted. This principle has been applied to the treatment 
of salicylate (weak acid) intoxication in dogs in which alkaline diuresis promotes ion trap-
ping of the drug in the urine, hence its more rapid excretion. Disease - induced changes in 
urine pH will likewise alter the disposition of drugs sensitive to this phenomenon.  

   2.5    PATHWAYS FOR MEMBRANE TRANSPORT 

 One can appreciate that many of the principles that govern diffusion of a drug across bio-
logical membranes are applicable to many phases of drug disposition. However, there are 
several specialized membranes that possess specifi c transport systems. In these cases, the 
laws of diffusion and pH partitioning do not govern transmembrane fl ux of drugs. These 
specializations in transport can be best appreciated as mechanisms by which the body can 
exert control and selectivity over the chemicals that are allowed to enter the protected 
domain of specifi c organs, cells, or organelles. Such transport systems can be rather non-
specifi c as are those of the kidney and liver, which excrete charged waste products. A 
similar situation occurs in the gastrointestinal tract, where relatively nonspecifi c transport 
systems allow for the absorption, and thus entrance to the body, of essential nutrients that 
do not have suffi cient lipophilicity to cross membranes by diffusion. In specifi c tissues, 
they allow for select molecules to enter cells depending on cellular needs, or allow com-
pounds that circulate throughout the body to only have a biological response in a tissue 
possessing the correct transport receptor. Particulate matter may be absorbed by these dif-
ferent mechanisms. 

 Up to this point, we have concentrated our discussion on drug movement by passive 
diffusion across membranes. However, the structure of both cellular and tissue membranes 
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are heterogeneous and offer other mechanism for movement across membranes. Fig.  2.5  
summarizes the potential pathways across membranes that may be involved in drug 
transport.   

 The primary example is the protein carrier - mediated processes of active transport or 
facilitated diffusion. These systems are characterized by specifi city and saturability. In the 
case of active transport, biological energy is utilized to move the drug against its concentra-
tion gradient. In facilitated diffusion, the carrier protein binds to the drug and carries it 
across the membrane down its concentration gradient, facilitating entry of hydrophilic or 
charged compounds that normally cannot cross the membrane by passive diffusion because 
they are not lipophilic. These systems are important for the gastrointestinal absorption of 
many essential nutrients, for cellular uptake of many compounds (e.g., glucose), for the 
removal of drugs from the cerebral spinal fl uid through the choroid plexus, and for the 
biliary and renal excretion of numerous drugs. 

 The precise molecular mechanisms behind facilitated and active transport systems are 
beyond the scope of a pharmacokinetic book such as this. Texts in biochemistry or cellular 
physiology should be consulted for more detail. For most drugs, the principle of passive 
diffusion suffi ces for constructing pharmacokinetic models. Active transport systems are 
primarily encountered in processes of elimination, which will be dealt with in Chapters  6  
and  7 . As discussed above, Pgp   transport systems also exist, which removes a drug that 
has already entered a cell or crossed a tissue membrane barrier (e.g., blood – brain barrier). 

 Active transport processes may dramatically alter the pharmacokinetics of a compound 
when the process is saturated at concentrations attainable in the body. At this point, unlike 
with diffusion, drug fl ux across a membrane is no longer directly proportional to concen-
tration as was described by Equation  2.1 . This scenario is depicted in Fig.  2.6 . In phar-
macokinetic terminology, concentration dependence is termed linear or fi rst - order and is 
an assumption made in most generally applicable pharmacokinetic models, be they com-
partmental, noncompartmental, physiological, or population based. When the telltale pla-
teauing of a saturable process is detected, so called nonlinear or zero - order processes are 
involved, and specifi c models must be employed to handle them. The development of such 
models, which are also encountered in drug protein binding and biotransformation, will 
be introduced in the chapters discussing these concepts. The incorporation of these pro-
cesses into pharmacokinetic models will be formally presented in Chapter  10  on nonlinear 
models.   

     Fig. 2.5     Schematic representation of potential routes of compound movement across membranes.  
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 There are other transport processes important for certain drugs. Some membranes have 
pores or fenestrae, which allow fi ltration to occur. In these cases, relatively small molecules 
(molecular weights  < 1000) can pass through independent of their lipid solubility, but larger 
molecules are excluded. This phenomenon is very important in excretory processes. The 
primary route of excretion for most compounds is the kidney, which possesses just such a 
porous endothelium in its glomerular basement membrane. Thus, hydrophilic drugs in 
solution in the aqueous plasma are readily excreted into the glomerular fi ltrate. In addition, 
most capillaries in the body have  “ leaky ”  cell – cell junctions, which allow compounds in 
solution in the plasma to enter the extracellular fl uids. However, unless infl ammation is 
present, which increases capillary permeability, proteins are excluded. 

 In all of these scenarios, drugs move through these tissues as a solute dissolved in water 
and essentially are transported wherever the water goes. This process is termed bulk fl ow 
and is dependent on the concentration of drug dissolved in the plasma or tissue fl uid. This 
is a linear process and thus is easily modeled by most pharmacokinetic systems. Exceptions 
are few (e.g., Donnan exclusion principle in glomerular fi ltration) and will be dealt with 
where appropriate. The only general exception that may affect the structure of some models 
is limitation of molecular size, which is generally encountered only in disposition of pro-
teins, oligonucleotides, nanomaterials, or synthetic polymers. 

 In some tissues, cells may absorb drugs by endocytosis or macro -  and micropinocytosis, 
processes in which a compound binds to the surface of the membrane, which then invagi-
nates and interiorizes the compound through a number of diverse mechanisms. This is not 
a primary mechanism of transmembrane passage for most small therapeutic drugs; however, 
it could be important for proteins and nanomaterials. Such systems are well described for 
uptake into renal tubules (e.g., uptake of charged peptides and aminoglycoside antibiotics), 
but they are also present in a myriad of other cell types, including phagocytic cells as well 
as keratinocytes  . There is a large literature developing on different mechanisms behind 
endocytosis, including clathrin - mediated and membrane raft systems (Ungewickell and 
Hinrichsen,  2007 ; Patel et al.,  2008 ). Cell - penetrating peptides have been described that 
are capable of carrying small molecules to large protein complexes across membranes 

     Fig. 2.6     Relationship of compound fl ux to concentration illustrating linear and nonlinear kinetics.  
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relatively rapidly (minutes to hours) by processes not dependent on endocytosis (Zorko 
and Langel,  2005 ). Some of these systems are being targeted to facilitate cellular drug 
transport, and thus are being described by pharmacokinetic approaches. 

 Finally, most inorganic ions, such as sodium and chloride, are suffi ciently small that they 
easily can cross aqueous membrane pores and channels. The movement of these charged 
substances is generally governed by the transmembrane electrical potential maintained by 
active ion pumps. Again, drugs and chemicals commonly modeled in pharmacokinetic 
studies do not have these properties and thus are not relevant to the scope of this text.  

   2.6    INTEGRATION OF MEMBRANE TRANSPORT CONCEPTS 

 The principles governing the translocation of drugs across membranes and distribution 
throughout the body are based on the physical - chemical properties of the drug, which 
affects its interactions with the molecular components of the body. From the perspective 
of pharmacokinetics, the major processes that determine drug absorption and disposition, 
and the ones that are quantitated using mathematical models, are related to the mass move-
ment of drugs across biological barriers. Energy is required to move any chemical across 
these barriers. This energy is usually related to a physical - chemical concept called thermo-
dynamic activity, which refl ects the energy ultimately responsible for moving a compound 
across membranes via diffusion or bulk fl ow. This holds for most processes (except those 
mediated by active biological pumps) encountered in pharmacokinetics that are responsible 
for movement of drugs into, through, and out of the body. 

 The best way to increase or create diffusion - driven transport is to create a concentration 
gradient, or increase the potential energy by creating a large driving force on only one side 
of a membrane. This can be accomplished by increasing dose or by asymmetrical mecha-
nisms such as ion trapping, which produce the same result. Whatever the source, most 
linear pharmacokinetic processes are driven by concentration gradients ultimately related 
to the administered dose. 

 It is the nature and relative rate of drug movements across these membranes, and drug 
distribution in the spaces defi ned by these multiple barriers, that provide for the subtle 
changes in drug concentration that allow pharmacokinetic models to be constructed. As 
will be developed in later chapters, differences in the rate and extent of drug movement 
across different barriers (natural or synthetic as in the case of slow - release drug delivery 
formulations) allow models to be constructed that provide mathematical links to these 
events and thus give one the ability to predict the concentration achieved over time after 
administering specifi c doses. 

 A crucial concept related to dose available for membrane uptake versus actual transport 
relates to the relative rate of drug delivery to a tissue and its permeability across the tissue. 
Fig.  2.7  illustrates the two extremes possible in this scenario, one where membrane perme-
ability is high but delivery is low and the second where delivery is high but membrane 
permeability is low. These scenarios are respectively termed  “ perfusion limited ”  versus 
 “ permeability limited. ”  Permeability - limited uptake occurs when multiple membranes are 
encountered or when more hydrophilic drugs not capable of diffusing through a lipid 
membrane are studied. Perfusion - limited uptake is often seen in areas of low blood perfu-
sion or when high rates of drug transport occur through active transport systems. These 
phenomena will be revisited when discussing intestinal drug absorption, hepatic elimina-
tion, and in building physiological - based pharmacokinetic models.   
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 In conclusion, an understanding of the processes that govern the movement of drugs 
across lipid - based biological membranes is important to the study of drug absorption, 
distribution, and excretion. Lipid - soluble drugs are easily absorbed into the body and well 
distributed throughout the tissues. In contrast, hydrophilic drugs are not well absorbed but 
are easily eliminated. If membranes separate areas of different pH levels, concentration 
gradients may form due to pH partitioning or ion trapping. The precise nature of the kinetic 
models needed to describe traffi cking of a compound across a membrane will be dependent 
on the specifi c mechanism of transport (diffusion, active, pore, endocytosis). All of these 
principles will be repeatedly encountered in the study of drug disposition presented in the 
remaining chapters of this text.  
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     Fig. 2.7     Permeability -  versus perfusion rate - limited processes.  

BLOOD BLOOD

TISSUE

Blood–tissue
equillibrium

is rapid

Transfer is slow
and equillibrium

may never be
reached

TISSUE

MEMBRANE

“PERMEABILITY-LIMITED”
polar or large compounds

“PERFUSION-LIMITED”
lipophilic compounds



  3    Quantitative Structure – Permeability 
Relationships  

  with   Xin - Rui     Xia       

     The transport of drug molecules across various biological membranes is an essential bio-
logical process governing their pharmacokinetic properties. As developed in the previous 
chapter and illustrated in Fig.  2.2 , a drug must cross several semipermeable membranes in 
its journey through the body. In the process of absorption through skin or the gastrointes-
tinal tract, distribution to different organ tissues, and during elimination through excretory 
organs, drugs must cross membranes. 

 Since membrane transport is central to all pharmacokinetic models, this chapter will use 
this phenomenon as an example of how mathematical models can be applied to analyze 
biological data. In the process, the reader will also become more familiar with basic model-
ing techniques that will be applied throughout the text, as well as better understand the 
molecular determinants of chemical transport through membranes. 

 The ability of a molecule to pass through a membrane is described by its permeability. 
The membrane permeability is determined by the physicochemical properties of the drug 
and the physicochemical and biological properties of the membrane. As illustrated in Figs. 
 2.3  and  2.5 , biological membranes are composed primarily of a lipid matrix. Various 
globular proteins may embed in the matrix and function as transporters across the mem-
brane. These physicochemical and biological factors govern the membrane permeability 
characteristics. Drugs may cross biological membranes by passive diffusion, facilitated 
passive diffusion, or active transport. 

 As we have learned in Chapter  2 , passive diffusion is a universal transport mechanism 
for all molecules, drugs or toxins alike, describing the substances moving/diffusing from 
a more concentrated environment to a less concentrated environment. Equation  2.1  dem-
onstrated that the driving force of passive transport is the concentration gradient ( X  1     –     X  2  
or  Δ  X   ), allowing drugs to diffuse across a biological membrane from a compartment of 
high to low concentration. Diffusion rate is directly proportional to this gradient, but it also 
depends on the physicochemical properties of the substance (lipophilic or hydrophilic, 
neutral or ionizable), the physicochemical and biological properties of the membrane, its 
thickness ( h ), and the area of absorptive surface  . The properties of this  drug – membrane 
system  is refl ected in the value of the diffusion coeffi cient ( D ) and partition coeffi cient ( P ), 
specifi c for the drug – membrane being modeled. 

 Because the biological membrane is lipoidal, lipid - soluble drugs diffuse most rapidly. 
Small molecules tend to penetrate membranes more rapidly than larger ones. Many drugs 
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are weak organic acids or bases, which could dissociate to ionic forms in an aqueous 
environment. The ratio of ionized and neutral forms is dependent on the pH of the environ-
ment, and can be quantitated using the Henderson – Hasslebach equations (Eqs.  2.2  and  2.3 ) 
previously presented in Chapter  2 . Recall that the neutral form is usually lipid soluble 
(lipophilic) and diffuses readily across biological membranes, while the ionized form is 
prohibited from transport across the lipid membrane. Depending on structural characteris-
tics and physicochemical properties, other molecules may be transported by one of the 
other molecular - mediated transport systems discussed. For the purpose of our discussion, 
we will restrict our focus to passive diffusion to illustrate how these physicochemical 
properties that determine membrane permeability can be described and quantitated using 
quantitative structure – permeability relationships   (QSPeRs). 

 As presented in Chapter  2 , Fick ’ s law of diffusion at steady state (Eq.  2.1 ) can be 
rewritten in terms of the permeability coeffi cient ( K  p ) that characterizes the membrane 
permeability:

    K D P hp = ⋅( )/ .     (3.1)   

 When the steady - state fl ux ( J  ss ) at donor concentration ( C  d ) and receptor concentration 
( C  r ) across a membrane of area ( A ) are measured experimentally, the permeability coeffi -
cient can be obtained as

    K J C C Ap ss d r/= −[( ) ].     (3.2)     

 Chapter  4  will present the experimental techniques used to determine  K  p  across gastro-
intestinal (Fig.  4.4 ) and skin (Fig.  4.11 ) membranes. The permeability coeffi cient is the 
primary quantitative measure of membrane permeability, and as will be extensively devel-
oped in Chapter  8 , forms the basis of fi rst - order linear rate constants used in pharmacoki-
netic modeling. 

 The problem is that determination of  K  p  for all drugs and chemicals in all membrane 
systems across multiple species is overwhelming from an experimental perspective. 
 Experimental measurement of permeability is a time - consuming and costly practice. The 
throughput of experimental measurements is limited and requires that analytical techniques 
be available for all matrices.  A solution to this dilemma is to use QSPeR to predict  K  p  ’ s 
based on fundamental physicochemical properties. 

 The European Union has formally acknowledged this by establishing the REACH   
(Registration, Evaluation and Authorisation of Chemicals, EC1907/2006) program, which 
is based on developing robust quantitative structure – activity relationships (QSARs) to 
predict the absorption, distribution, metabolism, and elimination (ADME) properties that 
form the basis of pharmacokinetic practice. QSPeR is a subset of QSAR models focused 
on determining membrane permeability coeffi cients. REACH has accelerated research in 
this area. In addition to the regulatory benefi ts and potential to drastically decrease animal 
usage, QSPeR studies have taught us about the physicochemical determinants of membrane 
permeability. It allows us to probe anatomical and species differences in  K  p  as a function 
of chemical properties such as molecular weight (MW), charge, and solubility. This forms 
the basis for developing more mechanistic models of drug disposition based on basic 
molecular properties. 

 The QSPeR approach has been applied in many disciplines, including drug discovery 
and occupational and environmental risk assessment. QSPeR modeling, fi rst widely prac-
ticed by Hansch in the 1970s, is extensively used to predict the membrane permeability of 
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chemicals and toxins in different matrices (pharmaceuticals, cosmetics, and occupational 
and environmental media) in risk assessment. In drug discovery and development process, 
QSPeR is used by pharmaceutical companies to predict membrane permeability and bio-
availability of new drug candidates. If the candidate agents are predicted to lack the desired 
pharmacokinetic properties, the agents could be eliminated from further costly clinical 
experiments. Combinatorial library design often uses diversity analysis and QSPeR to 
select chemicals for synthesis and testing. The predictive model could provide critical 
information in the chemical library design – combinatorial synthesis – high - throughput 
screening (HTS) cycle. Data culminating from the HTS assays are then available to build 
more robust QSPeR models that can be used to guide more refi ned lead discovery, optimi-
zation, and development. 

 The techniques to be briefl y overviewed in this chapter are also applicable to link drug 
and chemical molecular properties to other pharmacokinetic and pharmacodynamic param-
eters developed throughout the remainder of this text.  

   3.1     QSP  e  R  MODELING 

 QSPeR modeling is an attempt to correlate structural or chemical property descriptors of 
compounds with the membrane permeability of the compounds. After the permeability 
coeffi cients of a number of compounds ( n ) have been experimentally measured for a spe-
cifi c membrane, a quantitative relationship between the membrane permeability and the 
physicochemical descriptors of the compounds can be established via QSPeR modeling. 
Once a QSPeR model is established and validated, it can be used to predict the membrane 
permeability for new compounds. 

 The fundamental assumption of QSPeR is that variations in the membrane permeability 
of a series of chemicals sharing a common transport mechanism are correlated with varia-
tions in their structural and physicochemical properties. These physicochemical descriptors 
accounting for hydrophobicity, topology, electronic properties, and steric effects can be 
obtained from experimental measurement, empirical derivation, or computation. Several 
sets of molecular descriptors have been developed that can be used for QSPeR model 
development (Karelson,  2000 ). A validated predictive model can be used to predict the 
membrane permeability of new chemicals to save substantial time, money, and human 
resources in lieu of the time - consuming and labor - intensive processes of chemical synthesis 
and subsequent biological evaluation. However, QSPeR modeling cannot exist in isolation 
of real - world data. It is developed from experimental data, and must be validated with 
experimental data. QSPeR modeling coupled to experimental measurements form a syner-
gistic relationship. One does not replace the other. QSPeR provides direction for more 
effective experimental measurements; in turn, the new experimental data can be used to 
develop new models or refi ne original models. 

 There are four steps in QSPeR model development: 

  1.     Collection of experimental data  
  2.     Selection of molecular descriptors that can properly relate chemical structure to the 

membrane permeability of interest  
  3.     Application of statistical methods that correlate changes in structure with changes in 

permeability  
  4.     Model validation    
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   3.1.1    Data  c ollection   

 For predictive model development,  K  p  data should ideally come from the same experimen-
tal assay protocol, and care should be taken to avoid interlaboratory variability. This is one 
of the primary challenges facing development of precise QSPeR models, and is a major 
issue when these techniques are applied to veterinary medicine. 

 At present, most model development depends on data mining. Much data have been 
generated over decades of scientifi c research, with much of this data never having been 
fully utilized. Development of computer - based computational programs, coupled with the 
expansion of the Internet and availability of powerful search engines, now make data mining 
more productive. Many data sets have already been published in review and QSAR manu-
scripts, books, and databases, allowing them to be incorporated into QSPeR analyses. 

 The quality of data is crucial for successful QSPeR model development. If possible, 
data should come from the same assay protocol so that individual laboratory variability is 
not a factor. Measurement errors could be introduced in many experimental procedures, 
particularly when animals and biological samples are involved. Variations brought into the 
data set by the use of measurements from different laboratories across different animals 
and protocols increases experimental error and decrease the statistical validity of the model. 
These issues are fully developed in Chapters  14 ,  15 , and  16  from the perspective of phar-
macokinetic modeling. They are just as applicable to QSPeR studies. 

 An example of a well - studied QSPeR data set is that of 97 permeability coeffi cients for 
94 compounds collected  in vitro  through human skin, gathered by Flynn in  1990 . This pro-
vided the fi rst large database of skin permeability values measured in a single species. These 
data were a compilation from 15 different literature sources. These data are expected to 
contain a high degree of experimental error due to interlaboratory variability, particularly 
variability arising from the use of skin from different sources and location on the body. In 
attempts to develop QSPeR models using the data set, steroids were considered outliers and 
not included in the predictive model developments (Potts and Guy,  1992 ; Cronin et al.,  1999 ). 
It was postulated that the steroids may penetrate the skin by a different mechanism from 
other molecules. A more recent study (Johnson et al.,  1995 ) indicated that the steroid data 
in Flynn ’ s data set were substantially different from those found in a range of other literature 
sources, and concluded that they may be erroneous. Moss and Cronin  (2002)  reanalyzed the 
refi ned database by replacing erroneous steroid data with new data (Johnson et al.,  1995 ; 
Degim et al.,  1998 ) and obtained a QSPeR model with improved statistical correlation. This 
data set, now consisting of 119 compounds with  K  p , log octanol/water partition coeffi cient 
(log  K  o/w ), and MW was used here to illustrate QSPeR model development.  

   3.1.2    Descriptor  s election 

 The predictivity of a QSPeR model is dependent not only on the original data set but also 
on how well the selected molecular descriptors can encode the variation of the biological 
activity of the membrane system being studied with chemical structure. Knowing the 
transport mechanisms at the molecular level is the key to select among the wide variety 
and types of specifi c molecular descriptors. Many types of chemical structure descriptors 
are available from commercial software packages which often also include statistical tools 
to help in evaluating which descriptors best encode structure – activity variation. 

 For the skin penetration data set, the primary barrier to absorption is the stratum 
corneum, which for the purpose of this QSPeR exercise is a lipid membrane. The reader 
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should consult Chapter  4  and Figs.  4.5  and  4.6  for a more extensive biological description 
of the skin barrier. For the present demonstration of the QSPeR model development, 
Equation  3.1  relates  K  p  to partition coeffi cient and diffusivity. The two major molecular 
descriptors that will be used in the following analysis are the log  K  o/w , representing a 
hydrophobicity descriptor predictive of the partition coeffi cient into a lipid membrane, and 
MW, representing the molecular size descriptor that modulates diffusivity. The log  K  o/w  
could be considered a surrogate metric for a skin partition coeffi cient.  

   3.1.3    Statistical  m ethods 

 A statistical method is used to establish a quantitative relationship between the collected 
data and molecular descriptors. Although the relationship between a molecular descriptor 
and biological activity may be linear or nonlinear, it remains common practice to use linear 
approaches such as multiple linear regression (MLR) or partial least squares (PLS) regres-
sion analysis to construct the QSPeR model. For nonlinear modeling, the polynomial neural 
network (PNN) offers an alternative that combines the best features of artifi cial neural 
networks (ANNs) and MLR/PLS by providing the inherent nonlinearity of the ANN with 
the desired analytical regression equation furnished by MLR and PLS (Tetko et al.,  2000 ). 
The selection of a statistical method is dependent on the complexity of the transport mecha-
nisms, data availability, and molecular descriptor selection. These decisions would ulti-
mately determine the application range of the established model and prediction robustness 
of the model. (Chapter  14  can be consulted for application of regression analyses to phar-
macokinetic modeling; however, unlike QSPeR studies, pharmacokinetic models are con-
strained by the type of mathematical functions used [e.g., polyexponentials], and thus the 
range of techniques available are likewise reduced.) 

 When MLR analysis was used to analyze the skin permeability data using log  K  o/w  and 
MW as descriptors, a quantitative correlation was established as follows:

    Log ( ) (log ) ( ) ; , , , ,K a K b c i ni i ip o/w MW  = + + = 1 2 3…     (3.3)  

where  a ,  b , and  c  are the regression coeffi cients obtained from the regression analysis; 
( K  p )  i  , (log  K  o/w )  i  , and (MW)  i   are the skin permeability, octanol/water partition coeffi cient, 
and MW of the  i  th  compounds, respectively; and  n  is the number of compounds. 

 The data set was divided into a training set and external validation set following random 
selection through activity sampling as described below. The skin permeability model estab-
lished from the database was
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 Fig.  3.1  illustrates the observed versus predicted  K  p . The statistical goodness - of - fi t 
parameters used to describe this model are introduced and described in detail below.    

   3.1.4    Model  v alidation 

 In QSPeR model development, it is critical to insure that any model developed is applicable 
to a broad - based data set. Any model has its own restricted application ranges depending 
on the original data, its molecular descriptors, and the statistical methods used. 
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 The goodness of fi t of a model is measured by the coeffi cient of determination,  R  2 , which 
is the most widely used measure of the ability of a QSPeR model to fi t the data in the 
training set. The  F  - test provides a measure of statistical signifi cance of the regression func-
tion. (See Chapter  14  and Equations  14.5  and  14.6  for a defi nition of these statistics and a 
further perspective on curve fi tting.) In regression, the  R  2  coeffi cient of determination is a 
statistical measure of how well the regression line approximates the real data points. An 
 R  2  of 1.0 indicates that the regression line perfectly fi ts the data. The  R  2  does not tell us 
about the robustness and predictivity of the model applied to other chemicals. 

 There are several approaches to estimate model predictivity using internal validation. 
Cross - validation metrics are the most commonly used technique. They are a statistical 
method in which different proportions of chemicals are iteratively removed from the train-
ing set used for model development and then  “ predicted ”  as new values by the model 
developed using this reduced set. This verifi es  “ internal predictivity. ”  Parameters used 
include   QLOO

2  (leave - one - out)  ,   QLMO
2  (leave - many - out), or the   QLMO25

2
% or   Q25

2  (leave - a -
 random 25% - out). 

 The value of  Q  2  is derived from a cross - validation procedure in which a fraction of 
chemicals in the training set are excluded and then predicted by the model generated from 
the remaining chemicals. When each chemical is left out one at a time and the process 
repeated for each chemical, this is known as leave - one - out (LOO) cross - validation. If many 
of the training compounds are left out (e.g., 25% of the compounds are left out), the process 
is known as leave - many - out (LMO) cross - validation. Both LOO and LMO methods test 
the stability of the model through perturbation of the regression coeffi cients by consecu-
tively omitting chemicals during the model generation procedure. LMO cross - validation is 
stronger than LOO cross - validation. It is suggested that internal cross - validations with 
  QLOO

2 0 7> .  indicate models with high robustness and internal predictive ability (Gramatica, 
 2007 ). However, this internal validation criterion is only a necessary condition, but not a 
suffi cient condition, for robustness and predictivity of the model against new external 
chemicals that have not been used in the training set. It could give an overly optimistic 
estimate of model predictivity for some external chemicals. 

 For the skin permeability data set, after removal of the outliers, the internal cross -
 validation output was   QLOO

2 = 0 82.  and   QLMO25
2 0 82% .= . Both of the   QLOO

2  and   QLMO25
2

%  

     Fig. 3.1     Regression plot of experimental versus predicted log  K  p  in skin  .  
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values are higher than 0.7, indicating that the predictive model Equation  3.4  is robust for 
internal prediction.  

   3.1.5    External  v alidation 

 Even if the model is validated as high quality by internal cross - validation, uncertainty will 
remain regarding its ability to predict chemicals not in the training set. To address this 
question, external validation data sets are required. The external cross - validation can be 
conducted in two distinct approaches: using new experimental data or splitting the data set. 

   3.1.5.1    External  v alidation  u sing  n ew  e xperimental  m easurement  d ata 

 The most straightforward method is to validate the developed predictive model using a 
new set of experimental data. After the predictive model is established, new experiments 
are conducted for a new set of validation compounds under the same experimental protocols 
from which the training data set was generated  . The new data is then used to cross - validate 
the predictive model. This ideal approach requires high - throughput methods to provide 
high - quality data.  

   3.1.5.2    Data  s et  s plitting  a pproach 

 In current practice, it is diffi cult to obtain a new set of data for external cross - validation 
due to the limited throughput of experimental methods. An alternative data set splitting 
approach is commonly used in the absence of additional experimental data. This approach 
is to split the original data set into training set and validation set before the model develop-
ment phase; the training set will be used for model development and the validation set will 
be used for external cross - validation. This splitting approach is appreciated because the 
validation set has never been used for model development and is therefore considered 
external compounds. 

 How to split the original data set into training set and validation set is of crucial impor-
tance. The best splitting must guarantee that the training and validation sets are scattered 
over the whole area occupied by representative points in the descriptor space (representa-
tive activity) and that the training set is distributed over the entire area occupied by repre-
sentative points for the whole data set (diversity). A widely used splitting method is the 
random selection through activity sampling, in which all compounds in the original data 
set are ordered in descending values of the biological activity (Gramatica et al.,  2007 ). The 
two compounds having the highest and lowest values are selected and every fourth com-
pound is selected as the validation set. This splitting ensures that 25% of the total data 
set is used as a validation set and the rest of the compounds are used as the training 
set. The splitting could be performed using more advanced methodologies based on similar-
ity analysis (e.g., D - optimal distance, Kohonen map — ANN or self - organizing map) 
(Gramatica,  2007 ). 

 This curve - fi tting approach used in chemical structure - based QSPeR is very different 
from the approach used to model individual animal pharmacokinetic data presented 
throughout the rest of this text since all concentration – time data points are generally used 
in a pharmacokinetic analysis. However, as will be developed in Chapter  16  when popula-
tion models are introduced, training and external validation data sets are used when large 
populations of individual data are available. 
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 The predictive power of the regression model developed on the selected training set is 
estimated on the predicted values of prediction set chemicals by the external  Q  2  that is 
defi ned as (Cramer et al.,  1988 ):
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where  y i   and   ̂yi are measured log  K  p  values and the predicted log  K  p  values by Equation 
 3.4  of the 29 external validation compounds, and   ytr  the averaged value of the measured 
log  K  p  values of the training probe compounds; the summations cover all the 29 validation 
compounds. The   Qext

2 0 823= .  for the skin permeability model revealed that the predictive 
model (Eq.  3.4 ) has robust predictivity for external compounds.    

   3.2    APPLICABILITY DOMAIN 

 The fi nal step in a formal QSPeR modeling exercise is the defi nition of the applicability 
domain of a QSPeR model. Even a robust, signifi cant, and validated QSPeR model cannot 
be expected to reliably predict the modeled property for the entire universe of chemicals. 
In fact, only the predictions for chemicals falling within a chemical - space domain defi ned 
by the training set of chemicals used to defi ne the QSPeR model could be considered reli-
able. The applicability domain is a theoretical region in chemical space, defi ned by the 
model descriptors and modeled response, constrained by the nature of the chemicals in the 
training set. Extrapolation beyond this applicability domain should not be considered 
reliable. 

 The general discussion of inference space and interpolation versus extrapolation in 
Chapter  1 , illustrated in Fig.  1.2 , should be revisited. The application of these terms to 
QSPeR analysis is parallel but more complex since multiple molecular descriptors defi ne 
a multidimensional applicability domain in a QSPeR analysis, rather than the two -
 dimensional inference space (defi ned simply by time and concentration) in a pharmacoki-
netic analysis. In reality, all mathematical, and thus pharmacokinetic, models have this 
constraint since their use is restricted to the nature of the data used to defi ne them. 

 A leverage approach is used to verify whether a new chemical will lie within the struc-
tural model domain or outside the domain (Atkinson,  1985 ). The Williams plot can be used 
to visualize the applicable domain of a QSAR model, which is a plot of standardized cross -
 validated residuals ( R ) versus leverage (Hat diagonal) values ( h ). Compounds with cross -
 validated standardized residuals greater than three standard deviation units ( > 3 σ ) are 
considered as outliers. Prediction should be considered unreliable for compounds having 
leverage values higher than a critical leverage value (i.e.,  h     >     h  * ), the critical value being 
 h  *     =    3( m     +    1)/ n , where  m  is the number of variables in the model and  n  is the number of 
compounds in the training set. When the leverage value of a compound is lower than the 
critical value, the prediction is reliable. Thus, the applicability domain is defi ned as 0    –     h  *  
( x  - axis) and  ± 3 σ  ( y  - axis). 

 One of the important applications of the applicability domain is to identify outliers and 
high - leverage compounds in the data set. Taking the skin permeability data set as an 
example, the original data set has 119 compounds; after splitting, the training set has 88 



Quantitative Structure–Permeability Relationships 35

compounds and the validation set has 31 compounds. The Williams plot defi ned by the 
data set is given in Fig.  3.2 . It shows that there are two outliers (one in the training set and 
one in the validation set) having standardized residuals higher than 3, and there are two 
high - leverage compounds having a leverage higher than 0.102 (one in the training set and 
one in the validation set). These outliers and high - leverage compounds can be removed 
from the data set for model development, resulting in a training set of 86 and validation 
set of 29 compounds used in the previous analysis.    

   3.3    OTHER MODELS AND APPLICATIONS 

 The focus of this chapter was to briefl y introduce the reader to QSPeR analysis as an 
example of how pharmacokinetic parameters that will be developed in future chapters can 
be correlated to physical chemical properties. It is also the technique used to defi ne physi-
cochemical determinants of specifi c rate processes. Finally, it also nicely illustrates an 
application of mathematical modeling to a well - defi ned problem in biological membrane 
transport. 

 Relative to skin, there have been a number of more complex QSPeR models applied to 
predict  K  p  that provide for a richer range of molecular diversity and potential membrane 
interactions. A widely used model in both skin and other biological membrane transport 
(e.g., distribution) is the linear free energy relationship developed by Abraham and Martins 
 (2004)    expressed as

    Log ,K c a s rR vVxp
H H H  b= + + + + +Σ Σα β π2 2 2 2     (3.6)  

where   Σα2
H is the hydrogen bond donor acidity,   Σβ2

H is the hydrogen bond acceptor basic-
ity,   π2

H is dipolarity/polarizability,  R  2  represents the excess molar refractivity, and  V x   is the 
McGowan volume. The parameters  a ,  b ,  s ,  r , and  v  are strength coeffi cients coupling the 
molecular descriptors of each chemical to skin permeability in a specifi c experimental 
system (e.g., skin, vehicle or formulation), refl ecting stratum corneum interactions. The 
predictability of drug penetration through skin is much better using this type of model than 
those parameterized solely with log  K  o/w  and MW. 

     Fig. 3.2     Williams plot showing applicability domain for QSPeR model.  
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 Our laboratory also explored methods to assess how formulation or vehicles affect  K  p  
(Riviere and Brooks,  2005, 2007 ). In the discussion to this point, we have defi ned  K  p  spe-
cifi cally for a molecule in a specifi c experimental system. The skin  K  p  data used above was 
defi ned using water as a vehicle. However, most environmental and occupational exposures 
occur in complex chemical mixtures, and all topical drugs are formulated in vehicles. As 
can be seen in Fig.  3.3 a, when the model in Equation  3.2  was fi t to pig skin, vertical 

     Fig. 3.3     Predicted versus observed  K  p  of a series of chemicals in porcine skin administered in different 
vehicles. QSPeR models: (a) ignoring applied vehicle; (b) taking into account vehicle composition using 
a mixture factor; and (c) the applicability domain for model with mixture factor. Note that in this example, 
a number of treatments in the validation set are outside of the applicability domain (c), suggesting that 
prediction of their behavior should not be attempted using this model  . PSFT, porcine skin fl ow - through 
diffusion cell; MF, mixture factor.  
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columns arise, which are related to vehicle effects not accounted for in the QSPeR model. 
When a mixture factor is computed to account for the application vehicle, an improved fi t 
results as seen in Fig.  3.3 b. The applicability domain for this model is also depicted in Fig. 
 3.3 c. In this case, a number of compounds in the validation set fall outside of the applica-
bility domain.   

 A great deal of work has been done on QSPeR analyses of gastrointestinal permeability. 
In fact, QSPeR models were used to defi ne drug properties needed for effi cient absorption 
that will be presented in Chapter  4 .  “ Lipinsky ’ s rule of fi ve, ”  defi ning the properties needed 
for oral absorption, is the result of a QSPeR analyses. Finally, this chapter has focused on 
using QSPeR models as illustrative of the QSAR process in general since membrane trans-
port is central to pharmacokinetic modeling. However, QSAR is a much broader discipline 
and has been used to relate a wide variety of molecular properties to a number of biological 
end points including drug receptor binding and activity, chemical and drug toxicity, and 
drug interaction with all levels of the genome. We have recently applied a QSAR approach 
to defi ne the potential biological activity of the surface of diverse nanoparticles to predict 
subsequent interactions of a nanoparticle with the body (Xia et al.,  2010 ). 

 QSPeR analysis shows the power of using mathematical models to probe interactions 
between drugs and biological systems. The focus of pharmacokinetics is to analyze animal 
systems in order to generate quantitative metrics that can be used to predict drug disposi-
tion in the body or defi ne a drug – animal interaction so tools such as QSPeR can be used 
to relate them to fundamental chemical properties.  
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  4    Absorption     

     Absorption is the movement of drug from the site of administration into the blood. There 
are a number of methods available for administering drugs to animals. The primary routes 
of drug absorption from environmental exposure in mammals are gastrointestinal, dermal, 
and respiratory. The fi rst two are also used as routes of drug administration for systemic 
effects, with additional routes including intramuscular (IM), subcutaneous (SC), or intra-
peritoneal injection, as well as intravenous administration. Other variations on gastrointes-
tinal absorption include intrarumenal, sublingual, and rectal drug delivery. Many techniques 
are available for localized therapy, which may result in systemic drug absorption as a side 
effect. Among others, these include topical, intramammary, intra - articular, subconjunctival, 
and spinal fl uid injections.  

   4.1    GASTROINTESTINAL ABSORPTION 

 One of the primary routes of drug administration is oral ingestion of a pill or tablet that is 
designed for drug delivery to cross the gastrointestinal mucosa. The common factor in all 
forms of oral drug administration is the delivery of a drug such that it gets into solution 
in the gastrointestinal fl uids, from which it can then be absorbed across the mucosa 
and ultimately reach the submucosal capillaries and the systemic circulation. Examples of 
oral drug delivery systems include solutions (aqueous solutions, elixirs) and suspensions, 
pills, tablets, boluses for food animals, capsules, pellets, and sustained - release mechanical 
devices for ruminants. 

 The major obstacle encountered in comparative and veterinary medicine is the enormous 
interspecies diversity in comparative gastrointestinal anatomy and physiology, which 
results in major species differences in strategies for and effi ciency of oral drug administra-
tion. This is often appreciated but overlooked when laboratory animal data are extrapolated 
to humans. Rats and rabbits are widely utilized in preclinical disposition and toxicology 
studies, although many investigators fail to appreciate that these animals ’  gastrointestinal 
tracts are very different from one another and from those of humans and common veterinary 
species. 

 From a pharmacologist ’ s perspective, the gastrointestinal tract of all species can be simply 
presented as diagrammed in Fig.  4.1 . As discussed in Chapter  2 , the gastrointestinal tract is 
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best conceptualized as actually being part of the external environment, which, in contrast 
to the skin, is protected and whose microenvironment is closely regulated by the organism. 
Because of its central role in digestion and nutrient absorption, there are many evolutionary 
adaptations to this basically simple mucosa structure that allow for physical, chemical, 
enzymatic, and microbial breakdown of potential food for liberation and ultimate absorption 
of nutrients. This tract is further adapted such that these digestive processes do not harm 
the organism ’ s own tissues, which in carnivores may be identical to the food being eaten.   

 The gastrointestinal tract presents a signifi cant degree of heterogeneity relative to mor-
phology and physiology, which translates to great regional variations in drug absorption. 
In the oral cavity, where food is masticated, some absorption may occur in sublingual areas. 
In fact, this site is actually utilized as a route for systemic drug (e.g., nitroglycerin) and 
nicotine (e.g., oral tobacco) delivery. The esophagus and cranial portion of the stomach is 
lined by cornifi ed epithelium, which provides an effective barrier and often decreases the 
chance of absorption for drugs formulated for intestinal drug delivery. The structure and 
function of this cornifi ed epithelium is actually similar to that of skin described later, except 
for the presence of mucosal glands. A great deal of recent research has been focused on 
developing new transbuccal drug delivery systems. As mentioned, the prototype example 
was sublingual nitroglycerin tablets. Newer systems use novel adhesive technology, which 
allows actual polymer patches to adhere to the buccal mucosa. Oral sprays and dissolving 
tapes also target this mucosa. This route is a comparatively more permeable barrier than 

     Fig. 4.1     Functional structure of the gastrointestinal tract.  
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skin. Additionally, compared with oral gastrointestinal absorption, it bypasses the portal 
vein and thus eliminates the potential for fi rst - pass hepatic biotransformation. 

 The simple mucosal lining of the stomach allows absorption; however, the presence of 
surface mucus, which protects the epithelium from self - digestion secondary to acid and 
enzyme secretion, may be a barrier for some drugs. The acidity and motility of the stomach 
also creates a hostile environment for drugs and even infl uences the absorption of drugs 
farther down the tract. For oral drug absorption to be successful, the drug must be capable 
of surviving this relatively harsh environment. For some drugs (e.g., penicillin G) suscep-
tible to acid hydrolysis, minimal absorption by the oral route will occur unless they are 
administered in a formulation that protects them in an acid environment but liberates them 
in the more alkaline environment of the intestines. There are signifi cant species differences 
in gastric anatomy and physiology that can be utilized to optimize species - specifi c drug 
formulations as discussed later in this chapter. 

 The primary site for most drug absorption is the small intestine, with over 99% of oral 
administered drugs being absorbed here. In this region of the gastrointestinal tract, the pH 
levels of the contents are more alkaline, and the epithelial lining is conducive to drug 
absorption. The blood fl ow to this region is also much greater than to the stomach. The 
small intestine is lined by simple columnar epithelium resting on a basement membrane 
and a submucosal tissue bed that is very well perfused by an extensive capillary and 
lymphatic network. This capillary bed drains into the hepatic portal vein. One of the 
major anatomical adaptations for absorption in this region is the presence of microvilli 
that increase the surface area of the small intestine some 600 - fold over that of a simple 
tube. The second anatomical adaptation is that of the villi of the intestine, which can be 
easily appreciated by examining a cross section (Fig.  4.2 ). Drug absorption across the 
intestinal barrier occurs either via transcellular or paracellular routes. Since diffusion is the 

     Fig. 4.2     Cross section of the small intestine showing villi adaptations, which increase surface area 
available for absorption.  
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primary mechanism for transcellular drug absorption, the increase in area due to these two 
anatomical confi gurations signifi cantly increases absorption, as can be seen by realizing 
that Equation  2.1  is expressed per unit surface area. These transport mechanisms are also 
highly developed for ion and glucose transport, and can be regulated by multiple systems. 
Disease often alters their properties.   

 The viable epithelial cells of the intestines are also endowed with the necessary enzymes 
for drug metabolism, which contributes to a second fi rst - pass effect. Recent research has 
also indicated that the mechanism and extent of absorption, and the magnitude of local 
intestinal metabolism, vary between the tips and crypts of the villi. The fi nal determinant 
of a drug ’ s tortuous journey through the gastrointestinal tract is the resident microbial 
population that inhabits the intestinal contents. Many bacteria are capable of metabolizing 
specifi c drugs, resulting in a third component of the fi rst - pass effect. This epithelial and 
bacterial biotransformation is generally categorized as  “ presystemic ”  metabolism to dif-
ferentiate it from the metabolism that occurs following portal vein delivery of drug to the 
liver. However, from the perspective of pharmacokinetic analysis of plasma drug concentra-
tions following oral drug administration, all three components are indistinguishable and 
become combined in the aggregate process of oral absorption assessed by the pharmaco-
kinetic rate constant  K  a . 

 There are also specifi c active transport systems present within the intestinal mucosa of 
the microvilli that are responsible for transcellular nutrient (e.g., amino acids, peptides, 
anions, metals) absorption. However, these systems have a very high capacity, and if a 
specifi c drug or toxicant has the proper molecular confi guration to be transported, saturation 
and its accompanying nonlinearity is unlikely. There is some evidence that select therapeu-
tic drugs (e.g., ampicillin) may be absorbed by active transport systems in the small intes-
tine. These drugs behave as if their absorption were linear and, from a pharmacokinetic 
perspective, they can be modeled using the same fi rst - order rate constants as passively 
absorbed drugs unless nonlinear behavior is clearly evident. These modeling techniques 
will be presented in much greater detail in later chapters. For drugs that are actively trans-
ported, their permeability would be greater than for passive absorbed drugs. However, the 
drug would still have to be soluble in the aqueous gastrointestinal contents to bind to the 
luminal receptors for subsequent transport. 

   4.1.1    Disintegration,  d issolution,  d iffusion, and  o ther 
 t ransport  p henomena 

 In order for a drug to be absorbed across the intestinal mucosa, the drug must fi rst be dis-
solved in the aqueous intestinal fl uid. Two steps — disintegration and dissolution — may be 
required for this to occur. Disintegration is the process whereby a solid dosage form (e.g., 
tablet) physically disperses so that its constituent particles can be exposed to the gastroin-
testinal fl uid. Dissolution occurs when the drug molecules then enter into solution. This 
component of the process is technically termed the pharmaceutical phase and is controlled 
by the interaction of the formulation with the intestinal contents. This is often studied in 
well regulated and controlled  in vitro  dissolution studies. To achieve the same dissolution 
rate  in vitro  and  in vivo , saturation solubility in the test medium should be comparable with 
the  in vivo  situation. These systems (e.g., U.S. Pharmacopeia [USP]   apparatus) are usually 
confi gured to model human dosage - form dissolution (e.g., 500 - mL vessel volumes) and 
may not be appropriate for species with signifi cantly smaller or larger stomachs or gastro-
intestinal fl uids of different pH or viscosity. 
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 It is the drug ’ s solubility, compared with rate and extent of absorption as refl ected in a 
drug ’ s permeability through the gastrointestinal mucosa, that determines the ultimate ability 
of an oral drug to be given for systemic effects. Independent of formulation, these factors 
determine how  “ sensitive ”  a drug may be to its environment relative to absorptive potential. 
This is nicely captured in the Biopharmaceutics Classifi cation System (BCS) depicted in 
Table  4.1  that attempts to classify drugs according to relative solubility and membrane 
permeability (Amidon et al.,  1995 ). For a drug to be optimally absorbed, it must be soluble 
in the primarily aqueous gastrointestinal fl uids as well as have suffi cient permeability 
(lipophilic, not charged) across the mucosa. Class I drugs are relatively easy to both for-
mulate and deliver since once dissolution occurs, the drug is soluble and capable of being 
absorbed. In contrast, class IV drugs, even when released from a formulation, may have 
diffi culty dissolving and then transporting across the mucosa. Class I drugs are easy to 
study  in vitro , while class IV drugs require  in vivo  testing due to their sensitivity to the 
absorption environment. This solubility - versus - permeability dichotomy is crucial to under-
stand drug absorption after oral and, as we will see later, dermal absorption, as knowledge 
of each alone is not suffi cient to predict a drug ’ s absorption.   

 This scheme above is conceptually similar to the perfusion -  versus permeability - limited 
tissue distribution discussed and depicted in Fig.  2.7  in the previous chapter. When perme-
ability is not rate limiting, movement into a tissue is a function of its rate of delivery. In 
an oral absorption scenario, this would equate to dissolution and solubility. In contrast, for 
a drug with low intrinsic permeability, absorption or movement into tissue will not be 
dependent on the mass available for transfer, its solubility in an oral absorption context, 
but rather its permeability will dictate amount absorbed. Both these scenarios illustrate 
rate - limiting processes involved in drug disposition and, as will be seen, are major deter-
minants of the pharmacokinetic properties of a drug and/or its formulation. This topic is 
more fully discussed in Chapter  15  where these techniques are used to assess drug 
bioequivalence. 

 Important physical chemical factors of a specifi c drug that determine solubility and 
permeability include size, ionization, salt form, number of hydrogen bonding donors and 
acceptors, polar surface areas, partition coeffi cient, dissolution rate, and molecular stability 
in the gastrointestinal milieu. In addition to the molecular properties of a specifi c drug 
molecule, a drug in a formulation may exist in either a crystalline, noncrystalline (amor-
phous), or a mixed state called polymorphs. Although chemically identical, polymorphs 
differ in their solubility, dissolution rate, melting points, and other physical characteristics 
crucial to producing a stable and controlled formulation. Polymorphs occur by crystallizing 
drug under different conditions (temperature, solvents, hydration states) and can be char-
acterized using tools such as crystallography, X - ray diffraction, and scanning calorimetry. 

  Table 4.1    Biopharmaceutics Classifi cation System (BCS) relating 
absorption as a function of permeability and solubility. 

   Class 1  
  Rapid dissolution  
 HIGH permeability 
 HIGH solubility  

   Class 2  
 HIGH permeability 
 LOW solubility  

   Class 3  
 LOW permeability 
 HIGH solubility  

   Class 4  
 LOW solubility 
 LOW permeability  
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These drug - specifi c parameters may independently impact dissolution, solubility, and 
permeability.  

   4.1.2    Formulation  f actors 

 The pharmaceutical literature is replete with formulation factors that may infl uence the 
dissolution and absorption of a drug preparation, assuming in the fi rst place that one has an 
active component of known purity and potency. The issue then becomes, what are the 
potential interactions that can occur between the active ingredients and the excipients that 
make up the formulation? Additionally, what are the effects of the practitioner ’ s compound-
ing techniques (materials used, mixing effi cacy, etc.) on the amount of active ingredients 
ultimately appearing in the formulation? Although this discussion is the focus of a biophar-
maceutics text, the strategies are often encountered in pharmacokinetics as they may affect 
the parameters estimated after oral administration. A number of these issues will be expanded 
upon when they impact the formal determination of bioequivalence in Chapter  15 . 

 Table  4.2  lists the pharmaceutical processes involved in absorption that may be affected 
by formulation. Following oral administration of tablets, disintegration must fi rst occur. 
The speed and effi cacy of this process will determine how much drug is actually available 
for subsequent steps. The resulting particle size (and hence surface area) is an important 
determinant for the next dissolution phase, in which the drug enters solution, an absolute 
prerequisite for diffusion across the mucosal barrier. Dissolution also involves diffusion 
across the liquid boundary layers, which are an interface between the particles and the 
absorption milieu. Many pharmaceutical factors may affect the effi ciency of the disintegra-
tion and dissolution processes. For tablets, the nature and homogeneity of the excipients 
become important considerations. Buffers must be included to ensure that all of the drug 
particles adequately and rapidly dissolve. These factors are the primary determinants of 
differences in effi cacy between so - called pioneer and generic drug products. Once the drug 
is in solution, then binding or complexation to inert fi ller ingredients may occur. It is 
important to remember that all of this is happening while the particles are in transit through 
the gastrointestinal tract. Thus, if the formulation results in a decreased rate of disintegra-
tion or dissolution, the rate and extent of absorption may be decreased. These processes 
are competing kinetic events and thus are sensitive to all of the rate processes involved.   

  Table 4.2    Pharmaceutical factors affecting absorption. 

   Disintegration   
     Excipients  
     Compaction pressure  
     Enteric coatings, capsules  
     Homogeneity  
   Dissolution   
     Crystalline state of drug  
     Particle size/surface area  
     Binding  
     Local pH, buffers  
     Boundary layers in different regions of gastrointestinal tract  
   Barrier diffusion   
     Solubility/permeability factors (BCS)  
     Transit time  
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 Similar factors are involved with oral capsules and even liquid dosage forms, in 
which case the drug may interact with the vehicle. In fact, these scenarios are probably 
most pertinent to practitioner compounding. For capsules, the breakdown of the capsule 
replaces tablet disintegration as the initial rate - determining step. After release of the capsule 
contents, all of the above factors come into play. It cannot be overstated that such pharma-
ceutical factors are critical determinants of the extent and rate of subsequent drug 
absorption. 

 Some dosage forms, such as capsules and lozenges, may not be designed to disintegrate, 
but rather to allow drug to slowly elute from their surface. Dissolution is often the rate -
 limiting step controlling the absorption process and can be enhanced by formulating the 
drug in salt form (e.g., sodium or hydrochloride salts), buffering the preparation (e.g., 
buffered aspirin), or decreasing dispersed particle size (micronization) so as to maximize 
exposed surface area. Alternatively, disintegration and dissolution can be decreased so as 
to deliberately provide slow release of drug. This strategy is used in so - called extended -
 release or slow - release dosage forms and involves complex pharmaceutical formulations 
that produce differential rates of dissolution. This may be accomplished by dispersing the 
dosage form into particles with different rates of dissolution or by using multilaminated 
dosage forms, which delays release of the drug until its layer is exposed. All of these strate-
gies decrease the overall rate of absorption. 

 Similar strategies can also be used to target drugs to the distal segments of the gastro-
intestinal tract by using delayed - release enteric coatings, which dissolve only at specifi c 
pH ranges, thereby preventing dissolution until the drug is in the region targeted. This 
strategy has been applied for colonic delivery of drugs in humans for treatment of Crohn ’ s 
disease. Colonic treatment of drug often is variable due to variance in gastrointestinal 
transit times affecting delivery of drug to this region, as well as variance in water content 
throughout the colon that results in uneven dissolution of a formulation. 

 In extended - release formulations, the end result is that absorption becomes slower than 
all other distribution and elimination processes, making the pharmaceutical phase the rate -
 limiting or rate - controlling step in the subsequent absorption and disposition of the drug. 
When this occurs, as will be seen in the pharmacokinetic modeling chapters that follow, 
the rate of absorption controls the rate of apparent drug elimination from the body, and a 
so - called fl ip - fl op scenario becomes operative.  

   4.1.3     p  H  Effects 

 After the drug is in solution, it must still be in a nonionized, relatively lipid - soluble form 
to be absorbed across the lipid membranes that make up the intestinal mucosa. For orally 
administered products, the pH of the gastrointestinal contents becomes very important, as 
is evident from the earlier discussion on pH partitioning in Chapter  2 . Specifi cally, a weak 
acid would tend to be preferentially absorbed in the more acidic environment of the 
stomach since a larger fraction would be in the nonionized form. However, the much larger 
surface area and blood fl ow available for absorption in the more alkaline intestine may, 
coupled with a relatively acidic pH (5.5) at the apical membrane ’ s mucous layer, override 
this effect. It is important to mention why a weak acid such as aspirin is better absorbed 
in a bicarbonate buffered form, which would tend to increase the ionized fraction and thus 
decrease membrane passage. The paradox is that dissolution, a process favored by the 
ionized form of the drug, must fi rst occur. Only the dissolved ionized aspirin is available 
to the partitioning phenomenon described in Chapter  2 . Thus, when more aspirin is dis-



46 Comparative Pharmacokinetics

solved in the buffered microenvironment, more is available for partitioning and diffusion 
across the mucosa. It is a misconception that the very small amount of buffering activity 
in the tablet actually increases gastric pH. In contrast to the situation of a weak acid, a 
weak base tends to be better absorbed in the more alkaline environment. However, it must 
be repeated that the very large surface area available in the intestines, coupled with high 
blood fl ow and a pH of approximately 5.3 in the immediate area of the mucosal surface, 
makes it the primary site of absorption for most drugs (weak acids with p K  a     >    3 and weak 
bases with p K  a     <    7.8). An obstacle to absorption is that the compound must also be struc-
turally stable against chemical or enzymatic attack. Finally, compounds with a fi xed charge 
and/or very low (or very high) lipid solubility for the uncharged moiety may not be signifi -
cantly absorbed after oral administration. Examples include the polar aminoglycoside 
antibiotics, the so - called enteric sulfonamides, quaternary ammonium drugs, and many 
class IV BCS drugs.  

   4.1.4    Absorption of  l ipids and  p articles 

 The discussion of potential absorption pathways across the intestinal mucosa parallels the 
scheme depicted in Fig.  2.5 . For small drug molecules, the transcellular pathways of dif-
fusion, pores, active transport systems, as well as paracellular transport all fi t well into the 
biopharmaceutical discussions concerning oral absorption. 

 In contrast, the movement of very lipid soluble drugs and particles across endocytotic 
pathways in the gastrointestinal mucosa are fundamentally different than small molecule 
transport pathways. This alternative mechanism of transport exists to allow the body to 
absorb dietary fats and fat - soluble vitamins. Bile, discussed below in the context of entero-
hepatic circulation, also serves the function of emulsifying fatty substances that are not 
capable of solubilizing in the primarily aqueous environment of the intestines. The result 
of this detergent - like action of bile is the formation of large surface area micelles that have 
a hydrophilic surface and hydrophobic interior. These act as transport vehicles to deliver 
fat - soluble drugs to the intestinal brush border surface for passage across the lipid mem-
brane into the cell via endocytotic mechanisms. Without bile, fat - soluble molecules would 
not be able to overcome the so - called  “ dissolution barrier. ”  Once in the cell, metabolism 
occurs and the lipid content is packaged in chylomicrons, which then pass through the 
basolateral membrane of the enterocyte and enter the lymphatic vessels to ultimately be 
transported to the thoracic duct and enter the circulation. 

 This unique mechanism for micelle absorption and chylomicron lymphatic transport has 
been also been described as the mechanism for absorption of micron, submicron, and 
nanosized particles. Pharmaceutical scientists have formulated drugs in micelles so as to 
be able to be absorbed via this mechanism. There are two primary advantages for using 
this approach; the fi rst being protecting the drug encapsulated in the micelle from destruc-
tion by gastric acid (labile peptides such as insulin), and the second serving a mechanism 
to target lymphatic delivery after oral administration. Signifi cant research is being con-
ducted in this area. The absorptive kinetics of drugs handled by this process is only now 
being studied. 

 In contrast to most drugs, compounds that are absorbed by this route often must be 
administered with a meal to promote bile acid secretion and associated micelle formation. 
Food effects are thus signifi cant for such fat - soluble drugs. This effect is mechanistically 
different than that described below where food modulates gastric emptying times and 
delivery of soluble drugs to the absorptive sites in the small intestines.  



Absorption 47

   4.1.5    Enterohepatic  r ecycling 

 The gastrointestinal tract has also evolved into an excretory organ for elimination of non-
absorbed solid wastes and other metabolic by - products excreted in the bile. The bile duct 
drains into the upper small intestine. For some drugs, this results in a phenomenon called 
enterohepatic recycling, whereby a drug from the systemic circulation is excreted into the 
bile and is reabsorbed from the small intestine back into the blood stream. In many cases, 
drugs that are metabolized by phase II conjugation reactions are  “ unconjugated ”  by resident 
bacterial fl ora, which generates free drug for reabsorption. Thus compounds that are 
excreted into the bile may have a prolonged sojourn in the body because of the continuous 
opportunity for intestinal reabsorption. The cardinal sign of this process is a  “ hump ”  in the 
plasma drug concentration – time profi le after administration (Fig.  4.3 ). Chapter  7  should 
be consulted for an in - depth discussion of biliary secretory processes.   

 Complex absorption profi les (e.g., nonconstant or biphasic  K  a ) may also be seen for 
drugs absorbed in multiple sites of the gastrointestinal tract since absorption rates may not 
be constant across all areas. Such drugs are also marked by signifi cant interindividual vari-
ability since dietary or environmental infl uences on transit times proximal to the absorptive 
sites results in different rates of drug delivery. This profi le may also be seen in animals 
engaging in coprophagy and licking topical dose sites, scenarios discussed later in this 
chapter.  

   4.1.6    Intestinal  P  -  g lycoprotein  t ransporters 

 The focus up to this point in the discussion has been absorption of drugs from the gastro-
intestinal lumen to the vascular or lymphatic system. However, as depicted in Fig.  2.5 , 
drug movement can also occur in the opposite direction, effectively returning absorbed 
drug back into the gastrointestinal lumen. This phenomenon is mediated by a series of 

     Fig. 4.3     Profi le of concentration versus time demonstrates a secondary peak that could result from 
enterohepatic recycling.  
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transport proteins termed the ATP - binding cassette superfamily of effl ux transporters that 
includes P - glycoprotein, the multidrug resistance protein (MDRP1), and a multidrug 
organic ion transporter. Most work has been conducted on the P - glycoprotein transporter 
whose substrates include many drugs, xenobiotics, and dietary compounds (e.g., fl avonoids 
from grapefruit juice) with little structural similarities. In veterinary medicine, compounds 
reported to be transported by this system include cyclosporine, ciprofl oxacin, verapamil, 
and avermectins. 

 What makes studying the clinical impact of such transporters diffi cult is that these 
systems confound interpretation of transport data moving drug into the body when substrate 
specifi city overlaps between systems. Second, many P - glycoprotein substrates are also 
substrates of cytochrome p450 drug metabolizing enzymes (e.g., CYP3A), which further 
confounds data modeling since both processes reduces the amount of active parent drug 
absorbed into the body. As seen with other transport systems, this system shows competi-
tion between substrates as well as genetic polymorphisms (e.g., Collie dogs defi cient) and 
species specifi city. When drugs are transported by multiple systems such as these, correla-
tion between physiochemical parameters or simple  in vitro  systems to  in vivo  absorption 
are complex and often unsuccessful.  

   4.1.7    Species  e ffects on  g astrointestinal  t ransit  t ime and 
 f ood  i nteractions 

 Food may also interact with other aspects of oral drug absorption besides promoting bile 
release, and may have opposite effects for more hydrophilic drugs compared with the 
micellar fat solubilization pathway discussed above. Depending on the physicochemical 
properties of the specifi c drug, administration with food may signifi cantly decrease absorp-
tion for some drugs. Such effects are not only drug dependent but also are species dependent 
due to the continuous foraging behavior of ruminants and some other omnivores compared 
with the periodic feeding habits of predatory carnivores. These variables are diffi cult to 
incorporate into formal pharmacokinetic models, yet they add to the variability in param-
eters derived from these studies. 

 The fi rst potential interaction relates to the rate of drug delivery to the small intestine, 
which is governed by the rate of drug release from the stomach, the so - called gastric emp-
tying time. This process is dependent on the eating habits of the species. Continuous forag-
ing animals (e.g., herbivores such as horses and ruminants) have a steady input of drug 
and a relatively stable gastric pH compared with periodic eaters (e.g., carnivores such as 
dogs and cats and omnivores such as pigs), which have more variable eating patterns and 
large swings in gastric pH depending on the presence or absence of food. In addition, the 
drug may directly interact with the ingested food, as is the case of chelation of tetracyclines 
with divalent cations such as Mg  +  +   in antacids or Ca  +  +   in milk products. Thus, the decision 
to administer a compound with or without food is species and drug dependent and may 
signifi cantly alter the bioavailability (rate and extent of absorption) of the drug. 

 Recent workers have also reported signifi cant differences between the anatomy and 
physiology of small animal companion species (dog, cat) and humans, relative to both the 
strength of gastric contractions that impact formulation integrity, as well as the diameter 
of the pyloric valve, which controls gastric emptying into the small intestines. In addition 
to cats having relatively small stomach volumes compared with dogs and humans, cats also 
possess the smallest pyloric opening (1 – 2   mm), with dogs intermediate (2 – 4   mm) followed 
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by the relatively large pylorus in humans (3 – 7   mm). This difference results in retention of 
tablets in the feline and canine stomachs that would normally be released in humans. This 
sieving phenomenon has a signifi cant effect on the gastric emptying time of particulate 
formulations, a knowledge of which has also led to the development of species - specifi c 
dosage formulations that are retained for longer periods of time in the gastric environment. 
An additional formulation factor that results in gastric retention is the ability of fl occulant 
material to escape emptying in species with larger stomachs. 

 The unique physiology of the equine and ruminant gastrointestinal tract deserves further 
discussion. Both species have signifi cant anatomical adaptations to allow for microbial 
digestion of polysaccharides. An obvious problem could arise from the use of microcellulose -
 based, sustained - release tablet formulations designed for humans. Administered to a her-
bivore, such tablets would be digested and the drug quickly absorbed rather than the tablet 
remaining intact as they do in a monogastric animal. Absorption would be dramatically 
decreased if the drug were metabolized by endogenous microbes. In contrast, if the drug 
is an antimicrobial, it may disturb this microfl ora and alter digestive processes. 

 The forestomachs of a ruminant provide a major obstacle to the delivery of an oral 
dosage form to the true stomach (abomasum) for ultimate release to the intestines, although 
a signifi cant amount of drug absorption may occur from this site. The rumen is essentially 
a large fermentation vat ( > 50   L in cattle, 5   L in sheep) lined by stratifi ed squamous epithe-
lium, buffered at a pH of approximately 6 by extensive input of saliva, which maintains it 
in a fl uid to soft consistency designed primarily for the absorption of volatile fatty acids. 
If drugs dissolve in this medium and remain intact, they undergo tremendous dilution, 
which decreases their rate of absorption. They then are pumped from the rumen and reticu-
lum through the omasum for a rather steady input of drug into the true stomach. In preru-
minant calves, drug may bypass the rumen entirely through the rumen - reticulo groove and 
essentially behave as if administered to a monogastric animal. In contrast, fermentation in 
the horse occurs after drug absorption by the small intestine and thus has less impact than 
in ruminants. However, a nonabsorbed drug that reaches the equine large intestines and 
cecum, the site of fermentation, may have disastrous effects (e.g., colic) if digestive fl ora 
or function is perturbed. As alluded to earlier, a similar strategy is used to target drugs to 
the human colon. In addition to extended - release or delayed - release enteric coatings, 
prodrug approaches have been used that inhibit drug absorption until specifi c enzymes are 
encountered in the distal gastrointestinal tract. These enzymes liberate the active moiety 
from the prodrug (e.g., azo reduction).  

   4.1.8    Unique  o ral  d rug  d elivery  s ystems in  a nimal  s pecies 

 Because of the wide variety of species differences in gastrointestinal anatomy and physiol-
ogy, unique strategies for development of species - specifi c drug delivery devices arise. An 
understanding of ruminant physiology has allowed for the development of some innovative 
mechanical drug delivery technologies termed rumen retention systems. These essentially 
are encapsulated pumps that  “ sink ”  to the bottom of the rumen and become trapped, as do 
many unwanted objects (e.g., nails and wire in hardware disease) when ingested by a 
ruminant. These submarine - like devices then slowly release drug into the ruminal fl uid for 
a true sustained - release preparation. They may be reservoir based or powered by osmotic 
pumps. Chewable tablets are often used in dogs and cats as are oral pastes. This area has 
recently been reviewed by Brayden et al.  (2010) .  
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   4.1.9    First -  p ass  m etabolism 

 A unique aspect of oral drug absorption is the fate of the absorbed drug once it enters the 
submucosal capillaries. Drug absorbed distal to the oral cavity and proximal to the rectum 
in most species enters the portal circulation and is transported directly to the liver, where 
biotransformation may occur. This can be appreciated in Figs.  2.1  and  4.1  and is the major 
cause for differences in a drug ’ s ultimate disposition compared with all other routes of 
administration. This may result in a signifi cant  “ fi rst - pass ”  biotransformation of the 
absorbed compound. Some of the more complex pharmacokinetic models are needed to 
quantitate drugs with a signifi cant fi rst - pass effect. Finally, some drugs that are too polar 
to be absorbed across the gastrointestinal wall are formulated as ester conjugates to increase 
lipid solubility and enhance absorption. Once the drug crosses the gastrointestinal epithe-
lium in this form, subsequent fi rst - pass hepatic biotransformation enzymes and circulating 
blood and mucosal esterases cleave off the ester moiety, releasing free drug into the sys-
temic circulation. Chapter  7  on biotransformation should be consulted for more details on 
drug metabolism by the liver.   

 As discussed earlier, for some drugs, there is also a signifi cant loss secondary to 
P - glycoprotein transport, gastric acid hydrolysis or metabolism by enzymes in the brush 
border of intestinal mucosal cells. This severely restricts the absorption of protein, peptide, 
and oligonucleotide (e.g., antisense) drugs administered orally. This presystemic intestinal 
breakdown of peptides deserves further comment. Peptidases are located in the microvilli 
epithelium, which is present to digest protein and peptides into their constituent amino 
acids. Proteases from the pancreas complete the process of digestion of proteins that were 
not completely hydrolyzed by stomach acids. Protein digests and peptides are then effi -
ciently broken down into amino acids to allow for absorption. Despite substantial pharma-
ceutical research efforts over the past decade to overcome this obstacle to the delivery of 
these products of the modern biotechnology industry, little progress has been made, and 
administering peptide drugs orally only contributes to the extent of the caloric value of the 
amino acid constituents. Encapsulation strategies to mimic chylomicron transport appear 
to be the only promising strategy. 

 The use of selected drug administration sites prevents fi rst - pass hepatic metabolism by 
allowing absorption through gastrointestinal tract segments not drained by the portal vein. 
These include the oral cavity, buccal, and rectal routes of drug administration. As discussed 
earlier, the keratinized buccal mucosa is very similar to skin. Rectal drug administration is 
accomplished with suppositories and formulations (e.g., diazepam), which allow retention 
and adhesion of drug to the distal rectum. There is some debate as to whether this pathway 
is truly available in the dog. Drug absorption by this route is by passive diffusion and obeys 
the diffusion principles discussed previously.  

   4.1.10    Coprophagy 

 Another potential complication unique to veterinary medicine is coprophagy, which is the 
consumption of feces by animals. Although experimental design often prevents this in a 
laboratory study, it does occur in the fi eld situation. This may result in drug transfer between 
animals (allocoprophagy) in a herd or home environment, or drug recycling in an individual 
ingesting its own feces (autocoprophagy). Rabbits routinely ingest fresh feces twice daily 
for nutritional purposes, which would result in drug profi les similar to twice - daily dosing 
or recycling (e.g., Fig.  4.3 ) despite a single daily dose administration.  
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   4.1.11    Absorption  m odels 

 It must be stressed that the de facto standard for assessing oral absorption is based on the 
use of intact animals. The design of such bioavailability and bioequivalence studies is often 
driven by regulatory guidelines. Chapter  15  deals with the design and interpretation of 
these studies in more detail. 

 There are also a number of  in vitro  methodologies available. The simplest, classic tech-
nique is the use of  in vitro  diffusion cells (water jacketed to control temperature), whereby 
a piece of gastrointestinal mucosa is clamped between two chambers (Fig.  4.4 ). An intes-
tinal membrane may be grown using cell culture techniques. The most widely used system 
is the Caco model derived from a human intestinal carcinoma cell line. However, its use 
has recently been challenged on the grounds that metabolism in these transformed cells 
may be different from that in normal human intestinal cells, and total protein functions 
may not be the same as intact nontransformed enterocyte cell lines. Depending on the 
purpose of the study, drug is placed in solution in the donor chamber, and the appearance 
of drug is monitored in the receptor chamber. This technique has also been extensively 
used to study the biophysics and bioenergetics of active transport processes and in quantita-
tive structure – permeability relationship (QSPeR  ) analyses introduced in Chapter  3 . 

 More sophisticated models acknowledge the complexity of the  in vivo  setting and study 
drugs by using  in situ  intestinal fl ap preparations or isolated perfused intestinal segments, 
a technique facilitated by the arcuate vascular distribution to discrete intestinal segments. 
In these situations, drugs are placed in the intestinal contents, and the appearance of the 
drug is monitored in the venous drainage or perfusate. Finally, the most sophisticated 
techniques available are conducted in conscious, nonmedicated animals or humans and use 
remote - controlled microprocessor - embedded drug devices administered orally. The passage 
of these submarine - like devices is monitored by fl uoroscopy, and when the capsule reaches 
a specifi c segment of the gastrointestinal tract, the device is activated and drug released. 
Drug absorption is then monitored by assaying blood samples. In all of these cases, the 

     Fig. 4.4      In vitro  chamber used to assess absorption across gastrointestinal membranes.  
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pharmacokinetic models discussed in subsequent chapters are then used to derive param-
eters to quantitate absorption. 

 In conclusion, oral drug dosing is the most convenient but most species - specifi c and 
variable method for drug administration by the veterinarian. The quantitative estimate of 
the rate and extent of drug absorption, termed bioavailability, will be introduced at the end 
of this chapter and fully discussed later. Factors that modify oral absorption of drugs in 
animals are extensively discussed in Chapter  15  on bioequivalence once the pharmacoki-
netic parameters that quantitate the rate and extent of absorption have been fully 
developed.   

   4.2    TOPICAL AND PERCUTANEOUS ABSORPTION 

 The skin is a complex, multilayered tissue comprising 18,000   cm 2  of surface in an average 
human male. The quantitative prediction of the rate and extent of percutaneous penetration 
(into skin) and absorption (through skin) of topically applied chemicals is complicated by 
the biological variability inherent in skin. Mammalian skin is a dynamic organ with a 
myriad of biological functions. The most obvious is its barrier property, which is of primary 
concern in the absorption problem. Another major function is thermoregulation, which is 
achieved and regulated by three mechanisms: thermal insulation provided by pelage and 
hair, sweating, and alteration of cutaneous blood fl ow. Other functions of the skin include 
mechanical support, neurosensory reception, endocrinology, immunology, and glandular 
secretion. These additional biological roles lead to functional and structural adaptations 
that affect the skin ’ s barrier properties and thus the rate and extent of percutaneous 
absorption. 

 The skin is generally considered to be an effi cient barrier, preventing absorption (and 
thus systemic exposure) of most topically administered compounds. It is a membrane that 
is relatively impermeable to aqueous solutions and most ions. It is, however, permeable in 
varying degrees to a large number of solid, liquid, and gaseous xenobiotics. Although one 
tends to think of most cases of poisoning as occurring through the oral or, less frequently, 
the respiratory route, the widespread use of organic chemicals has enhanced exposure to 
many toxicants that can penetrate the dermal barrier. An example is the large number of 
agricultural workers who have experienced acute dermal poisoning from direct exposure 
to parathion (dermal LD 50     =    20   mg/kg) during fi eld application or from more casual expo-
sure, such as contact with vegetation previously treated with such insecticides. Similar situ-
ations often occur in veterinary species. 

 The gross features of mammalian skin are illustrated in Fig.  4.5 . Compared with most 
routes of drug absorption, the skin is by far the most diverse across species (e.g., sheep vs. 
pig) and body sites (e.g., human forearm vs. scalp). Three distinct layers and a number of 
associated appendages make up this heterogeneous organ. The epidermis is a multilayered 
tissue varying in thickness in humans, from 0.15   mm (eyelids) to 0.8   mm (palms). The 
primary cell type found in the epidermis is the keratinocyte. Proliferative layers of the basal 
keratinocyte (stratum germinativum) differentiate and gradually replace the surface cells 
as they deteriorate and are sloughed from the epidermis. A number of other cell types are 
also found interspersed in the epidermis, including the pigmented melanocytes; Merkel 
cells, which may play a sensory role; and Langerhans cells, which probably play a role in 
cutaneous immunology. These cells are not important contributors to the skin ’ s barrier 
properties. The basal keratinocyte layer consists of nucleated cuboidal to columnar cells. 
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As these cells move toward the surface, they lose their shape, becoming rounded and ulti-
mately fl attened. Three loosely defi ned layers — the stratum spinosum, stratum granulosum, 
and stratum lucidum — are areas of considerable morphological and biochemical change, 
and although variable, their width is several times that of the fi nal surface layer.   

 The primary morphological changes that occur as the keratinocytes progressively die 
are that they become greatly fl attened, and the nuclei become progressively less obvious. 
In respect to penetration, the primary biochemical change is the production of fi brous, 
insoluble keratin that fi lls the cells, and a sulfur - rich amorphous protein that comprises the 
cell matrix and thickened cell membrane. In addition, the keratinocytes synthesize a variety 
of lipids that form the distinguishing granules in the stratum granulosum and release their 
contents into the intercellular spaces. The result in the stratum corneum is dead protein-
aceous keratinocytes embedded in an extracellular lipid matrix, a structure referred to by 
Elias   as the  “ brick - and - mortar ”  model depicted in Fig.  4.6 . The intercellular lipid composi-
tion is not homogenous in all layers of the epidermis, making the lipid topography complex. 
Species differences (lipid composition) also occur.   

   4.2.1    The  s tratum  c orneum  b arrier 

 It is the fi nal layer, the stratum corneum, that provides the primary barrier to the penetration 
of foreign compounds. This barrier consists of 8 – 16 layers of fl attened, stratifi ed, highly 

     Fig. 4.5     Microstructure of mammalian skin showing potential routes of penetration. A: intercellular; 
B: transcellular; C: intrafollicular; D: via sweat ducts. 
   Source : Riviere and Monteiro - Riviere  (1991)  (Reproduced with permission).   
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keratinized cells embedded in a lipid matrix composed primarily of sterols, other neutral 
lipids, and ceramides. These cells are approximately 25 – 40 -  μ m wide, lie tangential to the 
skin surface, and are oriented as relatively impermeable shingles to form a layer approxi-
mately 10 -  μ m thick. The sequence of events from basal cell to stratum corneum formation 
requires about 4 weeks. Although highly water retarding, the dead, keratinized cells are 
highly water absorbent (hydrophilic), a property that keeps the skin supple and soft. A 
natural oil covering the skin, the sebum, appears to maintain the water - holding capacity of 
the epidermis but has no appreciable role in retarding the penetration of xenobiotics. 

 Disruption of the stratum corneum removes all but a superfi cial deterrent to penetration. 
One line of evidence utilizes  “ tape - stripping ”  experiments, in which an adhesive (cello-
phane tape) is placed on the skin repeatedly, removing progressive sections of the corneum. 
The skin continuously loses its ability to retard penetration, and compound fl ux increases 
greatly. This can be noninvasively assessed by measuring the skin ’ s ability to prevent 
insensible water loss from the body to the environment by using water as a marker of 
molecular transport across the cutaneous barrier. This is performed by measuring transepi-
dermal water loss (TEWL). This value increases greatly when the stratum corneum is either 
stripped away using adhesive tape (Fig.  4.7 ) or removed by extracting the intercellular 
barrier lipids.   

 For many compounds, the stratum corneum has been calculated to afford 1000 times 
the resistance to penetration as the layers beneath it. Exceptions to this rule are extremely 
lipid - soluble compounds with tissue:water partition coeffi cients greater than 400. As in 
most other epithelial tissues, the two deeper layers of the skin (dermis and SC tissue) 
generally offer little resistance to penetration, and once a substance has penetrated the outer 
epithelium, these tissues are rapidly traversed. For the highly lipid - soluble compounds, this 
may not be true, and the dermis may function as a barrier preventing a chemical that has 
penetrated the epidermis from being absorbed into the blood.  

     Fig. 4.6     Conceptual  “ brick - and - mortar ”  model of the stratum corneum demonstrating predominant 
intercellular pathway for topically applied compounds.  
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   4.2.2    Dermis and  a ppendages 

 The dermis is a highly vascular area, providing ready access for drug distribution once the 
epithelial barrier has been passed. The blood supply in the dermis is under complex, inter-
acting neural and local humoral infl uences whose temperature - regulating function can have 
an effect on distribution by altering blood supply to this area. This function of mammalian 
skin is different from that of the other epithelial tissues discussed and offers another vari-
able for predicting transdermal drug delivery. The absorption of a chemical possessing 
vasoactive properties would be affected through its action on the dermal vasculature; vaso-
constriction would retard absorption and increase the size of a dermal depot, while vaso-
dilation may enhance absorption and minimize any local dermal depot formation. 

 The appendages of the skin are found in the dermis and extend through the epidermis, 
as can readily be appreciated from examining Fig.  4.5 . The primary appendages are the 
sweat glands (eccrine and apocrine), hair, and sebaceous glands. Since these structures 
extend to the outer surface, they play a role in the penetration of certain compounds. Sweat 
glands also provide for excretion of sebum, which some consider to be a vehicle for lateral 
diffusion of topical substances on the surface of the skin (e.g., certain topical fl ea products 
such as fi prinil). In sheep, sebum heavily concentrated with lanolin provides a continuous 
layer of lipid over the surface of the skin. Finally, the orifi ce of both hair ducts and sweat 
glands may trap particulate drug formulations, which then function as extended - release 
depots to the surface of the skin.  

   4.2.3    Topical  d rug  d elivery and the  d efi nition of  d ose 

 From the perspective of pharmacokinetic models of transdermal and topical drug delivery 
systems, there are signifi cant differences from other routes of administration (e.g., oral, 
injection) as to what constitutes a dose. Dermatological preparations target drugs to the 
skin (penetration is important), whereas transdermal preparations target drugs to the 

     Fig. 4.7     Increase in transepidermal water loss (TEWL) in porcine skin as a function of stratum corneum 
barrier removal with cellophane tape stripping.  
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systemic circulation (absorption is important). In veterinary medicine, many pour - on pes-
ticides are in fact transdermal delivery systems. For most exposures, the concentration 
applied to the surface of the skin exceeds the absorption capacity. Thus, application of 
higher doses results in a decreased fraction of dose absorbed but an increase in actual drug 
fl ux (Table  4.3 ). However, for therapeutic transdermal patches with a fi xed concentration 
of drug and rate - controlled release properties (much like the oral extended - release formula-
tions discussed earlier), it is the contact surface area that more accurately refl ects dose, and 
thus dose is expressed not, for example, in mg/kg but in mg/cm 2  of dosing area. This surface 
area dependence also holds for any topical application even if absorption capacity is 
superseded.   

 Yet another source of nonlinearity results are secondary to the effects of occlusive (water -
 impermeable) drug vehicle or patches  . As the skin hydrates, a threshold is reached at which 
transdermal fl ux dramatically increases (approximately 80% relative humidity), as with the 
topical parathion studies in Fig.  4.8 . When the skin becomes completely hydrated under 
occlusive conditions, fl ux can be dramatically increased. Therefore, dose alone is often not 
a suffi cient metric to describe topical doses, and application method and surface area 
become controlling factors. Hydration can also markedly affect the pH of the skin, which 
varies between 4.2 and 7.3, with an effective barrier pH of 6 in porcine skin. For drugs or 
chemicals with p K  a  levels in this range, the principles embedded in the Henderson –
 Hasselbalch Equations  2.2  and  2.3  become important. The unionized fraction may change 
as a function of skin pH, thereby further modulating percutaneous absorption.    

   4.2.4    Pathways for and  m odeling of  d ermal  a bsorption 

 Anatomically, percutaneous absorption might occur through several routes. The current 
consensus is that the majority of nonionized, lipid - soluble toxicants appear to move through 
the intercellular lipid pathway between the cells of the stratum corneum, the rate - limiting 
barrier of the skin. It was previously thought that the primary route was transcellular 
(through the cells), but recent work has discredited this view. A third possible route is 
through the appendages, such as hair follicles or sweat ducts. Very small and/or polar 
molecules appear to have more favorable penetration through appendages or other diffusion 
shunts, but only a small fraction of drugs are represented by these molecules. Initial pen-
etration particularly may be aided by appendages. In addition, the epidermal surface area 
is 100 – 1000 times the surface area of the skin appendages. Passage through the skin is 
passive, there being no evidence for active transport. Simple diffusion seems to account 
for penetration through the skin, whether by gases, ions, or nonelectrolytes. Polar sub-

  Table 4.3    Percutaneous absorption of parathion and paraoxon. 

   Dose     4    μ g/cm 2      40    μ g/cm 2      400    μ g/cm 2   

  Parathion    0.32    ±    0.02    0.77    ±    0.11    1.86    ±    0.14  
  7.91    ±    0.38%    1.91    ±    0.28%    0.46    ±    0.04%  

  Paraoxon    0.61    ±    0.18    3.93    ±    1.16    10.12    ±    1.71  
  15.52    ±    4.42%    9.38    ±    2.90%    2.53    ±    0.43%  

   Source :   Adapted from Chang, S.K., Dauterman, W.C., and Riviere, J.E. 1994. Percutaneous absorption of parathion 
and its metabolites paraoxon and p - nitrophenol administered alone or in combination:  in vitro  fl ow through diffusion 
cell system.  Pesticide Biochemistry and Physiology . 48:56 – 62  . 
  Flux in  μ g/cm 2 /h using  in vitro  porcine skin; second row is % dose.  
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stances, in addition to movement through shunts, may diffuse through the outer surface of 
the protein fi laments of the hydrated stratum corneum, while nonpolar molecules dissolve 
in and diffuse through the nonaqueous lipid matrix between the protein fi laments. 

 The rate of percutaneous absorption through this intercellular lipid pathway is correlated 
to the partition coeffi cient of the penetrant. This has resulted in numerous studies correlat-
ing the extent of percutaneous absorption with a drug ’ s lipid:water partition coeffi cient, 
typifi ed by Fig.  4.9 . However, similar to what occurs with gastrointestinal permeability, 
the solubility of the topically applied drug in the dosing vehicle determines the total of 
drug available for diffusion, the  X  1  in the diffusion model presented in Equation  2.1 .   

 In skin absorption studies, the rate of drug fl ux across the skin is expressed using the 
permeability coeffi cient,  K  p , defi ned as  D  ·  P / h    from the diffusion Equation  2.1 . This results 
in absorptive fl ux being a function of  K  p  and available (soluble) drug in solution on the 
surface of skin:

    Flux mass/time /time massp( ) ( ) ( ).= ⋅K C1     (4.1)   

 An assessment of  K  p  alone may be misleading when predicting drug absorption. For 
example, a very lipophilic drug (high partition coeffi cient) would have a high dermal per-
meability. However, if dosed in a formulation where it was sparingly soluble, only a small 
amount of drug would be available for partitioning and diffusion. Thus, a better end point 
for the potential for topical delivery would be to obtain maximum fl ux that occurs when 
both solubility and partitioning are optimal. This is often the end point for pharmaceutical 
formulation studies. 

 Some workers further correlated skin penetration to molecular size and other indices of 
potential interaction between the penetrating molecule and the skin that are not refl ected 
in the partition coeffi cient. These QSPeR models are discussed as examples in Chapter  3 , 
where Equation  3.3  and Fig.  3.1  related  K  p  to log  K  o/w  and molecular weight (MW  ) with 
log  K  o/w  being a primary predictor of partition coeffi cient. For most purposes, dermal pen-
etration is often correlated to this partition coeffi cient. If lipid solubility is too great, then 

     Fig. 4.8     Increase in parathion percutaneous absorption as a function of increasing relative humidity. 
Applied doses: 4    μ g/cm 2  ( — ); 40    μ g/cm 2  ( –     – ); 400    μ g/cm 2  ( —     —     — ).  
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compounds that penetrate the stratum corneum may remain there and form a reservoir, 
evidenced by a plateauing in extent of absorption versus partition coeffi cient plots (Fig. 
 4.9 ). Alternatively, penetrated compounds may also form a reservoir in the dermis. For 
such compounds, slow release from these depots may result in a prolonged absorption 
half - life. Conditions that alter the composition of the lipid (harsh delipidizing solvents, 
dietary lipid restrictions, disease) may alter the rate of compound penetration by changing 
its partitioning behavior. 

 Recent studies have demonstrated that the skin may also be responsible for metabolizing 
topically applied compounds. Both phase I and phase II metabolic pathways have been 
identifi ed. For some compounds, the extent of cutaneous metabolism infl uences the overall 
fraction of a topically applied compound that is absorbed, making this process function as 
an alternative absorption pathway. Cutaneous biotransformation is used to promote the 
absorption of some topical drugs that normally would not penetrate the skin. Prodrugs, 
consisting of the more lipid - soluble ester analogues, penetrate the stratum corneum, and 
then the active drugs are liberated through the action of cutaneous or blood esterases. 
Cutaneous metabolism may also be important for certain aspects of skin toxicology when 
nontoxic parent compounds are bioactivated within the epidermis, such as benzo[a]pyrene 
to an epoxide. Finally, resident bacteria on the surface of the skin may also metabolize 
topical drugs, as demonstrated with pentachlorophenol absorption in pig skin dosed in soil 
with and without antibiotics (Fig.  4.10 ). This effect is potentiated under warm and wet 
occlusive dosing conditions, which both promote bacterial growth and reduce skin barrier 
properties.    

   4.2.5    Variations in  s pecies and  b ody  r egion 

 Penetration of drugs varies through different body regions. In humans, the rate of penetra-
tion of most nonionized toxicants is generally in the following order: scrotal    >    fore-
head    >    axilla    =    scalp    >    back    =    abdomen    >    palm and plantar. The palmar and plantar 
regions are highly cornifi ed, producing a much greater thickness (100 – 400 times that of 
other regions) that introduces an overall lag time in diffusion. In addition to thickness, the 
actual size of corneocytes may be important. Differences in hair follicle density may affect 
absorption of more polar molecules. The scalp should thus be considered in a different 

     Fig. 4.9     Relation between log partition coeffi cient and amount absorbed.  
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light from the rest of the body. Finally, differences in cutaneous blood fl ow that have been 
documented in different body regions may be an additional variable to consider in predict-
ing the rate of percutaneous absorption. These factors are also important in animals. 

 Although generalizations are tenuous at best, human skin appears to be more imperme-
able than, or at least as impermeable as, the skin of the cat, dog, rat, mouse, or guinea pig. 
The skin of pigs and some primates serve as useful approximation to human skin, but only 
after a comparison has been made for each specifi c substance. The major known determi-
nants of species differences are thickness, hair density, lipid composition, and cutaneous 
blood fl ow.  

   4.2.6    Factors  t hat  m odulate  a bsorption 

 Soaps and detergents are perhaps the most damaging substances routinely applied to skin. 
Whereas organic solvents must be applied in high concentrations to damage the skin and 
increase the penetration of solute through human epidermis, only 1% aqueous solutions of 
detergents are required to achieve the same effect. Alteration of the stratum corneum 
appears to be the cause of increased penetration. Organic solvents can be divided into 
damaging and nondamaging categories relative to their effects on the barrier properties of 
skin. The damaging category includes methanol, acetone, ether, hexane, and mixed solvents 
such as chloroform:methanol or ether:ethanol. These solvents and mixtures are able to 
extract lipids and proteolipids from tissues and thereby alter drug permeability by removing 
its lipid barrier. Another mechanism for this solvent effect is that the solvents themselves 
may partition into the intercellular lipid pathway, changing its lipophilicity and barrier 
property. Use of more polar or amphoteric solvents may enhance the penetration of polar 
molecules. In contrast, solvents such as higher alcohols, esters, and olive oil do not appear 
to damage skin appreciably. 

 The penetration rate of solutes dissolved in any solvent may often be modulated from 
effects on solubility and partition coeffi cient. This is best explained by partitioning of the 
penetrant into the nonabsorbed solvent, preventing release of the chemical into the stratum 
corneum. Such vehicle effects were quantitated in Chapter  3 , Fig.  3.3 . The vertical heights 

     Fig. 4.10     Application vehicle effects on the percutaneous absorption of topically dosed pentachloro-
phenol (40    μ g/cm 2 ) on  in vivo  pigs. Nonoccluded soil ( •  •  • ); occluded soil ( � ); occluded soil with anti-
microbials   ( � ).  
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of the columns representing an individual chemical dosed in different vehicles was greater 
than the slope of the line relating the chemical ’ s  K  p  to its molecular descriptors, clearly 
illustrating how vehicle effects may dominate inherent  K  p . This is very similar to the strate-
gies used to formulate injectable depot preparations using insoluble additives that retain 
drug at the injection site. 

 For a specifi c chemical, rate of penetration can be drastically modifi ed by the solvent 
system used. In transdermal patches, specifi c chemical enhancers (e.g., solvents such as 
ethanol; other lipid - interacting moieties) are included in the formulation to reversibly 
increase skin permeability and enhance drug delivery. Alternatively, drug release is formu-
lated to be rate limiting from the patch system (membranes, microencapsulation, etc.) so 
that a constant (zero - order) release from the patch occurs, thereby providing controlled 
drug delivery. This provides an interesting issue when attempting to use a transdermal patch 
(e.g. fentanyl) developed for human skin permeability in a different species whose skin 
permeability may be less than that of humans, and thus become rate limiting. 

 In environmental exposures, the chemical may come into contact with the skin as a 
mixture or in contaminated soil. In mixtures, other components may function as solvents 
and modulate the rate of absorption. Other components may retard absorption through 
surface chemical interactions. In soil, a large fraction of the toxicant may remain bound to 
soil constituents, thereby reducing the fraction absorbed. Similarly as just discussed, metab-
olism by soil bacteria may further modify absorption profi les. Not surprisingly, lipid -
 soluble toxicants may be markedly resistant to removal by washing within a short time 
after application due to depot formation. For example, 15   min after application, a substantial 
portion of parathion cannot be removed from exposed skin by soap and water. 

 In veterinary medicine, another potential modifying factor is the tendency for animals 
to either lick themselves or other animals. This could either reduce dose or increase absorp-
tion secondary to oral delivery. This phenomenon has been well documented by Laffont et 
al.  (2001)  with topical ivermectin in cattle and probably occurs with topical ectoparasiti-
cides in cats. The specifi c pharmacokinetic model used to account for licking with subse-
quent oral absorption is discussed in Chapter  8  and depicted in Fig.  8.26 . For many topical 
ectoparasiticides applied to veterinary species, only formulations that retain drug on the 
skin or restrict their penetration to the stratum corneum or sebaceous gland reservoirs are 
used since the targeted pests are on the surface of the skin and high systemic blood con-
centrations could lead to toxicity. 

 Another strategy for transdermal delivery is to overcome the cutaneous barrier by using 
heat, electrical (iontophoresis) or ultrasonic (phonophoresis) energy, or microneedles rather 
than the concentration gradient in passive diffusion to drive drug through the skin. These 
techniques hold the most promise for delivering peptides and oligonucleotide drugs that 
now can be administered only by injection. In these cases, dose is based on the surface 
area of application and the amount of energy required to actively deliver the drug across 
skin. In iontophoresis, this amounts to a dose being expressed in  μ A/cm 2 . Formulation 
factors are also very different since many of the excipients used are also delivered by the 
applied electrical current in molar proportion to the active drug. A recent but related strategy 
is to use very short - duration high - voltage electrical pulses (electroporation) to reversibly 
break down the stratum corneum barrier, allowing larger peptides and possibly even small 
proteins to be systemically delivered. Finally, microneedles are being developed, which 
penetrate just the stratum corneum and allow drugs to be released (needles dissolve) or 
infused into the dermis. From the perspective of pharmacokinetic modeling, the classic 
models to be presented in subsequent chapters are then used to quantitate disposition. The 
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only difference is that the dose is now expressed in terms of applied electrical current rather 
than drug mass, which is used when a chemical gradient provides the driving force.  

   4.2.7    Experimental  m odels 

 Before leaving the subject of dermal penetration, it is important to consider briefl y the 
experimental techniques used to assess percutaneous absorption. Whole - animal  in vivo  
studies generally assess the fraction of the applied dose that is absorbed using techniques 
to be discussed later. There are many  in vitro  approaches to assess topical penetration. Most 
employ diffusion cell systems, which sandwich skin of various thicknesses between a donor 
and a receiver reservoir, the same systems used to assess gastrointestinal transport (Fig. 
 4.4 ). The chemical is placed in the donor side (epidermis), and appearance of compound 
in the receiver (dermal) is monitored over time. This system can use a variety of  “ skin ”  
sources ranging from full - thickness specimens (epidermis and dermis), to epidermis alone, 
to various  “ artifi cial ”  membranes such as lipid layers. In most skin studies, unlike other 
mucosa, the donor reservoir is usually left open to the ambient environment. This basic 
diffusion cell (Fig.  4.11 ) in which the receiver solution is a fi xed volume is called a static 

     Fig. 4.11     Flow - through and static diffusion cells used to assess  in vitro  percutaneous absorption.  
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cell. If, instead, the receiver solution is continuously pumped through the dermal reservoir 
of the cell, a  “ fl ow - through ”  system results that mimics the  in vivo  setting in which blood 
continuously removes absorbed compound. Various cell and organ culture approaches have 
also been developed that assess absorption across cultured epidermal and/or dermal mem-
branes. All of these systems have also been used to assess cutaneous metabolism.   

 The next level of complexity in an  in vitro  system is the use of isolated perfused skin 
fl ap preparations that employ surgically prepared vascularized skin fl aps harvested from 
animals and then transferred to an isolated organ perfusion chamber. This model, developed 
in the author ’ s laboratory, allows absorption to be assessed in skin that is viable, is anatomi-
cally intact, and has a functional microcirculation.   

   4.3    RESPIRATORY ABSORPTION 

 The third major route for systemic exposure to drugs and toxicants is the respiratory system. 
Since this system ’ s primary function is gas exchange (O 2 , CO 2 ), it is always in direct contact 
with environmental air as an unavoidable part of breathing. A number of toxicants are in 
gaseous (CO, NO 2 , formaldehyde), vapor (benzene, CCl 4 ), or aerosol (lead from automobile 
exhaust, silica, asbestos, manufactured nanomaterials) forms and are potential candidates 
for entry via the respiratory system. Each of these modes of inhalational exposure results 
in a different mechanism of compound absorption and, for the purposes of this text, a dif-
ferent defi nition of dose. A textbook of anesthesiology should be consulted for more details 
on disposition and absorption of gases in humans and animals. 

 Opportunities for systemic absorption are excellent through the respiratory route since 
the cells lining the alveoli are very thin and profusely bathed by capillaries. The surface 
area of the lung is large (50 – 100   m 2 ), some 50 times the area of the skin. Based on these 
properties and the diffusion equation presented earlier (Eq.  2.1 ), the large surface area, the 
small diffusion distance, and high level of blood perfusion maximize the rate and extent 
of passive absorption driven by gaseous diffusion. 

 At the alveoli (site of gas exchange), the epithelial membranes are exceedingly thin 
and have an intimate association with the capillary walls of the vascular system. There 
is minimal interstitial space for an absorbed chemical to traverse. During each passage 
through the lung, blood cells must pass single fi le in immediate proximity to the site of 
gas exchange. The distance from the vasculature to the  “ outside ”  membrane is only about 
1.5    μ m for the alveoli. This enables an exceedingly rapidly exchange of gases, approxi-
mately 5   s in the case of CO 2  and 1/5   s for O 2 . A thin fi lm of fl uid wetting the alveolar 
membrane aids in the initial absorption of toxicants from the alveolar air by providing 
an easy mechanism for entry into solution. However, in some cases, the phospholipids 
of the surfactant monolayer may interact with more lipophilic compounds to retard 
uptake. 

 The process of respiration involves the movement and exchange of air through several 
interrelated passages, including the nose, mouth, pharynx, trachea, bronchi, and successive 
smaller airways terminating in the alveoli, where gaseous exchange occurs. All of these 
anatomical modifi cations protect the internal environment of the air passages from the harsh 
outside environment by warming and humidifying the inspired air. The passages also 
provide numerous obstacles and baffl es to prevent the inhalation of particulate and aerosol 
droplets. Thus, the absorption of particulate and aerosolized liquids is fundamentally dif-
ferent from that of gases. As will be developed, the absorption of such impacted solids and 
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liquids along the respiratory tract has much more in common with oral and topical absorp-
tion, with the critical caveat that the precise dose of compound fi nally available for absorp-
tion is very diffi cult to determine. 

 The volume of the respiratory tree where gaseous exchange does not occur results in a 
residual volume, which is the amount of air retained by the lung despite maximal expira-
tory effort. Toxicants in the respiratory air may not be cleared immediately because of slow 
release from this volume. Although the dynamics of air exchange that occurs during inhala-
tion and expiration cycles is beyond the scope of this chapter, this must be considered 
should a precise estimate of inhalational exposure be desired. 

 Another unique aspect of respiratory exposure is the fact that the pulmonary blood 
circulation is in series with the systemic circulation. Thus, in contrast to topical or oral 
exposure, compounds absorbed in the lung will enter the oxygenated pulmonary veins, 
which drain to the systemic arterial circulation. Compared with oral administration, this 
reduces fi rst - pass hepatic metabolism. 

   4.3.1    Vapors and  g ases 

 Since the rate of entry of vapor - phase toxicants is controlled by the alveolar ventilation 
rate, the toxicant is presented to the alveoli in an interrupted manner, whose frequency is 
equal to the rate of breathing; about 20 times per minute. The diffusion coeffi cient of a 
gaseous toxicant in the fl uids of, and associated with, pulmonary membranes is an impor-
tant consideration, but doses are more appropriately discussed in terms of the partial pres-
sure of the gas in the inspired air. Upon inhalation of a constant tension of a toxic gas, 
arterial plasma tension of the gas approaches its tension in the expired air. The rate of entry 
is then determined by the blood solubility of the toxicant. If there is a high blood:gas parti-
tion coeffi cient, a larger amount must be dissolved in the blood to raise the partial pressure. 
Gases with a high blood:gas partition coeffi cient require a longer period to approach the 
same tension in the blood as in inspired air than it takes for less soluble gases. Similarly, 
a longer period of time is required for blood concentrations of such a gas to be eliminated, 
thus prolonging detoxifi cation. Simple diffusion accounts for the somewhat complex series 
of events in the lung regarding gas absorption. 

 Another important point to consider in determining how much of an inhaled gas is 
absorbed into the systemic circulation is the relation of the fraction of lung ventilated to 
the fraction perfused. Increased perfusion of the lung will favor a more rapid achievement 
of blood – gas equilibrium. Decreased perfusion will decrease the absorption of toxicants, 
even those that reach the alveoli. Various ventilation – perfusion  “ mismatches ”  may alter 
the amount of an inhaled gas that is systemically absorbed. Similarly, pulmonary diseases 
that thicken the alveoli or obstruct the airways may also affect overall absorption.  

   4.3.2    Aerosols and  p articulates 

 The absorption of aerosols and particulates is affected by a number of physiological factors 
specifi cally designed to preclude access to the alveoli. The upper respiratory tract, begin-
ning with the nose and continuing down its tubular elements, is a very effi cient fi ltering 
system for excluding particulate matter (solids, liquid droplets). A coal miner is subject 
to an inhalation of 6000   g of coal dust particles during the occupational lifetime, but 
only 100   g are found postmortem; it is therefore obvious that the protective fi ltering mecha-
nism is an effective one. The parameters of air velocity and directional air changes favor 
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impaction of particles in the upper respiratory system. Particle characteristics such as size, 
coagulation, sedimentation, electrical charge, and diffusion are important to retention, 
absorption, or expulsion of airborne particles. In addition to these characteristics, a mucous 
blanket propelled by ciliary action clears the tract of particles by directing them to the 
gastrointestinal system (via the glottis) or to the mouth for expectoration. This system is 
responsible for 80% of toxicant lung clearance. The deposition of various particle sizes in 
different respiratory regions is summarized in Table  4.4 ; particles larger than 6    μ m do not 
reach the alveolus. Renewed interest has surfaced in this area secondary to the realization 
that inhalational exposure is an important mechanism seen after occupational exposure to 
manufactured nanomaterials (e.g., fullerenes, carbon nanotubes).   

 Phagocytosis is very active in the respiratory tract, both coupled to the directed mucosal 
route and via penetration through interstitial tissues of the lung and migration to the lymph, 
where phagocytes may remain stored for long periods in lymph nodes. Ninety percent of 
material deposited in the respiratory tract may be cleared in less than 1   h. Compared with 
absorption in the alveoli, absorption through the upper respiratory tract is quantitatively of 
less importance. However, inhaled toxicants that become deposited on the mucous layer 
can be absorbed into the myriad of cells lining the respiratory tract and exert a direct toxi-
cological response. This route of exposure is often used to deliver pharmaceutics by 
aerosol. If a compound is extremely potent, systemic effects may occur. 

 The end result of this extremely effi cient fi ltering mechanism is that most inhaled drugs 
deposited in nasal or buccal mucus ultimately enter the gastrointestinal tract. This can best 
be appreciated by examining the respiratory drainages depicted in Fig.  4.1 . Therefore, the 
disposition of aerosols and particulates largely mirrors that of orally administered drugs. 
This is an important consideration when interpreting inhalational exposures in which the 
end points are metabolism, pharmacokinetics, or systemic toxicity. Except for drug that 
is locally absorbed into the epithelium underlying this ubiquitous mucous blanket, or for 
that small fraction of drug that actually penetrates into the alveoli, most drug ultimately 
presented to the gastrointestinal tract for absorption. This fraction of drug undergoes a 
fi rst - pass hepatic biotransformation and thus shares a metabolic fate with drug orally 

  Table 4.4    Percent retention of inhaled aerosol particles in various regions of the human respiratory 
tract (450   cm 2  tidal air). 

   Region     Percent retention of indicated particle sizes  

   20    μ m     6    μ m     2    μ m     0.6    μ m     0.2    μ m  

  Mouth    15    0    0    0    0  
  Pharynx    8    0    0    0    0  
  Trachea    10    1    0    0    0  
  Pulmonary bronchi    12    2    0    0    0  
  Secondary bronchi    19    4    1    0    0  
  Tertiary bronchi    17    9    2    0    0  
  Quaternary bronchi    6    7    2    1    1  
  Terminal bronchioles    6    19    6    4    6  
  Respiratory bronchioles    0    11    5    3    4  
  Alveolar ducts    0    25    25    8    11  
  Alveolar sacs    0    5    0    0    0  
  Total    93    83    41    16    22  

  Source :   Adapted from Hatch and Gross  (1964) . 
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administered. The disposition patterns are thus often mixed and must be compared with 
both parenteral and oral routes for the complete process to be understood. 

 Nasal administration is a preferred route for many inhalant medications. It recently was 
employed to deliver insulin in a metered fashion. In these cases, great care is made to 
deliver aerosols of the specifi c size for deposition on the nasal mucosa and upper respira-
tory tract. The bioavailability of these compounds is assessed using the techniques devel-
oped for other routes, although a local effect is often desired. The problems with this 
strategy are the attainment of an accurately delivered dose and the inactivation and binding 
of administered drug by the thick mucous blanket. A great deal of effort has been focused 
on using metered nasal delivery for peptide drugs such as insulin; however, the inherent 
variability makes the delivery of a precise dose very diffi cult. Drugs delivered by this route 
usually have a wide therapeutic window and large safety index. 

 The direct penetration of airborne toxicants at alveolar surfaces or in the upper respira-
tory tract is not the only action of toxicological importance. Both vapors and particulates 
may accumulate in upper respiratory passages to produce irritant effects. Despite the effec-
tiveness of ciliary movement and phagocytosis, the cumulative effects of silica, asbestos, 
or coal dust ultimately cause important chronic fi brosis even though direct absorption is of 
minor importance. Thus, phagocytosis prevents acute damage but may contribute to chronic 
toxicity. 

 There is little evidence for active transport in the respiratory system (phenol red and 
disodium chromoglycate are notable exceptions), although pinocytosis may be of impor-
tance for penetration. The lung is an area of extensive metabolic activity, although detoxi-
fi cation mechanisms do not appear to be of major importance. Perhaps less well appreciated 
is the fact that the lung is also an excretory route for ethanol, forming the scientifi c basis 
for the breath analyzer test for alcohol intoxication. 

 The fi nal point to consider relates to some specifi c peculiarities of nasal absorption. In 
the region of the olfactory epithelium, there exists a direct path for inhaled compounds to 
be absorbed directly into the olfactory neural tissue and central nervous system, thereby 
bypassing both the systemic circulation and the blood – brain barrier. The mass of drugs 
involved in this uptake process is very small and thus would not affect a pharmacokinetic 
analysis. However, this route has obvious toxicological signifi cance and is being explored 
as a potential biological mechanism for some aspects of the putative multiple chemical 
sensitivity syndrome.   

   4.4    OTHER ROUTES OF ADMINISTRATION 

 In order to make this discussion of absorption complete, it is important to realize that other 
extravascular drug administration routes are often encountered. Relative to pharmacoki-
netic analysis, these are dealt with in the same fashion as the primary routes discussed 
above. The important difference is that in all cases, the barrier to absorption is less than 
that encountered in oral or topical delivery. Second, all of these routes involve an invasive 
procedure to inject drug into an internal body tissue, thereby bypassing the epithelial bar-
riers of the skin and gastrointestinal tract. They are relevant to therapeutic drug administra-
tion, but not to toxicology, since they are an invasive technique. 

 The primary therapeutic routes of drug administration are SC (or SQ) and IM. In these 
cases, the total dose of drug is known and is injected into tissue that is well perfused by 
systemic capillaries that drain into the central venous circulation. Recently, implantable 
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osmotic pumps have been used to deliver defi ned dosage rates. Both of these routes as well 
as intravenous administration are termed parenteral to contrast primarily with oral (enteral) 
and topical dosing, which are classifi ed as nonparenteral routes of drug administration. A 
primary difference is that parenteral routes bypass all of the body ’ s defensive mechanisms. 
Parenteral dosage forms are manufactured under strict aseptic guidelines that eliminate 
microbial and particulate contamination, resulting in sterile preparations that must be 
administered using aseptic techniques. This restriction does not apply to oral or topical 
dosage forms. As with all methods of drug administration, there are numerous variables 
associated with SC and IM dosing, which can be conveniently classifi ed into pharmaceuti-
cal and biological categories. 

 By far, the dosing form has the greatest infl uence on the rate and extent of absorption 
of parenteral drugs. The classic examples are potassium, procaine, and benzathine penicillin 
G (Fig.  4.12 ). The formulation strategy is to complex the active drug (e.g., penicillin G) 
with a moiety that delays its release to the surrounding capillary beds by modulating the 
drug ’ s solubility. A pharmaceutics text should be consulted for the chemistry of these pro-
cesses. The result is that the rate of release of the compound from the dosing formulation 
becomes slower than that of the drug ’ s elimination and, as with the slow - release oral and 
transdermal patches discussed earlier, this release becomes rate limiting.   

 The potential problems with these strategies are twofold. If one considers antimicrobial 
therapy, for bacteria with very high therapeutic thresholds (e.g., minimum inhibitory con-
centrations [MICs]), the prolonged release formulations may never provide therapeutic 
drug concentrations. In fact, prolonged subtherapeutic concentrations may select for anti-
microbial resistance. Second, such so - called depot preparations in food animals may result 
in persistent drug concentrations in tissues, thereby prolonging the withdrawal time (see 
Chapter  19 ). Furthermore, drug depots at injection sites may persist much longer than 
effective blood concentrations do and be easily detected at slaughter. One must exhibit care 
to differentiate drug tissue concentrations at injection sites from those achieved after 
absorption and systemic distribution. This scenario also nicely illustrates the reason that 

     Fig. 4.12     Effects of formulation and route of administration on the plasma concentration - versus - time 
profi les of penicillin G  .  
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knowledge of both the extent and rate of drug absorption are needed to adequately describe 
the absorption of a drug. 

 The development of depot preparations has received a lot of attention from pharmaceuti-
cal companies. Some contraceptives in humans achieve monthly dosing intervals through 
injection in the SC tissue of insoluble tablets that result in very slow drug release, the best 
example being the use of levonorgestrel implanted capsules (Norplant    ®  ). Similar strategies 
have been employed in veterinary medicine for the administration of growth promotants. 
These include estradiol formulated in rubber implants (Cornpudose    ®  ), progesterone and 
estradiol pellets (Implant - C    ®  ), and zeranol (Ralgro    ®  ). These formulations stress the neces-
sity of knowing the dosage form used when conducting any pharmacokinetic analysis as 
it is the rate - controlling factor in drug disposition. These considerations will be discussed 
in more detail in Chapter  8  when the required pharmacokinetic techniques will be 
presented. 

 The second major variable concerning parenteral injections relates to the physiology of 
the injection site. For a drug to be adequately absorbed from a depot preparation, there 
must be access to the perfusing capillaries and an adequate rate of tissue perfusion. A major 
source of variability is the muscle into which IM   injections are made. Studies have ele-
gantly demonstrated in horses that if the injection is made in between the fascial tissue 
bundles of a muscle group, less systemic absorption will occur than if the injection is made 
in the muscle mass. Similarly, if the muscle group or, more likely, the SC injection site, 
has poor blood perfusion, then less absorption may occur. If the injection results in a local 
tissue reaction, subsequent infl ammation and fi brosis may  “ wall off ”  the drug formulation, 
preventing absorption. Changes in ambient temperature, with compensatory changes in 
skin blood perfusion, may modulate absorption rate. There are numerous variables in these 
processes, and it is often only through the use of careful pharmacokinetic analyses that 
their infl uence on drug absorption can be ascertained. 

 Finally, other routes of drug administration are occasionally employed that require 
absorption for activity. Administration of drugs by intraperitoneal injection is often used 
in toxicology studies in rodents since larger volumes can be administered. Peritoneal 
absorption is very effi cient, provided adequate  “ mixing ”  of the injection with the peritoneal 
fl uid is achieved. Most of the drug absorbed after intraperitoneal administration enters the 
portal vein and thus may undergo fi rst - pass hepatic metabolism. The disposition of intra-
peritoneal drug thus mirrors that of oral administration. 

 Some drugs are administered by conjunctival, intravaginal, or intramammary routes. In 
these cases, achievement of effective systemic concentrations is often not required for what 
is an essentially local therapeutic effect. Some relatively sophisticated drug delivery strate-
gies have been employed that take advantage of the unique anatomy of some veterinary 
species. Prolonged absorption from these sites may result in persistent tissue residues in 
food - producing animals if the analytical sensitivity of the monitoring assay is suffi ciently 
low. The systemic absorption of these dosage forms is quantitated using procedures identi-
cal to those employed for other routes of administration.  

   4.5    BIOAVAILABILITY 

 The fi nal topic to consider is the assessment of the extent and rate of absorption after oral, 
topical, or inhalational drug administration. The extent of drug absorption is defi ned as 
absolute systemic availability and is denoted in pharmacokinetic equations as the fraction 
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of an applied dose absorbed into the body ( F ). Although this topic will also be discussed 
extensively in the subsequent modeling chapters of this text when distribution and elimina-
tion principles and bioequivalence techniques have been presented, it is important and 
convenient at this juncture to introduce the basic concepts so as to complete the discussion 
of drug absorption. 

 If one is estimating the extent of drug absorption by measuring the resultant concentra-
tions in either blood or excreta, one must have an estimate of how much drug normally 
would be found if the entire dose were absorbed. To estimate this, an intravenous dose is 
required since this is the only route of administration that guarantees that 100% of the dose 
is systemically available ( F     =    1.0) and the pattern of disposition and metabolism can be 
quantitated. Parameters used to measure systemic availability are thus calculated as a ratio 
relative to the intravenous dose. The only problems encountered using intravenous data as 
a benchmark for extent of absorption arise if precipitation occurs after dosing and, para-
doxically, the intravenous dose is not completely available. This is a rare event and is dealt 
with using various injectable vehicle strategies. 

 For most therapeutic drug studies, systemic absorption is assessed by measuring blood 
concentrations. In contrast, for pesticides and other toxicants that may be very lipophilic 
and thus produce very low blood concentrations, urine and feces are often collected to 
refl ect systemic exposure. In both cases, the amount of drug collected after administration 
by the route under study is divided by that collected after intravenous administration. When 
drug concentrations in blood (or serum or plasma) are assayed, total absorption is assessed 
by measuring the area under the (concentration – time) curve (AUC), as shown in Fig.  4.13  
using the trapezoidal method to be fully developed in Chapters  9  and  15 . This is a geo-
metrical technique that breaks the AUC into corresponding trapezoids based on the number 
of samples assayed. The terminal area beyond the last data point (a triangle) is estimated 
and added together with the previous trapezoidal areas. Absolute systemic availability then 
is calculated as

     Fig. 4.13     Breakdown of a plasma concentration - versus - time curve into trapezoids used to calculate 
the area under the curve.  
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 The selection of which technique to use is dependent on the nature of the compound 
studied. There are further mathematical limitations to these techniques (e.g., best method 
to extrapolate the terminal triangle, problems with slow - release dosage formulations), 
which can be overcome using some of the pharmacokinetic techniques presented in Chapters 
 9  and  15 . Additionally, calculation of  F  only provides an estimate of the extent, and not 
rate, of drug absorption. To calculate rate, embodied by the rate constant  K  a , pharmacoki-
netic techniques are required; these are presented in Chapter  8 . 

 Finally, so - called relative systemic availability may be calculated for two nonintrave-
nous formulations in which the data for the reference product are in the denominator, and 
the test formulation is in the numerator. In many instances, for environmental chemicals 
and pesticides, urine is more readily accessible and analytically preferred for assessing 
exposure, although complete urine collections are required. Collection of random urine 
voids can be independently assessed by simultaneously measuring creatinine concentra-
tions in urine since creatinine is produced at a relatively constant rate and will normalize 
the data to compensate for incomplete collections. 

 Topical bioavailability is often determined by measuring drug directly in skin. One 
approach, termed dermatopharmacokinetics, measures drug in stratum corneum tape strips 
refl ecting the amount of compound that has partitioned into the stratum corneum and is 
driving diffusion. Other approaches use biopsies to measure drug in the epidermis or 
dermis. 

 In summary, knowledge of the biological principles involved in drug absorption by any 
route is important to the proper application of pharmacokinetics to therapeutic and toxico-
logical problems. The unique biology associated with any specifi c route must often be taken 
into consideration when constructing models and sampling strategies, especially when data 
from such studies are extrapolated to the real world. Assumptions used in building models 
must be based on the relevant biology of the animal being studied. This chapter provides 
a brief foray into the biological factors that form the basis for the data to which pharma-
cokinetic models will be applied.  
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  5    Distribution  

  with   Jennifer     Buur       

     A xenobiotic absorbed into the systemic circulation following any route of administration 
must reach its site of action at a high enough concentration for a suffi cient period of time 
to elicit a biological response. Distribution processes determine this outcome. Fig.  2.1  (see 
Chapter  2 ) should be consulted to assess how distribution processes need to be understood 
in the context of predicting drug disposition. 

 Distribution of chemicals to peripheral tissues is dependent on four factors: (1) the 
physiochemical properties of the compound; (2) the concentration gradient established 
between the blood and tissue; (3) the ratio of blood fl ow to tissue mass; and (4) the affi nity 
of the chemical for tissue constituents. 

 The physiochemical properties of the chemical (p K  a , lipid solubility, molecular weight) 
are most important in determining its propensity to distribute to a specifi c tissue. For most 
molecules, distribution out of the blood into tissue is by simple diffusion down a concentra-
tion gradient; hence, distribution is generally described by fi rst - order rate constants. The 
principles discussed in Chapter  2  for movement of compounds across diffusion barriers 
also apply here, as one could consider distribution as  “ absorption ”  into the tissues from 
the blood. The complicating factors are that the driving concentration is now dependent on 
blood fl ow, the surface area for absorption into tissues is dependent on tissue mass and 
capillary density, the relevant partition coeffi cient is the blood – tissue ratio, and plasma/
tissue protein binding complicates the picture. An understanding of distribution is a pre-
requisite to predicting pharmacological response.  

   5.1    PHYSIOLOGICAL DETERMINANTS OF DISTRIBUTION     

 Body fl uids are distributed among three primary compartments; only one of which, vascular 
fl uid, is thought to have an important role in the distribution of most compounds throughout 
the body. Human plasma amounts to about 4% of the total body weight and 53% of the 
total blood volume. By comparison, the interstitial tissue fl uids account for 13% and intra-
cellular fl uids 41% of body weight. Use of microdialysis and ultrafi ltration probes, cath-
eters, and tissue cages allows the concentration of drug to be directly monitored in the 
interstitial fl uid and thus further opens the window for pharmacokinetic analysis. The 
concentration that a compound may achieve in the blood following exposure depends in 
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part on its apparent volume of distribution. If the xenobiotic is distributed only in 
the plasma (low apparent volume of distribution), a high concentration of the xenobiotic 
could be achieved in the vascular system. In contrast, the plasma concentration would be 
markedly lower if the same quantity of xenobiotic were distributed to a larger pool, includ-
ing the interstitial water and/or cellular fl uids as is seen with xenobiotics with a high 
apparent volume of distribution. 

 The next important consideration is the relative blood fl ow to different tissues. Two 
factors will favor chemical accumulation into a tissue: high blood fl ow per unit mass of 
tissue and a large tissue mass. Tissues with a high blood fl ow – mass ratio include the brain, 
heart, liver, kidney, and endocrine glands. Tissues with an intermediate ratio include muscle 
and skin, while tissues with a low ratio (indicative of poor systemic perfusion) include 
adipose tissue and bone. These ratios are generalizations, and some tissues may actually 
be categorized in two disparate groups. An excellent example is the kidney, where the renal 
cortex receives some 25% of cardiac output and thus has a very high blood fl ow – mass 
ratio. However, the renal medulla receives only a small fraction of this blood fl ow and thus 
could be categorized in the intermediate to low group. 

 If the affi nity of the chemical for the tissue is high, then the chemical will still accumu-
late in poorly perfused tissues (such as fat). It will, however, take a relatively longer period 
of time to  “ load ”  or  “ deplete ”  these tissues. A relatively low blood fl ow – mass ratio is a 
major physiological explanation for depot formation. 

 Differences in perfusion and affi nity have therapeutic and toxicological implications. 
Fig.  5.1  depicts the relative tissue concentrations in pigs of the environmental contaminant 
pentachlorophenol (PCP) dosed topically in soil (relevant environmental exposure condi-
tions) for 3 weeks with the skin either occluded or exposed to air. Two trends can be 
immediately noted. Higher accumulation of PCP occurred in well - perfused tissues such as 
liver, lung, kidney, and ovary. Also, as discussed in Chapter  4 , occlusion of the dosing site 
increased the absorbed dose and thus tissue concentrations (recall Fig.  4.10 ). Many anti-
microbial agents used in comparative medicine show preferential distribution to liver and 
kidney over muscle and other tissues, an important consideration in food animal medicine  . 

     Fig. 5.1     Comparative tissue distribution at 17 days after topical pentachlorophenol dosing (300   mg) 
in soil on pigs. Histograms represent (nonoccluded/occluded/occluded with antimicrobials) dosing condi-
tions. Note the predominant distribution to liver.  
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This is shown in Fig.  5.2 , which depicts the tissue depletion for intravenous gentamicin in 
pigs relative to simultaneous plasma concentrations. Numerous examples of similar relative 
tissue distributions can be seen throughout the literature for many classes of compounds 
including nanoparticles, reinforcing the general principle of organ fl ow - dependent diffu-
sion. This topic will be revisited in Chapter  19  in which the pharmacokinetics of tissue 
residue depletion is presented.   

 The data above required no pharmacokinetic analysis as only comparative tissue con-
centrations were employed. However, in some cases, performing very simple manipulations 
of the data, using the concept of the  a rea  u nder the concentration – time  c urve (AUC) pre-
sented in Chapter  4 , may shed more light on the problem at hand and simplify interpretation 
of the data. Studies designed to induce changes in the distribution of systemic blood fl ow 
by using systemic hyperthermia have demonstrated blood fl ow shunting using imaging and 
microsphere techniques. Similarly, the same strategy has been used to target peripheral 
tissues with the chemotherapeutic drug cisplatin while simultaneously shunting fl ow away 
from the kidney, where drug toxicity may occur. Cisplatin covalently binds to tissue sites, 
and thus tissue concentrations largely refl ect total exposure. The observed blood AUCs 
were linearly related to infusion dose over three different doses, indicating that saturation 
of any disposition process did not occur. Because of this linearity, observed tissue concen-
trations were also dose dependent, and thus tissue concentration should be normalized to 

     Fig. 5.2     Mean ( ± standard error of the mean [SEM]) gentamicin concentrations in pigs after a multiple 
dosage regimen shows predominant distribution to kidney and liver. Renal cortex ( —  —  — ); liver ( –   –   – ); 
muscle ( -   -   - ); plasma   11  ( ··· ). Horizontal lines are legal tissue tolerances putting tissue concentrations in 
perspective for veterinary usage in food animals.  
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AUC, a metric representing blood – tissue partitioning, as an indicator of systemic exposure. 
When the ratio of these normalized tissue concentrations in hyperthermic animals (42 ° C) 
were compared with those of normal dogs (37 ° C), statistically signifi cant differences in 
tissue ratios were observed (Table  5.1 ). A ratio of 1.0 would indicate no preferential tissue 
accumulation with hyperthermia. The liver, lung, and several gastrointestinal tissues tended 
to accumulate drugs, while the renal medulla, lymph nodes, and skin had lower ratios, 
indicating restricted distribution. These differences are signifi cant for a drug such as cispla-
tin with a low therapeutic index, as doses may be reduced to avoid kidney toxicity while 
still maintaining effective concentrations in target tissues such as the lung.    

   5.2    TISSUE BARRIERS TO DISTRIBUTION 

 Some organs have unique anatomical barriers to xenobiotic penetration. The classic and 
most studied example is the blood - brain barrier, which has a glial cell layer interposed 
between the capillary endothelium and the nervous tissue. In the membrane scheme depicted 
in Fig.  2.2  (see Chapter  2 ), this amounts to an additional lipid membrane between the 
capillary and target tissue. Only nonionized lipid - soluble compounds can penetrate this 

  Table 5.1    Comparison of hyperthermic (42 ° C) and normothermic 
(37 ° C) tissue distribution of cisplatin administered in three 1 - h infu-
sions (20, 50, and 80   mg/m 2 ). 

   Tissue     Ratio  a    

  Lung    2.3    ±    0.4  
  Ileum    2.0    ±    0.2  
  Adrenal    1.8    ±    0.1  
  Pyloric stomach    1.7    ±    0.2  
  Colon    1.6    ±    0.2  
  Duodenum    1.6    ±    0.1  
  Spleen    1.5    ±    0.2  
  Pancreas    1.5    ±    0.2  
  Outer renal cortex    1.5    ±    0.1  
  Rectum    1.4    ±    0.2  
  Jejunum    1.4    ±    0.2  
  Heart    1.4    ±    0.3  
  Esophagus    1.3    ±    0.1  
  Ovary    1.2    ±    0.2  
  Thyroid    1.2    ±    0.2  
  Cardiac stomach    1.2    ±    0.1  
  Inner renal cortex    1.2    ±    0.1  
  Uterus    1.2    ±    0.1  
  Muscle    1.1    ±    0.3  
  Fat    1.0    ±    0.3  
  Bone marrow    0.96    ±    0.32  
  Renal medulla    0.79    ±    0.08  
  Skin    0.79    ±    0.13  
  Cervical lymph node    0.64    ±    0.11  

    a   Ratio SEM
Platinum AUC
Platinum AUC

±( ) = [ ]
[ ]

42

37

/
/

.   
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barrier. Similar considerations apply to ocular, prostatic, testicular, synovial, mammary 
gland, and placental xenobiotic distribution. Chemicals may also distribute into transcel-
lular fl uid compartments, which are also demarcated by an epithelial cell layer. These 
include cerebrospinal, intraocular, synovial, pericardial, pleural, peritoneal, and cochlear 
perilymph fl uid compartments. 

 A few tissues possess selective transport mechanisms that accumulate specifi c chemicals 
against concentration gradients. For example, the blood – brain barrier possesses glucose, 
 l  - amino acid, and transferrin transporters. If the xenobiotic resembles an endogenous 
transport substrate, then it may preferentially concentrate in a particular tissue. Likewise, 
some tissues possess selective effl ux transport processes that remove chemicals from 
certain protected sites. Renal specifi c organic anion transports (OATs) and amino acid 
transporters play important roles in the redistribution of molecules from the proximal renal 
tubules. Similar processes and transport systems for peptides and other compounds are also 
found in other organs. 

 P - glycoprotein is one of the best understood effl ux transporters. It is encoded by the 
MDR1 (also known as ABCB1) gene and is a member of the ATP - binding cassette super-
family of transporters that also includes the cystic fi brosis transmembrane regulator and 
the sulfonylurea - sensitive ATP - dependent potassium channel. P - glycoprotein is normally 
expressed in the intestinal tract, brain, biliary canaliculi, placenta, testes, and proximal renal 
tubules. While P - glycoprotein has wide substrate specifi city, drugs that have the proper 
physiochemical characteristics (high lipophilicity) to enter tissues such as the brain do not 
achieve effective concentrations because of this active effl ux mechanism  . Table  5.2  gives 
a short list of P - glycoprotein substrates.   

 A specifi c genetic mutation leading to nonfunctional proteins in some dogs produces 
neurotoxicosis from standard doses of therapeutics such as avermectins and loperamide. 
In addition, increased expression of P - glycoprotein contributes to drug resistance in both 
neoplasia and microorganisms including  Plasmodium falciparum , the causative agent of 
malaria. Therefore, knowledge and understanding of these mechanisms and how they are 
altered in diseased states contributes to both drug selection and dosing regimen design. 

 In addition to physical barriers and active transport mechanisms, ion trapping (see 
Chapter  2 ) plays a role in the tissue distribution of xenobiotics. Tissues such as cerebral 
spinal fl uid or milk have a lower pH level than the circulating blood plasma. This results 
in the accumulation of weak bases into these sites. Disease states can change the pH of 
tissues   and alter distribution of therapeutics.  

  Table 5.2    Select list of therapeutics known 
to be substrates of P - glycoprotein. 

  Amitriptyline  
  Cyclosporine  
  Digoxin  
  Doxorubicin  
  Erythromycin  
  Ivermectin  
  Ketoconazole  
  Loperamide  
  Verapamil  
  Vincristine  
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   5.3    PLASMA PROTEIN BINDING 

 Following entry into the circulatory system, a chemical is distributed throughout the body 
and may accumulate at the site of action, be transferred to a storage depot, or be transported 
to organs that will detoxify, activate, or eliminate the compound. Although many xenobiot-
ics have suffi cient solubility in the aqueous component of blood to account for simple 
solution as a means of distribution, the primary distribution mechanism for insoluble xeno-
biotics is in association with plasma proteins. Although cellular components (e.g., red blood 
cells) may also be responsible for transport of drugs, such transport is seldom the major 
route. The transport of compounds by lymph is usually of little quantitative importance, 
except for certain proteins and nanoparticles that are primarily transported by this mecha-
nism. It must be recognized, however, that both erythrocytes and lymph also play roles in 
the transport of some lipophilic drugs and toxins, in some instances to an important extent. 

 Studies of plasma proteins have shown albumin to be particularly important in the 
binding of drugs. This is especially true for weak acids, with weak bases often binding to 
 α 1 - acid glycoproteins. For certain hormones, specifi c high - affi nity transport proteins are 
present and there is evidence of a signifi cant binding/partitioning role for lipoproteins in 
carrying very lipophilic chemicals in the blood; an example being the transport of choles-
terol by low -  and high - density lipoproteins. Additionally, lipoproteins can preferentially 
enter certain cells due to cellular recognition proteins located on the outer core of the 
lipoprotein, a process being used to target drugs to specifi c cells by association with nano-
carriers. This phenomenon facilitates transport across cell membranes and can lead to 
increased xenobiotic concentrations in specifi c tissues similar to the active transport systems 
discussed previously. 

 Since binding properties alter not only distribution but other pharmacokinetic processes 
such as metabolism and elimination, they are often exploited in the design of unique for-
mulations including lipid - based vehicles such as liposomal formulations of amphotericin 
B or griseofulvin. Current investigation into the alteration of binding properties has dem-
onstrated the possibility of selective and enhanced distribution into neoplastic tissue sec-
ondary to a variety of encapsulation techniques. 

   5.3.1    Ligand –  p rotein  i nteractions 

 An interesting aspect of disposition is the apparent contradiction that, although many 
xenobiotics are  “ unreactive ”  in a strictly chemical sense, they can be reversibly bound to 
a variety of biological constituents. In the case of most ligand – protein interactions, revers-
ible binding follows the law of mass action and provides a remarkably effi cient means 
whereby xenobiotics can be transported to various tissues. The xenobiotic – protein interac-
tion may be simply described according to the law of mass action as

    X X
K

K
[ ] +[ ]⎯ →⎯← ⎯⎯ [ ]F BFreesites

1

2
,     (5.1)  

where [ X ] F  and [ X ] B  are free (ultrafi lterable) and bound xenobiotic molecules, respectively, 
and  K  1  and  K  2  are the specifi c rate constants for association and dissociation. It is important 
to stress that  K  2  dictates the rate of xenobiotic release to a site of action, inaction, or storage. 
The ratio  K  2 / K  1  is identical to the dissociation constant,  K  diss . Among a group of binding 
sites on proteins, those with the smallest  K  diss  value for a given xenobiotic will bind it most 
tightly. In contrast to reversible binding seen with most therapeutic drugs, agents such as 
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cisplatin, and some potentially carcinogenic metabolites that are formed from chlorinated 
hydrocarbons (such as CCl 4 ), are covalently bound to tissue proteins. In this case, there is 
no true distribution of the ligand, as  K  2  is nonexistent; thus, there is no opportunity for 
dissociation. 

 Once a molecule binds to a plasma protein, it moves throughout the circulation until it 
dissociates, usually for attachment to another large molecule. Dissociation occurs when the 
affi nity for another biomolecule or tissue component is greater than that for the plasma 
protein to which the xenobiotic was originally bound. Thus, forces of association must be 
strong enough to establish an initial interaction, and they must also be weak enough such 
that a change in the physical or chemical environment can lead to dissociation. Dissociation 
could occur by binding to proteins of greater affi nity (lower  K  diss  values); binding with a 
higher concentration of proteins of lower affi nity; or changes in  K  diss  associated with altera-
tions in ionic strength, pH, temperature, or conformational changes in the binding site 
induced by binding of other molecules. 

 Ligand – protein interactions are dynamic and in constant fl ux. As long as binding is 
reversible, redistribution will occur whenever the concentration of one pool (i.e., blood or 
tissue) is diminished. Redistribution must occur when the concentration is diminished in 
order to reestablish equilibrium. Disease states, fasting status, body temperature, and inter-
actions with endogenous and exogenous compounds all contribute to the constantly chang-
ing pools of free and bound molecules.  

   5.3.2    Covalent  b inding 

 Proteins complex with ligands by a variety of mechanisms. Covalent binding may have a 
profound direct effect on an organism due to modifi cation of an essential molecule. 
However, this usually accounts for a minor portion of the total dose and is of no impor-
tance in further distribution of xenobiotics since such compounds cannot dissociate. As 
previously mentioned, when metabolites of some compounds are covalently bound to 
proteins, there may be no opportunity for subsequent release of the ligand apart from 
release upon breakdown of the protein itself (e.g., intracellular metabolism). The cancer 
chemotherapeutic drug cisplatin covalently binds to albumin through an aquation reaction. 
In incubation studies,  “ aging ”  occurs after a short period of time independent of drug 
concentration, and the majority of circulating cisplatin is covalently bound (Fig.  5.3 ). 
Hyperthermia thermodynamically accelerates this process and thus reduces effective fi lter-
able (and thus diffusible) drug concentrations even sooner. However, cisplatin may also 
bind to lower - molecular - weight nucleophiles (e.g., peptides, amino acids) and be distrib-
uted to tissues in association with these more mobile molecules. Once in the cell, the free 
cisplatin is regenerated, which can then exert its effect. Similar types of reactive interac-
tions may also occur with certain nanomaterials.    

   5.3.3    Noncovalent  b inding 

 Noncovalent binding is of primary importance with respect to distribution because of the 
opportunities to dissociate after transport. In rare cases, the noncovalent bond may be so 
tight ( K  diss  extremely small) that a compound remains in the blood for very lengthy periods. 
For example, 3 - hydroxy - 2,4,4 - triiodo -  α  - ethyl hydrocinnamic acid has a half - life of about 
1 year with respect to its binding to plasma albumin. Types of interactions that lead to 
noncovalent binding include the following. 
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   5.3.3.1    Ionic  b inding 

 Charged drugs may be bound to plasma proteins by ionic interactions. Electrostatic attrac-
tion occurs between two oppositely charged ions on a drug and a protein. Proteins are 
capable of binding charged metal ions. The degree of binding varies with the chemical 
nature of each compound and the net charge. Dissociation of ionic bonds usually occurs 
readily, but some members of the transition group of metals exhibit high association con-
stants (low  K  diss  values), and exchange is slow. Ionic interactions may also contribute to 
binding of alkaloids with ionizable nitrogenous groups and other ionizable xenobiotics.  

   5.3.3.2    Hydrogen  b inding 

 Hydrogen bonds arise when a hydrogen atom, covalently bound to one electronegative 
atom, is  “ shared ”  to a signifi cant degree with a second electronegative atom. As a rule, 
only the most electronegative atoms (O  , N, and F) form stable hydrogen bonds. Protein 
side chains containing hydroxyl, amino, carboxyl, imidazole, and carbamyl groups can 
form hydrogen bonds, as can the N and O atoms of peptide bonds themselves. Hydrogen 
bonding plays an important role in the structural confi guration of proteins and nucleic acids. 
While generally stronger than weak interactions produced by van der Waals forces, hydro-
gen bonding is signifi cantly weaker than ionic bonding.  

   5.3.3.3    Weak  i nteractions 

 Van der Waals forces produce weak interactions that act between the nucleus of one atom 
and the electrons of another atom; that is, between dipoles and induced dipoles. The attrac-
tive forces arise from slight distortions induced in the electron clouds surrounding each 
nucleus as two atoms are brought close together. The binding force is critically dependent 
on the proximity of interacting atoms and diminishes rapidly with distance. However, when 
these forces are summed over a large number of interacting atoms that  “ fi t ”  together spa-
tially, they can play a signifi cant role in determining specifi city of xenobiotic – protein 
interactions.  

     Fig. 5.3     Percent ultrafi lterable (unbound, free) cisplatin in canine serum incubated at 37 and 43 ° C 
demonstrating increased rate of covalent binding at elevated temperatures.  
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   5.3.3.4    Hydrophobic  i nteractions 

 A fi nal mechanism of binding is based on hydrophobic interactions. When two nonpolar 
groups come together, they exclude the water between them, and this mutual repulsion of 
water results in a hydrophobic interaction. In the aggregate, they present the least possible 
disruption of interactions among polar water molecules and thus can lead to thermodynami-
cally stable complexes. Some authorities consider this a special case involving van der 
Waals forces. The minimization of thermodynamically unfavorable contact of a polar 
grouping with water molecules provides the major stabilizing effect in hydrophobic 
interactions.   

   5.3.4    Methods for  q uantifi cation of  p rotein  b inding 

 A number of  in vitro  and  in vivo  methods have been employed to study ligand – protein 
interactions.  In vivo  techniques such as microdialysis, ultrafi ltration, or tissue cages con-
centrate on quantifi cation of unbound xenobiotics within plasma or tissues at times of 
equilibrium.  In vitro  techniques include ultrafi ltration, electrophoresis, equilibrium dialysis, 
radioligand binding, ultracentrifugation, fl uorescence or nuclear magnetic resonance 
(NMR)   spectroscopy, gel fi ltration, high - performance affi nity chromatography, and auto-
mated sequential trace enrichment of dialysate. Saturation binding studies focus on the 
physiochemical characterization of the protein binding and the direct assessment of molec-
ular binding properties such as maximal binding ( B  max ), as well as the equilibrium dissocia-
tion constant ( K  diss ). Alternately, these techniques can also be used to quantify the percent 
of xenobiotic bound at various plasma concentrations. The most widely used techniques 
are radioligand binding studies, ultrafi ltration, and equilibrium dialysis. 

 No matter the technique, the basic concept is the same. A semipermeable membrane is 
used to restrict passage of protein but allow unbound drug to cross the barrier. Bound drug 
is placed on one side of the membrane, and samples are collected from the protein - free 
side. Ultrafi ltration allows rapid protein – drug separation, while equilibrium dialysis requires 
time for the separation to occur. The fraction of free drug is then calculated based on the 
difference between total drug used and free drug measured from the appropriate fi ltrate as 
is described in Equation  5.2 :

    X X X[ ] = [ ] +[ ]T B F,     (5.2)  

where [ X ] T , [ X ] B , and [ X ] F  are the concentration of total, bound, and free xenobiotic mol-
ecules. The ratio of [ X ] F /[ X ] T  is the fraction unbound,  f  u , which is incorporated in many 
pharmacokinetic equations throughout this text. Almost all techniques assume that no 
adsorption of drug to the membrane occurs, the drug – protein binding is at equilibrium, the 
binding equilibrium does not change with altered concentrations of protein, and there is no 
leakage of bound proteins through the membrane. Volume shifting and sample dilution are 
other aspects of study design that can confound analysis using these techniques.  

   5.3.5    Interpretation of  l igand –  p rotein  i nteractions 

 A characteristic of ligand – protein interactions is the great number of binding possibilities 
for attachment of a small molecule (xenobiotic) to a large molecule (protein). Although 
highly specifi c (high - affi nity, low - capacity) binding is known to occur with a number of 
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drugs, examples of specifi c binding for toxicants are limited. In most cases, low - affi nity, 
high - capacity binding describes the interactions. Often, the number of binding sites cannot 
be accurately determined because of the nonspecifi c nature of the interactions. 

 To understand the physiochemical and biological signifi cance of xenobiotic binding to 
a protein, several factors must be considered. The maximal number of molecules bound 
per protein molecule,  B  max , and the maximum number of binding sites,  n , are important 
considerations as they comprise the defi nitive binding capacity of the protein. Another 
consideration is the binding affi nity,  K  binding  (or 1/ K  diss ). If the protein has but one binding 
site for the xenobiotic, a single value of  K  diss  (or  K  binding ) describes the strength of the inter-
action. More usually, the value of the binding constant will vary when more than one 
binding site is present, each site having its intrinsic association constant,  K  1 ,  K  2 , and so on. 
This is especially true in the case of those xenobiotics for which van der Waals forces and 
hydrophobic binding appear to contribute to binding of a nonspecifi c, low - affi nity nature. 
Of course, the chemical nature of the binding site is of critical importance in determining 
the binding characteristics. 

 The environment of the protein, the three - dimensional molecular structure of the binding 
site, the general location in the overall protein molecule, cooperativity, and allosteric effects 
are all factors that infl uence binding. Fig.  5.4  illustrates the effect of storage on the binding 
properties of sulfamethazine in porcine plasma. Both  B  max  and  K  diss  in fresh porcine plasma 
were signifi cantly different from when the same study was performed using frozen porcine 
plasma. Thus, even sample storage and the processing of the protein used in the experi-
ments must be taken into account when interpreting data.   

 Studies have not generally provided an adequate elucidation of these factors; that is, 
binding is usually too complex to be accurately described by any one set of equations. The 
complexity also makes it diffi cult to predict the  in vivo  effects of ligand – ligand interactions 
such as displacement.  

     Fig. 5.4     Alteration of protein - binding characteristics of sulfamethazine in fresh and frozen porcine 
plasma. Data points represent averages from seven experiments, with each experiment having three 
replicates and using plasma pooled from a minimum of three different pigs. Solid line represents fresh 
plasma; dashed line represents frozen plasma.  
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   5.3.6    Analysis of  p rotein  b inding 

 Methods for analyzing binding phenomena are legion, and all possess unique terminology 
depending on the roots of their disciplines (e.g., biochemistry vs. physiology vs. pharma-
cology). Classic techniques for data analysis, such as Scatchard plots, double reciprocal 
plots, and Rosenthal plots, require transformation to linearize the data. The transformation 
process distorts error and violates assumptions of linear regression by altering the relation-
ship between the values on the  x  -  and  y  - axis. These methods have been abandoned since 
nonlinear regression can be performed using common software packages. Nonlinear tech-
niques are considered better than classic techniques since they do not require the transfor-
mation of data and provide more accurate parameter estimations. These techniques are also 
used to describe other saturable processes. Many of these essentially nonlinear pharmaco-
kinetic interactions will be dealt with more extensively in Chapter  10  using a terminology 
consistent with pharmacokinetic models. 

 Chemical – protein complexes that are held together by relatively weak bonds (energies 
of the order of hydrogen bonds or less) readily associate and dissociate at physiological 
temperature. In these circumstances, a state of thermodynamic equilibrium can be readily 
attained. The law of mass action can be applied as follows:

    K
XP

X P K
binding

diss

= [ ]
[ ]⋅[ ]

= 1
,     (5.3)  

where  K  binding  is the equilibrium constant for association, [ XP ] is the concentration of 
chemical – protein bound complex, [ X ] is the concentration of free chemical, and [ P ] is the 
concentration of total protein. This equation does not describe the binding sites or binding 
affi nity. Evaluation of parameters  B  max  or  K  diss  requires nonlinear regression of saturation 
studies. If there is a single specifi c binding site, then the data can be fi t to a one site binding 
hyperbolic equation,

    X
B X

K X
[ ] =

⋅[ ]
+ [ ]B

T

diss T

max ,     (5.4)  

where [ X ] T  and [ X ] B  are the concentration of total and bound xenobiotic molecules,  B  max  is 
maximal binding capacity, and  K  diss  is the dissociation constant for that ligand – protein 
interaction. Fig.  5.4  illustrates the specifi c one site binding saturation study of sulfametha-
zine presumably to albumin in porcine plasma derived using ultrafi ltration. Additional 
binding equations exist for other situations including multiple binding sites, cooperative 
binding, nonsaturable processes, and competitive binding. 

 Xenobiotic – protein binding may be defi ned as (1) specifi c, high affi nity, low capacity, 
and (2) nonspecifi c, low affi nity, high capacity. The term high affi nity implies an affi nity 
constant ( K  binding ) of the order of 100   M  − 1  or greater, while low affi nity implies a  K  binding  of 
the order of 10   M  − 1  or less. Nonspecifi c, low - affi nity binding appears to be most charac-
teristic of nonpolar compounds. 

 Hydrophobic binding of highly lipid xenobiotics (many environmental contaminants) is 
probably not limited to a single plasma protein. The comparative binding of dichlorodi-
phenyltrichloroethane (DDT)   to fi ve human plasma proteins was strongest for albumin and 
lipoprotein fractions, although binding to any of three other proteins could adequately 
explain transport of DDT in the blood. Similar results have been reported for dieldrin, 
parathion, and carbaryl. 
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 Protein binding data are frequently expressed in terms of percent of ligand bound. 
Although useful, the limitations should be recognized, for as ligand concentration is 
lowered, the percentage of binding increases. When a compound has a high affi nity for a 
protein (e.g., albumin), percent binding falls sharply when the total ligand concentration 
exceeds a certain value that saturates the binding sites available. This topic will be revisited 
in greater detail when nonlinear pharmacokinetic models are developed in Chapter  10 . A 
basic text in biochemistry should be consulted for more details on the analysis of ligand –
 protein interactions.  

   5.3.7    Displacement 

 If a xenobiotic is administered after binding sites on a protein are occupied by another 
chemical, competition for the site occurs. Toxic effects or enhanced activity may be noted 
due to a higher concentration of free xenobiotic. However, the clinical implications of such 
an interaction are limited since other pharmacokinetic mechanisms such as clearance also 
contribute to free xenobiotic concentrations. A clinical study looking at the interaction 
between sulfamethazine and fl unixin meglumine in pigs demonstrates this scenario (Buur 
et al.,  2009 ). Sulfamethazine was given by constant rate infusion such that the free con-
centration of sulfamethazine was held steady. Flunixin meglumine was subsequently given 
as a bolus dose and free sulfamethazine concentrations were monitored. Fig.  5.5  illustrates 
that while an increase concentration of free sulfamethazine did occur (  ↑ fu), the concentra-
tion spike was short lived as other mechanisms worked quickly to reestablish equilibrium. 
Mercury has a greater affi nity for metallothionein than has cadmium and displaces cadmium 
from the protein  in vitro . The displacing substance may also be an endogenous ligand. In 
renal disease, accumulation of so - called uremic toxins may occur, which displaces admin-
istered drugs and results in enhanced toxicity, as is discussed in Chapter  17 . This disease -
 induced increase in a compound ’ s free fraction may be responsible for disease - induced 
increases in a xenobiotic ’ s distribution volume.   

 Competition for the same site on plasma proteins may have especially important con-
sequences when one of the potentially toxic ligands has a very high affi nity. If compound 
A has low fractional binding (e.g., 30%), and compound B displaces 10% of A from the 
protein, the net increase of free A is from 70 to 73%, a negligible increase. However, if A 
is 98% bound and 10% is displaced, the amount of free A increases from 2 to 12%, a sixfold 
increase in free compound, which could result in a severe toxicological reaction. Once 
again, it is important to remember that  in vitro  interactions do not take into account the 
milieu of multiple processes that occur  in vivo  (e.g., increased clearance of free drug) such 
that the effects of alteration in one area may be mitigated by processes of other mechanisms 
within the body. The classic example of displacement resulting in clinical effects was once 
believed to be between phenylbutazone and warfarin. While displacement of warfarin does 
occur in this situation, it is now accepted that the clinical manifestation of this interaction 
is due to inhibition of warfarin metabolism by phenylbutazone rather than by binding 
displacement. 

 Competitive binding for very nonpolar compounds with infi nite binding sites would be 
unlikely to occur at physiological concentrations. A change in binding may also occur when 
a second ligand produces an allosteric effect resulting in altered affi nity of the protein for 
the originally bound compound (noncompetitive binding). 
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 Most pharmacokinetic models in the human and comparative medical literature only 
assess total drug concentrations. When the extent of protein binding differs dramatically 
among species, inappropriate extrapolations often occur, as will be seen with doxycycline 
in Chapter  18 . Similarly, interpretation of the extent of tissue distribution when the extent 
of protein binding is not known may be misleading. The most precise predictions can often 
be made when the free fraction of drug is known over the concentration ranges of the study 
being conducted or when free drug concentration is directly quantitated  in vivo  using tech-
niques such as microdialysis or tissue cages.   

   5.4    OTHER FACTORS AFFECTING DISTRIBUTION 

 Among the factors that affect distribution, apart from binding to blood macromolecules per 
se, are the route of administration, molecular weight, rate of metabolism, polarity and 
stereochemistry of the parent compound or metabolic products, and rate of excretion. 
Molecular weight, charge, and/or polarity have been discussed. Stereoselectivity in the 
disposition of a drug is an often - ignored phenomenon that could infl uence many studies. 
Its impact on metabolism is obvious; however, any receptor - mediated binding or transport 

     Fig. 5.5     Concentration of total (a) and free (b) sulfamethazine in porcine plasma in a single repre-
sentative pig. Arrow represents the timing of a single IV bolus of fl unixin meglumine.  

1000

10

0
0 20 40 60 80 100 120 140 160

Time (h)

F
re

e
 S

u
lfa

m
e
th

a
z
in

e
 (

p
p
m

)

1000

100

10

1
0 20 40 60 80 100 120 140 160

Time (h)

T
o
ta

l 
S

u
lfa

m
e
th

a
z
in

e
 (

p
p
m

)

(a)

(b)



86 Comparative Pharmacokinetics

process, including high - specifi city protein binding, could be affected. Propranolol and 
ibuprofen have been shown to demonstrate stereoselective distribution. 

   5.4.1    Tissue  b inding 

 A major factor determining distribution is the extent of tissue binding. This is a process 
identical to that of serum protein binding except that the results on drug disposition are 
opposite, and a greater diversity of proteins exist in various tissues. Tissue binding is gov-
erned by the same mechanisms as discussed above and tends to increase a drug ’ s distribu-
tion, although not necessarily activity as the drug may be sequestered away from active 
drug receptors or target microorganisms. Covalent binding also occurs and is relevant to 
toxicology and tissue residue depletion. 

 Depending on the pharmacokinetic model employed, irreversible covalent tissue binding 
may actually be mathematically detected as an increase in the drug ’ s elimination if only 
blood samples are used in the analysis since there is no redistribution of drug back into the 
blood. For distribution to be quantitated, the basic assumption in most modeling systems 
is that the process is reversible, and thus an equilibrium will ultimately be achieved between 
drug movement into and out of tissue. When irreversible binding occurs, compound is 
extracted from blood, and when excretory output (e.g., urine, feces, expired air) is not 
monitored, this is interpreted in many models as elimination. These model assumptions are 
often ignored. The quantifi cation of tissue binding and its effects on pharmacokinetic 
parameters will be covered in Chapters  8  and  10 .  

   5.4.2    Other  c onsiderations 

 Route of administration may affect the extent of distribution. Gastrointestinal and intra-
peritoneal absorption provide immediate passage of a compound to the liver via the portal 
system, whereas the dermal and respiratory routes provide at least one passage through the 
systemic circulation prior to reaching the liver and thus extending the time prior to presen-
tation for metabolism. The metabolism of most xenobiotics results in products that are 
more polar and thus more readily excreted (than the parent molecule). Therefore, the rate 
of metabolism is a critical determinant in the distribution of a compound since those com-
pounds that are readily metabolized are usually readily excreted, and their reduced hydro-
phobicity makes them proportionally less prone to distribute to and accumulate in the 
tissues. This effect would not be seen if the analytical method used could not distinguish 
metabolites from parent compound. The same principle holds for polarity, since the greater 
the polarity, the more readily a xenobiotic may be excreted but be less able to cross mem-
brane barriers and distribute to tissues. 

 The role of pharmacogenomics in all aspects of pharmacokinetics has been fi rmly estab-
lished over the past few years. Pharmocogenomics has established a relationship between 
genetic markers and xenobiotic distribution phenotypes. Genetic subpopulations have been 
identifi ed and will continue to be identifi ed explaining interindividual variability in tissue 
distribution to genes variations in protein binding, effl ux pumps, and metabolism. The most 
comprehensive information is on the variety of cytochrome P450 enzyme variants found 
within human and animal population. As will be discussed more thoroughly in Chapter  7 , 
variations in these enzymes can widely alter the metabolism of xenobiotics. This can result 
in alteration of free drug concentrations available for tissue distribution. As discussed 
earlier in the chapter, genetic variation in the MDR1 gene leads to increased concentrations 
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of xenobiotics within the central nervous system (CNS)  . With the elucidation of multiple 
mammalian genomes, new information regarding genetic subpopulations and the roles 
various genes play in the distribution of xenobiotics will undoubtedly continue to alter our 
thinking about the determinants of distribution. 

 As can be appreciated from this discussion, there are numerous factors that could 
affect distribution of a compound to tissues. Another factor is the methodology used 
to assess tissue distribution. Autoradiography and imaging techniques are excellent 
approaches to anatomically localize distributed drug to the level of organs, cells, and even 
subcellular components. However, most pharmacokinetic studies rely on analytical tech-
niques. When a tissue sample is collected from an animal, the sample is actually a homog-
enate of cells, extracellular fl uid, and blood. The concentration measured cannot be 
uniquely assigned to any specifi c tissue or body fl uid compartment. The use of microdi-
alysis and ultrafi ltration probes provides a direct estimate of extracellular and interstitial 
fl uid concentrations. There are many techniques available to separate tissue from fl uid 
components; however, the investigator must be sure that drug diffusion does not occur 
during the procedures and again confound results. Furthermore, most analytical studies 
quantitate total xenobiotic concentration rather than focusing on free xenobiotic concen-
tration. Care must be taken to take all of these factors into account when analyzing and 
interpreting distribution data.   

   5.5    CONSEQUENCES OF DISTRIBUTION 

 There are numerous tissues to which a chemical may be distributed, some of them capable 
of eliciting a pharmacological or toxicological (intended vs. unintended) response, while 
others serve only as a  “ sink ”  or  “ depot ”  for the chemical. Sinks may also be formed as a 
result of chemical binding to tissue or plasma proteins. The physiological signifi cance of 
such sinks is that chemicals will be distributed to, and in some cases stored in, these tissues 
and only slowly be released back into the systemic circulation for ultimate elimination. 
Such tissue binding may actually protect against acute adverse effects by providing an 
 “ inert ”  site for xenobiotic localization. 

 Storage may, however, prolong the overall residence time of a compound in the body 
and promote accumulation during chronic exposure; two processes that would potentiate 
chronic toxicity. Thus, when a toxicant is stored in a depot removed from the site of action 
(such as polychlorinated biphenyls in fat or lead in bone), no adverse effect may be mani-
fested immediately, although the potential for toxicity exists. For example, lead stored in 
bone is not thought to cause harm, but it has the potential for mobilization into soft tissues, 
whereupon toxic symptoms may appear. As the toxicant in storage depots is in equilibrium 
with the free toxicant in plasma, mobilization is constant, and exposure to the target organ 
is constant (although at a low level). Thus, the opportunity for chronic effects (positive and 
negative) is always present. In fact, it is possible that the mechanism of toxicity for a 
compound may be solely related to its ability to mobilize a second bound toxicant from its 
site of storage and thereby elicit a toxicological effect not directly associated with the 
compound itself. Finally, this phenomenon may be used to therapeutic advantage by admin-
istering compounds that can redistribute harmful chemicals from storage sites and promote 
elimination. This is the rationale for using systemic chelation therapy to mobilize stored 
metals. Additionally, formulations of therapeutics have also been designed to take advan-
tage of low levels of chronic exposure leading to prolonged clinical effects. 
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 If the animal is a food - producing species, such tissue storage may result in residues 
in the edible meat products. Tissue concentrations thus become an end point in them-
selves, devoid of a biological or toxicological relevance in the tissue in which they are 
found. The relevance of such tissue levels is set by regulations that legally establish safe 
tissue tolerances or maximum residue levels for specifi c tissues and species. Fig.  5.2  
illustrates this relationship between tissue accumulation and legal tolerances. These are 
based on extrapolations of safety to the consuming human population and food consump-
tion patterns. Interpretation is limited when tissue concentration data are presented inde-
pendent of the context of their use. Tissue depletion data collected in the very low 
concentration ranges appropriate for tissue residue studies are not appropriate to be used 
to estimate therapeutic effi cacy against a tissue - residing bacterium or as an indicator of 
tissue distribution. As will be seen, the pharmacokinetic techniques used to describe these 
two different scenarios may be similar, although the resulting parameters may be very 
different. 

 All of these factors are important considerations when selecting the proper pharmaco-
kinetic model. Many of these factors are implicit, especially when physiological pharma-
cokinetic models are employed. However, they strongly affect the interpretation of the 
primary parameter that quantitates distribution, the volume of distribution ( Vd ). As will be 
seen throughout the text,  Vd  is a proportionality factor that relates the mass of drug in a 
compartment (or dose) to the volume into which it is diluted, yielding a concentration

    Vd  mL Mass mg /Concentration mg/mL( ) ( ) ( ).=     (5.5)   

  Vd  appears in equations that relate drug concentration to pharmacokinetic or physiologi-
cal variables. It relates the total amount of drug present in the body to the concentration in 
the sampled body fl uid, usually plasma. The calculation of its value will be dependent on 
the modeling scheme adopted. It is the physiological and protein - binding properties dis-
cussed above that change the nature of the concentration profi le being modeled and thus 
will change the value of  Vd  obtained. The actual  Vd  as a function of plasma and tissue 
binding can be expressed as

    Vd V V f f= + ⋅plasma tissue u u [ plasma / tissue( ) ( )],     (5.6)  

where  V  plasma  and  V  tissue  are plasma and tissue volumes and  f  u  are the unbound (free) fractions 
of drug in plasma and tissue, respectively. In many cases,  Vd  will be calculated using a 
number of different pharmacokinetic approaches that may not be sensitive to these physi-
ological variables. However, as will be repeatedly stressed,  Vd  is a primary pharmacoki-
netic parameter whose precise estimation is central to any model used.  
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  6    Renal Elimination     

     A primary route for drug elimination from the body is the kidney. Drugs can also be elimi-
nated in bile, sweat, saliva, tears, milk, and expired air; however, for most therapeutic drugs, 
these routes are generally not quantitatively important as mechanisms for reducing total 
body burden of drug. The degree of lipid solubility and extent of ionization in blood deter-
mines how much drug will be excreted by the kidney. For drugs that are fi rst biotransformed 
by the liver, the more water - soluble metabolites are then ultimately excreted through the 
kidney in the urine. The kidney has also been the most widely studied excretory organ 
because of the accessibility of urine to collection and analysis. Many of the principles uti-
lized by pharmacologists in quantitating excretory organ function, especially clearance, 
were originally developed by renal physiologists to noninvasively assess kidney function. 
Smith ’ s  (1956)    classic reference on renal physiology is still instructive for the determination 
of renal clearance. What has changed over the ensuing six decades is that we now know the 
molecular structure and pharmacogenomics of the transport processes involved. 

 There are two components relevant to any discussion of renal drug excretion; physiology 
and quantitation. This chapter will introduce the physiology and expand on the perspective 
developed earlier. Renal drug excretion can be considered using the same principles of 
membrane transport, except in this case, the movement is from the vascular system to 
outside the body. Generally, only drugs that are either dissolved in the plasma or bound to 
circulating blood proteins are available for excretion. Many of the methods routinely used 
in pharmacokinetics to quantitate drug excretion are dependent on the specifi c modeling 
techniques employed. However, the fi nal parameter estimated by most of these approaches 
is the renal clearance of the drug. The concept of clearance, deeply rooted in renal physiol-
ogy, will be extensively developed here and expanded on in the next chapter (on hepatic 
drug elimination). Precise and practical methods for its experimental determination will be 
introduced; however, full development must wait until the basic pharmacokinetic models 
have been presented in later chapters.  

   6.1    RENAL PHYSIOLOGY RELEVANT TO CLEARANCE 
OF DRUGS   

 For a perspective of drug excretion, the kidney should be considered as an excretory organ 
designed to remove foreign compounds (e.g., drugs) and metabolic by - products (e.g., 
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creatinine, urea) from the blood. As will become evident, the major clinical indices of renal 
function, such as blood urea nitrogen (BUN), serum creatinine (SCR), and creatinine clear-
ance, are actually pharmacokinetic parameters of creatinine and urea excretion. 

 As discussed relative to distribution in the last chapter, the kidney receives approxi-
mately 25% of the cardiac output and thus processes a prodigious amount of blood. The 
kidney functions in a two - step manner to accomplish its tasks. The fi rst step is passage 
through a fi ltering unit to retain formed cellular elements (e.g., erythrocytes, white blood 
cells) and proteins in the blood, only allowing the passage of plasma fl uid into the remain-
der of the kidney. The second step utilizes a system of anatomically and physiologically 
segmented tubules to further modify the contents of the fi ltered fl uid depending on a host 
of physiological needs including but not limited to fl uid, electrolyte, and acid – base balance 
and the regulation of systemic blood pressure. 

 The primary functional unit of the kidney is the nephron depicted in Fig.  6.1 . Depending 
on the species, there may be 500,000 nephrons per kidney. The sum of their individual 
function is the observed organ function. Their specifi c anatomical arrangement is species 
dependent, often determined by the evolutionary adaptation of the animal to its environment 
relative to the need to conserve body fl uids. The fi ltration unit is the glomerulus, while the 

     Fig. 6.1     Structure of a nephron.  
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remainder of the fl uid processing is accomplished by the extensive tubular system, whose 
segments are named in relation to their relative distance (proximal vs. distal) measured 
through the tubules from the glomerulus. The junction between these is a unique anatomical 
adaptation called the loop of Henle, which is designed to use countercurrent exchangers to 
effi ciently produce a concentrated urine since most of the water that is fi ltered by the glom-
erulus must be reabsorbed back into the body. The loop of Henle also forces the distal tubules 
to return toward the surface of the kidney to interact with the glomeruli. Grossly, the region 
of the kidney containing the glomeruli as well as the proximal and returning distal tubules 
is on the outside toward the surface and comprises the renal cortex. This region of the kidney 
is very well perfused by blood and is primarily characterized by oxidative metabolic pro-
cesses. The interior region is the medulla, which is occupied by the penetrating loops of 
Henle; it is poorly perfused and is characterized by anaerobic metabolism.   

 The reabsorption of sodium, chloride, and urea produces osmotic gradients for the sub-
sequent reabsorption of water. This is facilitated by the very low medullary blood fl ow, 
which maintains a hyperosmotic (relative to blood) environment characterized by high 
sodium chloride and urea tonicity. The tubular segments involved in this reabsorption 
(primarily the proximal tubule and loop of Henle) are the primary targets for diuretic drugs 
that function by blocking sodium or chloride reabsorption. As fl uid moves from the proxi-
mal to distal segments, the fl uid contents become more concentrated as water is reabsorbed. 
Filtrate in the distal tubules from individual nephrons then drains into the collecting ducts 
for excretion from the body as urine. The distal nephron is the fi nal control point for the 
ultimate volume of urine produced. Urine volume is regulated by antidiuretic hormone 
(ADH, vasopressin), which alters the permeability of the collecting ducts exposed to the 
hyperosmotic medulla, through which the tubules penetrate. When permeable, water is 
reabsorbed back into the medulla, the urine is more concentrated, and diuresis is reduced 
(hence antidiuretic). 

 The amount of tubular fl uid fi ltered by the glomeruli is thus acted upon by the various 
nephron segments to reabsorb wanted materials (primarily water and sodium) back into the 
blood and to let the remainder be excreted into the urine. Most of these processes are regu-
lated by neural and hormonal systems whose function is control of fl uid homeostasis and 
blood pressure. Because of the role of fl uid balance in maintaining systemic blood pressure, 
there are additional anatomical adaptations that allow for this regulation. The primary one 
is that the distal tubules of nephrons course back up to the glomeruli at the point that the 
arterial blood supply enters, forming the juxtaglomerular apparatus. Different nephron 
segments may associate with different glomeruli, which results in the gross kidney averag-
ing of individual nephron function, an anatomical arrangement that introduces a certain 
degree of heterogeneity and thus variability in any renal excretory process. This anatomical 
adaptation is the major manifestation that allows for the operation of the renin – angiotensin 
system to regulate blood pressure. Part of the function of this system is modulated by 
changing nephron blood fl ow, which secondarily may alter the ability of the kidney to 
excrete drugs. Finally, the kidney is also the site where acid – base balance is metabolically 
tuned by controlling acid and base excretion. Some of these processes are coupled to elec-
trolyte secretion (e.g., potassium and sodium) and thus are further modulated by hormones, 
such as aldosterone. These nephron functions may inadvertently alter the amount of drug 
eliminated in the tubules by changing tubular fl uid pH and consequently the ionized frac-
tion of weak acids and bases according to the Henderson – Hasselbalch equation presented 
in Chapter  2 . This modifi cation in tubular fl uid may affect the value of renal clearance 
determined in pharmacokinetic studies. 
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 There are specifi c tubular transport systems that excrete products directly into the tubular 
fl uid, which are not fi lterable because of plasma protein binding. Other transport systems 
reabsorb essential nutrients (e.g., glucose) back into the blood that were fi ltered into the 
tubular fl uid. Drugs are also processed by these same transport systems, making drug 
excretion dependent on the physiological status of the animal. This is especially true when 
a drug biochemically resembles an endogenous substrate. As is similar to all transport 
processes, saturation and competition may occur, and as will be developed in subsequent 
chapters, nonlinear behavior may become detectable. 

 A full discussion of these varied functions of the kidney would take multiple books to 
adequately cover, and in fact, many multivolume references in renal physiology and 
nephrology admirably accomplish this task and should be consulted for further details. The 
purpose of this brief review is to present suffi cient anatomy, physiology, and transport 
system molecular biology so that the process of drug excretion is intelligible. Some select 
aspects of renal physiology in disease states will also be presented in Chapter  17  when the 
effects of renal disease on drug disposition are taken into account. Now, effort will be 
focused on demonstrating how different methods for determining renal function are derived 
and relate to similar pharmacokinetic parameters.  

   6.2    MECHANISMS OF RENAL DRUG EXCRETION 

 Drugs are normally excreted by the kidney through the processes of (1) glomerular fi ltra-
tion, (2) active tubular secretion and/or reabsorption, and/or (3) passive, fl ow - dependent, 
nonionic back diffusion. These processes can be considered as vectorial quantities, each 
possessing magnitude and direction relative to transport between tubular fl uid and blood. 
Their sum determines the ultimate elimination of a specifi c drug by the kidney as illustrated 
in Fig.  6.2 .  The total renal excretion of a drug equals its rate of fi ltration plus secretion 

     Fig. 6.2     Vectorial processes of nephron function and their net effect on overall renal drug elimination.  
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minus reabsorption.  If a drug is reabsorbed back from the tubular fl uid into the blood, its 
net renal excretion will be reduced. In contrast, if a drug is secreted from the blood into 
the tubular fl uid, its net excretion will be increased. These events will be subsequently 
quantitated.   

   6.2.1    Glomerular  fi  ltration 

 Excretion by this process is unidirectional with drug removal from the blood by bulk fl ow. 
Only nonprotein - bound drugs are eliminated by this process since only neutral molecules 
with a diameter of less than 75 – 80    Å    may be effi ciently fi ltered (smaller for charged mol-
ecules). However, some larger molecules may be fi ltered to some extent as illustrated by 
recent fi ndings that neutral globular proteins and nanoparticles with hydrodynamic radii 
up to 5 – 6   nm may be excreted by the kidney. The rate of drug fi ltration is dependent on 
both the extent of drug protein binding and the glomerular fi ltration rate (GFR), whose 
calculation will be developed below. 

 Glomerular fi ltration is essentially ultrafi ltration through the relatively permeable glo-
merular fi ltration barrier, which consists of the epithelial cells of Bowman ’ s capsule, the 
glomerular basement membrane, and the slit pores formed from juxtaposing epithelial foot 
processes (Fig.  6.3 ). These possess a fi xed negative charge that is a major contributor to 
the rate - limiting aspect of this barrier. When damaged, fi ltration selectivity is impaired, 
and proteins may pass into tubular fl uid. This is the primary manifestation of glomerular 
diseases that affects drug excretion. The anionic nature of the glomerular membrane pores 
also further restricts excretion of cationic molecules due to a Donnan exclusion effect. This 
factor can generally be ignored when calculating drug clearances, although in very carefully 
designed studies with drugs such as polyamines and aminoglycosides, its contribution can 
be quantitated relative to the fi ltration of similarly sized uncharged molecules.   

 The rate of glomerular fi ltration is dependent not only on the effi ciency of the fi ltration 
barrier but also on the net fi ltration pressure (approximately 17   mm   Hg). Filtration pressure 
is a function of blood fl ow and the balance of hydrostatic pressure (primarily arterial blood 
pressure) promoting fi ltration, countered by the nonfi ltered glomerular oncotic pressure 
generated by the tendency of nonfi ltered albumin to retain water in the glomerular capil-
laries. This process is not saturable, and thus a constant fraction of drug presented to the 
glomeruli will be fi ltered. Because of the dependency on drug concentration in blood, renal 

     Fig. 6.3     The glomerular fi ltration barrier.  
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drug excretion due to glomerular fi ltration is a linear fi rst - order kinetic rate process. Each 
nephron contributes to the overall ability of the kidney to fi lter drugs, with the total glo-
merular fi ltration capacity being the sum of single nephron fi ltrations. This has a major 
infl uence in renal disease processes marked by loss of nephrons and is the prime contribut-
ing factor to reduced glomerular fi ltration in renal disease. Finally, changes in renal blood 
fl ow will also decrease glomerular fi ltration, and thus vasoactive drugs that cause renal 
arterial constriction may decrease their own clearance. Drugs that alter the modulators of 
intrarenal blood fl ow (e.g., inhibitors of prostaglandins, angiotensin, kinins) may also alter 
their own excretion as a result of changes in the distribution of renal blood fl ow to the 
glomeruli. The fraction of plasma that is ultimately fi ltered through the glomeruli and 
presented to the tubules for further action is termed the fi ltered load.  

   6.2.2    Active  t ubular  s ecretion and  r eabsorption 

 The magnitude of these processes is not affected by the extent of plasma drug protein 
binding. These saturable, carrier - mediated processes are energy dependent and described 
by the laws of Michaelis – Menten enzyme kinetics fully presented in Chapter  9 . In order 
to promote absorption from the tubular fi ltrate into blood, tubule cells have microvilli, 
much like the intestinal mucosal cells presented in Chapter  4 , that maximize the surface 
area to cell volume ratio presented to the tubule. For secretion from the interstitial space 
into the tubule lumen, the basolateral surfaces of these cells (side facing the capillaries) 
have intensive membrane invaginations that also increase the surface area for interaction 
with the perfusing capillaries to facilitate active secretion. To provide the energy to drive 
these processes, proximal tubule cells have high mitochondrial densities to generate ade-
nosine triphosphate (ATP), which fuels the Na/K adenosine triphosphatase (ATPase) -
 coupled transport systems. This high level of oxidative metabolism is the primary reason 
for the sensitivity of the kidney to hypoxic or anoxic conditions, which results in renal 
damage if blood perfusion is interrupted even for short periods of time. 

 These active systems are now known to belong to the organic anion transporters (OATs) 
and organic cation transporters (OCTs) of the SLC22A, and the organic anion transporting 
polypeptides (OATPs  ) of the SLCO   superfamilies of drug transporters, as well as the ATP -
 binding cassette (ABC) transporters previously discussed in Chapter  5 . Their structure and 
genetic control has been extensively characterized using cloning techniques. Based on their 
preferential substrate selectivity, these systems have been generally discussed as being 
weak acid or base transport systems, the convention used in this text. 

 The cellular structure of transport systems across tubule cells involves two separate 
pairs of transporters, which create an overall  “ polarity ”  of tubule cell function relative to 
the interstitial fl uid and tubular lumen (Fig.  6.4 ). One set is located in the brush border of 
the interface with tubular fl uid and the other is located in the basolateral membrane. Energy 
coupling with ATP generally occurs in the basal portion of the cell (proximity to mito-
chondria), which, in secretion, builds up intracellular drug concentrations, which are 
then transported to the tubular fl uid by concentration - driven facilitated transport carriers. 
In reabsorption, the reverse occurs as the basolateral active  “ pumps ”  create low intracel-
lular drug concentrations that promote facilitated carrier - mediated reabsorption through 
the brush border tubular membrane. Most transport systems are also stoichiometrically 
coupled to the transport of an electrolyte (e.g., Na, K, Cl, H), which ensures electrical 
neutrality and provides a mechanism for modulating the systemic concentrations of these 
elements.   
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 The primary ion that drives these transporters and regulates overall renal function is 
sodium. Thus, all drug transport systems are usually coupled to a Na ATPase transmem-
brane system whose structure and polarity will determine the nature and direction of drug 
movement. The identical motif exists in other organs; thus, similar mechanisms will be 
encountered when we discuss biliary transport systems in Chapter  7 . The major difference 
between renal and hepatic cellular transport mechanisms is that in the kidney, cells are 
specialized as to the substrates being transported in relation to their location in different 
nephron segments. In the liver, regional specialization does not occur, and all cells involved 
in hepatobiliary transport have similar structure and function. In addition, the renal and 
hepatic transporters have different substrate specifi cities, which contributes to drugs being 
selectively excreted by renal or hepatobiliary processes. In general, small ( <  ≈ 200   MW) and 
hydrophilic organic drugs are excreted by the kidney while large and amphipathic drugs 
are excreted by the liver. 

 This two - membrane transport process is the mechanism of toxicity of some compounds. 
The classic example is the antibiotic cephaloridine, which, unlike other cephalosporins, is 
actively transported into proximal tubular cells but does not possess a brush border trans-
port system to allow drug effl ux into the tubular fl uid. High concentrations of drug thus 
accumulate in the tubular cells, which results in nephrotoxicity. A similar phenomenon 
occurs in some liver cells involved in hepatobiliary secretion. 

 There are two distinct secretory pathways in the later sections of the proximal renal 
tubule that are relevant to a discussion of drug and toxicant excretion: one for acids and 
one for bases; the organic anion and cation transporters, respectively, discussed above. The 
primary orientation of this system is from blood to tubular fi ltrate, removing drugs and/or 
metabolite conjugates from the blood that were not removed by glomerular fi ltration. Table 
 6.1  lists some drugs that are actively secreted by the tubules. Active reabsorption systems 
are also present that act on drug already present in the fi ltered load. These systems are 

     Fig. 6.4     Schematic of a renal tubular cell illustrating the location of active and exchange transport 
systems. The interstitial space is bathed by postglomerular capillaries and the luminal side contributes 
to the fi nal makeup of the tubular fl uid.  
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generally present to recover essential nutrients (e.g., glucose) that have been fi ltered by the 
glomerulus. Some drugs reach their target sites by this mechanism, making their tubular 
fl uid concentration more important for predicting activity than their blood concentrations. 
An excellent example is the diuretic furosemide, which is fi rst secreted by the tubules into 
the tubular fl uid and is then actively reabsorbed back into the tubular cells, gaining access 
to its receptors for activity. Thus, the best concentration – time profi le to predict the diuretic 
action of furosemide is that of the urine rather than blood. This phenomenon is further 
discussed in Chapter  13  when pharmacokinetic – pharmacodynamic (PK - PD) models for 
such compounds are considered.   

 Drugs (and other endogenous substrates) may compete for tubular transport sites, 
thereby functioning as reversible, competitive inhibitors. This interaction has been classi-
cally studied with the organic acid transport system. Weak acids such as probenecid or 
phenylbutazone will inhibit secretion of the weak acid penicillin, thereby prolonging peni-
cillin blood concentrations. Thus, when two or more drugs in the same ionic class are 
administered, their rate and extent of renal excretion will be affected. Many drug metabo-
lites are conjugates (e.g., glucuronides) produced by phase II biotransformation reactions 
and secreted by the transport system for weak acids, which may further complicate the 
pattern of drug excretion. In addition, agents secreted by the acid transport system may 
produce biphasic effects, inhibiting secretion at low doses and reabsorption at high doses. 
Salicylate inhibition of uric acid secretion follows this pattern. Damage to renal tubules 
from toxins, interstitial nephritis, and hypercalcemic nephropathy will impair the renal 
secretion of drugs and conjugates by active tubular processes. 

  Table 6.1    Renal tubular handling of drugs. 

   Acids     Bases  

  Acetazolamide (A, P)    Amphetamine (P)  
   p  - Aminohippurate (A)    Chioroquine (P)  
  Chlorothiazide (A, P)    Diphenhydramine (P)  
  Chiorpropamide (A)    Dopamine (A)  
  Cephaloridine (A)    Ephedrine (P)  
  Dapsone (A)    Fenfl uramine (P)  
  Diodrast (A)    Hexamethonium (A)  
  Ethacrynic acid (A)    Histamine (A)  
  Furosemide (A)    Isoproterenol (A, P)  
  Glucuronides (A)    Morphine (A)  
  Hippurates (A)    Neostigmine (A)  
  Indomethacin (A)    Opiates (P)  
  Mersalyl (A)    Phenothiazine (P)  
  Methotrexate (A)    Procainamide (A, P)  
  Nitrofurantoin (P)    Procaine (A)  
  Penicillin (A, P)    Quinidine (A, P)  
  Phenolsulfonphthalein (A, P)    Tetraethylammonium (A)  
  Phenylbutazone (A, P)    Thiamine (A)  
  Probenecid (A, P)    Trimethoprim (A, P)  
  Salicylic acid (A, P)      
  Spironolactone (A)      
  Sulfonamides (A, P)      

   A: active tubular secretion or reabsorption; P: passive tubular reabsorption 
(nonionic back diffusion).   
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 There are direct pharmacokinetic implications to the carrier - mediated mechanism of 
renal tubular drug secretion. The limited capacity of carrier - mediated processes means that 
above certain blood drug concentrations, transport will proceed at a maximal rate indepen-
dent of concentration in blood; that is, so - called nonlinear zero - order kinetics will become 
controlling, which will have adverse affects on the utility of normal linear pharmacokinetic 
models. These factors may become more important in renal disease states in which renal 
capacity is already diminished. Under these circumstances, drug renal clearance will 
approach the GFR, as additional drug concentrations in blood will not now be secreted into 
the urine. At subsaturation concentrations, renal clearance of an actively secreted substance 
is dependent on and limited by renal plasma fl ow. Thus, fl ow - limited mechanisms discussed 
below, and more extensively in the hepatic elimination chapter, will become important 
considerations.  

   6.2.3    Passive  t ubular  r eabsorption 

 The fi nal determinant of a drug ’ s renal disposition is the mechanism of nonionic passive 
tubular reabsorption, or back diffusion, a process dependent on urine fl ow rate, lipid solu-
bility of the nonionized drug moiety, and urine pH. At low urine fl ow rates, there is greater 
opportunity for diffusion of drug from the distal tubular fl uid back into the blood. Diffusion 
is facilitated by the high concentration of drug in the tubular fl uid. Polar compounds having 
low lipid solubility, such as many drug metabolites, are not reabsorbed since they cannot 
cross the lipid membrane. In contrast, lipid - soluble, nonionized drugs are reabsorbed into 
the blood. This is the identical process discussed for passive drug absorption in Chapters 
 2  and  4 , except that in these cases, the  “ outside of the body ”  is now the fi ltered tubular 
fl uid. The ratio of ionized to nonionized molecules determines the concentration gradient 
that drives the drug into the fl uid. Table  6.1  also lists drugs passively reabsorbed by renal 
tubules. The extent of reabsorption is a function of the drug ’ s p K  a  and the pH of the tubular 
fl uid as described by the Henderson – Hasselbalch equations (see Chapter  2 , Eqs.  2.2  –  2.5 ). 
The pH of the urine can undergo drastic changes as a function of diet and coadministered 
drugs (e.g., urine acidifi ers and alkalizers). Tubular reabsorption of organic acids occurs 
with p K  a  values between 3.0 and 7.5 and for basic drugs with p K  a  values between 7.5 and 
10.5. Weak acids thus are reabsorbed at low urinary pH (acidic), while weak bases are 
reabsorbed at high urinary pH (alkaline). Therefore, the renal excretion of an acidic drug 
decreases in acidic urine but increases in alkaline urine. 

 This principle is employed in treating salicylate intoxication in dogs. A brisk, alkaline 
diuresis is induced to decrease salicylate reabsorption into the blood and hasten excretion 
into the urine by trapping the salicylic acid in an ionized form in the alkaline urine. 
Reabsorption is further decreased by the elevated urinary fl ow rate. In contrast, induction 
of an alkaline diuresis will enhance the toxicity of basic drugs by increasing the amount 
of tubular reabsorption. Drugs often employed in critical care situations, such as procain-
amide or quinidine, have increased reabsorption and thus systemic activity in this alkaline 
state. 

 Species differences in urinary pH can have a major infl uence on the rate of renal excre-
tion of ionizable drugs. Carnivores tend to have more acidic (pH 5.5 – 7.0) urine than her-
bivores (pH 7.0 – 8.0). Thus, with all other disposition factors being equal, a weakly acidic 
drug will have a higher renal excretion in herbivores than in carnivores, and a weakly basic 
drug will have a greater renal excretion in carnivores than in herbivores. In healthy animals, 
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small changes in urinary pH or urine fl ow rate do not signifi cantly contribute to altered 
drug clearance. However, with decreased function in renal disease, there is a decreased 
tubular load of drug. Altered urinary pH theoretically could further decrease overall drug 
clearance. Conditions such as renal tubular acidosis and the Fanconi syndrome modify drug 
elimination by enhancing reabsorption of acidic drugs and decreasing reabsorption of basic 
drugs.  

   6.2.4    Pinocytosis 

 There are other peculiarities of renal tubular transport that must be reviewed before discuss-
ing how to quantitate these processes. Some drugs are reabsorbed into the tubules by 
pinocytosis. This occurs by interaction of fi ltered drug in the tubular fl uid with the brush 
border membrane (Fig.  6.5 ). This is a very low - capacity and slow process that is easily 
saturated. Pinocytozed drug is then transferred to lysosomes and generally digested in the 
cell (e.g., peptides and fi ltered proteins such as  β  2  microglobulin). However, for some 
compounds, such as the aminoglycosides, enzymatic breakdown does not occur, and the 
drug is essentially stored in the kidney. Therefore, although the drug is reabsorbed from 
the tubular fl uid, it is not transported through the cell into the blood.   

 Thus, unlike other tubular reabsorption processes, reabsorption with storage or metabo-
lism can decrease elimination of drug from the body. This is important when considering 
the meaning of a clearance calculated from pharmacokinetic parameters determined from 
blood alone. Reabsorption into the renal parenchyma will generally not be detected from 
blood - centered systemic pharmacokinetic models because any return fl ux back to the blood 
is at very low rates. Urine drug concentrations must be included in the analysis for pino-
cytotic absorption to be detected. However, such reabsorption has toxicological signifi -
cance because the drug does accumulate in the tubular cells and could produce an adverse 
effect. Finally, this phenomenon has a signifi cant infl uence on the prediction of tissue 

     Fig. 6.5     Schematic of pinocytotic reabsorption in a tubule cell.  
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residue profi les in the kidney resulting from drugs with prolonged elimination half - lives 
(e.g., aminoglycosides).  

   6.2.5    Renal  d rug  m etabolism 

 The fi nal confounding infl uence on determination of renal drug clearance occurs when drug 
is metabolized by the kidney. Most of the phase I and phase II enzymatic systems presented 
in detail in Chapter  7  also exist in the kidney, although different isozymes may be expressed. 
Oxidative processes generally occur within the proximal tubule cells. Two scenarios may 
occur. The fi rst is when drug is metabolized solely by the kidney and not the liver, or a 
combination of both processes occurs. The second is when  relay  metabolism occurs, and 
the kidney further metabolizes a drug previously biotransformed by the liver. A toxicologi-
cally relevant example of this is the metabolism of hexachlorobutadiene by the liver to its 
glutathione conjugate. In the kidney,  β  - lyase then cleaves the conjugate with release of free 
drug into the renal tubule cells. Finally, hepatic metabolites may induce renal enzymes to 
further metabolize a drug. These interactions are complex and often are of toxicological 
signifi cance. 

 Similar to the discussion above, compound that is metabolized by the kidney is lost to 
the systemic circulation since parent drug would not be detected, even in the urine. To 
quantitate this, one must use radiolabeled drug and/or know the specifi city of the analytical 
method relative to separating parent drug and metabolite concentrations. This process 
contributes to the overall renal elimination of drug from the body and can be easily studied 
using many of the pharmacokinetic modeling techniques presented in later chapters. Renal 
drug biotransformation may also occur in the medulla by anaerobic metabolic processes 
(e.g., prostaglandin endoperoxide synthetase). This process is small relative to reducing 
overall body burden because only 1% of renal blood fl ow delivers compounds to this region 
but has toxicological signifi cance to the renal medulla where drug and/or metabolite may 
accumulate. Finally, brush border enzymes are present that metabolize peptides in the fi l-
tered tubular load to amino acids for reabsorption. 

 A great deal of effort is spent on studying the toxicological signifi cance of renal drug 
metabolism because lethal synthesis may occur where a nontoxic parent drug is meta-
bolically activated within the renal tubular cells into a toxic metabolite. The classic 
example of renal cortical drug activation is chloroform to toxic phosgene and carbon 
tetrachloride to its toxic trichloromethyl free radical. In the medulla, prostaglandin endo-
peroxide synthetase metabolizes acetaminophen to a toxic free radical that produces 
interstitial nephritis after chronic treatment and activates benzidine to a carcinogenic 
metabolite. The biochemical mechanisms of metabolism will be presented in Chapter  7 . 
Stereoselectivity in both active tubular secretion and metabolism in the kidney may 
occur with specifi c drugs (e.g., quinidine). The implications to assessment of renal drug 
excretion are similar to that of drugs metabolized by the kidney and are usually not 
taken into account. 

 This is a limited introduction of the wide range of processes that occur in the kidney 
and may affect renal drug elimination. A complete assessment of the renal mechanisms 
requires that both blood and urine data be collected to fully describe these events. If the 
drug is metabolized, assays must differentiate parent drug from metabolites. Numerous 
pharmacokinetic strategies will be presented in later chapters to specifi cally quantitate these 
processes. When simple blood - based models are used, these mechanisms may be obscured 
and aberrant predictions made.   
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   6.3    THE CONCEPT OF CLEARANCE AND ITS CALCULATION 

 Urine analysis is required for any detailed study of drug disposition. The problem with 
simply measuring the concentration of drug in urine as an index of its renal excretion is 
that the kidney also modulates the volume of urine produced in association with its primary 
mission of regulating fl uid balance. Thus, the concentration of drug alone may be higher 
or lower depending on the ultimate urine volume. To accurately assess how much drug is 
eliminated, the product of volume of urine produced and the concentration of drug in urine 
(mass/volume) must be determined to provide the amount excreted (mass). If timed urine 
samples are collected, then an excretion rate (mass/time) is determined. Similarly, to assess 
how effi cient this process is, one must know how much drug is actually presented to the 
kidney for excretion. This is related to the concentration of drug in the arterial blood. As 
alluded to above, this is especially important when renal disease lowers the extent of glo-
merular fi ltration and reduces the fi ltered load of drug. 

 The physiological concept of clearance was developed by early workers to generate a 
parameter that measured the effi ciency of renal excretion processes by assessing the total 
mass of compound ultimately excreted and relating it to the concentration of drug presented 
to the kidney for excretion. As will be stressed,  the net clearance of a substance is the 
vectorial sum of glomerular fi ltration, tubular secretion, tubular reabsorption, and renal 
metabolism.  

   6.3.1    Defi nition of  c learance 

 With this background in renal physiology, the task at hand is to establish parameters that 
are useful to quantitate drug or xenobiotic elimination by the kidney. The parameter that 
is used throughout physiology and pharmacokinetics to quantitate drug elimination through 
an organ, and by extension out of the body, is clearance ( Cl ). The relevant equation defi ning 
the whole - body clearance ( Cl  B ) of a drug is the sum of all elimination clearances:

    Cl Cl Cl ClB renal hepatic other= + + .     (6.1)   

 This equation illustrates the elegance of using  Cl  B  as the prime estimate of drug elimina-
tion since contributory organ function, when expressed as clearances, is simply additive. 
The only exception to this rule is for a drug eliminated through the lung since the pulmonary 
circulation is in series with the systemic circulation and receives the total cardiac output. 
Calculation of  Cl  B  provides an effi cient strategy for estimating how a drug or toxicant is 
eliminated from the body as it indirectly compares systemic clearance with renal and 
hepatic clearances. It is also the primary parameter used to construct clinical dosage regi-
mens. Because of the historical role of renal physiology in defi ning clearance and the easy 
accessibility of the kidney ’ s excretory product (urine) for collection and analysis, the 
concept of clearance and simple methods for its determination will be developed in this 
chapter. However,  Cl  B  will be revisited in Chapter  7  when  Cl  hepatic  becomes the parameter 
of interest.  

   6.3.2    Renal  c learance ( Cl  renal ) 

 The fi rst defi nition of renal clearance is the  volume of blood cleared of a substance by the 
kidney per unit of time or, alternatively, the volume of blood required to contain the quantity 
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of drug removed by the kidney during a specifi c time interval . As will be developed shortly, 
it is a physiologically based parameter that relates drug excretion directly to a measurable 
estimate of renal function. This is very important for calculating dosage regimens for 
patients with renal disease. 

 Recall from the previous discussion of renal physiology that the actual value for a drug ’ s 
renal clearance is the vectorial sum of fi ltration    +    tubular secretion    –    tubular reabsorption, 
making it a parameter that estimates the entire contribution of the kidney to drug elimina-
tion. Similarly, any change in renal drug processing will be refl ected in renal clearance if 
it is not compensated for by more distal components of the renal tubules. 

 Two types of data are needed to calculate clearance: (1) an estimate of blood drug con-
centration presented to the kidney; and (2) the amount of drug removed by the kidney. The 
latter can be estimated by either measuring the amount of drug excreted by the urine or 
comparing the difference between the renal arterial and venous drug concentrations to 
assess how much drug was extracted while passing through the organ. 

 To begin, we will use the classic approach, which directly measures extraction, based 
on Fick ’ s law:

    Cl Q E Q C C C mL/ /art ven art( min) [( ) ( )],= ⋅ = ⋅ −     (6.2)  

where  Q  is renal arterial blood fl ow,  E  is the extraction ratio, and  C  art  and  C  ven  are arterial 
and venous blood concentrations, respectively. As will be presented in Chapter  11 , this 
approach is also the basis for many organ - specifi c clearances used in building physiologi-
cally based pharmacokinetic models. The obvious diffi culty with this approach is that 
arterial and venous blood samples must be collected. However, renal physiologists realized 
that this approach could be modifi ed to more easily assess renal function. 

 This equation also illustrates that  the maximal rate of clearance for any drug is con-
trolled by the blood fl ow to the respective clearing organ (e.g., kidney, liver) when complete 
extraction (E      =      1) occurs . The maximal clearance for any compound completely extracted 
from the blood would be the cardiac output for that species. Complete extraction could 
occur via combination of kidney and liver metabolism or complete inactivation through 
the lung. This allows one to estimate maximum clearances of drugs in different species 
based on knowledge of cardiac output and renal or hepatic drug clearances if the eliminat-
ing organ is known. These concepts will be further discussed when physiologically based 
models linked by blood fl ow are discussed in Chapter  11 . 

 The amount of substance removed or extracted by the kidney is equivalent to the amount 
excreted into the urine. If one makes a timed collection of urine and measures the urine 
concentration and volume, then the amount ( X ) of drug extracted by the kidney over a 
specifi c time interval, that is, its rate of renal excretion, denoted ( Δ  X / Δ  t ) (the origin of the 
 Δ  terminology defi ned as  “ change in ”  will be presented in Chapter  8 ), is

    Δ ΔX t U V/  mg/ mg/mL [ mL/( min) [ ( )] ( min)],= ⋅     (6.3)  

where  U  is the concentration of drug in urine and  V  is the urine production. Now, the only 
component needed is the concentration presented to the kidney. Because renal function 
fl uctuates and urine sampling requires relatively long intervals to collect suffi cient samples 
for analysis, blood concentrations should be relatively constant to ensure that the measured 
values do not change throughout a sampling interval. This is in contrast to using Equation 
 6.2 , where short sampling intervals can be employed since simultaneous arterial and venous 
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blood samples may be collected. When urine is collected, fl uctuating blood concentrations 
may bias the results. Thus, workers used constant - rate intravenous infusion of chemicals 
to ensure that so - called steady - state blood concentrations were achieved. With this experi-
mental design, the renal clearance of substance  X  is calculated as

    Cl X t C U V Crenal art x artmL/ / / /( min) ( ) ( ) .= = ⋅Δ Δ     (6.4)   

 This expression also provides the second widely used defi nition for clearance, which is 
 the rate of drug excretion relative to its plasma concentration.  It is the proportionality 
constant linking the rate of drug elimination to a specifi c plasma concentration. This expres-
sion will serve as the basis for many of the pharmacokinetic techniques to be developed 
in subsequent chapters. 

 Some minor discrepancies may result when drug clearances are calculated by use of 
blood or plasma data alone versus techniques such as this, which employ urine collection. 
As discussed earlier in this chapter, even for a drug that is excreted solely by the kidney, 
tubular reabsorption with storage (e.g., aminoglycoside antibiotics) will result in a lower 
 Cl  renal  calculated from urine data rather than blood - based methods since, as can be seen 
from Equation  6.2 , tubular reabsorption would not be refl ected in the venous blood con-
centrations since the substance is now trapped in the tubular cells. A similar discrepancy 
may occur with intrarenal drug metabolism since, like renal storage, this process does not 
return parent drug to venous blood. In a research setting, the difference is often used as 
conclusive evidence that either of these two phenomena actually occur. This issue will be 
revisited in Chapter  8 .  

   6.3.3    Estimates of  GFR  

 The original perspective of the renal physiologists was to develop an estimate of renal GFR. 
In order for  Cl  renal  to accurately measure GFR, a chemical that is solely cleared by glomerular 
fi ltration is required so that the kinetics are linear and thus do not change with varying blood 
concentrations; that is, the more variable processes of tubular reabsorption and secretion 
will not confound the estimate. The classic GFR marker, the biologically inert polysaccha-
ride inulin, is not bound to plasma proteins and is only fi ltered by the glomerulus. Thus, the 
clearance of inulin refl ected the maximum amount of a compound that could be excreted 
by fi ltration alone since all of the inulin presented is free and available for fi ltration. Finally, 
in order to provide a reasonably straightforward technique, plasma or serum venous inulin 
concentrations are used since arterial samples are diffi cult to obtain. Although this results 
in a constant overestimation of clearance since  C  ven  is less than  C  art , it has become a standard 
practice. Additionally, the inulin concentrations employed are high relative to the amount 
extracted, and thus the arteriovenous difference is not important as long as the sampling 
protocols used are the same. GFR is thus commonly calculated as

    GFR mL/ /inulin inulin inulin( min) ( ) ,= = ⋅Cl U V Cp     (6.5)  

where  Cp  is the common nomenclature in pharmacokinetics to denote plasma concentra-
tion. GFR estimates are commonly normalized to body weight to adjust for different 
individual body sizes and then expressed in units of mL/(min - kg), that is, mL/min/kg. Table 
 6.2  lists  Cl  inulin  across species ranging from cows to rats. Recently, the radiolabeled GFR 
markers  125 I - iothalamate and Cr-ethylenediaminetetraacetic acid (EDTA)   have been 
employed to facilitate the assay.   
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 If one compares GFR measured as  Cl  inulin  with the renal clearance of a study drug or 
toxicant, then the ratio of clearances gives some insight into how the kidney excretes this 
compound relative to the processes of glomerular fi ltration, tubular secretion, and tubular 
reabsorption. This ratio, termed the  fractional clearance , is calculated as

    Fractional clearance x x

inulin inulin

X
U V Cp

U V Cp
( ) =

⋅( )
⋅( )

/

/
    (6.6)   

 However, one notes that  V  appears in both the numerator and denominator and thus 
cancels out. Rearrangement of terms yields

    Fractional clearance x inulin

inulin x

X
U Cp

U Cp
( ) =

⋅
⋅

    (6.7)   

 Therefore, timed urine collections are not required, and only urine and plasma samples 
of inulin and the chemical of interest need be assayed in any urine sample. Fractional 
clearance  < 1 implies tubular reabsorption,  ≈ 1 implies only glomerular fi ltration, and  > 1 
implies tubular secretion. 

 Two endogenous substances produced at a constant rate as metabolic products of sys-
temic metabolism have a fractional clearance close to unity. The closest, plasma (or serum) 
creatinine, is produced secondary to muscle metabolism of creatine phosphate. The second, 
urea, is produced as a by - product of protein metabolism. Creatinine, which is easily assayed 
in both urine and serum by spectrophotometric techniques, became an excellent surrogate 
for inulin since the body ’ s metabolic processes provided the constant - rate infusion. 
Creatinine clearance is the standard clinical test for estimating GFR within the method 
embodied in Equation  6.5 . It has also been extensively used in pharmacokinetics as an 
independent estimate of GFR. Creatinine clearance is superior to urea clearance because 
urea is reabsorbed in the distal tubules as part of the countercurrent mechanism to concen-
trate urine and may vary depending on the hydration status of the animal. Additionally, 
ruminants metabolically handle urea differently than other species, which confounds its 
use in certain disease conditions. In some species (e.g., dogs), the fractional clearance of 
creatinine to inulin approaches a value of 1.1, suggesting some tubular secretion of creati-
nine. However, its ease of measurement and endogenous production overshadows this rela-
tively minor error. 

 The fi nal estimate of GFR is based on monitoring only SCR or serum urine nitrogen 
(SUN), commonly called BUN, as a rough estimate of GFR. It is instructive to consider 
how this relationship is derived. When the production of creatinine or urea is constant under 

  Table 6.2    Glomerular fi ltration rates (mL/min/kg  ) in select species 
as assessed by inulin clearance. 

  Cow    1.8  
  Horse    1.7  
  Human    1.8  
  Goat    2.2  
  Sheep    2.0  
  Dog    4.0  
  Rat    10.0  
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normal steady - state conditions, all of the compound produced by the body is excreted by 
the kidney. A steady state can only be achieved, and in fact is defi ned, when the rate of 
input (muscle production of creatinine, protein catabolism to urea) equals its rate of output 
(excretion), which we defi ned in Equation  6.4  as  Δ  X / Δ  t . If we rewrite this equation in terms 
of creatinine ( X     =    CR),

    Cl tcr GFR CR/ /SCR  rearranged yielding SCR  GFR CR≈ = =( ) , ( ) ( )Δ Δ Δ //Δt .     (6.8)   

 This suggests that if  Δ CR/ Δ  t  remains constant, then the product of SCR and GFR will 
be constant, or for two different levels of GFR (1 and 2),

    ( ) ( ) ( ) ( ).SCR  GFR SCR  GFR1 1 2 2=     (6.9)   

 The ratio of two SCRs is therefore inversely proportional to the ratio of the respective 
GFRs. Normal SCR is 1   mg/dL when GFR is normal, thus 1/SCR refl ects the ratio of normal 
to abnormal GFR. If GFR is reduced by 50%, SCR doubles. If GFR is reduced to 75% of 
normal, SCR will increase fourfold, and so on. Because the rate of creatinine production 
is constant and related to muscle mass, clinicians have developed nomograms to adjust 
SCR to refl ect gender differences in muscle mass. This inverse relation (hyperbolic) also 
explains why, with a decrease in renal function, SCR and SUN dramatically increase in 
renal disease, while GFR only decreases linearly. 

 This constant daily excretion of metabolic by - products into the urine allows urine con-
centrations to be used to normalize the excretion of other chemicals in a manner analogous 
to fractional clearance. In some toxicology and fi eld monitoring protocols in which drug 
or chemical excretion into urine is assessed, urine concentrations will often be adjusted by 
urine creatinine concentrations to correct for differences in urine volumes between study 
subjects. This provides an internal standard as to the length of the urine collection and 
ensures that adequate urine volume has been collected. This approach is particularly useful 
when chemical excretion into the urine is used as a fi eld indicator or biomarker of chemical 
exposure and collection of timed or even complete urine samples cannot be guaranteed. 
By using urine creatinine concentration as a normalizing factor, urinary toxicant concentra-
tions can be adjusted by creatinine concentrations to compensate for differences in dilution 
between individuals.   

   6.4    NONLINEARITY OF TUBULAR SECRETION AND 
REABSORPTION 

 The discussion thus far has been limited to determining clearances of substances that are 
primarily eliminated through glomerular fi ltration. The pharmacokinetics of this process is 
linear since saturation does not occur, and only nonprotein - bound drugs are fi ltered through 
the glomerular basement membrane complex. When the renal clearance of a drug elimi-
nated by glomerular fi ltration is estimated, only the fi ltration of the free or unbound drug 
is assessed; thus, changes in protein binding will change the net excretion of drug. Drugs 
and toxicants that undergo passive tubular reabsorption obey Fick ’ s law of diffusion since 
concentration gradients described again by linear fi rst - order rate constants provide the 
driving force across the tubular epithelium. In contrast, compounds that are actively secreted 
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from postglomerular capillaries across the renal tubules and into the tubular fl uid show 
saturation at high concentrations, competition with drugs secreted by the same pathways, 
and dependence on the magnitude of renal blood fl ow — all hallmarks of nonlinear phar-
macokinetic behavior. For such compounds, clearance will not be constant but rather will 
be dependent on the concentration of drug presented to the kidney. 

 As discussed earlier in the physiology section, as tubular secretory pathways become 
saturated, the ratio of clearance to GFR (e.g., the fractional clearance of Eq.  6.6 ) will 
decrease. To develop this concept, we will revisit our defi nition of a drug cleared by GFR 
and acknowledge that only the free or unbound drug concentration ( C  f     =     Cp     ·     f  u ) is elimi-
nated by glomerular fi ltration. Protein - bound drug ( C  b ) cannot be fi ltered. (A review of 
protein binding in Chapter  5  may be helpful at this juncture.) The rate of renal excretion 
( Δ  X / Δ  t ) can be expressed as simply

    ( ) .Δ ΔX t C/ GFRf= ⋅     (6.10)   

 As  C  f  becomes greater,  Δ  X / Δ  t  will increase in direct proportion (e.g., linearly). However, 
recalling Equation  6.4 , its clearance will be  Δ  X / Δ  t  divided by  C  art . In this case,  C  art  is the 
total blood concentration presented to the kidney ( C  f     +     C  b ). Clearance thus equals

    Cl X t C X t C Crenal art f b/ / / /= = +( ) ( ) ( ).Δ Δ Δ Δ     (6.11)   

 These relations have two implications. The fi rst is that as total blood concentrations of 
drug increase ( C  art ), so does  Δ  X / Δ  t ; however,  Cl  renal  remains constant

    Cl C Crenal f artGFR /= ⋅( ) ( )     (6.12)   

 since  C  art  will increase in direct proportion to  C  f     +     C  b  as long as the fraction bound does 
not change. 

 However, if only the extent of protein binding of a drug is increased ( C  f  ↓ ,  C  b  ↑ ), its rate 
of renal excretion  Δ  X / Δ  t  will decrease (Eq.  6.10 ) as will its clearance since the  C  art    ( C  f     +     C  b ) 
will be constant. If the extent of protein binding is decreased (as discussed in Chapter  5  
when displacement occurs), then  C  f  will increase as will  Cl  renal , ultimately resulting in a 
reduction of free and active drug concentrations. 

 Therefore, drugs cleared by fi ltration have constant clearance with changing total drug 
concentrations but are sensitive to the extent of protein binding. As will be seen in Chapter 
 7 , this is characteristic of low - extraction clearance processes. For such a drug with high 
protein binding, only the small fraction presented for fi ltration can ever be extracted and 
cleared by the kidney. Since the total renal clearance of a compound is the sum of fi ltration 
plus secretion, a drug solely cleared by fi ltration will have a relatively low clearance com-
pared with one that is also actively secreted. If one considers this in terms of the extraction 
ratio ( E ) defi ned in Equation  6.2 ,  Cl  B  will always be less than the renal blood fl ow ( Q ) 
since the extraction ratio is less than 1 and dependent on the glomerular fi ltration fraction. 
Such drugs are termed  low - extraction drugs , and their  Cl  renal  will be sensitive to the extent 
of protein binding. Examples of such drugs include inulin, aminoglycosides, antibiotics, 
tetracyclines, and digoxin. 

 In contrast, consider a drug that also undergoes active tubular secretion. In this case, 
even a drug that is protein bound ( ↑  C  b ) or distributed into red blood cells will be secreted 



108 Comparative Pharmacokinetics

     Fig. 6.6     Decomposition of the rate of drug excretion into components of glomerular fi ltration and 
tubular secretion.  

R
a
te

Plasma Drug Concentration

Filtra
tion

Excretion

Secretion

Tm

into the urine since the affi nity for specifi c tubular transport proteins will be greater than 
that for the relatively nonspecifi c protein - binding sites or partitioning in erythrocytes. The 
extraction ratio will thus approach 1.0, and  Cl  renal  will approach the renal blood fl ow Q. 
Such drugs are termed  high - extraction or perfusion - limited  to acknowledge the relationship 
of clearance to blood fl ow. The classic example is para - aminohippurate (PAH), which is 
almost completely extracted as it passes through the kidney, making its clearance almost 
equal to renal plasma fl ow. In fact, PAH renal clearance was often calculated in clinical 
situations using Equation  6.4  to estimate renal blood fl ow. Other such drugs include many 
of the  β  - lactam antibiotics (e.g., penicillin) and many sulfate and glucuronide conjugate 
products of hepatic drug biotransformation. These concepts are developed further in 
Chapter  7  where low -  and high - extraction drugs cleared by the liver are discussed in detail. 

 The fi nal implication of active tubular secretion is that at suffi ciently high concentra-
tions, saturation of the secretory pathways may occur. The point at which this occurs is 
termed the maximum tubular transport ( T  m ). At concentrations well below saturation, clear-
ance will remain relatively constant since the rate of secretion will be dependent on the 
concentration, much as it is with fi ltered drugs. However, as  T  m  is approached, the rate of 
secretion  Δ  X / Δ  t  will decrease until it reaches the maximal rate ( Q     ·     T  m ) and from that point 
on will be constant and independent of blood concentration. Since  Δ  X / Δ  t  decreases and  C  art  
increases, Equation  6.4  suggests that  Cl  renal  will also reach a maximal plateau. Since the 
total renal clearance of a drug is the sum of glomerular fi ltration plus tubular secretion, the 
rate of excretion for a drug versus its plasma concentration will have a shape characteristic 
of its renal elimination pathway, as seen in Fig.  6.6 . Similarly, if another drug or endoge-
nous compound that competes for tubular secretion is also present (e.g., probenecid coad-
ministered with penicillin),  Δ  X / Δ  t  and  Cl  renal  will decrease.   

 The fi nal complication occurs when a drug undergoes passive tubular reabsorption. The 
dependency of this process on urinary pH has already been discussed. In this case,  C  art  will 
be constant, but  Δ  X / Δ  t  and thus  Cl  renal  will vary depending on the urinary pH. Since this 
is an equilibrium process, time is required for this diffusion to occur. Thus, if the renal 
clearance of a drug is dependent on urine fl ow, it is presumed to undergo passive tubular 
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reabsorption. When high tubular loads are presented, reabsorption is overloaded as equi-
librium cannot be achieved and nonreabsorbed drug is eliminated into the urine. 

 Using the principles presented in the above paragraphs, one can now examine the 
dependence of the rate of drug excretion  Δ  X / Δ  t  and  Cl  renal  on the plasma drug concentration 
for drugs secreted by these different mechanisms, as shown in Figs.  6.7  and  6.8 .  Δ  X / Δ  t  will 
generally increase with increasing concentrations; however, secretion and reabsorption will 
make these curves deviate from the linearity seen with solely fi ltered drugs at high con-
centrations. In contrast, and more instructive, clearance for a fi ltered drug is constant and 
is the value approached by both secreted and reabsorbed drugs at high concentrations.   

 A fi nal complication arises depending on whether plasma, serum or blood concentrations 
are measured. As the reader can appreciate from most of the discussions in this text, terms 
are often used interchangeably in the literature as the difference is usually very small. 

     Fig. 6.7     Comparison of rate of renal excretion ( Δ  X / Δ  t ) versus plasma drug concentration for a drug 
eliminated in the kidney by glomerular fi ltration (A), tubular secretion (B), or tubular reabsorption (C).  
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     Fig. 6.8     Renal clearance versus plasma drug concentration of a drug handled by glomerular fi ltration 
(A), tubular secretion (B), or tubular reabsorption (C).  
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However, from a theoretical perspective relative to renal clearance, if an exact value of a 
renal extraction ratio is desired, only blood concentrations should be used since concentra-
tions of drug in red blood cells are available for active tubular secretion despite not being 
fi ltered at the glomerulus.  

   6.5    SUMMARY 

 Unfortunately, it is not as easy to assess the function of other organs as it is for the kidney 
since their excretory fl uids are not easily experimentally accessible as urine. Techniques 
used to assess organ clearance require some additional pharmacokinetic techniques that 
build on the clearance principles developed above. These concepts will be revisited in the 
pharmacokinetic modeling chapters, in which various strategies for calculating drug clear-
ances will be presented. For example, the best method for calculating  Cl  B  is based on using 
steady - state drug infusions with a formula similar to Equation  6.4 . Techniques will also be 
presented to deal with nonsteady - state drug concentrations, some of which have been 
developed into rapid tests for estimating GFR. In most cases, such pharmacokinetic 
approaches are now used to clinically assess renal function.  
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  7    Hepatic Biotransformation and 
Biliary Excretion  

  with   Ronald     Baynes       

     Hepatic disposition is one of the fi nal keys in the absorption, distribution, metabolism, and 
elimination (ADME) scheme needed to describe disposition of drugs and chemicals in the 
body. The liver is responsible for both biotransformation and biliary excretion as well as 
enterohepatic recycling. In many ways, the liver should be considered as two separate 
organs — one encompassing metabolism and the other biliary excretion. 

 Drug localization and biotransformation in the liver are dependent on many factors 
associated with both the biological system and drug itself. These include biological proper-
ties of the liver (chemical composition, relative activity of major drug metabolism enzymes, 
hepatic volume/perfusion rate, and drug accessibility to and extraction by hepatic metabolic 
sites) as well as physicochemical properties of the drug (p K  a , lipid solubility, molecular 
weight). If single large or multiple doses of a drug are given, hepatic drug binding and 
metabolic sites may become saturated, which facilitates drug distribution to other metabolic 
sites, including the blood, kidney, skin, gastrointestinal tract (including the gut fl ora), lung, 
brain, placenta, and other organs. Despite this caveat, the liver is quantitatively the major 
drug metabolism organ in the body. 

 Drug metabolism studies in animals are easier to conduct than in humans due to practical 
and ethical considerations, including the accessibility of special tissue collection and homo-
geneity of subject population. However, inter -  and intraspecies differences in drug meta-
bolic rate are, in most cases, the primary source of variation in drug disposition and 
therefore in drug activity or toxicity. Extrapolation of metabolism data between animal 
species is diffi cult primarily because of the diversity in drug metabolizing enzymes, which 
will be discussed in more detail later in this chapter. Much of our understanding of drug 
metabolism is based on  in vitro  metabolic experiments, which sometimes can be diffi cult 
to correlate with metabolic data from  in vivo  pharmacokinetic studies. Even with a single 
species, as has been demonstrated in human populations, genetic polymorphism ( > 1% dif-
ference in DNA sequence) can lead to differences in metabolism that can have signifi cant 
adverse clinical responses following drug exposure. 

 Recalling our discussion in Chapter  2  about the phenomenological role of metabolism 
in drug distribution and excretion, it would be hard to imagine what would happen in 
biological systems without xenobiotic metabolism. Absorbed compounds would stay in the 
body for a much longer period of time and have prolonged activity, tissue accumulation, 
and potentially, toxicity. Metabolism is necessary for the animal or human body to rid itself 
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of lipophilic xenobiotics as an effective defense mechanism against adverse effects. In 
general, the intensity of drug action is proportional to the concentration of the drug and/or 
its active metabolite(s) at the target site. On the other hand, drug - associated toxicity is also 
dependent on the chemical form (active or inactive) and concentration at the same or other 
relevant target site. Therefore, any process or factor that modifi es the drug ’ s metabolite 
concentration at a target site will cause an altered activity or toxicity profi le. 

 Drug metabolism may often result in metabolite(s) with altered chemical structures that 
change the receptor type affected, drug - receptor affi nity, or pharmacological effect. Most 
parent drugs can be deactivated to inactive metabolites. In contrast, some drugs can also 
be activated either from an inactive form (prodrug) to an active drug or from an active 
form (e.g., meperidine) to an active metabolite (normeperidine) with similar activity/
toxicity. Therefore, drug metabolism can either reduce or enhance the parent drug ’ s effect, 
create another activity, or even elicit toxicity, depending on both the drug and the biological 
system in question. 

 The pharmacological and pharmacokinetic properties of a drug can be changed by 
metabolism in one or several of the following ways: pharmacological activation or deac-
tivation, change in disposition kinetics of drug uptake (absorption from application site), 
distribution, and excretion (e.g., bile excretion, enterohepatic circulation, and renal excre-
tion). For most drugs and toxicants, the liver is the major metabolic organ, which, in addi-
tion to its role in biliary excretion, makes an understanding of its function central to a 
knowledge of drug disposition. This chapter will focus on hepatic metabolism and drug 
hepatobiliary excretion in animal species and introduce some basic biochemical and phar-
macokinetic concepts relevant to this role. Although these discussions are focused on the 
liver, the principles elucidated may also be applicable to extrahepatic sites of drug 
biotransformation.  

   7.1    PHASE  I  AND PHASE  II  REACTIONS     

 Various metabolic pathways are involved in drug metabolism, including oxidation, reduc-
tion, hydrolysis, hydration, and conjunction. These processes can be divided into phase I 
and phase II reactions (Table  7.1 ). Some workers have also defi ned so - called phase III reac-
tions, although this concept has not been well accepted. Phase I includes reactions introduc-
ing functional groups to drug molecules necessary for the phase II reactions, which primarily 
involve conjugation. In other words, phase I products act as substrates for phase II processes, 
resulting in conjugation with endogenous compounds, which further increases their water 
solubility and polarity, thus retarding tissue distribution and facilitating drug excretion from 

  Table 7.1    Drug metabolism reactions. 

   Phase I     Phase II  

  Oxidation    Glucuronidation/glucosidation  
     Cyt P450 dependent    Sulfation  
     Others    Methylation  
  Reduction    Acetylation  
  Hydrolysis    Amino acid conjugation  
  Hydration    Glutathione conjugation  
  Dethioacetylation    Fatty acid conjugation  
  Isomerization      
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the body. The biochemical mechanisms to be presented are also applicable to metabolism 
in other body sites (e.g., kidney and skin, discussed in earlier chapters). Interested readers 
should consult standard texts on drug metabolism or biochemical pharmacology/toxicology 
for specifi c detailed examples illustrating the chemistry of these processes.   

 Our knowledge regarding the molecular mechanisms of drug metabolism has been 
predominately gained from studies on the liver at different experimental levels, including 
 in vivo  intact animals,  ex vivo  liver perfusion, and  in vitro  liver slices, hepatocyte cell 
cultures, isolated/purifi ed subcellular hepatocyte organelles, and isolated enzyme or enzyme 
components. The later  in vitro  systems are particularly suited for studies with human tissue. 
Two subcellular organelles are quantitatively the most important: the endoplasmic reticu-
lum (ER; isolated in the microsome fraction) and the cytosol (isolated in the soluble cell - sap 
fraction). Phase I oxidation enzymes are almost exclusively localized in the ER, along with 
the phase II enzyme of glucuronyl transferase. In contrast, other phase II enzymes are 
mainly present in the cytoplasm. Microsomal fractions of the hepatocyte retain most, if not 
all, of the enzymatic activity in drug metabolism. 

   7.1.1    Phase  I   m etabolism 

 Phase I metabolism includes four major pathways: oxidation, reduction, hydrolysis, and 
hydration, of which oxidation is the most important. Some specifi c phase I reactions with 
examples are illustrated in Tables  7.2 – 7.4 . Special attention should be given to oxidation 
mediated by the microsomal mixed - function oxidase (MFO) system. This system is also 
termed monooxygenases, which infers that this enzyme system incorporates one atom of 
molecular oxygen into the substrate (drug) and one atom into water. The monooxygenations 
of drugs can be catalyzed either by cytochrome P450 monooxygenase (CYP) and thus 
called CYP - dependent monooxygenase system, or by fl avin - containing monooxygenases 

  Table 7.2    Oxidation reactions. 

   Reaction/enzymes     Example of substrate  

  Reaction by MFO systems      
     Alcohol oxidation    Ethanol  
     Aromatic hydroxylation    Lidocaine  
     Aliphatic hydroxylation    Pentobarbitone  
     Dehalogenation    Halothane  
      N  - dealkylation    Diazepam  
      O  - dealkylation    Codeine  
      S  - dealkylation     S  - Methylthiopurine  
     Epoxidation    Benzo[a]pyrene  
     Oxidative deamination    Amphetamine  
      N  - oxidation    3 - Methylpyridine  

  2 - Acetylaminofl uorene  
      S  - oxidation    Chlorpromazine  
     Phosphothionate oxidation    Parathion  
  Non - MFO enzymes      
     Alcohol dehydrogenase    Ethanol  
     Aldehyde dehydrogenase    Acetaldehyde  
     Alkyihydrazine oxidase    Carbidopa  
     Amine oxidases    Imipramine  
     Aromatases    Cyclohexane carboxylic acid CoA    
     Xanthine oxidase    Theophylline  
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(FMOs). The  “ cytochrome ”  in the former system infers that CYP enzymes have a heme 
structure that is known as ferriprotoporphyrin - 9 (F - 9), which is the core of the enzyme 
(Fig.  7.1 ). This F - 9 structure is basically the same for all CYP enzymes described below. 
These enzymes are also named P450 as they absorb UV   light at 450   nm when reduced and 
bound to carbon monoxide. Many research articles will refer to these enzymes as  “ CYPs ”  
or  “ P450s. ”       

   7.1.2     CYP   n omenclature 

 With the advent of gene cloning and sequencing, and the application of molecular biology 
techniques to CYP structure analysis, tremendous progress was made in the last decade in 
the isolation and sequencing of the cDNAs encoding multiple forms of the hemoprotein. 
The rapid determination of full - length CYP amino acid sequences enabled the development 

     Fig. 7.1     Structure of ferriprotoporphyrin - 9 that forms the core Cyt P450.  
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  Table 7.3    Hydrolysis reactions. 

   Substrate     Enzyme  

  Esters    Plasma: nonspecifi c acetylcholinesterases, pseudocholinesterases, 
other esterases  

  Liver: specifi c esterases for particular groups of chemicals  
  Amides    Liver: amidases  

  Plasma: nonspecifi c esterases  
  Hydrazides, carbamates    Less common  
  Peptides, proteins    Enzyme in gut secretions  

  Table 7.4    Additional reactions involved in drug metabolism. 

   Reaction     Compound  

  Hydration    Epoxides (benzo[a]pyrene - 4,5 - epoxide)  
  Ring cyclization    Proguanil  
   N  - carboxylation    Tocainide  
  Transamidation    Propiram  
  Isomerization     α  - Methylfl uorene - 2 - acetic acid  
  Decarboxylation     L  - DOPA  
  Dethioacetylation    Spironolactone  
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of a coherent nomenclature system describing the different and unique isoforms. CYPs 
were fi rst discovered in 1958 and they are currently classifi ed according to their amino acid 
sequence homology. As of 2010, there are over 7500 animal CYP isoforms in 781 gene 
families where genomic and protein sequences known  . In order to keep up with recent 
fi ndings in this continually expanding database, the reader is encouraged to access via the 
Internet the P450 Gene Superfamily Nomenclature Committee ( http://drnelson.uthsc.edu/
cytochromeP450.html ).   

 CYPs with 40% homology belong to the same family and thus far, more than 70 CYP 
families have been discovered, with 17 families (e.g., CYP1, CYP2, CYP3) found in 
humans. CYPs with 55% homology are grouped into some 44 subfamilies (e.g., CYP1A, 
CYP2A, CYP2D), and there are isoforms that originate from a single gene (e.g., CYP1A1; 
CYP2D6, CYP3A4). About 95% of the drugs used in human clinical situations are metabo-
lized by members of families CYP1, CYP2, and CYP3 (e.g., CYP1A2, CYP2C9, CYP2C19, 
CYP2D6, and CYP3A4) in liver (Williams et al.,  2003 ; Hodgson,  2010 ). CYP nomencla-
ture will often include mention of  “ orphan ”  P450s, which is to designate relatively recently 
identifi ed CYPs for humans or other species and for which there is very little available 
information (Guengerich et al.,  2010 )  . Orphan P450s may not play a major role in drug 
metabolism but could play a major role in activation of carcinogens and protoxicants.  

   7.1.3     CYP   g enetic  p olymorphism 

 Genetic variability of these CYP enzymes in humans have been extensively evaluated, and 
the reported genetic polymorphisms identifi ed in most CYP genes explain the sometimes 
observed interindividual differences in enzyme activity that manifest itself in interindi-
vidual differences in drug disposition. Again, the genetic polymorphism is often seen in 
CYP1, CYP2, and CYP3 family members that represent the major genes in pharmacogenet-
ics (Yang et al.,  2010 ). CYP 2D6 polymorphism is the often quoted example of genetic 
polymorphism in humans where a small percentage (e.g., 10% in some populations) are 
 “ poor metabolizers ”  (hydroxylation) of the drug debrisquinone. This landmark discovery 
in the mid - 1970s and its scientifi c and clinical impact are elegantly reviewed by Smith 
 (2001) , who fi rst identifi ed this genetic polymorphism that spawned the growth of modern 
pharmacogenetics. Beyond the genetic polymorphism at the gene level, the reader should 
be aware that there are regulatory mechanisms at the transcriptional, translational, and 
posttranslational levels that contribute to variability in CYP activities within the human 
population (Lim and Huang,  2008 ). While gender differences in CYP activity have been 
extensively reported for rodent species (Yang et al.,  2006 ), sexual dimorphism has not been 
consistently been observed in humans (Yang et al.,  2010 ) and has not been completely 
examined in veterinary species and even within breeds of animals (Fink - Gremmels,  2008 ). 

 There is some evidence that gender differences in CYP2D and CYP3A expression in 
cats may explain why bufuralol - 1 - hydroxylation and midazolam - 4 - hydroxylation, respec-
tively, is signifi cantly greater in one sex over the other (Shah et al.,  2007 ). There is also 
evidence that within the beagle breed of dogs, there are subpopulations in beagle dogs ’  
ability to metabolize celecoxib. About 45% of the population (from a colony of 242 beagle 
laboratory dogs) is capable of extensively metabolizing this drug and CYP2D15 polymor-
phism has been proposed as a possible reason, although only 14% of canine lines carry 
this unique canine isoenzyme (Paulson et al.,  1999 ). The reader can obtain more detailed 
information on genetic polymorphism in dogs, cats, horses, rabbits, rats, and mice from an 
excellent review paper by Mosher and Court  (2010) .  
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   7.1.4     CYP   s pecies  c omparisons 

 Comparisons in CYP activity within and across animal species is, however, very diffi cult, 
especially when CYPs in veterinary species are not as well characterized as in humans. 
Some knowledge of this comparative activity across veterinary species is important for the 
following reasons: (1) drugs are used across various veterinary species in a label and 
extralabel manner; and (2) veterinary species (e.g., dogs, pigs) are often used in the pre-
clinical phases of the development of human drugs. In these two scenarios, comparative 
CYP data will be useful to help predict drug clearance, effi cacy, and potential toxicosis. 
Much of the species comparisons to date have focused on the use of liver microsomal 
fractions, yet we know that there are other interactions that could infl uence the fi nal bio-
availability of the drug. 

 There are rather consistent trends for CYP activity across different laboratory species; 
for example, CYP2E1    >    CYP1A2 and CYP4A    >    CYP2D (Guengerich,  1997 ). There are 
also species differences in levels of CYP activity. For example, the level of activity 
diclonfenac - 4 - hydroxylase for CYP2C is in the following order of activity: human    >    monkey, 
rat    >    rabbit    >    mouse    >    dog, while the order for 7 - ethoxy - 4 - trifl uor - methyl - coumarin - O -
 dealkylation for CYP1A2 is dog    >>    rabbit, monkey    >    human    >    mouse    >    rat. These species 
comparisons strongly suggest that use of dogs in preclinical trials to assess hepatic clear-
ance of coumarin and diclofenac would have either overestimated or underestimated the 
clearance and bioavailability of these drugs in humans. This is critically important for drugs 
with narrow therapeutic windows (e.g., coumarin). Fink - Gremmels  (2008)  provides a list 
of unique canine CYP isoenzymes (e.g., CYP2B11, 2C41, 2D15) with human CYP homolo-
gies, and although orthologous CYPs metabolize one substrate (e.g., CYP2D6 in humans 
and CYP2D15 in canine metabolize dextrometorphan), it is not predictive of substrate 
specifi city. CYP2D has other clinical relevance as it is necessary for the demethylation of 
an important ionophore coccidiostat, monensin, in several veterinary species. However, 
horses have the lowest CYP2D catalytic effi ciency to demethylate monensin, which 
explains why accidental or intentional mixing of this ionophore with horse feed often 
causes fatal cardiomyopathy. 

 Another animal species that is often used in preclinical trials as an animal model for 
human drug development is the pig. While there are various pig models available such as 
the conventional pig as those used in animal production systems, there are minipigs and 
micropigs whose CYP activity can be many order of magnitude higher than the conven-
tional pig, which coincidentally is similar to that of humans (Nebbia et al.,  2003 ). CYP3A4 
is the major CYP in humans as well as the major CYP in pigs, suggesting that the pig may 
have some value in preclinical evaluation of drugs for humans, although pigs are recog-
nized as being relatively poor at sulfate conjugation (see phase II discussion).  

   7.1.5    Basic  CYP   MFO   r eactions 

 Some CYPs may be located in the mitochondrial inner membrane, and some are located 
in the ER; both types are membrane - bound proteins and can result in two different kinds 
of electron transfer chains. As a general rule, the CYP oxidation reactions require the pres-
ence of molecular oxygen (O 2 ), reduced nicotinamide adenine dinucleotide phosphate 
(NADPH), and NADPH - cytochrome P450 reductase that is closely associated with CYP. 
The NADPH - cytochrome P450 reductase is a protein with a monomeric molecular weight 
of 78   kDa and is closely associated with CYP in the ER membrane. It is found in most 
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tissues but predominantly found in the liver, whose expression is under the infl uence of 
the active thyroid hormone triiodothyronine (T 3 ). This reductase enzyme is a fl avoprotein 
that consists of 1   mole of fl avin adenine dinucleotide (FAD) and 1   mole of fl avin mono-
nucleotide (FMN), and is different from other fl avoproteins, as usually, only one FAD or 
FMN can be found as the prosthetic group in the fl avoproteins. 

 Studies have demonstrated that a heat - stable lipid is essential for MFO activity in drug 
oxidation. The lipid may function in substrate binding, facilitation of electron transfer, or 
providing a  “ template ”  for the interaction of CYPs and NADPH - Cyt P450 reductase. 
Readers should recall that NADPH is the product of the pentose phosphate pathway in the 
cytoplasm. The NADPH reductase uses the NADPH to  “ fuel ”  the two electrons necessary 
for cycling of CYP. In essence, two electrons from NADPH migrate from FAD to FMN 
and then to CYP heme iron as shown in the electron transport chain below: 

 NADPH FAD FMN CYP.   

 The reactions are initiated by insertion of a single oxygen atom into the drug molecule 
and are usually followed by rearrangement and/or decomposition of the product to yield 
an oxidized metabolite, which may be subject to further metabolism. The MFO reaction 
conforms to the following stoichiometry:

   NADPH H O Drug NADP H O Drug-OHCYP+ + + ⎯ →⎯ + ++ +
2 2 ,  

where Drug - OH is the hydroxylated drug metabolite generated as an oxidation product. 
The overall reaction is catalyzed by the enzyme CYP, which also catalyzes the  N  - ,  O  - , and 
 S  - dealkylation reactions of many drugs. These heteroatom dealkylation reactions can be 
considered as a special form of hydroxylation in which the initial event is a carbon hydrox-
ylation (Table  7.2 ). The above reaction sequences should be recognized as an oversimpli-
fi cation of the catalytic cycle for CYP reactions. The system is dynamic and the steps 
described above may not be in a linear order, and we know that the CYP structures undergo 
major conformational changes with ligand binding (Ekroos and Sjogren,  2006 )  . These 
authors for example demonstrated an increase in the active site volume by  > 80% when 
erythromycin and ketaconazole were bound to CYP3A4. The heme component of the 
ligand (RH) CYP complex can exist in well - recognized states (e.g., Fe 2 +   - RH; Fe 3 +   - RH) and 
others forms (e.g., FeO 2 +  ; FeO 3 +  ) that remain controversial. Many of the oxidation reactions 
have the potential for dismutation that result in reactive oxygen species that can cause 
oxidative damage to tissue, especially the liver. There are well - documented studies of these 
oxygenation reactions associated with various CYPs (1A, 2A, 2B, 2E, 3A, and 4A); 
however, almost all of the work has been conducted  in vitro  with either microsomes or 
cultured cells and the biomarkers used to demonstrate oxidative damage  in vivo  are not 
well validated. 

 Compounds can also undergoing reduction by hepatic microsomes catalyzed by CYP 
and can include azo -  and nitrocompounds, epoxides, halogenated hydrocarbons, and het-
erocyclic ring compounds. Mammalian cells have limited ability to reduce azo bonds, but 
intestinal microfl ora may play a more signifi cant role in this reduction reaction. 

 While the enzyme reactions described in this chapter are focused on CYP catalytic reac-
tions, there are several other oxidation reactions and hydrolysis reactions (Tables  7.2  and 
 7.3 ) that do not require CYP. Good examples of these nonmicrosomal oxidations include 
alcohol dehydrogenase catalysis of alcohols to aldehydes and ketones with further oxida-
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tion of the aldehydes to acids. The latter is deemed a detoxifi cation step as the aldehydes 
are toxic and not readily excreted because of their lipophilicity.  

   7.1.6    Phase  II   m etabolism 

 Phase II conjugating enzymes (Table  7.5 ) play a very important role in the deactivation of 
the phase I metabolites of many drugs containing functional groups such as hydroxyl, 
amino, carboxyl, epoxide, or halogen that can now undergo conjugation reactions with 
endogenous substances such as sugars, amino acids, glutathione (GSH)  , and sulfates. Phase 
II reactions can occur by direct deactivation of some parent compounds when their specifi c 
structure does not require phase I modifi cation. For example, the analgesic drug paracetamol 
(acetaminophen) can be deactivated directly by phase II reactions using glutathione, gluc-
uronide, and sulfate conjugation mechanisms. Phase II deactivation can be achieved both 
by gross chemical modifi cation of the drug, thereby decreasing their receptor affi nity, and 
by enhancement of excretion from the body, often via the kidney. These phase II reactions 
also result in a larger molecular weight drug metabolite, which may also be eliminated by 
active secretion into the bile. Genetic polymorphism has also been identifi ed with phase II 
enzymes, and this includes uridine diphosphate glucuronosyl transferase (UGT), GSH -
 transferases, the methylases, and acetyltransferases. Only UGT and  N  - acetyltransferase 
(NAT) polymorphism in humans and veterinary species will be described here in more 
detail as adverse drug reactions have been associated with these species.   

 Slow NATs in humans has been associated with adverse reactions to amine drugs 
such as sulfonamides, isoniazid, dapsone, and procainamide (Sim et al.,  2008 )  . Dogs 
are known to completely lack the NAT genes; cats have only one (NAT1), humans two 
(NAT1 and NAT2), and rodents have three NAT genes. Fast and slow acetylators have been 
identifi ed in various rodent strains, and the following database (www.mbg.duth.gr/non -
 humannatnomenclature/) is available online for the NAT allelic variants in many nonhuman 
species. Aromatic amine - based drugs such as sulfonamides can be substrates for NAT2 
where an acetylated sulfonamide is formed and eliminated in the urine. The drug is also a 
substrate for CYP2C9, which results in formation of hydroxylamines, which are then 
eliminated by glucuronide and/or sulfate conjugation. In slow acetylator populations where 
there is limited NAT2 for a single - step clearance of the sulfonamide, the drug ’ s only choice 
of elimination is through the above oxidative pathway, which can sometimes result in 
enough cytotoxic hydroxylamines that can cause the adverse reactions observed in slow 
acetylators of sulfonamides. Because dogs fail to express NAT and are thus poor acetyl-

  Table 7.5    Phase II conjugation reactions. 

   Reaction     Enzyme     Functional group  

  Glucuronidation    UDP - glucuronyltransferase     − OH;  − COOH;  − NH 2 ;  − SH  
  Glycosidation    UDP   - glycosyltransferase     − OH;  − COOH;  − SH  
  Sulfation    Sulfotransferase     − NH 2 ;  − SO 2 ;  − SO 2 NH 2 ;  − OH  
  Methylation    Methyltransferase     − OH;  − NH 2   
  Acetylation    Acetyltransferase     − NH 2 ;  − SO 2 NH 2 ;  − OH  
  Amino acid conjugation         − COOH  
  Glutathione conjugation    Glutathione -  S  - transferase    Epoxide, organic halide  
  Fatty acid conjugation         − OH  
  Condensation        Various  
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ators, they are often susceptible to sulfonamide toxicity sometimes presented as conjunc-
tivitis sicca. 

 Glucuronidation is one of the major metabolic pathways for elimination of lipophilic 
drugs and this reaction often involved the conjugation of functional groups from the drug 
(e.g., R - OH, R - NH 2 , R - COOH) with the sugar derivative, uridine 5 ′  - diphosphoglucuronic 
acid. This reaction is catalyzed by UGT, which are represented by 35 different UGT gene 
products in different animals species and more than 350 substrates have been identifi ed to 
date. The UGT1 and UGT2 gene families have been described in humans, and genetic 
polymorphism has been associated with various disease states and adverse drug reactions. 
Hyperbilirubinemia associated with failure to conjugate bilirubin via glucuronidation has 
been linked to mutant UGT1A1 alleles or UGT1A1 promoter polymorphism. Cats and 
other felines are known to be very sensitive to phenolics and acetaminophen, and it has 
been historically attributed to low glucuronidation capacity. Recent studies have demon-
strated that mutation of UGT1A6 gene is associated with the adverse drug reaction in cats 
(Court and Greenblatt,  2000 ).  

   7.1.7    Impact of  m etabolism 

 A variety of phase I and phase II reactions can take place simultaneously or sequentially 
in the body. For example, parathion can be catalyzed by Cyt P450 to an intermediate, which 
in turn can be either further oxidized to paraoxon or hydrolyzed to  p  - nitrophenol followed 
by conjugation reactions (Fig.  7.2 ). This complicated metabolic profi le has been observed 
in the pig and will serve as the primary example illustrating a number of topics in this text. 
As discussed in Chapter  6 , a compound metabolized in the liver may be subsequently 
metabolized in the kidney prior to excretion.   

 Stereochemistry also plays a major role in drug metabolism since most enzyme systems 
can be stereoselective. Examples include the enantiomers of amphetamine, 2 - arylproprionic 
acid nonsteroidal anti - infl ammatory drugs (NSAIDs)   (e.g. carprofen, ketoprofen, vedapro-
fen), cyclophosphamide, pentobarbitone, permethrin, phenytoin, verapamil, and warfarin. 
In veterinary medicine, this had impact in interpreting pharmacokinetic studies of NSAIDs 
in which assays were not sensitive to stereochemistry (e.g. immunoassay vs. high perfor-
mance liquid chromatography [HPLC])  . 

 In summary, phase I metabolism is primarily responsible for drug deactivation, although 
phase II plays an important role in deactivation of some drugs. Phase I reactions prepare 
drugs or toxicants for phase II metabolism; that is, phase I modifi es the drug molecule by 
introducing a chemically reactive group on which the phase II reactions can be carried out 
for the fi nal deactivation and excretion. It should be noted that that not all drugs have to go 
through phase I and then phase II metabolism for elimination from the body. Some drugs 
as described in Table  7.2  can be cleared by phase I only without conjugation reactions. 
Recall in Chapter  2  that, generally, only lipophilic compounds are capable of crossing bio-
logical membranes, including access to drug metabolism enzymes, which produce more 
hydrophilic metabolites. This increased water solubility restricts drug/metabolite distribu-
tion to extracellular fl uids, thereby enhancing excretion. Since many phase I and phase II 
reactions can occur on the same drug molecule, there is a possibility of interaction among 
various metabolic routes in terms of competing reactions for the same substrate (drug, toxi-
cant, or its metabolite). Finally, some species are defi cient in phase II conjugation reactions. 
Cats are poor in their ability to glucuronidate drugs, pigs are defi cient in sulfate conjugation, 
and dogs are relatively poor acetylators. In addition to these known species differences, the 
role of CYPs in idiosyncratic drug adverse reactions should not be underestimated, and it 
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may be erroneous to simply assume that idiosyncratic drug responses are dose independent. 
Predicting metabolism is still very diffi cult as available crystal structure in CYPs have 
defi ciencies (e.g., energy of different substrate bonds) that make predictions diffi cult even 
with modern computational tools. For example, very few of the ligand - bound CYPs accu-
rately predict the regioselectivity of warfarin oxidation in humans (Williams et al.,  2003 ).   

   7.2    METABOLISM INDUCTION AND INHIBITION 

 Drug metabolism is substantially infl uenced from enzyme induction or inhibition that 
occurs secondary to the deliberate or passive intake of a number of chemicals that humans 
and animals are increasingly exposed to in the environment, for medical reasons, or simply 
as a result of individual lifestyle (smoking, alcohol consumption, etc.). In laboratory 
animals, contaminants and natural constituents of diet have been shown to affect the pattern 
of drug metabolism observed. In many cases, the compound itself may alter its own meta-
bolic fate by induction or inhibition. 

   7.2.1    Metabolic  i nduction 

 Many currently used drugs, food additives, household chemicals, and environmental con-
taminants (including pesticides) possessing diverse chemical structure, pharmacology, and 
toxicology are well known to induce their own metabolism and/or that of other compounds 
in humans and animals. Some examples are listed in Table  7.6 .   

 In general, there is no structure – activity relationship in the ability of these different 
inducers to stimulate drug metabolism, and the only common physicochemical property is 
their lipophilicity. With such a long list of compounds able to alter hepatic metabolism, a 

     Fig. 7.2     Proposed metabolic pathways of parathion in mammals.  
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great deal of effort has been spent in recent years to understand the mechanisms behind 
these processes. This is important from a pharmacokinetic perspective since the intrinsic 
hepatic clearance of a drug will change if the enzymes responsible for metabolizing it are 
induced, thereby increasing metabolic capacity. This is especially important for low -
 extraction drugs. This is fully discussed in Chapter  10  when nonlinear pharmacokinetics 
is introduced. An example of the impact of enzyme induction on pharmacokinetic profi les 
will be illustrated in Fig.  10.10 . Similarly, the patterns of phase I and phase II metabolism 
may be changed if one enzyme component ’ s activity has been modifi ed by inducers. These 
interactions introduce a signifi cant complexity to pharmacokinetic models, describing the 
disposition of drugs extensively metabolized by the liver. However, they have also prompted 
research efforts aimed at elucidating the mechanisms behind these processes, which, when 

  Table 7.6    Inducers of drug metabolism in humans and animals. 

   Classifi cation     Example  

  Drugs    Antipyrine  
  Barbiturates  
  Carbamazepine  
  Chlorimipramine  
  Clofi brate  
  Griseofulvin  
  Helofenate  
  Nikethamide  
  Phenylbutazone  
  Phenytoin  
  Pregnenolone - 16 α  - carbonitrile  
  Quinine  
  Rifampin  
  Spironolactone  
  Testosterone  
  Triacetyloleandomycin  
  Vitamin C  

  Food additives, 
nutrients  

  5,6 - Benzofl avone  
  Butylated hydroxyanisole/hydroxytoluene  
  Ethoxyquin  
  Isosafrole  

  Pesticides    2,3,7,8 - Tetrachlorodibenzo -  p  - dioxin (TCDD)  
  3,3,4,4 - Tetrachiorobiphenyl  
  DDT    
  Kepone  
  Piperonyl butoxide  

  Contaminants    1,2 - Benzanthracene    
  Benzo[a]pyrene  
  Chrysene  
  3 - Methylcholanthrene  
  Phenanthrene  

  Solvents    Acetone  
  Chloroform  
  Ethanol  
  Toluene  
  Xylene  
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understood, should provide a strategy for developing mechanistically meaningful models 
for simulation of drug metabolic disposition. 

 Of particular importance to the overall hepatic metabolic clearance of a drug is the 
activity of the Cyt P450 system. In the mid - 1960s, both CYPs and its associated fl avopro-
tein reductase were found to be induced by phenobarbitone pretreatment, which was 
accompanied by induction of drug metabolism. Induction was generally accompanied by 
increases in liver microsomal CYP content. Diverse drug metabolism responses to different 
inducers, all of which induce hepatic CYP, can be dependent on the substrate of interest 
(substrate specifi city) with stereoselectivity and regioselectivity, suggesting that subpopula-
tions of CYP (isoenzymes) might be present. This now widely accepted concept has had 
a profound infl uence on drug discovery, design of metabolism studies, and the resulting 
structure of pharmacokinetic models. 

 In human and veterinary drug development, the challenge is to identify which animal 
species are appropriate for extrapolating to human or veterinary species as well as to deter-
mine how changes in specifi c isoenzyme activities modify the hepatic clearance of a drug. 
In many cases, this may be impossible, and the only solution is to construct pharmacoki-
netic models capable of using data from experimental studies ( in vitro  and  in vivo ) in one 
or more species to extrapolate drug disposition in the target species. The liver appears to 
be a particularly sensitive target organ for the induction of the drug metabolism enzymes 
in general, and CYP in particular, whereas the responses of extrahepatic metabolism organs 
to induction are more variable depending on the inducing agent, drug, organ or tissue, and 
route of administration. 

 Induction of metabolism may arise as a consequence of increased synthesis (at different 
transcriptional/translational levels), decreased degradation, activation of preexisting com-
ponents, or a combination of these processes (Fig.  7.3 ). Although the precise molecular 
mechanisms of Cyt P450 induction are not yet fully understood, much research effort 
(primarily in rats and rabbits) has been expended in trying to rationalize the response of 
the drug metabolism enzymes to inducers in liver tissue. It has been demonstrated that 
inducers have a variety of effects on the functional components of the MFO system, par-
ticularly on the terminal hemoprotein CYP, as described in Table  7.7 . Some examples 
illustrate this concept.     

     Fig. 7.3     Synthesis and degradation pathways for components of the hepatic mixed - function oxidase 
(MFO) system  .  
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 The major inductive effect of phenobarbitone in rat liver appears to be exerted by 
increasing specifi c mRNA levels of CYP2B1 through augmented transcription, rather than 
stabilizing preexisting levels of protein precursors or increasing translational effi ciency. No 
specifi c cytoplasmic or nuclear receptor for phenobarbitone has been identifi ed. In contrast, 
induction by environmental polycyclic aromatic hydrocarbons such as 3 - methylcholanthrene, 
benzo[a]pyrene, and 2,3,7,8 - tetrachlorodibenzo -  p  - dioxin (TCDD) (Table  7.8 ) is recognized 
to be associated with a specifi c cytosolic receptor, termed the Ah receptor. The mechanisms 
are illustrated in Fig.  7.4 .     

 The Ah receptor is likely an inducer (e.g., the ligand)  - activated transcription factor. The 
1A subfamily of the Cyt P450 enzymes is the major induction product for such environ-
mental polycyclic aromatic hydrocarbons. However, ethanol and acetone can induce 
CYP2E1 by stabilization and inhibition of degradation of the CYP2E1 apoprotein, although 
multiple mechanisms may be involved depending on the induction stimulus. It is important 
to note the potential metabolic changes induced by ethanol and acetone since these two 
chemicals are often used as administration vehicles in a variety of toxicological and phar-
macological studies. The impact of induction on the testing systems and resultant effects 
may be dramatic when multiple doses are applied in a long - term chronic experiment. 
Ethanol is also a substance of abuse in humans, making drug activity in alcoholics often 
signifi cantly different than the normal population. 

 Non - Cyt P450 enzyme induction may also be relevant to altered drug metabolism. The 
inducers of the non - Cyt P450 enzyme induction are relatively nonspecifi c and thus cause 
a general proliferation of the hepatic ER or the enzymes themselves. Enzymes other than 
Cyt P450 involved in phase I and phase II reactions can be induced by various inducers, 
as summarized in Table  7.9 . This imposes another level of control on the overall metabolic 

  Table 7.7    Differences in induction mechanisms for CYP. 

   CYP isoenzyme     Inducer     Mechanism  

  1A1    Dioxin    Transcriptional activation by ligand - activated Ah 
receptor  

  1A2    3 - Methylcholanthrene    mRNA stabilization  
  2B1/2B2    Phenobarbital    Transcriptional gene activation  
  2E1    Ethanol, acetone, isoniazid    Protein stabilization (in part)  
  3A1    Dexamethasone    Transcriptional gene activation  
  4A6    Clofi brate    Transcriptional activation, mediated by peroxisome 

proliferator - activated receptor  

  Table 7.8    Polycyclic aromatic hydrocarbon - related inducers of Cyt P450. 

  Charcoal - broiled meat  
  Cigarette smoke  
  Crude petroleum  
  Halogenated dibenzo -  p  - dioxins and dibenzofurans  
   β  - Naphthofi avone and other fl avones  
  Phenothiazines  
  Plant indoles (e.g., indole - 3 - acetonitrile, indole - 3 - carbinol)  
  Polychlorinated and polybrominated biphenyls  
  Polycyclic aromatic hydrocarbons (e.g., 3 - methoxycholanthrene [3MC], benzo[a]pyrene, benz[a]

anthracene, dibenz[a,h]anthracene)  
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fate of drugs and other relevant chemicals and adds extra complexity to metabolic 
modeling.   

 Although much progress has been made in drug metabolism induction studies, a major 
problem is how to assess the extent of induction of hepatic drug metabolism. The existing 
methods include assessing increased drug clearance, shortened drug plasma half - life, 
increased plasma - glutamyltransferase, increased urinary excretion of  d  - glucaric acid, 
increased urinary 61 - hydroxycortisol, and increased plasma bilirubin levels. These mea-
surements can collectively provide a reasonable indication of induction of drug metabolism 
in humans, although none of them can unequivocally substantiate such induction. Induction 
of specifi c liver enzymes (particularly the MFO system) may play a substantial role and 
have profound implications in clinical pharmacology. Inducers that modify drug metabo-
lism, which would have the greatest effect on low - extraction drugs, would be expected to 

  Table 7.9    Inducers of non - Cyt P450 enzymes. 

   Enzyme     Example of inducers  

  Epoxide hydrolase    2 - Acetylaminofl uorene; aidrin; arochlor 1254; dieldrin; isosafrole; 
3 - methoxycholanthrene; phenobarbitone  

  Glucuronosyl transferase    Dieldrin; isosafrole; 3 - methoxycholanthrene; phenobarbitone; 
2,3,7,8 - tetrachlorodibenzo -  p  - dioxin  

  NADPH - Cyt P450 reductase    2 - Acetylaminofl uorene; dieldrin; isosafrole; phenobarbitone; 
polychlorinated biphenyls  

  Glutathione -  S  - transferase    2 - Acetylaminofl uorene; 3 - methoxycholanthrene; phenobarbitone; 
2,3,7,8 - tetrachlorodibenzo -  p  - dioxin  

  Cytochrome b5    2 - Acetylaminofl uorene butylated hydroxytoluene griseofulvin  

     Fig. 7.4     Mechanisms of Ah receptor - mediated induction of Cyt P450 by polycyclic aromatic 
hydrocarbons. 
  Source :   Adapted from Okey  (1990) .  
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alter drug effects. A good example of this phenomenon is the impact of phenobarbitone or 
benzo[a]pyrene pretreatment in rats on the metabolism and duration of action of the sub-
sequently administered muscle relaxants (e.g., zoxazolamine).  

   7.2.2    Metabolism  i nhibition 

 Similar to the induction of metabolism, inhibition is a well - recognized phenomenon sec-
ondary to serial drug dosing, coadministration of drugs, endogenous compounds, environ-
mental xenobiotics, and complex multiple - ingredient drug formulations. Many of the 
human drug – drug interactions involve CYP1A2, CYP2C9, CYP2D6, and CYP3A4, and 
the interactions may be the result of competitive inhibition or from binding to other parts 
of the enzyme proteins resulting in conformational changes (noncompetitive inhibition). 
Several mechanisms for metabolism inhibition have been noted, including the destruction 
of preexisting enzymes by porphyrinogenic drugs and xenobiotics containing olefi nic 
(C = C) and acetylenic (C ≡ C) functions, inhibition of enzyme synthesis (by metal ions), or 
complexing with the hemoprotein, thereby inactivating enzymes (Table  7.10 ). The more 
clinically important inhibition interactions are associated with inhibitors that bind irrevers-
ibly to the CYP and terminate their function (suicide inhibition). In veterinary medicine, 
one classical example is the interaction of the macrolide antibiotic tiamulin and the iono-
phore coccidiostat monensin used to treat coccidia in poultry. Because tiamulin inhibits 
CYP3A, which results in limited monensin metabolism, poultry will develop liver and other 
clinical signs of monensin intoxication. The inhibitory effects of ketaconazole, erythromy-
cin, and cimitidine have been well characterized in humans and veterinary species where 
there are signifi cant increases in elimination half - lives (Fink - Gremmels,  2008 ).   

 Compounds such as porphyrinogenic drugs and xenobiotics can modify or destroy the 
heme component of CYP to generate alkylated or substrate - heme adducts. This results in 
a signifi cant and sustained drop in the level of functional CYP and a concomitant reduction 
in the metabolic capacity of the liver. Inhibition of metabolism by these compounds 
depends not only on the structure of the drug itself but also on the prevailing complement 
of Cyt P450 isoenzymes and their substrate specifi city. In contrast to the porphyrinogenic 
drugs described above, which act primarily by modifying existing CYP heme, metal ions 
such as cobalt exert their inhibitory effects by modulating both the synthesis and degrada-
tion of the heme prosthetic group of CYP enzymes. Formation of inactive Cyt P450 -
 inhibitor complex is another mechanism for drug metabolism inhibition. Inhibitors 
are usually substrates of Cyt P450 and require metabolic conversion to exert their 
full inhibitory effects, in a manner similar to porphyrinogenic drugs and xenobiotics. 
However, inhibitors forming complexes with hemoprotein are metabolized by Cyt P450. 

  Table 7.10    Mechanisms of metabolism inhibitors. 

  Modify/destroy preexisting Cyt P450:  
     Acetylene, allobarbital, allylisopropylacetamide, aprobarbital, ethylene, norethindrone, secobarbital, 

vinyl chloride  
  Modulate synthesis and degradation of Cyt P450 heme prosthetic group:  
     Cobalt  
  Complexation with Cyt P450:  
     Amphetamine, cimetidine, diphenyhydramine, isosafrole, methadone, oleandomycin, piperonyl 

butoxide, safrole, sesamol, sulfanilamide, triacetyloleandomycin  
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These inhibitors can form metabolic intermediates or products that tightly bind to the 
hemoprotein, thereby preventing its further participation in drug metabolism. 

 Many drug – drug interactions may be explained at the level of CYP destruction, although 
interactions may also occur at other pharmacokinetic (absorption, distribution, and elimina-
tion, see Chapters  4 ,  5 , and  6 ) and even pharmacodynamic (see Chapter  13 ) levels. 
Similarly, liver disease processes may decrease drug metabolizing effi ciency, and becomes 
a major challenge when trying to adjust drug dosages in such patients, as fully developed 
in Chapter  17  of this text.   

   7.3    HEPATIC CLEARANCE 

 As presented in our discussion on renal excretion (Chapter  6 ), clearance of a drug by an 
organ ( Cl  org ) (Chapter  6 , Eq.  6.2 ) can be ultimately defi ned as a function of its blood fl ow 
( Q  org ) and its extraction ratio ( E  org ):

    Cl Q Eorg org org= ⋅ .     (7.1)   

 The ability of the liver to remove drug from the blood, defi ned as hepatic clearance, is 
related to two variables: the intrinsic hepatic clearance ( C  int ) and hepatic blood fl ow rate 
( Q  h ) as defi ned below:

    Cl Q Cl Q Cl Q Ehepatic hepatic hepatic hepatic hepat= + = ⋅[ /( )]int int iic,     (7.2)  

where  Cl  hepatic    is the hepatic clearance,  Q  hepatic  is the hepatic blood fl ow, and  Cl  int /
( Q  hepatic     +     Cl  int ) is the hepatic extraction ratio or  E  hepatic . The intrinsic clearance  Cl  int  is con-
ceptualized as the maximal ability of the liver to extract/metabolize drug when hepatic 
blood fl ow is not limiting. As indicated in Equation  7.2 , when  Cl  int     >>     Q  hepatic , hepatic 
extraction ratio  ≈ 1.0 ( fl ow - limited or high extraction , usually seen with  E  hepatic     >    0.8), 
 Cl  hepatic  is only dependent on the blood perfusion rate,  Q  hepatic . In this case, the more blood 
passing through the liver, the more drug molecules will be extracted by the liver for meta-
bolic elimination. Changes in protein binding will not affect the drug ’ s  Cl  hepatic   . A hepatic 
blood perfusion - dependent hepatic clearance will then be seen. 

 In contrast, if  Cl  int     <<     Q  hepatic , the  E  hepatic  approaches zero, and thus the  Cl  hepatic  is depen-
dent only on the  Cl  int ; that is, the liver extracts as many drug molecules as it can from the 
blood fl ow presented ( metabolism - limited or low extraction , usually with  E  hepatic     <    0.2). 
Protein binding will affect drug clearance in this case  . These two extremes occur with 
propranolol and antipyrine, respectively. Intermediate values of extraction ratio of 0.2 to 
0.8 give hepatic clearance rates that can be dependent to varying extents on both hepatic 
blood perfusion rate and intrinsic clearance. Therefore, to estimate hepatic drug clearance, 
one must consider the drug ’ s physicochemical properties, hepatic drug metabolism enzyme 
activity, and the rate of hepatic blood perfusion. The reader should note the similarity of 
this discussion to that introduced in Chapter  6  concerning capacity or fl ow - limited renal 
tubular secretion. The concepts are identical for both organs; however, they are more often 
employed when hepatic clearance is modeled. 

 The intrinsic hepatic clearance has been shown to be related to the following enzymatic 
and kinetic parameters: maximal velocity of metabolism ( V  max ), Michaelis – Menten or affi n-
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ity constant ( K  m ), and drug concentration ( C ) following the law of mass action. These 
concepts will be mathematically developed and fully presented in Chapter  10  (e.g., see 
Eq.  10.4 ). 

 To illustrate such a high - extraction drug, we found that in our parathion metabolism 
modeling studies in swine, parathion can be trapped in the liver as indicated by both a very 
high liver/blood concentration ratio of 7 and a very high liver/perfusate distribution coef-
fi cient of 16 – 20. Therefore, parathion is a high hepatic extraction ratio compound, making 
its hepatic clearance blood fl ow limited. In fact, other researchers have found that the 
perfused liver effectively retains most of the parathion infused into it with little of the 
oxidation metabolite paraoxon escaping. This indicates that the liver is a very effective 
sink for both parathion and paraoxon. 

 In drug metabolism studies, the use of so - called hybrid physiological pharmacokinetic 
models (see Chapter  10 ) has gained popularity and received increasing research attention. 
These models are partially physiological since the organs having metabolic importance are 
separated out from the other tissues/organs that do not possess signifi cant metabolic capac-
ity for the compound being studied. A hybrid model is illustrated in Fig.  7.5 , which 
describes the kinetics of a drug and its metabolite(s) based on their circulating concentra-
tions. Such models apply volume terms to relate circulating drug concentration to the total 
amount of drug in the system (concepts introduced in Chapter  5 , Eq.  5.5 , and Chapter  8 ) 
and use clearance terms to relate the circulating concentration to the elimination processes 
of drug and metabolites (see Chapter  8 , Eq.  8.17 ). This model is introduced at this point 
in order to provide a conceptual framework on which to study hepatic drug metabolism 
and to introduce the reader to the utility of pharmacokinetic models. Full details of model 
construction are presented in subsequent chapters.   

 Within the liver compartment, which is assumed to be the only site in the body possess-
ing considerable metabolic elimination, the unbound drug molecules at a concentration of 
 C  u  are converted to the metabolite yielding a liver metabolite concentration of  C  m  according 
to its intrinsic metabolic clearance ( Cl  int ). The intrinsic clearance of a drug can be further 
conceptualized as its clearance from liver water. This removal occurs subsequent to dis-
sociation from drug binding sites in the blood, transport into the hepatocyte, and attainment 
of equilibrium with intracellular binding sites. It is assumed that the fi nal step in this 

     Fig. 7.5     A hybrid physiologically based pharmacokinetic model describing hepatic drug metabolism.  
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catenating (e.g., sequential) pathway, metabolism, is the rate - limiting process. From an 
enzymatic viewpoint, the intrinsic clearance of free drug may be regarded as equivalent to 
the ratio of  V  max  to  K  m  for the reaction (see Chapter  10  for relevant equations). In this model, 
as presented in Fig.  7.5 , the extrahepatic tissues available to the parent drug and metabolite 
are designated as the drug central pool and metabolite central pool with volume of  V  and 
 V  m  and concentrations of  C  and  C  m , respectively. The compartments are linked by the 
hepatic blood fl ow ( Q  hepatic ) and renal clearances of the drug and metabolite are termed 
 Cl  renal  and  Cl  renal (m), respectively. The drug can be administered either intravenously or 
orally (via portal vein) at a dose of  D  IV  or  D  PO . 

 The total body clearance of a drug relates the rate of the compound ’ s overall elimination 
to the blood concentration circulating within the body, as previously defi ned in Chapter  6 , 
Equation  6.1 . Therefore, the fraction of the dose metabolized in the liver ( f  m ) can be used 
to estimate  Cl  hepatic  from  Cl  B  as

    Cl f Clmhepatic B= ⋅ .     (7.3)   

 The relationship between hepatic clearance and liver blood perfusion rate for drugs with 
different extraction ratios can be determined according to Equation  7.2  (Fig.  7.6 ) using a 
logic that parallels the logic of partitioning renal elimination into fi ltered, absorbed, and 
secreted components, as presented at the end of Chapter  6 . With a lower hepatic extraction 
drug, the blood perfusion rate is less important to  Cl  hepatic , although for a high hepatic 
extraction drug, the  Cl  hepatic  is proportional to the blood fl ow, as discussed earlier.   

 As two complementary parameters, intrinsic and hepatic clearance can now be used to 
characterize the rate of elimination of a drug.  Cl  hepatic  is derived from circulating drug blood 
concentrations, while  Cl  int  refl ects the full potential ( V  max / K  m ) of the drug metabolizing or 
excretory system without any other limitation/restriction and thus has no upper limit of 
hepatic blood fl ow.

     Fig. 7.6     Relationship between liver blood fl ow ( Q  h ) and hepatic clearance ( Cl  h ) for drugs with different 
hepatic extraction ratios ( E  h ). Extraction - ratio values are at a blood fl ow of 1.5   L/min.  
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    Cl V Kint max( )[ / ]≈ Liver weight zero orderm     (7.4)  

    Cl V K Cint max( )[( /( )]≈ +Liver weight first orderm     (7.5)   

 The reader should note that this translation of Equations  7.4  and  7.5  is exactly the same 
as will be demonstrated in Chapter  10  when the pharmacokinetic implications of Michaelis –
 Menten kinetics on elimination rate constants are developed. Intrinsic clearance may also 
be expressed in terms of unbound drug fraction ( f  u ) within the liver ( Cl  int ). Therefore, 
intrinsic clearance is dependent on neither the drug protein binding nor the rate of hepatic 
blood perfusion rate, making it an independent measure of hepatocellular  “ potential ”  in 
drug metabolic elimination. 

 Drug intrinsic clearance can only be assessed directly from blood drug concentration 
time data when its hepatic extraction ratio is low (e.g.,  < 0.3) and its plasma protein binding 
is low (e.g.,  < 30%), using Equation  7.3 . When binding is high but extraction ratio remains 
low, the relationship can be modifi ed to

    Cl f Cl fmint ( )/ ,= ⋅ hepatic u     (7.6)   

 which clearly shows how these two clearances are related. The most popular model for a 
drug with medium and high hepatic extraction ratio (e.g.,  > 0.3) is

    Cl f Cl f Eint [ ]/[ ( )].= ⋅ −m hepatic u hepatic1     (7.7)   

 These concepts will be fully developed in subsequent chapters but are presented here 
only to bridge hepatic physiology to the later development of kinetic models. They will be 
especially important when trying to adjust dosage regimens in the face of hepatic disease 
in Chapter  17 . 

 Metabolite disposition kinetics can be characterized by analyzing the metabolite 
concentration – time data generated simultaneously with the parent drug data set. In general, 
metabolite distribution volume and clearance can be calculated using a similar data pro-
cessing approach as that used for parent drug. More accurate parameters of metabolite 
kinetics can be obtained by direct administration of the metabolite to animals. An example 
of direct administration of metabolite ( p  - nitrophenol) via various dosing routes, to construct 
and verify its parent (parathion) metabolic disposition model, can be found at the end of 
Chapter  8 .  

   7.4    BILIARY DRUG ELIMINATION 

 As an exocrine function of the liver, bile excretion is thought to be present in almost all 
vertebrates. The three basic physiological functions of the bile are (1) to serve as the excre-
tory route for products of biotransformation; (2) to facilitate the intestinal absorption of 
ingested lipids such as fatty acids, cholesterol, lecithin, and/or monoglycerides due to the 
surfactant properties of bile forming mixed micelles (see Chapter  4 ); and (3) to serve as a 
major route for cholesterol elimination in order to maintain normal plasma cholesterol 
levels. In addition to its physiological functions, bile is also pharmacologically and toxi-
cologically important since some heavy metals and enzymes are also excreted via the 
biliary system. Bile secretion is very important to chemical/drug transport and elimination 
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under both physiological and pathological conditions. However, bile secretion has proven 
diffi cult to study, mainly due to the inaccessibility of the biliary tree for direct sampling. 

   7.4.1    The  m echanism of  b ile  f ormation 

 Bile is continuously produced by liver cells and then stored in the gall bladder, except for 
those species (rat, horse) lacking it. The pH level of bile ranges from 5.0 to 7.5 depending 
mainly on the animal species. Biliary excretion is a major route for some drugs with a 
molecular weight greater than 300 and a high degree of polarity. This occurs by active 
transport of drug and metabolites into bile; thus, saturation and competition are important 
issues to consider. Passive diffusion of drug into bile is insignifi cant. Most of the com-
pounds secreted into bile are fi nally excreted from the body in feces, where they may be 
subject to enterohepatic circulation and degradation by intestinal microfl ora. 

 Bile is formed at two sites: the ramifi cations of the bile duct within the portal triads and 
the anastomosing network of the narrow bile canaliculi in the hepatic parenchyma. The 
bile canaliculi are the primary secretory units of the liver. These small channels or furrows 
are lined by the apical membranes of the hepatocytes and thus do not have their own epi-
thelium or basement membrane. Similar to the relationship of the nephron to the kidney, 
the volume and composition of canalicular bile are often determined by the activity of 
several cords of hepatocytes. 

 The overall bile fl ow is in the opposite direction to sinusoidal blood fl ow, and thus solute 
transfer from plasma to bile involves a counterfl ow process (Fig.  7.7 ). Such a blood – bile 
fl ow pattern reduces rediffusion of biliary solutes such as drugs and metabolites back into 
sinusoidal plasma in the portal area, which is richer in solute concentration, bathes peri-

     Fig. 7.7     Gradient concept of bile secretion in a liver lobule. Sinusoidal concentration of a solute (e.g., 
drug, metabolite, or endogenous compound) is represented by dots that progressively decrease as blood 
fl ows from the portal to central vein. Consequently, solute concentration in the bile canaliculus increases 
as it courses toward the bile duct.  
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portal hepatocytes, and is exposed to higher canalicular concentration than any given solute 
(Fig.  7.7 ). In human liver, the canalicular space accounts for 0.4% of the liver volume and 
has a surface area greater than 70   cm 2  per gram of tissue. An intact microtubular network 
is essential for vesicular movement of receptor - mediated transcytosis and for biliary trans-
location of bile acids and other lipids. Microfi laments might serve as pump or pressure 
valves to control the ejection of the hepatocellular secretion into the biliary space. Three 
routes of fl uid and drug transfer from the sinusoid to the bile canaliculus have been pos-
tulated and are shown in Fig.  7.8 .    

   7.4.2    Transcellular  p athway ( A ) 

 Conventionally, it was assumed that water and solutes enter (secretion) and leave (absorp-
tion) the lumen by traversing the plasma membranes of the epithelial cell (basolateral and 
apical regions) and the cytoplasm. Diffusive and osmotic water fl ow, including dissolved 
solutes, are recognized to enter the canalicular lumen through the lipid bilayer and/or the 
so - called water channels located at the protein core (polar route) of the hepatocyte plasma 
membrane.  

   7.4.3    Paracellular  p athway ( B ) 

 This pathway is anatomically delineated by the structures forming the tight junctions 
between hepatocytes and the intercellular space. Many polar nonelectrolytes (e.g., sucrose, 
inulin, and polyethylene glycols) can be signifi cantly excreted in bile although they are too 
large to readily pass through the hepatocyte plasma membrane. The transjunctional move-
ment of fl uid between liver cells may not simply be a leak secondary to the inability of the 
hepatocyte tight junction to seal off the canalicular space, but instead may play an essential 
role in the plasma - hepatobiliary transport of fl uid and drugs.  

   7.4.4    Transcytotic ( v esicular)  p athway ( C ) 

 Water and dissolved solutes are internalized within the hepatocyte cytoplasm through acidic 
vesicles, most of which can return to the plasma. However, others may move either into 

     Fig. 7.8     Three transport pathways from sinusoidal to canalicular lumen are involved in biliary excre-
tion: transcellular (A); transjunctional shunt (B); and transcytotic (C).  
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storage compartments or into the canalicular lumen. This is similar to the pinocytotic 
pathway in renal tubules illustrated in Fig.  6.5  (see Chapter  6 ).  

   7.4.5    Bile  a cid  s ecretion 

 It has been recognized that the primary driving force for bile formation is the hepatobiliary 
transport of the osmotically active bile acids. Theoretically, bile acids transported across 
the hepatocyte allow for formation of a local osmotic gradient, which transports water by 
osmosis and permeable solutes by convection and/or electrochemical diffusion. This 
process has been traditionally referred to as bile acid - dependent bile secretion. Bile acid -
 dependent bile fl ow is a function of bile acid secretion and is regulated by both the physi-
cochemical properties of the secreted bile acids and the factors affecting the kinetics of 
bile acid enterohepatic circulation. Bile acid transport mechanisms (Hagenbuch,  2010 ) have 
been determined to be very effi cient and specifi c at both the sinusoidal and canalicular 
poles of the hepatocyte plasma membrane. Therefore, the pool size and intestinal reabsorp-
tion effi ciency are the major determinants of bile acid entry into bile. Bile acids are the 
most abundant anions in bile, and a direct relationship between the excretion of bile acids 
in bile and canalicular secretory activity has been identifi ed in all vertebrate species studied. 
Alternative mechanisms have also been proposed, including an interaction of bile acids 
with other solute pumps, possibly a bicarbonate transport mechanism, and/or the involve-
ment of a vesicular transport process. 

 Evidence for bile acid - independent canalicular secretion has evolved mainly from 
studies of bile acid - induced choleresis (bile fl ow), which have proved that bile fl ow is 
mathematically related to bile acid excretion rate. A positive intercept can be observed 
in most cases when plotting the rate of bile formation against bile acid secretion, sug-
gesting that a fraction of bile is secreted in the absence of bile acid excretion. The 
importance of such bile acid - independent canalicular secretion in overall bile formation 
rate is animal species dependent. More detailed signal transduction mechanisms regulat-
ing this phenomenon have been postulated at the cellular level. The bile fl ow stimulating 
effect of certain prostaglandins supports the involvement of cyclic adenosine monophos-
phate (cAMP) in the bile acid - independent mechanism. Active secretion of bicarbonate, 
chloride, and/or glutathione may provide the osmotic driving force for bile secretion. 
Na - K - ATPase and Na/H exchange have also been identifi ed in hepatocytes and other 
preparations. Therefore, secretion of bile acid - independent canalicular bile fl ow is at 
least regulated by the cAMP cascade and also requires an intact microtubular system. 
Fig.  7.9  illustrates the comparison of bile acid - independent and total bile fl ow in select 
species.   

 In summary, bile formation involves an osmotic process whereby water and dissolved 
solutes (drug, metabolites, xenobiotics, and physiological molecules) move from sinusoidal 
blood into the bile canaliculus. The only well - documented driving force for this vectorial 
movement of fl uid is the translocation of bile acids. The reader should note the parallels 
with renal secretion, where sodium assumes this primary role. However, another process 
is also involved since signifi cant bile secretion can occur independent of bile acid secretion. 
Therefore, any factor or process that affects bile acid secretion, reabsorption from the 
intestine, or the cAMP system can potentially alter bile formation rate and thus biliary drug 
excretion. If the drug being modeled in a pharmacokinetic study is excreted in the bile and 
can infl uence the rate of bile formation, this change may be refl ected in the value of its 
pharmacokinetic parameters.  
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     Fig. 7.9     Relationship between bile acid - independent and total bile fl ow in various species ( μ L/min/kg). 
Linearity of the relationship suggests that bile acid - independent canalicular bile fl ow is a constant fraction 
of the total bile formation over a wide range of different species.  
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   7.4.6    Factors  i nfl uencing  b iliary  d rug  e limination and 
 e nterohepatic  r ecycling 

 Uptake and elimination kinetics of various model compounds (anions, cations, neutral 
steroids, and metals) in isolated perfused liver and genetically altered animal models have 
been used to elucidate mechanisms underlying hepatobiliary drug transport. The four 
major processes governing hepatic drug elimination are (1) hepatocyte uptake from blood; 
(2) metabolism in hepatocytes; (3) hepatobiliary excretion; and (4) intestinal reabsorption 
resulting in enterohepatic recirculation. Drug molecules have to be transported to hepa-
tocytes before they can be secreted into the bile. For most drugs (except polar ones), 
uptake into hepatocytes across the basolateral membrane effi ciently occurs via passive 
diffusion, with minimal reliance on carrier - mediated transport systems. In contrast, Na  +   -
 dependent hepatic uptake of alanine and bile acids as well as Na  +   - independent hepatic 
uptake of bilirubin and tetrabromosulfophthalein are carrier - mediated processes. The 
reader again should recall the similarity of this process with that described in Chapter  6  
for renal tubular transport. Once inside the hepatocyte, most drugs are fi rst metabolized 
and subsequently translocated back across the sinusoidal membrane into blood or deliv-
ered to the canalicular membrane for transport into the bile for fecal excretion and poten-
tial reabsorption. 

 Drug uptake into hepatocytes by passive diffusion is so effi cient that it is rate limited 
by the delivery of the drug to the liver (i.e., blood fl ow) rather than membrane transport 
per se, thereby exhibiting fl ow - dependent clearance. However, for highly polar molecules, 
passive diffusion is not an effi cient mode of hepatocellular uptake, and there is an increased 
reliance on carrier - mediated transport systems. Drug metabolites, particularly conjugated 
metabolites (e.g., sulfates and glucuronides), are invariably more polar than their precursors 
and thus are more likely to experience hepatocyte membranes as diffusional barriers. With 
such a barrier, the hepatocellular export of a locally formed metabolite will depend on the 
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presence and activity of carrier - mediated transport systems for sinusoidal effl ux and biliary 
excretion. 

 Transport systems of current interest (introduced in Chapter  5 ) include the P - glycoproteins, 
which are responsible for the biliary excretion of a range of organic cations, and the cana-
licular multispecifi c organic anion transporter. Intracellular trapping of metabolites formed 
in the liver, secondary to low membrane permeability, is clinically important as many are 
potentially hepatotoxic and/or capable of interfering with the hepatic transport of endog-
enous compounds or other drugs and metabolites. Again, this phenomenon is conceptually 
similar to renal tubular sequestration and has similar pharmacokinetic implications. Finally, 
if the metabolite is unstable, intracellular accumulation can lead to the regeneration of the 
precursor and so - called futile cycling within hepatocytes.  

   7.4.7    Biliary  d rug  t ransport 

 Some parent drugs and numerous drug metabolites derived from hepatic metabolism are 
excreted in the bile into the intestinal tract. The excreted metabolites can be eliminated 
via feces, although, more commonly, they are subject to reabsorption into the blood and 
are eventually excreted from the body via urine. There are at least three different biliary 
transport pathways for organic anions, cations, and neutral compounds, although metals 
may also have their own transport carriers or systems. Both organic anions and organic 
cations can be actively transported into bile by carrier systems — again, similar to those 
involved in the renal tubule (see Chapter  6 ) but having different molecular weight and 
structural specifi cities. Such transport systems are nonselective, and ions with similar 
electrical charge may compete for the same transport mechanisms. Additionally, a third 
carrier system, whose activity is sex dependent, may be involved in the active transport 
of steroids and related compounds into bile. In contrast to renal excretion, amphipathic 
drugs (those having both polar and nonpolar properties) are preferentially excreted in the 
bile. Organic cation transport is not as important as the organic anion pathway. Neutral 
compounds may employ the third transport systems. Inorganic metals such as lead may 
be transported by different mechanisms from blood into bile. Such processes are not as 
important as those for weak acid drugs, as described above. However, due to the environ-
mental importance of lead and its adverse effects, much research has been directed to this 
metal toxicant. 

 The drug (or metabolite) excreted into the small intestine can be reabsorbed into blood, 
forming the so - called drug  enterohepatic cycle . This is an important factor changing the 
blood:liver or liver:bile drug concentration ratios during studies of the hepatobiliary trans-
port mechanisms and hepatic drug elimination. Ouabain, a cardiac glycoside, is used as a 
model uncharged and nonmetabolized (by rat liver) compound in hepatobiliary transport 
studies. 

 Glucuronides of endogenous compounds and xenobiotics, including drugs, can be 
actively transported from hepatocytes into bile via transport systems similar to those for 
organic anions. Glucuronide conjugates are very important in hepatic drug metabolism and 
biliary excretion. The effectiveness of biliary excretion for glucuronide conjugates can be 
greatly limited by enzymatic hydrolysis after the bile is mixed with the small intestine 
contents, thereby releasing the parent drugs to be reabsorbed and enter the enterohepatic 
cycle. The reabsorbed drugs and metabolites can be ultimately excreted in urine. Some 
drug metabolites further undergo either biotransformation in the liver or other organs or 
are subjected to microbiological and physicochemical degradation in the small intestine 
before being excreted in the feces. 
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 Molecular weight is another key determinant of the extent to which drug/metabolite 
molecules are transported into bile. The molecular weight cutoff required for biliary excre-
tion is much greater than that for renal tubular secretion. The thresholds (in daltons) are 
approximately: 325    ±    50 for rats, 400    ±    50 for guinea pigs, and 475    ±    50 for rabbits. If the 
molecular weight is lower (e.g.,  < 325 – 475   Da), the compound may be preferentially 
excreted in urine (see Chapter  5 ). Molecules with weights from 325 to 850   Da may be 
eliminated via both the renal and biliary routes. Excretion of molecules larger than 850   Da 
occurs mainly via the biliary active transport system. However, molecular weight is not 
the sole factor determining the route of drug excretion. Physicochemical properties of the 
drug (polarity/lipophilicity, structure) are also very critical to the extent of biliary excretion 
of a drug/metabolite, with amphipathic drugs being well secreted by the biliary route. 

 The specifi c animal species being studied is also an important factor, as can be appreci-
ated from the differences in thresholds discussed above. Table  7.11  lists species differences 
in bile fl ow rate, which may explain some of this variation. Bile composition (acids, ions, 
electrolytes) also varies between species and may further explain species differences in 
drug biliary excretion rate and thus differences in pharmacokinetic disposition.   

 These species differences in bile fl ow are intriguing since they do not follow any obvious 
pattern related to typical pharmacokinetic metrics such as body weight or body size. As 
will be discussed in Chapter  18 , certain parameters are closely related to blood fl ow and 
thus scale according to body mass, with smaller species having relatively larger parameter 
values on a weight basis. As can be seen from this Table  7.11 , this does not hold for bile 
production since species of similar mass have vastly different values. In all likelihood, 
biliary excretion is an evolutionary adaptation to dietary pressures which are very species 
specifi c. Continuing studies on transport proteins suggest such species specifi city, making 
the ability to make broad - based extrapolations across animals diffi cult.   

   7.5    PHARMACOLOGICAL AND TOXICOLOGICAL 
SIGNIFICANCE 

 Any factor affecting drug concentration at its target site can potentially alter the intensity 
and duration of drug action. As discussed in this chapter, drugs or xenobiotics are 

  Table 7.11    Mean bile fl ow in selected species. 

   Species     Bile fl ow (mL/min/kg body weight)  

  Cat    11  
  Chicken    20  
  Dog    4 – 10  
  Guinea pig    200  
  Hamster    50  
  Human    5 – 7  
  Monkey    10  
  Mouse    78  
  Opossum    20  
  Pig    9  
  Pony    19  
  Rabbit    90  
  Rat    50 – 80  
  Sheep    43  
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subject to pharmacological/toxicological activation and deactivation via the double -
 edged sword of biotransformation. In addition, numerous enzymes capable of metaboliz-
ing drugs have overlapping substrate specifi cities and can also metabolize endogenous 
compounds. This results in a sex dependency in disposition of certain drugs since endog-
enous hormones are also metabolized by these enzyme systems. Hepatic drug metabo-
lism also demonstrates stereoselectivity. There is a high likelihood of competition among 
and between drugs and endogenous substances for the same enzyme or among enzymes 
for the same compound. These interactions may have profound pharmacological and 
toxicological. 

 Most drugs can be deactivated by various phase I reactions, including deamination 
(amphetamine), side chain hydroxylation (phenobarbitone),  N  - dealkylation (methadone), 
 S  - oxidation (chlorpromazine), ester hydrolysis (meperidine), and/or amide hydrolysis (pro-
cainamide). Phase II reactions generally produce pharmacologically less active metabolite(s) 
compared with the parent drug or to the phase I metabolite. Phase I reaction - mediated 
pharmacological activation, on the other hand, is the basis for prodrug design in targeted 
drug delivery. For example, the prodrug levodopa crosses the blood – brain barrier to become 
trapped by the neuron, where it is metabolically activated to dopamine, which exerts the 
pharmacological activity on the neuron as its target site. Dopamine cannot be effectively 
delivered to its target neuronal site because it cannot cross the blood – brain barrier. 
Obviously, there are great advantages in such prodrug development in terms of effective 
drug delivery and maximal therapeutic benefi ts. Thus, prodrugs require metabolic activa-
tion before they can exert their pharmacological action. Another classic example identifi ed 
in the 1930s is the dye prontosil, which must be activated to liberate the pharmacologically 
active antibacterial agent, sulfanilamide, via the azoreduction pathway. Metabolic activa-
tion can overcome diffi culties encountered in drug transport from the site of administration 
to the target site as well as reduce the chance of site - specifi c biodegradation and toxicity 
during drug absorption and distribution. 

 An even more complex pairing of metabolic activation and deactivation exists with the 
model organophosphate pesticide, parathion. If the products of such metabolic reactions 
modify other disposition processes of parent parathion or its metabolites, the effect on 
biotransformation can be even greater. Parathion can be toxicologically activated as well 
as deactivated through phase I metabolism. Parathion can be activated to paraoxon (the 
bioactive anticholinesterase moiety) by desulfuration oxidation and deactivated to  p  -
 nitrophenol either directly from parathion or indirectly by hydrolysis of paraoxon by 
A - esterases (Fig.  7.2 ). Phase II conjugation reactions of  p  - nitrophenol with glucuronide 
and sulfate can increase  p  - nitrophenol water solubility for a more rapid urinary excretion. 
 In vitro  parathion metabolism studies suggest that oxidation catalyzed by Cyt P450 is the 
fi rst and necessary metabolic step, with about 65% of the parathion conversion into para-
oxon being contributed by the liver.  

   7.6    THE IMPORTANCE OF EXTRACTION RATIO 

 The concept of high -  and low - extraction drugs applied to hepatic clearance is central to a 
complete understanding of drug disposition. The primary factors that may infl uence hepatic 
clearance are blood fl ow, extent of plasma protein binding, and the inherent capacity of the 
liver to metabolize drug, which is refl ected by  Cl  int . 
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   7.6.1    Low  e xtraction 

 When metabolic capacity is low (low  Cl  int ), the drug is defi ned as being a low - extraction 
drug, and its clearance will be dependent on the extent of protein binding. In the example 
of protein binding displacement in Chapter  5 , a sixfold increase in the free fraction of drug 
could increase hepatic metabolism by a similar amount, which paradoxically would elimi-
nate any potential adverse effect. A low - extraction drug ’ s clearance will be independent of 
hepatic blood fl ow. Low - extraction drugs generally have inadequate quantities of enzyme, 
poor biliary transport, or poor diffusion of the drug to the site of metabolism. The disposi-
tion of these drugs is also susceptible to enzyme induction (which would increase  Cl  int ) 
and further enzyme inhibition.  

   7.6.2    High  e xtraction 

 In contrast, if  Cl  int  is high, the drug is considered to be a high - extraction compound, and 
its clearance is now limited to how much drug can be delivered to the organ, hence its 
hepatic blood fl ow. Changes in protein binding will not affect its clearance  . High - extraction 
drugs will also have a high fi rst - pass effect after oral administration and, in many cases, 
may prevent oral administration from being an effective route of dosing even if the com-
pound is well absorbed across the gastrointestinal mucosa. For these drugs, enzyme induc-
tion will have little effect; however, enzyme inhibition may decrease  Cl  int  suffi ciently to 
decrease the extraction ratio to the range of a moderate -  to low - extraction drug. 

 Table  7.12  lists drugs according to extraction ratios and, for comparison, also lists drugs 
in a similar classifi cation that are cleared by the kidney. These factors are important to 
consider when making interspecies extrapolations (Chapter  18 ) and when adjusting dosage 
regimens for renal or hepatic disease (Chapter  17 ).     

   7.7    CONCLUSION 

 This chapter presents an overview of some essential principles regarding the classifi cation, 
cellular and molecular mechanisms, and modifying factors involved in drug metabolism. 
The exact mechanism of a compounds metabolism by the liver and its pathway of biliary 
excretion are important components of interspecies extrapolations. The remaining chapters 

  Table 7.12    Classifi cation of drugs based on extraction ratios. 

        Low     Intermediate     High  

  Liver    Diazepam    Aspirin    Isoproterenol  
  Digitoxin    Codeine    Lidocaine  
  Phenobarbital    Quinidine    Meperidine  
  Phenylbutazone          
  Procainamide          
  Theophylline          

  Kidney    Digoxin    Procainamide    Most glucuronides  
  Furosemide    Penicillins    Penicillins  
  Aminoglycosides    4 °  Ammoniums      Sulfates  
  Tetracyclines          
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of this text will focus on the pharmacokinetic strategies needed to quantitate the processes 
presented in this review. Based on the heterogeneity of hepatic metabolism and biliary 
secretory processes, and the fact that drugs are often excreted by both renal and hepatic 
mechanisms, both of which may be characterized by linear and nonlinear processes, it is 
not surprising that drugs eliminated by these mechanisms often require the most complex 
pharmacokinetic models. In order to fully characterize and predict drug and xenobiotic 
effects, models must therefore be developed and parameters such as clearance subsequently 
estimated. This is the goal of conducting pharmacokinetic studies.  
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  8    Compartmental Models     

     The initial chapters of this text presented the underlying physiology of drug fate. The 
processes involved in absorption, distribution, and elimination are the primary phenomena 
that must be quantitated to predict the fate of a drug or toxicant in an animal. The two 
primary characteristics needed to adequately describe these processes are their  rate  and 
 extent . In fact, this can be appreciated in the origin of the word kinetic, which is defi ned 
by Webster as  “  of or resulting from motion . ”  Many mathematical approaches to this 
problem have evolved over the course of the history of pharmacokinetics. In addition, 
hybrid as well as novel strategies are constantly being developed to quantitate these pro-
cesses. However, all approaches share certain fundamental properties that are based on 
estimating the rates of chemical movement. These are best illustrated using the classic 
models that are often considered synonymous with pharmacokinetics. 

 The most widely used modeling paradigm in comparative and veterinary medicine is 
the compartmental approach. In this analysis, the body is viewed as being composed of a 
number of so - called equilibrium compartments, each defi ned as representing nonspecifi c 
body regions where the  rates of compound disappearance  are of a similar order of mag-
nitude. Specifi cally, the fraction or percent of drug eliminated per unit of time from such 
a defi ned compartment is constant. Such compartments are classifi ed and grouped on the 
basis of  similar rates of drug movement  within a kinetically homogeneous but anatomically 
and physiologically heterogeneous group of tissues. These compartments are theoretical 
entities that allow formulation of mathematical models to describe a chemical ’ s behavior 
over time with respect to movement within and between compartments. This concept was 
initially introduced in Chapter  7  with the model in Fig.  7.5 . Since pharmacologists and 
clinicians sample blood as a common and accessible biological matrix for assessing drug 
fate, most pharmacokinetic models are constructed with blood or plasma drug concentra-
tions as the central reference to which other processes are related. This chapter will be 
restricted to the discussion of models composed of compartments defi ned by processes that 
show linear pharmacokinetic behavior, the defi nition of which will now be formally 
presented.  
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   8.1     A  PRIMER ON THE LANGUAGE OF 
PHARMACOKINETICS   

 The roots of pharmacokinetics lie in the estimation of rates. The language is that of dif-
ferential calculus. It is instructive to present a brief overview of the basic principles of rate 
determination since the logic embedded in its syntax forms the basis of pharmacokinetic 
terminology. 

 To begin, a rate in pharmacokinetics is defi ned as  how fast the mass of a compound 
changes per unit of time , which is expressed mathematically as the change (represented by 
the Greek letter delta —  Δ ) in mass per small unit of time ( Δ  t )  . This is synonymous with 
the fl ux of drug in a system. Units of rate are thus mass/time. For the sake of convenience 
only, we will express this in terms of mg/min. The reader should recall that  Δ  X / Δ  t  was the 
symbol used in Chapter  6  to defi ne the rate of renal drug excretion. We will begin this 
discussion using mass of a compound ( X ), which in clinical terms would be related to the 
dose, rather than using concentration. As will be developed shortly, mass and concentration 
are easily convertible using the proportionality factor of volume of distribution. 

 The rate of drug excretion  Δ  X / Δ  t  actually has two components: a constant that refl ects 
the rate of the process and the amount of compound available for transfer:

    Δ ΔX t K Xn/ ,= ⋅     (8.1)  

where  K  is the fractional rate constant (1/min),  X  (mg) is the mass or amount of a compound 
available for transfer by the process being studied, and  n  is the order of the process. 

   8.1.1    First -  o rder  r ates 

 For a fi rst - order process,  n     =    1. Since  X  1     =     X , this equation simplifi es to

    Δ ΔX t K X/ .= ⋅     (8.2)   

 By defi nition, in fi rst - order or linear processes,  K  is  constant  and thus  the actual rate 
of the process ( Δ X/ Δ t) varies in direct proportion (and hence linearly) to X .  K  can be viewed 
as the fraction of  X  that moves in the system being studied (absorbed, distributed, or elimi-
nated) per unit of time. Therefore, as  X  increases,  Δ  X / Δ  t  increases in direct proportion as 
was graphed in Fig.  2.6  for diffusion processes. This distinction is very important, for in 
linear models, the rate constant is fi xed, but the actual rate of the process changes in direct 
proportion to the mass available for movement. 

 As can again be appreciated by examining the equation for Fick ’ s law of diffusion (Eq. 
 2.1 ), compounds that are absorbed, distributed, or eliminated in direct proportion to a 
concentration gradient are by defi nition fi rst - order rate processes. The rate constants ( K n  ) 
modeled in pharmacokinetics are actually aggregate constants refl ecting all of the mem-
brane diffusion processes involved in the disposition parameter being studied. This includes 
pH partitioning phenomena in the body that exist when blood and a cellular or tissue com-
partment have a pH gradient that alters the fraction of  X  available for diffusion. Recall that 
it is only the unionized fraction of a weak acid or base that diffuses down its gradient across 
a lipid membrane. The rate constant also refl ects the degree of plasma protein binding since 
only the free fraction of drug is available for distribution. The actual value of a  K  in a 
pharmacokinetic model thus refl ects all of these variables, whose relationship defi nes the 
biological system we are attempting to quantitate. If the system is perturbed (e.g., acid – base 
abnormalities, altered protein binding), the  K  values determined in an analysis will also 
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change. Since the majority of these transmembrane fl uxes are either diffusion driven or 
involve bulk fl ow through membrane  “ pores, ”  the sum of all their individual rates can be 
described using linear pharmacokinetic models.  

   8.1.2    Zero -  o rder  r ates 

 For a nonlinear or zero - order process, by defi nition  n     =    0. Since  X  °     =    1, the rate equation 
now becomes

    Δ ΔX t K/ .= 0     (8.3)   

 In this scenario, the  rate of excretion is now fi xed and thus independent of the amount 
of compound available ,  X .  K  0  now has the units of rate (mg/min) and is not a mass -
 independent fractional rate constant. Although this would appear to simplify the situation, 
in reality, nonlinear kinetics actually complicates most models. Only when saturation 
occurs would nonlinear behavior become evident (recall again Fig.  2.6  in Chapter  2 , as 
well as the clearance discussions on tubular secretion in Chapter  6  or biotransformation in 
Chapter  7 , especially Eqs.  7.4  and  7.5 ). Chapter  10  will present this subject in more detail 
and discuss the scenario in which the system changes from fi rst order to zero order. The 
focus of most pharmacokinetic studies is on drugs with linear pharmacokinetics since most 
therapeutically active compounds are described by these models. The remainder of this 
chapter will be limited to linear or fi rst - order models.  

   8.1.3    Instantaneous  r ates and the  d erivative 

 The use of  Δ  X / Δ  t  to describe the rate of a process is experimentally and mathematically 
cumbersome. Calculus has been used to describe these same processes using the concept 
of a derivative. This tremendously increases the options available to manipulate the data 
and, paradoxically, to simplify applications to biological systems. Instead of describing 
rates in terms of some small, fi nite time interval ( Δ  t ), differential equations express rate in 
terms of the change in compound mass ( dX ) over an infi nitesimally small time interval 
termed  dt . Equation  8.1  could now be written as

    dX dt K X/ .= ⋅     (8.4)   

 The biological interpretation is identical; however, now the full power of the calculus 
can be used to provide tools by which these rates can be reliably estimated from biological 
data. Note that  K  and  X  are the same in both equations, the only change is a conceptual 
one in that  dX / dt  now describes the instantaneous rate of change in mass over time. By 
convention, if the amount of drug is increasing,  dX / dt  is positive (e.g., absorption of drug 
into the blood), while if it is declining (e.g., elimination or distribution from the blood), 
then the rate is negative or  –  dX / dt .  

   8.1.4    Graphical  r epresentations of  r ates 

 Recalling algebra, if a plot (Cartesian graph) is made with  X  on the  y  - axis (dependent vari-
able; ordinate or vertical axis) and  t  on the  x  - axis (independent variable; abscissa or hori-
zontal axis), then the rate  Δ  X / Δ  t  is depicted in Fig.  8.1 . Slopes can easily be taken from 
straight lines described by the equation  y     =     mx     +     b , where  m  is the slope ( Δ  X / Δ  t ) and  b  is 
the  y  - intercept. Because of this simple relationship, many of the most widely employed 
techniques in pharmacokinetics are simply exercises in transforming the data (e.g., taking 
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logarithms) to derive an equation in this slope – intercept form. Equations of this form will 
be encountered throughout this text as pharmacokinetic, pharmacodynamic, and statistical 
models are discussed. This approach facilitates the use of graphical techniques and is a 
 “ preprogrammed ”  function in most computer software packages and handheld calculators. 
However, for equations that cannot be linearized, obtaining the slope is diffi cult since it 
changes with time, as seen in Fig.  8.1 . Although modern computational tools make this 
approach historical, many of the basic equations used in pharmacokinetics today are based 
on these earlier formulations and form the basis of the models used to analyze the data.    

   8.1.5    Integration 

 The derivative is in essence the instantaneous  “ slope ”  of any function determined by taking 
the tangent to the curve at the time point of interest. Thus, equations written as differentials 
allow instantaneous rates to be calculated. One may solve a differential equation through 
the process of integration denoted by the symbol  ∫ , which transforms the equation back 
into terms of  t  rather than  dt . Integration is, in reality, a process by which the area under 
the curve (AUC) defi ned by  Δ  X / Δ  t , the demarcated trapezoid in Fig.  8.1 , is taken. By 
repeatedly summing ( ∑ ) these areas for the entire experimental period, the AUC will be 
obtained. We introduced this concept in Chapter  4  when the concept of AUC was intro-
duced (Fig.  4.13 ). Analogous to the relation of a derivative to a slope, integration sums the 
areas under infi nitesimally small regions defi ned by  dX / dt . The fundamental theorem of 
integral calculus, developed by Sir Isaac Newton and Gottfried Leibnitz in the 17th century, 
linked integration to the related process of taking antiderivatives. In calculus, the rate equa-
tions may be solved using various mathematical techniques over specifi c time intervals, 
generally  t     =    0 through  t     =    x (defi nite integral), or through the end of an experiment esti-
mated as  t     =     ∞  (indefi nite integral). 

 In summary,  defi ning rates with differentiation is analogous to taking slopes, while the 
inverse process of integration produces parameters that may often be expressed and 

     Fig. 8.1     Cartesian plot of the decay in drug ( X ) versus time. The  T   ½   is defi ned as the time required for 
 X  to deplete to one - half  X . Slope at any time is  Δ  X / Δ  t   .  
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numerically estimated as areas . This basic analogy simplifi es many of the concepts inherent 
in pharmacokinetics and, in fact, is the basis for noncompartmental modeling presented in 
Chapter  9 .  

   8.1.6    Solving a  r ate  e quation 

 The advantage of this approach is best illustrated by example. Let us assume that the 
process being studied is excretion, and thus  X  is declining over time. If one wants to deter-
mine the total amount of drug excretion using Equation  8.1 , one must sum the amount 
excreted during each  Δ  t  interval until the proper time is reached:

    X X t X t X t X t= + + + + + = ∑Δ Δ Δ Δ Δ Δ Δ Δ/ / / / .1 2 3     (8.5)   

 This requires collection of discrete timed samples and determining the AUC. The 
problem is less straightforward if one wants to determine the rate of drug excretion. The 
fi rst step required using Equation  8.1  would be to measure the rates of compound decay 
( –  Δ  X / Δ  t ) over time. If one plotted the data as  X  versus time, the plot would resemble Fig. 
 8.1 . As one can see, a curve results and multiple samples would have to be collected to 
determine values for  Δ  X / Δ  t  at different times that would allow determination of  K .  Δ  X / Δ  t  
is not constant on a Cartesian plot. The  X  in Equation  8.1  could be determined from 
Equation  8.5 . It is also not evident how one would easily obtain values of  K , the parameter 
of interest. 

 In contrast, the situation becomes much easier if Equation  8.4  is instead used and solved 
for  K . In this case, we are assuming decay thus the equation is  dX / dt     =     –  KX . We can use 
the technique of integration to solve this problem. We must integrate the equation from 
 X  at time zero ( X  0 ) through  X  at time  t  ( X t  ) to obtain a formula for the mass of drug at 
any time.

    ( / ) ( ) .dX dt dt KX dt∫ ∫= −     (8.6)   

 There are numerous techniques to accomplish this integration (e.g., Laplace transforma-
tion), and the interested reader should consult a calculus textbook for further details. The 
result is

    X X et
Kt= −

0 ,     (8.7)  

where  e  is the base of the natural logarithm ( e     =    2.713).  It is important to realize that 
the process of integrating the differential equation describing rate generates the exponential 
term found in most linear pharmacokinetic models . In reality, any method of pharmacoki-
netic analysis using exponential functions to describe physiological data implicitly assumes 
that a linear process is operative. Exponentials can easily be eliminated from an equation 
by taking their natural logarithm (ln) since the logarithm is defi ned as the power to which 
a base (in this case  e ) is raised. Taking the natural logarithms of Equation  8.7  yields

    ln ln .X X K t= − ⋅0     (8.8)   

 If one plots the data similar to Fig.  8.1 , but instead uses ln X  rather than  X , a straight 
line results (Fig.  8.2 ). Recalling the algebraic expression for a straight line on  x  –  y  coordi-
nates, in this case the  y  - intercept ( b ) becomes ln  X  0  and the slope of the line ( m ) is  –  K . The 
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equation has been linearized providing a simple graphical method to calculate the rate 
constant.   

 The reader must realize that this equation can be linearized only because it is a fi rst - order 
rate function. In theory, only two samples would have to be taken to defi ne this line, 
although, statistically, a better estimate is obtained if more points are used. This type of 
plot, which is widely used throughout pharmacokinetics, is termed a semilogarithmic plot 
(in contrast to the Cartesian plot) since the logarithm of mass is plotted against time. Again, 
 when a straight line results on a semilogarithmic plot, one can assume that a linear fi rst -
 order process is operative and the slope of the line is the exponent of an exponential equa-
tion . Alternatively, a linear regression program on a computer or pocket calculator could 
be used to calculate  K  by regressing the ln X  against time. Once again, the slope is  –  K  and 
the  y  - intercept is ln  X  0 . More sophisticated statistical techniques to solve complex linear 
rate equations that are employed in practice will be presented in Chapter  14 . 

 From an historical perspective, graphs used logarithms to the base 10 (log  X ) {10  X  ] 
rather than the base  e  (ln  X ){ e X  }, then the transformation of bases can be accomplished as

    Log X X= ln / . ,2 303     (8.9)   

 which transforms Equation  8.8  to

    Log X X Ktt = −log / . .0 2 303     (8.10)   

 If base 10 semilogarithmic graph paper were used to plot Fig.  8.2 , the slope becomes 
 –  K /2.303. As this technique was in widespread use before the advent of digital computers, 
some workers and texts still use this approach, explaining why 2.303 appears in many 
pharmacokinetic equations. 

 This brief explanation of the derivation of exponential equations is important since all 
pharmacokinetic models for linear processes are expressed in these terms. These equations 
have certain mathematical properties (such as additivity or superposition) that greatly 
simplify analysis of biological data. As models become more complex, so does the process 
of integration, but the solutions to the equations still collapse to exponential terms that are 
easily analyzed using modern digital computers or graphical techniques. Thus, for the 
remainder of this text, the derivations and analytical solutions to the equations will not be 
expanded, and the reader must have faith in the author. Instead, we will focus on the proper 

     Fig. 8.2     Semilogarithmic plot of drug decay versus time with slope equal to  −  K  and intercept ln X  0   .  
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use of the equations and the development of techniques for applying them to biological 
systems, the focus of this text.   

   8.2    THE CONCEPT OF HALF - LIFE 

 The exponential equations in pharmacokinetics have another property that is central to 
biological applications. This is the concept of half - life ( T   ½  ), whose logic is central to much 
of this discipline. The astute biologist reading this text will have realized that Equation  8.7  
is the same as that used to describe population - doubling times in microbiology or ecology 
and to generate population growth curves, defi ned as the time needed for a population of 
organisms to double their total numbers when they are in their so - called logarithmic growth 
phase. The only difference is that since growth is described, the exponent is positive in this 
application. In pharmacokinetics, our perspective is a  T   ½  , which is instead the time required 
for the amount of drug to decrease by one - half, or 50%. Again, we must stress that  the 
concept of T   ½    is applicable only to fi rst - order rate processes . 

 Using Equation  8.8 , we can derive a simple equation for  T   ½  . We fi rst rearrange terms 
to solve for  T , which yields

    T X X Kt= −(ln ln )/ .0     (8.11)   

 We now solve for the time at which  X  is equal to  ½  the initial amount  X  0 ; that is, where 
 T     =     T   ½  . Substituting these values above,

    

T T X X K

X X K

K

K

= = −
=
=
=

½ (ln ln )/

ln( / )/

ln( )/

. / .

0
1

2 0

0
1

2 0

2

0 693

    
(8.12)

   

 Alternatively, by algebraic rearrangement, we now have an equation for  K , which is

    K T= 0 693. / .½     (8.13)   

 It is instructive to emphasize that it is this transformation of  K  and  T   ½   that forces 0.693 
to appear in many pharmacokinetic equations when fi rst - order rate constants are converted 
to  T   ½  . 

 What does  T   ½   really mean? This is best illustrated by returning to Fig.  8.1  (remember 
that this is plotted on Cartesian  X  - versus - time scales). We can determine the time required 
for  X  to decrease to  ½  X  using the original data; that is, estimating the  Δ  t  required for  Δ  X  
to be equal to  ½  X . No matter where this is done on the concentration – time (C - T) plot, the 
same value for  Δ  t  (e.g.,  T   ½  ) will be obtained even though the actual rate of drug excretion 
( Δ  X / Δ  t ) is decreasing at each time interval. In addition to providing a simple means of 
estimating  T   ½   when the data correspond to intervals of 50% decrease in  X , it also clearly 
illustrates the meaning of  T   ½  . 

 Assume that we start with  X , decrease it by half, and repeat this process 10 times. Table 
 8.1  compiles these data and lists how much drug is remaining and how much has been 
excreted over each  Δ  t  corresponding to one  T   ½  . Note that if you sum these columns, as 
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discussed above using Equation  8.5 , one would have accounted for 99.9% of the original 
dose  X . After 10  T   ½  s, 99.9% of the drug has been eliminated, or the rate process being 
studied has been essentially completed. This also illustrates the logic that must be used 
when dealing with doses. For example, if we doubled the dose to 2 X , then after one  T   ½  , 
we would be back to the original dose! Many  “ rules of thumb ”  used in pharmacokinetics 
and medicine are based on this simple fact. For therapeutic drugs, most workers assume 
that after fi ve  T   ½  s, the drug has been depleted, or the process is over since 97% of the 
depletion has occurred. These so - called rules will be revisited in later chapters when the 
design of dosage regimens is considered. It is now time to develop our fi rst pharmacokinetic 
model using mathematical rather than physiological concepts.    

   8.3    ONE - COMPARTMENT OPEN MODEL 

 The simplest compartment model considers the body as consisting of a single homogeneous 
compartment; that is, the entire dose  X  of drug is assumed to move out of the body at a 
single rate. This model, depicted in Fig.  8.3 , is best conceptualized as instantly dissolving 
and homogeneously mixing the drug in a beaker from which it is eliminated by a single 
rate process described by the rate constant  K , now termed  K  el . Since drug leaves the system, 
the model is termed open. Equation  8.7  is the pharmacokinetic equation for the one -
 compartment open model. Although expressed in terms of the amount of drug remaining 
in the compartment, most experiments measure concentrations.   

 This requires the development of one of the so - called primary pharmacokinetic param-
eters, the volume of distribution ( Vd ), which was introduced in Chapter  5  (recall Eq. 5.5). 
In terms of the one - compartment model, this would be the volume of the compartment into 

  Table 8.1    Relationship between  T   ½   and amount of drug ( A ) in the body. 

   Number of  T   ½  s     % of drug eliminated     % of drug remaining  

  1    50    50  
  2    75    25  
  3    87.5    12.5  
  4    93.75    0.625  
  5    96.88    0.312  
  6    98.44    0.156  
  7    99.22    0.078  
  8    99.61    0.039  
  9    99.80    0.019  

  10    99.90    0.0097  

     Fig. 8.3     One - compartment open pharmacokinetic model.  
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which the dose of drug ( D ) instantaneously distributes.  Vd  thus becomes a  proportionality 
factor  relating  D  to the observed concentration  Cp  by

    Vd X Cp D Cp( ) ( )/ ( / ) / .mL mg mg mL= =       (8.14)   

 Using this relation, we can now rewrite Equation  8.7  in terms of concentrations, which 
are experimentally accessible by sampling blood, instead of the total amount of drug 
remaining in the body:

    Cp X Vd e Cp eK t K t= ( )⋅ = ⋅− −
0 0/ .el el     (8.15)   

 A semilogarithmic plot seen after intravenous administration using this model is depicted 
in Fig.  8.4 . One can easily convert between Figs.  8.1 or 8.2 and 8.4  using the  Vd  relation-
ship above.  Vd  quantitates the apparent volume into which a drug is dissolved since, recall-
ing the discussion in Chapter  5 , the true volume is determined by the physiology of the 
animal, the relative transmembrane diffusion coeffi cients, and the chemical properties of 
the drug being studied. A drug that is restricted to the vascular system will have a very 
small  Vd , while one that distributes to total body water will have a very large  Vd . In fact, 
it is this technique that was used to calculate the plasma and interstitial spaces quoted in 
Chapter  5 .   

 From this simple analysis, and using the model in Fig.  8.3 , a number of useful pharma-
cokinetic parameters may be defi ned. Assuming that an experiment such as depicted in Fig. 
 8.4  has been conducted using a dose of  D  and values for  K  el  and  Vd  have been determined, 
 T   ½   can easily be calculated from Equation  8.12  above. 

   8.3.1    Clearance 

 Recalling the development of clearance concepts in Chapter  6 , we now can easily determine 
 Cl  B  using this information. Clearance was defi ned as the  volume of blood cleared of a 
substance by the kidney per unit of time . If one considers the whole body, this would read 
as the  volume of distribution of drug in the body cleared of a substance per unit of time . 
Translating this sentence to the syntax of pharmacokinetic terminology and considering 
whole - body elimination,  Vd  represents the volume and  K  el  the fractional rate constant (units 
of 1/time). Thus, clearance is

     Fig. 8.4     Semilogarithmic concentration – time profi le for a one - compartment drug with slope  −  K  el  and 
intercept  Cp  0   .  
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    Cl Vd KB elmL min   mL( / ) ( ) ( /min).= ⋅ 1     (8.16)   

 As alluded to in the discussion on renal clearance, this equation allows one to determine 
the glomerular fi ltration rate (GFR) if a glomerular fi ltration marker such as inulin were 
injected into the body and its decay plotted as in Fig.  8.4 . Similar logic was applied to use 
clearances to describe hepatic drug metabolism. 

 There is another method available to calculate  Cl  B . In Chapter  6 , clearance was also 
defi ned in Equation  6.4  as the  rate of drug excretion relative to its plasma concentration . 
We can also express this sentence in the syntax of pharmacokinetics and get the relation

    Cl dX dt CpB = ( / )/ .     (8.17)   

 If we integrate both the numerator and denominator of this relation from time    =    0 →  ∞ , 
the numerator is simply the sum of the total amount of drug that has been excreted from 
the body; that is, the administered dose  D . The denominator is the integral of the plasma 
C - T profi le. Since integration was analogous to taking the area under the function to be 
integrated over infi nitesimally small time intervals ( dt ), the result of this operation is simply 
the AUC. The relation thus becomes

    Cl DB AUC= / .     (8.18)   

 There are two approaches to calculate AUC that are based on determining the area under 
the observed C - T profi le. A common approach is to use the trapezoidal method alluded to 
when integration was defi ned. Fig.  4.13  (see Chapter  4 ) introduced this technique, which 
will be presented in much greater detail in the next chapter on noncompartmental models 
since this modeling approach is based completely on calculating the AUCs of different 
functions. However, for the one - compartment open model being discussed, which generates 
the semilogarithmic C - T plot depicted in Fig.  8.4 , the problem is simply determining the 
area of the right triangle. The area of this triangle (AUC) is height divided by the slope of 
the hypotenuse, or

    AUC el= Cp K0 / .     (8.19)    

   8.3.2    Interpretation of  p harmacokinetic  p arameters 

 With these equations, we now have the  three so - called primary pharmacokinetic param-
eters describing drug disposition in the body :  T   ½  ,  Cl  B ,  and Vd . The data required to calculate 
them is a knowledge of dose and an experimental derivation of either  K  el  or  T   ½  . Coupled 
with a knowledge of absorption, which estimates absorbed dose, most practical aspects of 
constructing a dosage regimen are at hand. These are related in the following scheme that 
shows how these parameters are interrelated. 

 

ClB Vd

F T½

Absorption
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 This is a good point at which to discuss the limits of calculating parameters from simple 
C - T profi les. Only two parameters are actually being  “ measured ”  from this analysis: the 
slope  K  el  and intercept  Cp  0  of the semilogarithmic plot, which, using Equation  8.14 , directly 
calculates  Vd . The third parameter  Cl  B  is  “ calculated ”  from the two  “ measured ”  parameters. 
Based on the mathematical method used to calculate these, some workers suggested that 
 K  el  and  Vd  are the independent parameters in a pharmacokinetic analysis, and  Cl  B  is a 
derived parameter. This assertion is usually made when the statistical properties of the 
parameters are being defi ned since errors for these can be easily obtained. However, this 
belief is an artifact of the use of a compartmental model as a tool to get at values for these 
physiological parameters and introduces confusion when pharmacokinetic parameters are 
linked to physiological variables. As should be appreciated from the discussions in Chapters 
 5  –  7 , physiologically, the truly independent parameters are the  Vd  and  Cl  B , with  K  el  and 
thus  T   ½   becoming the dependent variables. This distinction is very important when the 
effects of either a species ’  physiology or an individual ’ s disease state on pharmacokinetics 
are being estimated. From this biological perspective, the true relationship is

    T Vd Cl½ = ⋅( . )/ .0 693 B     (8.20)   

 The observed half - life of a drug is dependent on both the extent of a drug ’ s distribution 
in the body and its rate of clearance. If the clearance of a drug is high (e.g., rapidly elimi-
nated by the kidney), the  T   ½   will be relatively short. Logically, a slowly eliminated drug 
will have a prolonged  T   ½  . Although not at fi rst obvious, if a drug is extensively distributed 
in the body (e.g., lipid - soluble drug distributed to fat),  Vd  will be large and the  T   ½   will be 
relatively prolonged. In contrast, if a drug that has restricted distribution in the body (e.g., 
only the vascular system), the  Vd  will be small and thus the  T   ½   relatively short. In a disease 
state,  T   ½   may be prolonged by a diseased kidney; a reduced capacity for hepatic drug 
metabolism; or an infl ammatory state, which increases capillary perfusion and permeability, 
thus allowing drug access to normally excluded tissue sites.  Therefore ,  T   ½    is physiologically 
dependent on both the volume of distribution and clearance of the drug . The basic physi-
ological principles outlined in Chapters  5  –  7  are important to keep in mind since, as we 
build more complicated (but realistic) pharmacokinetic models, the calculation of  Vd  and 
 Cl  B  becomes more complex because the underlying biology dictates it.  

   8.3.3    Clearance from  i ntravenous  i nfusions 

 There is yet another strategy that can be used to estimate clearance in an intravenous study. 
This is based on the basic principle of mass balance. The strategy is to infuse a drug into 
the body at a constant rate  R  0  (mass/time) and then measure plasma drug concentrations. 
By defi nition, when a steady - state plasma concentration is achieved,  C  ss  (mass/volume), 
the rate of drug input must equal the rate of clearance from the body,  Cl  B :

    R C Cl0 ( / ) ( / ) ( / ).mg min mg mL mL minss B= ⋅     (8.21)   

 Rearranging this equation gives a simple formula for determining  Cl  B :

    
Cl R C

R C

B ss

ss

mL mg mg mL( /min) ( /min)/ ( / )

/

=
=

0

0

    
(8.22)
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 The  Cl  B  calculated in this manner is identical to that determined using Equations  8.16  
and  8.18  above, and only requires knowing the rate of infusion and assaying the achieved 
steady - state concentration. One may also calculate the  Vd  from an intravenous infusion 
study by the relation

    Vd R C K= ⋅0 /( ).ss el     (8.23)   

 This line of reasoning supports  Cl  B  as a primary parameter since it can be calculated 
independently of a one - compartment analysis. In fact, as discussed in Chapter  6 , this is 
another method to estimate GFR using markers of renal clearance. If steady - state is 
assumed, then  R  0  must equal the rate of excretion presented in Equation  6.4  as  Δ  X / Δ  t . 
Making this substitution, and using this chapter ’ s terminology of  C  ss  in place of  C  art , both 
equations are equivalent. If one knows the rate of infusion of a glomerular fi ltration marker 
such as inulin and assays the steady - state concentration, GFR can thus be estimated in a 
relatively robust manner since errors in time or assay will be minimized when the average 
 C  ss  is determined. In fact, this method holds for even more complicated pharmacokinetic 
models (discussed below) since as long as steady - state is achieved, the rate of infusion will 
always be dependent on  Cl  B . As will be discussed in Chapter  12 , this relationship also 
forms the basis of multiple - dose regimens.  

   8.3.4    Pharmacokinetic  a nalysis from  u rine  d ata 

 Many of the above pharmacokinetic parameters may be obtained by analysis of urine data 
alone. This is often advantageous when concentrations of the compound studied are too 
low for assay in the blood, or when exposure in an environmental scenario results in very 
low absorbed doses. In these cases, the ability of the kidney to concentrate urine is taken 
advantage of since the kidney thereby concentrates the excreted drug. However, to use 
these techniques, it is important that the concepts of  Cl  B  and  Cl  renal  be kept distinct. In a 
one - compartment open model for a drug completely eliminated by the kidney, and for 
which there is no extravascular administration or systemic metabolism, all injected drug 
will appear in the urine, and thus the total amount excreted over the course of an experi-
ment (e.g., the sum of Eq.  8.5 ) is equivalent to  X  or  D . If the drug also undergoes hepatic 
elimination, then  D     ≠     X  since a fraction will be excreted by other routes (e.g., bile, expired, 
or as metabolites in urine). 

 Urine - based techniques all assume that some fraction of the drug is eliminated from the 
body by renal elimination. The compound has a C - T profi le best characterized by a mono-
exponential decay (e.g., one - compartment open model) even though it may be eliminated 
by multiple organs. Recall in Chapter  6  that  Cl  B  is the sum of  Cl  renal     +     Cl  hepatic     +     Cl  other . In 
an analogous fashion, since  Cl  B     =     K  el   Vd  and  Vd  is the same for drug excreted by the kidney 
or any organ, dividing this relationship by  Vd  we obtain

    K K K K K Kel renal hepatic other renal nonrenal= + + = + .     (8.24)   

 For the sake of simplicity, we will consider only renal and nonrenal routes of 
elimination. 

 In a manner analogous to analyzing the C - T profi le to obtain  K  el , we will instead analyze 
the rate of drug excretion in the urine. We will denote urine concentration at time  t  as  U t  . 
 With the C - T profi le, we are studying drug that has not yet been eliminated from the body, 
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while in urine - based methods, we are examining the drug that has already been excreted.  
If bile were collected instead of urine, similar techniques could be used to model biliary 
drug excretion. 

 In many of these experiments, we are essentially measuring  Δ  X / Δ  t  based on urine col-
lection. It thus behooves the investigator to take great care in collecting urine specimens. 
For best results, one must have properly timed urine collections, and when rates are esti-
mated,  Δ  t  should be less than one  T   ½  . The assayed urine concentration is then multiplied 
by the collected urine volume to obtain the mass excreted in  Δ  t , that is,  U t  . When excretion 
plots are constructed as described below, the time plotted on the  x  - axis should be the mid-
point of the  Δ  t  interval. Similarly, if a corresponding  Cp  is obtained, it should either be 
collected at the midpoint of collection or be calculated as the average of the time points 
defi ning  Δ  t . 

 When data are analyzed in this manner, the rate of elimination  K  el , and not  K  renal  alone, 
determines the slope of the ln  U  excretion rate profi les. Since one is measuring the rate of 
unchanged drug excretion into the urine, this rate will also refl ect nonrenal elimination 
even when the drug eliminated by this route is not being excreted into the urine. This can 
be appreciated by examining Fig.  8.3  and substituting ( K  renal     +     K  nonrenal ) for  K  el . The driving 
concentration for elimination by both routes is the  Cp  in this compartment. Thus, as drug 
is eliminated by the kidney and other routes, its concentration will decrease at a rate pro-
portional to the total  K  el  from this compartment. What will be dependent on  K  renal  is the 
fraction of this eliminated dose, which is excreted into the urine and will affect the   total 
urinary recovery  U   ∞  .  Urine - based methods monitor the systemic rate of elimination.  

 The technique termed the amount remaining to be excreted (ARE) or sigma - minus 
method is depicted in Fig.  8.5 . The term ARE is obtained because the  y  - axis is now 
( U   ∞      −     U t  ) or, alternatively, the amount of drug remaining to be excreted in the urine, refl ect-
ing the fact that not all of the systemically administered dose will appear in the urine. To 
construct this plot, for every  Δ  t  of urine collection, one plots [ U   ∞      −     U t  ] versus the time 
of the midpoint of the collection interval. Note that since this is a semilogarithmic plot, 
the excretion profi le is log - linear. The slope is then equal to  K  el . In another technique, the 
rate of drug excretion ( Δ  U / Δ  t ) versus time is plotted as in Fig.  8.6 . The resulting slope is 
again  K  el .   

 What is different in Figs.  8.5  and  8.6  compared with the plasma - based plot of Fig.  8.4  
is the nature of the intercept, not the rate of decay that is controlled by  K  el . This becomes 

     Fig. 8.5     Pharmacokinetic analysis of urinary drug concentrations using a semilogarithmic amount 
remaining to be excreted (ARE) plot whose slope is  −  K  el .  
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clearer from the differential rate equations for  Δ  U / Δ  t . The formula that describes Fig.  8.6  
would be similar to Equation  8.8 :

    ln ( ) ( ).U K U K tt = ⋅ − ⋅renal el0     (8.25)   

 The slope of the plot is the same; however, the intercept now refl ects the fraction of 
drug excreted in the urine. Similarly, the equation for the ARE plot would be

    ln( ) ln .U U U K tt∞ ∞− = − ⋅el     (8.26)   

 Again, slopes are identical, but now the intercept refl ects how much drug actually was 
excreted in the urine. As can be appreciated from studying these relationships, if the drug 
is totally excreted by the kidney, then  U   ∞      =     D . However, if renal and nonrenal elimination 
routes are occurring, these data may be used to estimate the extent of nonrenal elimination 
since the ratio of  U   ∞  / D  is equivalent to  K  renal / K  el  (also termed  f  in Chapter  17 , Eqs.  17.10  
and  17.11 ). 

 More information may be obtained if corresponding  Cp  - versus - time data is available 
for each  Δ  U / Δ  t . A plot of rate of excretion on a Cartesian axis versus  Cp  is shown in Fig. 
 8.7 . As defi ned in Chapter  6  (Eq.  6.4 ), the rate of excretion relative to the blood concentra-
tion is defi ned as the renal clearance, and thus the slope of the line in Fig.  8.7  ( Δ  U / Δ  t  vs. 
 Cp ) is  Cl  renal . In this analysis, more information is present than with the two techniques 

     Fig. 8.7     Plot of rate of drug excretion in urine versus plasma concentration with slope equal to  Cl  renal .  
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     Fig. 8.6     Semilogarithmic plot of rate of drug excretion in urine versus time with a slope equal to  −  K  el .  
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discussed above since the rate of drug excretion in the urine is being compared with the 
 Cp  profi le, which is declining with a rate constant of  K  el . The  Cp  data have  K  el  information 
embedded within it. The clearance obtained using this technique refl ects  Cl  renal  and not  Cl  B . 
If one integrates both axes of this plot, the slope remains  Cl  renal , but now the  y  - axis is the 
cumulative amount of drug excreted in urine and the  x  - axis is AUC. At any time  t , the slope 
is cumulative  U  divided by AUC through time  t  (AUC  t  ), which provides a point estimate 
of  Cl  renal .   

 The selection of which method to use is dependent on experimental constraints and data 
quality. Urine excretion data are often variable and dependent on accurate sampling. The 
more samples that make up an analysis, and thus the shorter  Δ  t , the better the estimate. 
Theoretically, all of the above methods will result in the same rate constant and clearance 
estimates. However, physiological anomalies in how the kidney handles a compound 
(tubular reabsorption with storage, tubular secretion with subsequent metabolism) within 
the tubular system may make differences in these methods evident. For example, assume 
a drug is completely eliminated by the kidney, making any estimate of  Cl  B  equivalent to 
 Cl  renal . However, if one of these processes occurs,  Cl  B  will be greater than  Cl  renal  since  Cp  
cannot refl ect what happens to the drug after fi ltration (see Chapter  5 ). Fig.  8.8  illustrates 
this phenomenon with gentamicin. When  Cl  B  was compared with  Cl  renal  in four separate 
studies, the above relation was always noted, suggesting that tubular sequestration was 
reducing the fl ux of intact drug into the urine. The same would occur if parent drug were 
metabolized by the kidney and excreted as an undetectable metabolite. However, this dif-
ference becomes a strength since these phenomena can be studied due to this discrepancy 
in clearances.   

 Additional urine techniques will only be briefl y discussed in the remaining chapters 
since an extension of the logic presented above can be used to obtain many values formally 
presented only for C - T profi les. In some laboratory animal situations in which urine col-
lection is easier than blood sampling, these approaches may prove particularly powerful as 
many pharmacokinetic parameters may be obtained from noninvasive urine monitoring.   

     Fig. 8.8     Difference between total body clearance calculated from plasma ( Cl  B ) or urine ( Cl  U ) due to 
drug that was fi ltered by the glomeruli (GBF) but reabsorbed and stored in the renal tubules ( F X      −     U X  ) 
rather than being excreted in the urine.  F X   is fi ltered drug, and  U X   is drug excreted in the urine.  
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   8.4    ABSORPTION IN  A  ONE - COMPARTMENT OPEN MODEL 

 The models presented above up to this point assume that the drug was injected into the 
body, which behaves as a single space into which the drug is uniformly dissolved. The fi rst 
real - world complication occurs when the drug is administered by one of the extravascular 
routes discussed in Chapter  4 . In this case, the drug must be absorbed from the dosing site 
into the bloodstream. The resulting semilogarithmic C - T profi le, depicted in Fig.  8.9 , is 
now characterized by an initial rising component that peaks and then undergoes the same 
log - linear decline. The proper pharmacokinetic model for this scenario is depicted in Fig. 
 8.10 . The rate of the drug ’ s absorption is governed by the rate constant  K  a .   

 When the absorption process is fi nally complete, elimination is still described by  K  el  as 
depicted in Fig.  8.2 . The overall elimination half - life can still be calculated using  K  el  if this 
terminal slope is taken after the peak in the linear portion of the semilogarithmic plot 
(providing  K  a     >>     K  el ). However, calculation of  Vd  and  Cl  B  becomes more complicated since 
 K  a  is present and, unlike an intravenous injection, one is not assured that all of the drug 
has been absorbed into the body. In order to handle this, we must now write the differential 
equations to describe this process by including rate constants for absorption and 
elimination:

    dX dt K D K X/ ,= ⋅ − ⋅a el     (8.27)  

     Fig. 8.9     Semilogarithmic plot of plasma concentration versus time with fi rst - order absorption.  
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     Fig. 8.10     One - compartment open pharmacokinetic model with fi rst - order absorption.  
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where  D  is the administered dose driving the absorption process and  X  is now the amount 
of dose absorbed and available for excretion. The relationship between  D  and  X  is the 
absolute systemic availability  F  originally introduced in Chapter  4  (Eqs.  4.2  and  4.3 ); 
{ X     =     FD }. In the language of differential equations, rates are simply additive, which allows 
the same data sets to be described in components refl ecting the different processes. As 
above, integrating this equation and expressing it in terms of concentrations gives the 
expression that describes the profi le in Fig.  8.9 :

    Cp
K F D

Vd K K
e eK t K t= ⋅ ⋅

⋅ −( )
⋅ −[ ]− −a

a el

el a .     (8.28)   

   8.4.1    The  c oncept of  c urve  s tripping  a pplied to  a bsorption 

 This is an excellent point in the discussion to appreciate the validity of the use of multi-
exponential equations to describe blood C - T profi les, as the exponential terms, like the 
rates above from which they were derived, are simply additive.  A C - T profi le is the sum of 
the underlying exponential terms describing the rate processes involved.  This property of 
superposition is the basis on which observed C - T profi les were once  “ dissected ”  to obtain 
the component rates. Although not used today to actually determine these parameters, the 
process is instructive and underscores the processes involved in determining the shape of 
a C - T profi le. 

 Fig.  8.11  illustrates this process, in which an observed semilogarithmic profi le is plotted 
as a composite of its absorption phase (controlled by  K  a ) and the elimination phase (con-
trolled by  K  el ). In contrast to the intravenous Equation  8.15 , the time zero intercept is now 
a more complex function, which is dependent on the fraction of administered dose that is 
systemically available and thus able to be acted on by the elimination process described 
by the rate constant  K  el . For this procedure to work,  K  a  must be greater than  K  el  so that at 
later time points  e   −    K a     t   approaches zero [exponential   of a large negative number approaches 
zero, or expressed mathematically, as  L t    →  ∞   ( e   −    t  )    =    0].   

     Fig. 8.11     Semilogarithmic plot of plasma concentration versus time using a one - compartment open 
pharmacokinetic model with fi rst - order absorption. The profi le is decomposed into two lines with slopes 
 −  K  a  and  −  K  el   .  
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 This equation reduces to

    Cp
K F D

Vd K K
e K t= ⋅ ⋅

⋅ −( )
⋅[ ]−a

a el

el ,     (8.29)   

 which is the terminal phase of the C - T profi le. If  K  a  were less than  K  el , the same C - T profi le 
as the one in Fig.  8.9  will result; however, now the terminal slope will be  K  a  as it is the 
rate - limiting process! The intercept term would be appropriate if one just fl ip - fl opped  K  a  
and  K  el . In fact, recalling the discussion in Chapter  4  on slow - release dosing formulations, 
we termed the resulting effect on disposition of drug in the body an example of the  fl ip - fl op  
phenomenon, the origin of which is the above relation. 

 In any multiexponential model, in order for multiple phases of a C - T profi le to become 
evident, the ratio of  K s (in our example  K  a  and  K  el ) must be  ≥ 3. The computational proce-
dure of  “ stripping ”  the slower elimination process away from the observed composite C - T 
profi le to generate the absorption profi le (or any other faster exponential process, such as 
distribution) was the basis of many earlier software algorithms. 

 It is important to once again digress at this point of the discussion to stress the reason 
why  intravenous pharmacokinetic studies should always be conducted to defi ne drug dis-
position . If an extravascular route of administration is used, the investigator can never be 
certain that the C - T profi le is not dependent on a slow, and thus rate - limiting, absorptive 
process secondary to a formulation factor. If a depot or extended - release formulation is 
administered such that  K  a   is less than K  el , the terminal slope will refl ect the rate of absorp-
tion rather than the rate of elimination.  T   ½   may be overestimated as it will now refl ect 
0.693/ K  a  rather than 0.693/ K  el . Complete absorption also cannot be ensured (e.g.,  F     =    1), 
thus one never truly knows the size of the absorbed dose. Accurate estimates of  Cl  B  and 
 Vd , refl ecting the true pharmacokinetic disposition of a drug, are required as input to deter-
mine these relations. These are best calculated after a complete intravenous injection using 
the equations described above. 

 In many cases, values for  Cl  B  and  Vd  are calculated after nonparenteral administration 
and reported as  Cl  B / F  or  Vd / F . As will be discussed shortly, even when intravenous data 
is available, there are limits to interpretation of these parameter estimates, suggesting that 
great caution be used when interpreting such normalized parameter values. Using a value 
for  F  to normalize these parameters from an independently conducted study will introduce 
inaccuracy due to different experimental designs. 

 When intravenous and extravascular dosing experiments are conducted, one can esti-
mate the absolute systemic availability  F  for a specifi c formulation by determining the 
ratios of AUCs. In an intravenous study in which the total mass of drug is injected, all of 
the drug will have had to appear in the bloodstream, and thus AUC IV  will refl ect the 
maximum AUC possible. The  F  of the extravascular dose then is the ratio of AUC extravascular  
to AUC IV , the same as Equation  4.3  (see Chapter  4  on absorption).  

   8.4.2    Analysis of  u rine  d ata to  e stimate  a bsorption  p arameters 

 As discussed above for intravenous administration, urine analysis may also be used to 
estimate absorption parameters. If the rate and pathway of metabolism is similar between 
both routes,  F  may also be simply calculated as ( U   ∞  ) extravascular  /( U   ∞  ) IV . If they are different, 
and the other route of elimination can be assessed (e.g., expired air, bile, feces), then abso-
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lute systemic availability becomes a ratio of the total amount excreted by both routes as 
depicted previously in Equation  4.2  (see Chapter  4 ). In many cases, it is diffi cult to collect 
total urine and feces in the fi eld, and one would like a method to assess availability (or in 
toxicology terms, exposure) from only one route. To accomplish this, one must know the 
fraction of drug that is eliminated by the route being studied. Based on our discussions of 
urine - based methodologies above, this is the ratio of  K  renal / K  el . As shown above, this is 
equivalent to the ratio ( U   ∞  ) IV / D  IV . Multiplication of this ratio times the  U   ∞   obtained in the 
intravenous study corrects it to refl ect the fraction of dose absorbed that could be excreted 
in the urine. Bioavailability by this route is then calculated as

    F U U= ∞ ∞( ) /( ) .extravascular IVcorrected     (8.30)   

 The rate of absorption  K  a  can also be calculated from the data in Fig.  8.11 , but there are 
more effi cient techniques, which will now be briefl y presented. First, urine excretion data 
can be used to analyze for  K  a  in addition to  F  using techniques very similar to that described 
in Equations  8.25  and  8.26  and depicted in Figs.  8.5  and  8.6 . The  “ twist ”  now added is 
that the total dose is a function of  F , and the rate of absorption  K  a  comes into play. Thus, 
similar to the C - T profi le in Fig.  8.9 , a biexponential curve in urine will result. If ARE or 
 Δ  U / Δ  t  plots are used, the slopes of the line are  K  a  and  K  el , with  K  el  being the terminal slope 
if  K  a  is greater than  K  el .  Again, realize that the slope of the terminal portion of a urine 
excretion curve refl ects overall systemic elimination and not renal excretion.  If a fl ip - fl op 
situation is present, the terminal slope will be  K  a . For a rapidly absorbed drug, it is often 
diffi cult to get good estimates of  K  a  from the  “ stripped ”  urine data since very short urine 
collection intervals ( Δ  t ) are almost impossible. The intercept term is also more complex as 
it now refl ects  K  el ,  K  renal , and  K  a . However, at time infi nity, the total amount excreted in 
urine,  U   ∞  , reduces to ( K  renal  ·  F  ·  D )/ K  el , which is another form of the expression used to derive 
Equation  8.30  above.  

   8.4.3    Systemic  b ioavailability 

 If all of these concepts are considered, and the rate of absorption may become rate limiting, 
then the most widely used experimental approach for determining absolute systemic avail-
ability is based on an analysis of AUC. If different doses are applied or if the  T   ½   is different 
by the extravascular route being studied due to the route effects in clearance, then  F  should 
be calculated as

    F
D T

D
=

( )⋅( )⋅( )
( )⋅( )⋅

AUC

AUC
extravascular IV IV

IV extravascular

½

TT½( )extravascular

.     (8.31)   

 It must be stressed that when a fl ip - fl op absorption rate - limiting drug is studied,  F  must 
not be corrected for the rate - limiting absorption due to fl ip - fl op, but must be corrected for 
prolonged extravascular  T   ½   due to altered systemic disposition by this route, otherwise  F  
will be greater than 1.0 — a value that is biologically meaningless. Such  “ strange ”  values 
of  F  may also be encountered if the injected intravenous dosage form is not soluble in 
blood (e.g., precipitation, too lipophilic). In this case, a fraction of the intravenous dose 
never is truly available for systemic distribution. 

 Finally, it must be stressed that  F  is only an estimate of systemic bioavailability since 
it assumes that the absorbed drug enters the central circulation in the same form; for 
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example, free, not bound to plasma proteins or lipids, or distributed into red blood cells, 
as it does after intravenous injection. For example, after oral dosing, one would assume 
drug would exit the portal circulation potentially bound to some blood constituent. 
If the time it takes for the drug to re - equilibrate is longer than, or of a similar order of 
magnitude to,  K  el  or other distribution rate constants in a more complex model  , bioavail-
ability could be overestimated. However, if these processes are very rapid compared with 
 K  el , the estimate is accurate. These concepts are fully developed in Chapter  15  on 
bioequivalence.  

   8.4.4    Wagner – Nelson  m ethod 

 The fi nal techniques employed in bioavailability studies are designed to extract data on  K  a  
from C - T profi le analysis. The techniques above assume that  K  a  is a fi rst - order process and 
thus may be described using an exponential equation, which, due to additivity, may be 
stripped away from a semilogarithmic C - T profi le. However, in many cases,  K  a  may be 
zero order, for example, in a sustained - release dosage form. The Wagner – Nelson method 
may be used in this situation. Finally, should nonlinear kinetics be operative, interpretation 
of AUC is more tenuous and sensitive to dose as described in Equations  10.23  –  10.25  in 
Chapter  10 . 

 This technique is based on analyzing data based on percent absorbed plots. Simply, this 
method assumes that the amount of drug absorbed into the systemic circulation at any time 
after administration ( X  S ) equals the sum of the amount of drug remaining in the body ( X  B ) 
plus the cumulative amount of drug that has already been eliminated ( X  E ) by all routes 
combined { X  S     =     X  B     +     X  E ). If we write a differential rate equation describing  dX  S / dt , we get 
this rate:  dX / dt     =     dX  B / dt     +     dX  E / dt . We see that  dX  E / dt  is equivalent to Equation  8.4  as  X  E  
is the amount of drug in the body remaining to be excreted. As previously derived, this is 
equal to rate of drug elimination  K  el  ·  X . If we express  X  B  in terms of  Cp  using the  Vd  rela-
tion of Equation  8.14 , we get

    dX dt Vd C dt K Vd CS el/ / .= ⋅ + ⋅ ⋅     (8.32)   

 If one integrates this equation from time zero to  t , we get

    
X t Vd C K Vd C dt

Vd C K Vd

t

t t

S el

el AUC

( )

,

= ⋅ + ⋅

= ⋅ + ⋅ ⋅
∫     

(8.33)
  

where  C t   is the concentration at time  t  and  ∫  C   dt  is the AUC from time zero through  t , 
denoted as AUC  t  . At time infi nity, the total amount of drug absorbed could be calculated 
by integrating Equation  8.32  from  t     =    0    →     t     =     ∞ . In this procedure,  C  0     =    0 for both time 
points. The result is

    X K VdS el AUC( ) .∞ = ⋅ ⋅ ∞     (8.34)   

 Note that AUC  ∞   is equivalent to the AUC calculated earlier. If we take the ratio of 
Equations  8.33  and  8.34  and cancel common terms, we derive a relation describing the 
fraction of drug absorbed through time  t :
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     Fig. 8.12     Wagner – Nelson plot used to analyze drug absorption in a one - compartment model.  
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 This expresses the relation of the fraction of drug absorbed at any time relative to that 
ultimately absorbed, not the administered dose. However, from our systemic availability 
discussion above,  X  S ( ∞ )    =     F     ·     D , a value that only can be derived using intravenous data. 

 Wagner – Nelson plots can now be obtained as follows. Fig.  8.12  shows the amount of 
drug absorbed as a function of time and is constructed by plotting the numerator of Equation 
 8.35  versus time.  K  el  is obtained by the methods discussed above using a semilogarithmic 
C - T plot. Although many of these calculations appear at fi rst to be cumbersome, the 
key is to organize collected data by time of observation such that each calculation is 
straightforward, a process facilitated by using a spreadsheet program in which columns are 
defi ned as  

    Time Observed AUC AUC AUCel el| | | | .C K C Kt t t t t⋅ + ⋅   

 As seen in this plot, as time increases, the value of the function approaches  K  el  · AUC  ∞  . 
Knowing AUC  ∞  , a plot of the fraction absorbed calculated using Equation  8.35  is depicted 
in Fig.  8.13 . It should be noted that this approach makes no assumptions about the order 
of the kinetics of the absorption process since a model is never fi tted to the plots. This is 
the power of this approach since estimates of the rate of absorption can be made for pro-
cesses with zero - order (e.g., extended - release) and even more complex kinetics.   

 If one were to take the same data used to generate Fig.  8.13  and instead plot 100 
(1    −    Percent absorbed), that is, percent of drug unabsorbed, a fi rst - order absorption process 
would generate a curve on ordinal plots and a straight line on a semilogarithmic plot, as 
in Fig.  8.14 a  . In some cases where absorption is complex and described by multiexponen-
tial equations, a curve stripping approach could be used to break this plot into its constituent 
rates ( K  x  and  K  y ), as in Fig.  8.14 b. The Wagner – Nelson approach is generally only appli-
cable to one - compartment data, and the Loo – Riegelman technique described below should 
be used in multicompartmental situations.     
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   8.5    TWO - COMPARTMENT MODELS 

 Unfortunately, most drugs are not described by a simple one - compartment model since the 
plasma C - T profi le is not a straight line. This refl ects the biological reality that for many 
drugs, the body is not a single homogeneous compartment, but instead is composed of 
regions that are defi ned by having different  rates  of drug distribution. Such a situation is 
refl ected in the two - compartment model depicted in Fig.  8.15 . The drug initially is distrib-
uted in the central compartment and by defi nition is eliminated from this compartment. 
The difference comes because now the drug also distributes into other body regions at a 
rate that is different from that of the central compartment.   

 As presented in Chapter  5 , many factors determine the rate and extent of drug distribu-
tion into a tissue (e.g., blood fl ow, tissue mass, blood/tissue partition coeffi cient). When 
the composite rates of these fl ow and diffusion processes are signifi cantly different than 
 K  el , then the C - T profi le will refl ect this by assuming a biexponential nature. For many 

     Fig. 8.14     Semilogarithmic plots of amount of 1    −    percent of drug absorbed demonstrating (a) a single 
absorption phase and (b) a two - component absorption phase.  
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     Fig. 8.13     Plot of percent absorbed versus time used to analyze drug absorption data.  
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drugs, the central compartment may consist of blood plasma and the extracellular fl uid of 
highly perfused organs, such as the heart, lung, kidneys, and liver. Distribution to the 
remainder of the body occurs more slowly, which provides the physiological basis for a 
two - compartment model. Such a peripheral compartment is defi ned by a distribution rate 
constant ( K  12 ) out of the central compartment and a redistribution rate constant ( K  21 ) from 
the peripheral back into the central compartment. As discussed in Chapter  5  on distribution, 
depots or sinks may also occur. This is a pharmacokinetic concept whereby the distribution 
rate constants are signifi cantly slower than  K  el  and thus become the rate - limiting factor 
defi ning the terminal slope of a biexponential C - T profi le, a situation analogous to fl ip - fl op 
in absorption studies. 

 We will begin the discussion of multicompartmental models with the principles of ana-
lyzing a two - compartment model after intravenous administration (Fig.  8.15 ). This is the 
most common scenario encountered in comparative medicine, and the principles translate 
easily to more complicated models. The fundamental principle involved is that the observed 
serum C - T profi le is actually the result of two separate pharmacokinetic processes, which 
can be described by two separate exponential terms, commonly written as

    C Ae Bet t= +− −α β .     (8.36)   

 Note the similarity of this biexponential equation to that presented for absorption 
in Equation  8.28 . In this case, we have terms with slopes ( α  and  β ) and corresponding 
intercepts ( A  and  B ). The C - T profi le on semilogarithmic plots is depicted in Fig.  8.16 . By 
defi nition,  α     >>     β , and thus is the terminal slope. If  α     =     β , then the slopes of the two lines 
would be equal and we would be back to the single line of Fig.  8.2  and a one - compartment 
model!   

   8.5.1    Nomenclature 

 When dealing with multicompartmental models, it becomes necessary to introduce new 
nomenclature to denote the intercept terms and slopes of the C - T profi le because, as will 
be shown shortly, the observed slopes are no longer synonymous with the elimination and 
absorption rate constants as they were when we were analyzing absorption plots (Fig.  8.10 ) 
for  K  el  and  K  a . When these models were constructed, the defi ning differential rate equations 
could be written in terms of the mass of drug in the central compartment ( X ). In the two -
 compartment model of Fig.  8.15 , this equation now must describe drug movement in terms 
of the mass of drug in compartments one and two. As will be derived below, the solution 
to this differential equation are the slopes of the biexponential C - T profi le giving  α  and  β . 

     Fig. 8.15     Generalized open two - compartment pharmacokinetic model after intravenous administra-
tion with elimination ( K  el ) from the central compartment.  K  12  and  K  21  represent intercompartmental 
microrate constants.  
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Multicompartmental models thus have their own syntax: the slopes of the C - T profi le are 
named with letters of the Greek alphabet, starting with the most rapid rate,  α , for distribu-
tion, followed by  β  for elimination. The intercept terms are denoted using the roman 
alphabet, in this example  A  being related to  α  and  B  to  β . However, this can be confusing 
when distribution is into a slowly equilibrating depot, where  α  would now refl ect elimina-
tion and  β  distribution. This often happens when the experiment is conducted over days 
rather than hours, as we found in studies conducted with gentamicin as described below. 

 The preferred nomenclature carries less phenomenological context and uses the Greek 
letter  λ   n  , with  n     =    1, 2, 3,  …  , progressing from the most rapid to the slowest rate process. 
The corresponding intercept terms are denoted as  A n  . This nomenclature describes any 
multicompartmental model without implying a physiological basis to the underlying mech-
anism responsible for the different rates observed. The biexponential equation for a two -
 compartment model may now be written as

    Cp A e A et t= +− −
1 2

1 2λ λ .     (8.37)   

 The actual rate constants describing fl ux between compartments are now termed 
microrate constants and denoted by  k xy   where compound moves from  x  to  y . Smaller values 
for  x  and  y  indicate more rapid interdepartmental microrate constants. When the origin or 
destination of a compound is outside of the body, then  x  or  y  is denoted as 0, respectively. 
Thus,  K  a  becomes  k  01  and  K  el  becomes  k  10 . In order to avoid confusion, the microrate con-
stants defi ning a multicompartmental model will be denoted as lowercase  k  to distinguish 
them from one - compartment rate constants, which are uppercase  K  since the latter may be 
obtained directly from an analysis of the C - T profi le (e.g.,  K  el     =     k  10 ). Finally, the central 
compartment is always denoted as 1, with higher numbers assigned to more slowly equili-
brating compartments. 

 With a two - compartment model, three  Vd s may now be calculated: the volume of the 
central compartment  V  c  or V 1 , the peripheral compartment  V  p  or V 2 , and the total volume 
of distribution in the body  V  t  or V 1     +    V 2 . As will be seen below, the actual  Vd  calculated 
from the data is dependent on the method used; however, the only estimate of  Vd , which 
can be broken into its component central and peripheral volumes, is the volume of distribu-
tion at steady - state  Vd  ss . 

     Fig. 8.16     Semilogarithmic plasma concentration versus time profi le of a drug described by a two -
 compartment open model. Parameters are defi ned in the text.  
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 When more complex models are presented in subsequent chapters, the  K  el  and  K  a  nomen-
clature may still be used to differentiate these fi rst - order rate constants from other metabolic 
and pharmacodynamic effect parameters. Similarly, in some of these scenarios,  α  and  β  
may still be used to denote the slopes of a biexponential model. However, most automated 
software packages utilize similar notation to  λ   n   and  A n   to defi ne the shapes of multiexpo-
nential C - T profi les and microconstants to defi ne the underlying compartmental structure 
linked to the observed data.  When using any software package, the user should fi rst relate 
the program ’ s nomenclature to these basic parameters to ensure that the data are properly 
interpreted.   

   8.5.2    Derivation of  r ate  e quations 

 Now that we have the appropriate nomenclature, it is instructive to derive the equations 
for  λ   n   and  A n   based on the microconstants that defi ne the differential rate equation. For a 
two - compartment model after intravenous injection of dose  D  with elimination occurring 
from the central compartment, the following differential equation describes the rate of drug 
disposition:

    dC dt k k k1 12 10 1 21 2/ ( ) ( ) .= − + ⋅ + ⋅C C     (8.38)   

 Processes that remove compound from the central compartment ( k  10  and  k  12 ) are grouped 
together and have a negative rate since they result in a descending C - T profi le. The only 
process that adds chemical to the central compartment ( k  21 ), that is, redistribution from the 
peripheral compartment, is assigned a positive rate and results in an ascending C - T profi le. 
The rate of this process is driven by the concentration of compound in the peripheral com-
partment,  C  2 . Note the similarity of this equation to the differential equation for absorption 
in a one - compartment model (Eq.  8.27 ). In this model, the only process that added drug 
to the central compartment was  K  a , which therefore was assigned a positive sign, while the 
only process removing drug was  K  el . Similarly, as stressed throughout this text, the driving 
mass for this passive absorption process was the fraction of administered dose ( F     ·     D ) avail-
able for absorption. 

 The power and essence of pharmacokinetic analysis is that the physiological processes 
driving drug disposition can be quantitated by using differential equations describing drug 
fl ux into and out of observable compartments. Most models are structured to refl ect the 
central compartment, which is monitored via blood sampling, as the primary point of refer-
ence. Solution of the differential equation  8.38  by integration yields Equation  8.36  or  8.37 , 
which describe the biexponential C - T profi le characteristic of a two - compartment open 
model. 

 The observed slopes  λ  1  and  λ  2  and intercepts  A  1  and  A  2  are related to the microcon-
stants as

    k A A A A21 1 2 2 1 1 2= ⋅ + ⋅ +( )/( )λ λ     (8.39)  

    k k10 1 2 21= ⋅( )/λ λ     (8.40)  

    k k k12 1 2 21 10= + − −λ λ     (8.41)   

 Each of the slopes now has a corresponding  T   ½   calculated as



168 Comparative Pharmacokinetics

    T½λ λ1 10 693= . / ( )Distribution     (8.42)  

    T½λ λ2 20 693= . / ( )Elimination     (8.43)   

 The slope of the terminal phase of the C - T profi le refl ects the elimination  T   ½   and is the 
primary parameter used to calculate dosage regimens. Note that since  λ  1     >>     λ  2 ,  T   ½   λ  1     <<     T   ½   λ  2 , 
and at later time points (recall the fi ve  T   ½   rule), distribution will be complete, and the 
biexponential Equation  8.37  collapses to the monoexponential equation   Cp A e t= −

2
2λ . 

(Mathematically, this is true because  e  raised to a very small negative exponent becomes 
zero since the limit  L  of ( e   −    t  ) as  t     →     ∞  is 0). This equation is similar in form to the one -
 compartment Equation  8.15  except the intercept is now  A  2  and not  Cp  0 , and the slope is 
 –  λ  2  and not  K  el . 

 These differences are the basis for much confusion in pharmacokinetics when the data 
for a drug, truly described by a biexponential equation, are analyzed only at later postdis-
tribution time points, and the monoexponential C - T profi le observed is assumed to be 
described by a one - compartment model. As will be discussed below, the  Vd  calculated by 
this method erroneously uses  A  2  (or  B  in the  “  α  β  ”  nomenclature) as being equal to  Cp  0  and 
thus overestimates the true  Vd  since  A  2  or  B  is less than  Cp  0 . Dosage regimens determined 
using this approach will therefore administer the wrong dose since the true  Vd  is actually 
smaller. 

 This property of  “ disappearing ”  exponentials with large  λ s at later time points provides 
the basis for analyzing polyexponential C - T profi les using the curve stripping approach 
(technically called the method of residuals) depicted in Fig.  8.16  and discussed earlier in 
the context of absorption in Fig.  8.11 . To derive this residual line, one subtracts the slower 
process (  A e t

2
2−λ ) from the earlier time points described by the biexponential Equation  8.37  

(  Cp A e A et t= +− −
1 2

1 2λ λ ) to reveal the rapid component (  A e t
1

1−λ ). The slopes and intercepts 
of these two lines can then be easily determined by the techniques described above for 
fi tting monoexponential equations. 

 It is often diffi cult to accurately estimate distribution parameters when  λ  1  is very rapid 
since early blood samples must be collected to determine the residual line. Recall that 
compartmental models assume that the drug is instantaneously distributed into the compart-
ment being studied. Physiologically, for this to occur, drug must fi rst circulate through the 
vascular system at a rate limited by the blood circulation time. In a large animal such as a 
horse or cow, this requires a few minutes, and thus very early samples (e.g., less than 5   min) 
will not have suffi cient time for this mixing to occur. Second, small errors in sample timing 
result in a large percent error (1   min off for a 5 - min sample; error is 20%), and thus the 
data obtained at very early time points are often extremely variable. In contrast, a 5   min 
mistake for a 6 - h sample is only a 1% error, making estimates of terminal slopes much less 
variable. 

  It is important to stress that when one is fi tting an equation to a plasma C - T profi le for 
pharmacokinetic analysis, exponential - phase additivity implied by this curve stripping 
process is assumed.  Some statisticians and mathematicians not familiar with the physiologi-
cal basis of using exponential models could elect to just split the line into two parts and 
determine the slopes. However, the slopes determined in this manner, which may be sta-
tistically correct, are not useful for pharmacokinetic analyses, and their insertion into the 
equations presented is incorrect because the initial slope determined without stripping 
is in reality a composite of  λ  1  and  λ  2 . This stripping concept arises directly from the 
principle of superposition, whereby an observed plasma concentration is the sum of all 
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processes (absorption, distribution, elimination) involved in its disposition. These tech-
niques will be fully discussed when their implementation in software packages is presented 
in Chapter  14 .  

   8.5.3    Volumes of  d istribution 

 There are three volumes of distributions to contend with:  V  c  or  V  1 ,  V  p  or  V  2 , and 
 V  t     =    ( V  1     +     V  2 ). These are again calculated by a knowledge of intercepts and administered 
dose (assuming intravenous administration). The relevant intercept is  Cp  0 , which is now 
simply  A  1     +     A  2 .

    V D Cp D A A1 0 1 2= = +/ /( )     (8.44)  

    Vd V k k kss = ⋅ +1 12 21 21[( )/ ]    (8.45)  

    V Vd V2 1= −ss     (8.46)  

    Vd B D B D A( ) / /= = 2     (8.47)  

    Vd D Darea AUC AUC= ⋅ = ⋅/( ) /( )λ β2     (8.48)  

    = = ⋅Vd k Vβ λ( )/10 1 2     (8.49)   

 There is a great deal of confusion and debate on which volume of distribution should 
be used in a pharmacokinetic analysis. The answer is really dependent on what the inves-
tigator wants to do with the data. The relationship between these estimates is

    Vd B Vd Vd V( ) .> > >area ss c     (8.50)   

 The easiest to discard is  Vd ( B ), the apparent volume of distribution by extrapolation, 
since it is often used when a complete analysis of the curve is avoided and only the terminal 
slope and its intercept  A  2  is determined. As discussed above, this estimate completely 
ignores  V  1  and the earlier time points where distribution is still present. Similarly,  V  1  is 
defi ned as the central compartment volume. It is the volume from which clearance can be 
determined using certain equations; it is used in some intravenous infusion calculations to 
determine maximal plasma concentration after an intravenous bolus dose of a drug such 
as a rapid acting anesthetic is administered, or it could be used to estimate the plasma 
volume when a drug restricted to the plasma is used as a physiological marker  . 

 The volume of distribution at steady state,  Vd  ss , is the most  “ robust ”  estimate since it is 
mathematically and physiologically independent of any elimination process or constant. It 
is the preferred  Vd  estimate for interspecies extrapolations and the study of the effects of 
altered physiology on  Vd  since it is independent of elimination. Theoretically,  Vd  ss  describes 
the  Vd  at only a single time point when the rate of elimination equals that of distribution. 
The point at which this occurs is the infl ection point or bend in the C - T profi le, which 
occurs because the more rapid tissue distribution phase has now peaked and a true equi-
librium exists between distribution and elimination. This is best appreciated in Fig.  8.17  
when the concentrations in the central and tissue compartments are plotted.   

  Vd  area  is often used when clinical dosage regimens are constructed (see Equations  12.2 , 
 12.6 , and  12.12  in Chapter  12 ) because it refl ects the area during the elimination phase of 
the curve, which predominates in any dosage regimen (see Fig.  8.17 ). This is absolutely 
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equivalent to  Vd   β  , the so - called volume of distribution at pseudodistribution equilibrium. 
At this point in the drug depletion profi le, plasma concentrations are decreasing at a rate 
proportion to  Cl  B . If the rate of elimination is very prolonged (slow), as seen in severe renal 
disease, then the terminal slope of the C - T profi le may approach zero (plateaus;  T   ½   becomes 
very long), which effectively  “ stretches out ”  the curve ’ s infl ection due to a plateau in the 
peripheral tissue compartment. Under this scenario,  Vd  area  becomes equal in value to  Vd  ss , 
mathematically since the limit of  Vd  area  as  K  el     →    0 is  Vd  ss   . 

 This is illustrated in Table  8.2 , which shows the various  Vd  estimates actually deter-
mined for gentamicin in dogs with different levels of renal function using a two - compartment 
open model. Physiologically,  Vd  ss  actually increased in renal disease in these dogs. However, 
the mathematical dependence of  Vd  area  confounds this as its reduced value is secondary to 
the reduction in  K  el  due to reduced renal function.   

 As is stressed throughout this text, any estimate of  Vd  is really a proportionality constant 
between administered dose and observed plasma concentration. It is often overinterpreted 

  Table 8.2    Pharmacokinetic parameters for gentamicin administered intravenously in dogs with and 
without renal disease. 

   Parameter     Units     Normal values     Values in dogs with renal disease  

   Cl  B     (mL/min/kg)    3.66    1.55  
   K  el     (1/h)    1.45    1.01  
   T   ½  λ 2     (min)    75    136  
   V  c     (L/kg)    0.15    0.11  
   Vd  ss     (L/kg)    0.23    0.28  
   Vd  area     (L/kg)    0.40    0.29  
   Vd  area / Vd  ss      —     1.74    1.03  

     Fig. 8.17     Relationship between  Vd  ss  and  Vd  area  for a drug described by a two - compartment model. 
Note that  Vd  ss  is only descriptive of the volume of distribution at the peak of the tissue compartment 
concentration - versus - time profi le (true equilibrium), while  Vd  area  describes the volume throughout the 
terminal elimination phase when a pseudoequilibrium is operative.  
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to estimate the true extent of drug distribution into tissues. Actual distribution is dependent 
on many physiological factors including extent of plasma and tissue binding as discussed 
in Chapter  5  and depicted in Equation  5.6 . The value observed for a specifi c drug will be 
also dependent on the activity of various drug transporters as to whether they are uptake 
or effl ux pumps and what tissue bed they are primarily located in. Changes in their activity 
from induction or inhibition may alter  Vd . Which  Vd  is effected is dependent on the mecha-
nism of the transporter studied. If tissue distribution is primarily affected but elimination 
is not impacted,  Vd  ss  will change. If renal transporters that also augment elimination occurs, 
 Vd  area  may be affected. These phenomena are important for assessing pharmacological 
effect; they also further illustrate both the different properties of  Vd  ss  versus  Vd  area  and 
interaction of distribution and elimination processes on the value of pharmacokinetic 
parameters.  

   8.5.4    Clearance 

 Knowing  V  1 , one can calculate the systemic clearance since  Cl  B  occurs from the central 
compartment and is essentially the same as a one - compartment model. If  Vd  area  is known, 
the terminal C - T slope can be used.

    Cl K V VdB area= ⋅ = ⋅10 1 2λ     (8.51)   

 Alternatively,  Cl  B  may be calculated using the intravenous infusion Equation  8.22  pre-
sented earlier. The only difference is that with the more complex distribution kinetics 
presents in a multicompartmental model, the time to reach  C  ss  may be signifi cantly longer. 

 Finally,  Cl  B  may also be determined using Equation  8.18  based on AUC. In a two -
 compartment model, AUC may be calculated using slopes and intercepts by the relation

    AUC = +( / ) ( / ),A A1 1 2 2λ λ     (8.52)   

 which can be generalized for a multicompartmental model to

    AUC = ∑Ai i/ .λ     (8.53)   

 Realize that this equation still requires fi tting exponential equations to the C - T profi le 
and, unlike other area methods discussed in Chapter  9    on noncompartmental models, fi rst -
 order linear rate constants are assumed. However, this is a relatively robust technique to 
calculate many parameters and will be revisited where formulae for  Vd  ss  and other param-
eters may be determined.  

   8.5.5    Interpretation of  p arameters 

 Using  Vd  and  Cl  B , Equation  8.20  can again be used to calculate the overall  T   ½   of drug in 
the body. This  T   ½   refl ects both distribution and elimination processes and is very useful as 
input into an interspecies allometric analysis. This is not equivalent to the terminal elimina-
tion half - life,  T   ½   λ  2  but instead must be calculated from the  Cl  B  and  Vd  ss  parameters. Again, 
as will be seen in Chapter  9 , it is directly related to the mean residence time of drug in the 
body and is thus an excellent aggregate parameter for disposition. 
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 The comparison of pharmacokinetic parameters across species brings up another concern 
related to parameter selection. If the elimination rate is very prolonged in a specifi c species 
(e.g., no metabolism, different type of kidneys that restricts renal clearance), or as just 
discussed the pharmacogenomics of drug transporters are different, the calculated  Vd  area  
between two species may be very different, while the  Vd  ss  may be similar. The disposition 
of a drug across species should use mathematically and physiologically independent esti-
mates of  Vd  ss  and  Cl  B . The real concern in any pharmacokinetic analysis of multicompart-
mental systems is that the  Vd  used is  appropriate  for the equation being employed to make 
predictions. As will be seen in Chapter  17 , this is critical in the construction of dosage 
regimens, especially when renal disease is present. 

 Finally, as was presented for a one - compartment model, all of these approaches may be 
analyzed using urinary excretion data. The slopes in a urinary excretion plot refl ect the  λ s 
determined from the C - T profi le since  k  10  and not  K  renal  is rate - limiting. However, there are 
severe experimental restrictions on the ability to use urine data to model rapid distribution 
processes; it is diffi cult to accurately collect urine over very short time intervals since  Δ  t  
should be less than the  T   ½   of the rate process being studied. When the typical  T   ½   is only a 
few minutes, and the distribution process starts immediately after drug administration, it 
is often impossible to collect accurate urine samples.  

   8.5.6    Absorption in a  t wo -  c ompartment  m odel 

 When an extravascular dose is administered as input into a two - compartment model (Fig. 
 8.18 ), the differential equation defi ning this model is  

    V dC dt k k C V k C V k X1 1 12 10 1 1 21 2 2 01⋅ = − + ⋅ ⋅ + ⋅ ⋅ + ⋅/ ( ) .     (8.54)   

 Note that the movement of drug in the central compartment is now driven by three dif-
ferent concentrations:  C  1 ,  C  2 , and the fraction of the administered dose  D  that is available 
for absorption ( X ). There are a number of approaches to solve this model and various forms 
of the solution. An example of a plasma C - T profi le for such a drug is depicted in Fig. 
 8.19 . The solution to this differential equation in exponential form is  

    C k D V A e A e A et t k t
p = ⋅ ⋅ ′ + ′ − ′− − −( / ) [ ]01 1 1 2 3

1 2 01λ λ     (8.55)   

     Fig. 8.18     Generalized open two - compartment pharmacokinetic model with fi rst - order absorption ( K  01 ) 
into and elimination ( K  1 ) from the central compartment.  K  12  and  K  21  represent intercompartmental con-
stants refl ecting distribution.  
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 In this case, the intercepts ( A n   ′ ) are different from those obtained from an intravenous 
study ( A n  ) and signifi cantly more complex since the  “ driving ”  concentrations in compart-
ments one and two are now dependent on the fraction absorbed in a fashion analogous to 
the terms of Equation  8.28  seen for absorption in a one - compartment model:

    

′ = − − ⋅ −
′ = − − ⋅ −

A k k

A k k

1 21 1 01 1 2 1

2 21 2 01 2 1

( )/[( ) ( )]

( )/[( ) (

λ λ λ λ
λ λ λ λλ

λ λ
2

3 21 01 1 01 01 2

)]

( )/[( ) ( )]′ = − − ⋅ −A k k k k

    (8.56)   

 Fig.  8.19  depicts the C - T profi le and the resulting residual lines that could be used 
to estimate the slopes and intercepts. However, a C - T profi le such as this, which allows 
clear rectifi cation of  k  01  from  λ  1  is rare since even in this case, the two are of a similar 
order of magnitude, and independent values cannot be estimated. In fact, these residuals 
may only be determined from as few as two time points. Remembering that early points 
are often prone to large errors, even attempting this analysis may be futile. Depending 
on the ratio of rate constants, the C - T profi le may even appear monoexponential. Workers 
have erroneously analyzed these profi les, neglecting to take into account the confounding 
of the absorption and distribution phases. The intercepts thus calculated would yield 
erroneous estimates of distribution volumes. The fi nal complication is that absorption 
fl ip - fl op may also occur, making selection of  k  01  and  λ s diffi cult. The only method to 
reliably address all of these problems is to conduct an independent intravenous bolus 
study using a two - compartment model and independently estimate  λ  1  and  λ  2  to arrive at 
an estimate of the absorbed dose. Even in this case, interindividual variability may make 
a unique model solution impossible for some drugs. This situation again supports the 
view that if the disposition of a drug is to be accurately modeled, the fi rst step should 
be an intravenous injection so that the primary pharmacokinetic model may be unam-
biguously defi ned. 

     Fig. 8.19     Semilogarithmic plasma concentration - versus - time profi le generated using the two -
 compartment model in Fig.  8.18 .  
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 Similar to the situation with the one - compartment model above, a fractional absorption 
plot may be used to analyze these data. The approach used is the Loo – Riegelman method, 
which requires that both intravenous and extravascular dose studies be conducted in the 
same individual. In this case,  k  10  may be unambiguously determined from the intravenous 
study. The equation used to generate the fractional absorption plot, analogous to the 
Wagner – Nelson method (Eq.  8.35 ; Figs.  8.12  and  8.13 ), is

    
X t

X

C K X V

K

t tS

S

pAUC

AUC

( )
∞( )

=
+ ⋅ + ( )⎡⎣ ⎤⎦

⋅ ∞

10 1

10

/
,     (8.57)  

where ( X  p )  t   is the amount of drug in the peripheral compartment at time  t . Calculation of 
this amount requires solution of both intravenous and extravascular pharmacokinetic 
models using various techniques beyond the scope of this text. The advantage of this 
approach is that, like the Wagner – Nelson method, there is no assumption to the order of 
the absorption rate process, and thus complex absorption processes may be modeled.  

   8.5.7    Data  a nalysis and  i ts  l imitations 

 Clearly, as pharmacokinetic models become more complex, the reader must question 
the wisdom of pursuing such analyses. In reality, there are mathematical limitations to the 
complexity of the model able to be fi t to an experimental data set that is based on the 
 “ information density ” ; that is, how many data points are analyzed relative to how many 
parameters need to be calculated. This is similar to the statistical concept of degrees of 
freedom, which will be presented in Chapter  14  as a means of quantifying this dilemma. 
A primary strategy to overcome this is to simultaneously model both plasma and urine 
data, a process that improves estimates of all parameters. Population pharmacokinetic 
techniques (see Chapter  16 ) are also available that simultaneously can model the interin-
dividual statistical variation. 

 In practice, there are better approaches to model complex absorption using noncompart-
mental strategies of residence times and linear system deconvolution analysis; these will 
be discussed in Chapter  9 . The solution of differential equations into their constituent slope/
intercept forms, and the defi nition of these in terms of the underlying microrate constant, 
are termed  analytical solutions  for the model. In reality, modern software packages solve 
complex differential equations using techniques of  numerical integration . The user defi nes 
the model on the basis of inputs and outputs or, in some cases, graphically defi nes a model 
such as depicted in Figs.  8.3 ,  8.10 ,  8.15 , and  8.18 . The data are then inputted from all the 
sample matrices collected (e.g., plasma and urine), and the chosen model is numerically 
fi tted to the data. Although this is easy to do, especially with modern graphical microcom-
puter software interfaces, one must still properly defi ne the underlying model for the 
resulting analysis to make any sense. 

 The fi nal consideration with two - compartmental models, and one that is even more 
serious for multicompartmental models, is the actual structure of the model studied. Until 
now, we have  assumed  that input into (absorption) and output from (elimination) the model 
are via the central compartment (model A) and, furthermore, that all samples are taken 
from this compartment and expressed as differential equations based on  dC  1 / dt . Fig.  8.20  
illustrates other possible structures of the basic two - compartment model. Examples in 
which these might apply include implantation of a slow - release drug delivery device in a 
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specifi c organ (model B) and when drug distributes to the organ before elimination (model 
C). The latter type of problem often occurs when the rate of distribution is actually slower 
than elimination, making the initial exponential term refl ect elimination. For example, a 
very lipophilic chlorinated hydrocarbon may initially distribute extensively throughout the 
body and then slowly (periods of months) redistribute to the blood, where metabolism and 
elimination would then occur. The redistribution rate constant would be the rate - limiting 
process. All would generate C - T profi les described by the sum of exponential very similar 
to Equation  8.55 ; however, realize that the equations (such as Eq.  8.56 ) that link these fi tted 
parameters to the underlying microrate constants would be very different and, in some 
cases, unsolvable using analytical solutions. As will be presented in subsequent chapters, 
mixed - order models may be constructed in which some of the parameters are zero - order 
metabolic rates. Volume of distribution using  Vd  ss  may be underestimated when elimination 
occurs from the peripheral rather than central compartment. Model - independent approaches 
discussed in the next chapter eliminate this concern since underlying model structure is not 
defi ned.   

 There are mathematical approaches used to quantify the uniqueness of any model 
relative to the data collected, that is, to determine the  structural identifi ability  of the 
model. The reader should consult the literature to calculate the parameter ( ϕ ) whose value 
determines whether the model is uniquely identifi able, nonuniquely identifi able, or uniden-
tifi able (Williams,  1990 ). This issue will be revisited for pharmacodynamic models in 
Chapter  13 . 

     Fig. 8.20     Four different two - compartment pharmacokinetic models. (a) Absorption into and elimination 
from compartment 1; (b) absorption into compartment 2 and elimination from compartment 1; 
(c) absorption into compartment 1 and elimination from compartment 2; and (d) intravenous administra-
tion with elimination from compartment 1 and metabolism to compartment 2.  
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 These considerations illustrate the assumptions inherent to constructing complex models 
that are too often forgotten when the results of such analyses are then analyzed. Models 
should be constructed using the principle of parsimony, whereby the fewest assumptions 
are made and the simplest models constructed.   

   8.6    MULTICOMPARTMENTAL MODELS 

 The fi nal level of compartmental model complexity to be dealt with in this chapter is the 
three - compartment model depicted in Fig.  8.21 , which generates the C - T profi le in Fig. 
 8.22 . The data are from studies conducted in the author ’ s laboratory for the aminoglycoside 
antibiotic gentamicin in dogs, but the model is identical to that for similar work performed 
in horses and sheep. In this case, the drug distributes into two different compartments from 
the central compartment, one with rates faster ( k  12 / k  21 ) and the other with rates slower 
( k  13 / k  31 ) than those for  k  10 . The slopes of the C - T profi le for  λ  1  primarily refl ect the contri-
bution of rapid distribution, while those for  λ  3 , the terminal slope, primarily refl ect the 

     Fig. 8.21     Three - compartment pharmacokinetic model after intravenous administration. Parameters 
are defi ned in the text.  
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     Fig. 8.22     Semilogarithmic plot of plasma concentration - versus - time for intravenous gentamicin in the 
dog. Disposition is described by a three - compartment model when samples are collected for 80   h and 
by a two - compartment model when samples are collected for only 10   h (insert).  
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contribution of slower distribution into the so - called deep compartment  . This model is 
applicable to many three - compartment drugs encountered in comparative medicine (e.g., 
aminoglycosides, tetracyclines, persistent chlorinated hydrocarbon pesticides). Drug elimi-
nation from the central compartment is primarily refl ected in  λ  2  or  β  and through general 
usage is termed the  β  elimination phase.   

 These models are generally employed when experiments are conducted over long time 
frames and C - T profi les are monitored to low concentrations. If the data are truncated at 
earlier times, as shown in the insert in Fig.  8.22 , a normal two - compartment model is 
adequate to describe the data. However, as will be discussed in Chapter  19 , the goal of a 
study is often to describe the tissue residue depletion profi le of a drug in a food - producing 
animal, and thus the tissue C 3  - T profi le is of interest since it is the tissue used in establish-
ing legal tolerances. As can be appreciated from Fig.  8.22 , each exponential phase describes 
the C - T profi le over a specifi c range of concentrations and time frames. One must ensure 
that the appropriate parameters are used to predict the desired range of the  Cp . If a model 
is misspecifi ed and a terminal phase deleted, prediction of concentrations for a multiple -
 dose regimen using  λ   n    – 1  as the rate - limiting slope may underestimate the true  λ   n   controlling 
 Cp  since accumulation may have occurred in a deep compartment. Similarly, such mis-
specifi cation will generate erroneous values for microconstants. These considerations are 
also important when fi tting the models to the data since specifi c statistical weighting 
schemes may have to be used. 

 An examination of Table  8.3  reveals this relation for experiments of different time 
frames and concentration ranges reported in the literature for gentamicin. The  β  - phase 
elimination generates a  T   ½   of 0.5 – 2   h, depending on species, which is closely correlated to 
renal GFR. Therefore, if the focus of a study is to examine effects of GFR on  Cl  B , the  λ   n   
corresponding to a  β  of  ≈ 1.3 to 0.3   h  − 1    should be selected. Note that one four - compartment 
model has been reported as a consequence of very early time samples detecting a very 
rapid distribution phase based on plasma – erythrocyte equilibration, requiring a model with 
two distribution components followed by elimination. In contrast, the second four -
 compartment model is constructed with one distribution, one elimination, and two slow, 
deep compartment redistribution components. It is little wonder that confusion in the lit-
erature has occurred!   

  Table 8.3    Correspondence of pharmacokinetic parameters for one - , two - , three - , and four -
 compartment models for intravenous gentamicin  . 

   No. of compartments     Study duration (h)     Slopes     Intercepts  

  1    12     –     –     λ     –      –     –     A  1     –   
   –     –     β     –      –     –     B     –   

  2    12     –     λ  1     λ  2     –      –     A  1     A  2     –   
   –     α     β     –      –     A   B     –   

  2     ≥ 50     –     –     λ  1     λ  2      –     –     A  1     A  2   
   –     –     β     γ      –     –     B   C   

  3     ≥ 50     –     λ  1     λ  2     λ  3      –     A  1     A  2     A  3   
   –     α     β     λ      –     A   B   C   

  3    12     λ  1     λ  2     λ  3     –      A  1     A  2     A  3     –   
   π     α     β     –      P   A   B     –   

  4     ≥ 50     λ  1     λ  2     λ  3     λ  4      A  1     A  2     A  3     A  4   
   π     α     β     λ      P   A   B   C   
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 Models consisting of more than three compartments for unchanged parent drug have 
been used when the data are of suffi cient quality as was the case with the four - compartment 
gentamicin model discussed above. In this case, the drug exhibits suffi cient distributional 
complexity that these models may be warranted. The polyexponential equation describing 
an  n  - compartment model is as follows:

    Cp A ei
ti= ⋅ −∑ λ     (8.58)   

 summed from  i     =    1 through  n . The differential equations needed to link these slopes and 
intercepts to the microrate constants are exceedingly complex and will not be developed 
here. Because of the serious concern of structural identifi ability for such complex models 
based on plasma data alone, coupled with statistical concerns of adequate degrees of 
freedom based on limited plasma data, determination of microconstants with any  “ real ”  
meaning is suspect. Complete equations for such models can be found in the Bibliography 
section  . 

 The AUC can be calculated for an  n  - compartment model using Equation  8.53 , where  i  
is summed from 1 to  n . This also provides a useful method to determine how important a 
specifi c exponential phase is to overall drug disposition by dividing any component by the 
overall summed area ( λ   i  / A i      ÷    AUC), which becomes the fraction of the AUC determined 
by that phase. This allows one to assess just how much of an effect a terminal disposition 
phase may have on calculated values of  Cl  B  or  Vd  ss . 

 In some circumstances, the terminal  λ  may be infl uenced by a drug - reentry phenomenon. 
This is seen with drugs undergoing enterohepatic recycling (see Chapter  7 ) or from redis-
tribution secondary to ion trapping (see Chapter  5 ). In these cases, drug input may be 
intermittent, resulting in discontinuous  λ  slopes. Use of such confounded rate parameters 
would bias estimates of drug accumulation after multiple dosing (see Chapter  12 ), predic-
tion of steady - state plasma concentrations, and estimation of withdrawal times. Under these 
circumstances, more complex models that specifi cally take into account this continuous 
absorption should be employed. 

 Techniques are also available for solving these equations in terms of  C n  , which becomes 
useful when tissue concentrations are studied. These models were once analyzed using 
analog computers; however, modern digital computers have made this a lost art and allow 
for construction of complex models using data collected from multiple matrices. This 
approach also increases model identifi ability and increases degrees of freedom necessary 
for model solution. 

 The form of Equation  8.58  can also be used to develop an alternate approach to handling 
models that may only be fi t to an equation with a large number of exponential terms. In 
the gentamicin studies discussed above, we often obtained data that were best fi tted by 
three -  and four - term exponential equations. If one takes the limit of Equation  8.58  as 
 n     →     ∞ , an equation of the form results:

    Cp D At= ⋅ −a.     (8.59)   

 This is a power function that forms the basis of the noncompartmental stochastic model-
ing approach. Fig.  8.23  compares the multiexponential and power function analysis of 
gentamicin. The power function analysis only requires estimating two parameters and is 
more robust from a statistical perspective. However, its link to physiological reality is 
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signifi cantly different from that developed for compartmental models and is instead based 
on residence times (which will be introduced in Chapter  9 ) and the phenomenon of  “ random 
walk. ”  Additionally, unlike the exponential models, a  T   ½   does not exist with a power expo-
nent, and thus a different conceptual framework is needed to apply this to a clinical or fi eld 
scenario.   

 When a tissue sample is taken, one is not measuring just concentrations in that tissue 
since its vascular and extracellular fl uid components are actually part of the central com-
partment. Similar arguments can be made for other components. When one is looking at 
deep compartment disposition, this may be satisfactory since release from these depots is 
rate limiting, making this tissue component larger than any other phase that has already 
reached equilibrium. Equations are available to fractionate a tissue mass into vascular, 
extracellular, and cellular components based again on  Vd  estimates. Tracers such as albumin 
or inulin may be administered to directly derive these fractions. Protein and tissue binding 
may be directly assessed. Alternatively, tissue cages or microdialysis probes may be 
inserted into the tissue mass and extracellular kinetics directly modeled. 

 The dilemma facing the pharmacokineticist is determining the minimum number of 
exponential components to adequately describe the data. Chapter  14  will deal extensively 
with the statistical aspects of this curve fi tting regression problem. However, in a compart-
mental framework, one is essentially asking:  “  When are the microrate constants signifi -
cantly different from one another such that the aggregate rates will affect the  λ s of the 
observed C - T profi le?  ”  We touched on this issue earlier when absorption was discussed in 
a two - compartment model. The impact on the analysis is that addition of compartments 
will affect the magnitude of the various volumes of distributions calculated. Recall the 
relation of  Vd ( B )   to  Vd  area  or  Vd  ss  in a two - compartment model when the distribution phase 
was ignored. The ratio of [( k xy  : k yx  )/ k  el ] must generally be greater than about three for it to 
be distinguishable in an experiment. The construction of the actual ratio ( k xy  / k yx  ) or ( k yx  / k xy  ) 
determines whether the compartment could be considered rapidly versus slowly equilibrat-
ing, and thus whether it appears in the C - T profi le as  λ   n  , greater or less than what could 
be called the  λ   β   elimination slope. In some models, a biphasic elimination process could 
also occur if two physiologically separate mechanisms were responsible for excretion; 

     Fig. 8.23     Semilogarithmic (a) and log - log (b)   plots of gentamicin concentrations in rat kidneys, rep-
resenting disposition described by exponential and power function equations, respectively.  
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however, the compartmental model would have to refl ect this structure with two elimination 
rate constants  k  10  and  k  20  probably coming from two separate rapidly equilibrating central 
compartments. 

 There is an additional limitation inherent to the analysis of drugs with deep compartment 
characteristics when, over the time course of an experiment,  k xy  / k yx   does not reach equilib-
rium. In this case, the redistribution microconstant for this compartment ( k yx  ) may be 
approaching zero relative to the other constants. This results in this process appearing to 
be the elimination from the  “ perspective ”  of the central compartment. In these cases,  k xy   
will appear as a component of  k  el  and become confounded with  Cl  B . This deep compartment 
will not appear in  Vd  ss . Dosage regimens that utilize these values will overestimate the  Cl  B  
and underestimate  Vd  ss  determined from a longer experiment. This was seen with drugs or 
xenobiotics that strongly bind to tissues (e.g., cisplatin, gentamicin). Studies over longer 
time frames would detect this redistribution. The sensitivity of  k xy   to inadequate early dis-
tribution data will be addressed in Chapter  14 . 

 Any parameter that is dependent on the ratio of  k  el  to the distributional microrate con-
stants will be sensitive to the model structure. These so - called hybrid parameters include 
the  λ   n  ,  A n  ,  V n  , and  Vd  area  or  Vd   λ  . In contrast,  Cp  0 , and  Cl  B  will be independent, as will the 
 T   ½   calculated according to Equation  8.20  using  Vd  ss  as the  Vd  estimate. This realization is 
the pharmacokinetic basis that supports the use of noncompartmental models described in 
the next chapter as a very powerful tool in analyzing drug disposition. As these discussions 
highlight, microrate constants are estimated as ratios (e.g.,  k xy  / k yx  ). It is not appropriate to 
conduct simulations where only one rate constant in the ratio is varied as this would never 
be accurately refl ected in a study. Any such change would alter the value of the ratio and 
affect   other intercompartmental and elimination rate constants. 

 In many cases, very complex multicompartment models are solely used as a tool to 
simultaneously analyze multiple sample matrices or metabolites. Compartments are con-
structed specifi cally for metabolites (model  D  in Fig.  8.20 ) since a fraction of the parent 
drug is eliminated from the central compartment. However, the  Vd  for the metabolite may 
be different from that of the parent drug. This was the case in the model in Fig.  7.5  (see 
Chapter  7 ). Finally, as presented in subsequent chapters, when a compound is extensively 
bound to either plasma or tissue proteins, this binding may often be incorporated into a 
model since only the unbound (  f  u ) drug is distributed through these various compartments. 
Some workers have used compartments to model this, although Chapter  10  will develop 
other approaches. Partial differential equations would have to be written and numerical 
methods, as mentioned above, used to obtain parameter estimates. In fact, such models are 
often constructed solely to aid their input into packages in which multiple matrices, metabo-
lites, and tissue binding are simultaneously modeled. Alternatively, they may be used to 
simulate C - T profi les to compare with the observed data so that a realistic model may then 
be used to analyze the drug under study. 

   8.6.1    Examples of  m ultimatrix  c ompartmental  a nalysis 

 We will conclude this chapter by illustrating a very complex model our laboratory had 
utilized to describe topical application of the pesticide parathion in pigs. We employed the 
multicompartmental scheme depicted in Fig.  8.24  to analyze parathion and its metabolites 
paraoxon,  p  - nitrophenol (PNP), and PNP - glucuronide (metabolic pathway depicted in 
Chapter  7 , Fig.  7.2 ) in blood, urine, feces, and tissues from intravenous and topical  in vivo  



     Fig. 8.24     Multicompartmental pharmacokinetic model used to study parathion and its metabolites 
after topical and intravenous administration to pigs. Metabolic pathway and identity of metabolites were 
presented in Fig.  6.2  (see Chapter  6 ). Topical dosing used  in vitro – in vivo  data to model absorption. 
Parent and metabolite concentrations were determined in plasma, urine, and tissue at termination of the 
experiment. PA: parathion; PO: paraoxon; PNP:  p  - nitrophenol; PNP - G: PNP - glucuronide. (For further 
details, see publications by Qiao et al. in the Bibliography section.)    
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studies using the CONSAAM software package by Qiao and coworkers (Qiao et al.,  1994 ; 
Qiao and Riviere,  1995 )  . Since low concentrations of compounds were studied, metabolic 
rates were fi rst order. Additionally, we integrated these models with data from  in vitro  
porcine skin models. This allowed us to probe regional absorption differences and study 
the effects of cutaneous metabolism on disposition and tissue residues. This modeling 
exercise utilized radiolabeled parathion in 20 pigs. Metabolites were separated by high -
 performance liquid chromatographic analysis of plasma, blood, and urine. This model is 
far from being mathematically unique. In order to experimentally validate this model, eight 
pigs were used to model intravenous and topical PNP disposition according to Fig.  8.25 , 
which was constructed to mirror the parathion model. We assumed that since PNP is the 
fi nal metabolite produced in this process, it would be most sensitive to modeling errors 
and structural misspecifi cations.   

 This model also illustrates many of the concepts of drug metabolism presented in 
Chapter  7 . Metabolism in the systemic central compartments (#s 1, 11, 12, 13) was postu-
lated on the basis of the high hepatic biotransformation capacity. It was previously dem-
onstrated that in rat plasma, parathion was directly degraded into PNP ( k  1,12  in our scheme) 
and was the dominant route of parathion metabolism for the fi rst 15 – 30   min after intrave-
nous administration. This is followed by activation of parathion to paraoxon and hydrolysis 

     Fig. 8.25     Multicompartmental pharmacokinetic model used to study disposition of  p  - nitrophenol (PNP) 
after intravenous administration in pigs. These data were used to validate PNP parameters obtained 
from analysis described in Fig.  8.24   .  
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of parathion. The enzymes determined to be involved in blood degradation include ester-
ases, proteases, erythrocyte cholinesterase, serum butylcholinesterase, B - esterases, and 
some plasma proteins. Our compartments 17 and 60 may be partially composed of nervous 
tissue, such as the brain, as well as other lipophilic tissues. Previous rodent studies suggest 
that only parathion and paraoxon could be found in brain after intravenous administration. 
The pattern of cutaneous metabolism/distribution/absorption was specifi cally structured to 
refl ect current understanding. Transport between compartments 2 and 1, as well as between 
2 and 3, could be approximated by a one - way process since  k  2,3     >>     k  3,2  and  k  2,1     >>     k  1,2 . 
Assuming this, one can calculate the relevant signifi cance of cutaneous metabolism as 
compared with local skin distribution and absorption of parathion by comparing rate -
 constant ratios for each component. This ratio approach is a useful tool to probe the relative 
importance of each one - way leaving process in the overall output from a given compart-
ment. However, if the two compartments are linked by a two - way process with similar 
orders of magnitude, the results may be suspect since signifi cant back transport would 
affect the net fl ux from that compartment. This approach was also used to assess the sig-
nifi cance of cutaneous biotransformation relative to hepatic metabolism using the ratio of 
the microrate constants as the relevant parameter. 

 Paraoxon produced by the liver will enter the systemic circulation and distribute to 
extrahepatic tissues. However, paraoxon will react with blood enzymes and stoichiometri-
cally destroy paraoxon through phosphorylation of these nontarget sites. When paraoxon 
concentration is very low secondary to a very low parathion dose, hepatic protein phos-
phorylation constitutes the major route of paraoxon degradation. This emphasizes that 
factors such as parent compound dosage, relative rates of activation and degradation of 
the metabolite paraoxon, transit times through the liver, and anatomical localization of 
the enzymes catalyzing these sequential reactions must all be taken into account when 
extrapolating any pharmacokinetic model to an  in vivo  setting. This is the primary reason 
that a model is good only under these limiting conditions, and the biological system 
must be  “ stressed ”  in order to validate model predictions. This was the motivation to 
independently study PNP disposition since it is the terminal metabolite in the para-
thion    →    paraoxon    →    PNP sequence and would be exquisitely sensitive to model mis-
specifi cation. Finally, systemic availability of parathion and its metabolites in all 
compartments was also investigated using area methods, which will be introduced in the 
next chapter. The original manuscripts should be consulted for details of the modeling 
and data analysis. 

 Another application of a multicompartment – multimatrix pharmacokinetic model involv-
ing topical drug exposure in veterinary medicine is the excellent work on ivermectin by 
Laffont et al.  (2003) . This model demonstrated how animal licking results in oral absorp-
tion of topical ivermectin, which causes high intra -  and interindividual variability in sys-
temic ivermectin exposure. To account for this in their model illustrated in Fig.  8.26 , there 
are three processes removing drug from the skin after topical dosing: (1) absorption ( k  51 ); 
(2) removal by binding, degradation, metabolism, or other processes that render the drug 
not bioavailable ( k  57 ); and (3) licking ( k  a ). The licking process then serves as an input for 
oral absorption in the gastrointestinal track. Each of these absorption processes have been 
modeled with its own lag time. Both intravenous and topical experimental data was used 
to develop the model. Note that compartment 7 in this model is similar to compartments 
in the models of Figs.  8.24  and  8.25 , which refl ects compound bound or lost from further 
absorption. This model nicely illustrates the power of properly designed and parameterized 
compartmental models to address mechanistic issues.     
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   8.7    CONCLUSION 

 Compartmental modeling concepts and techniques have defi ned the discipline of pharma-
cokinetics and continue to be extremely useful tools. One -  and two - compartment analyses 
form the basis for most models used in human and comparative medicine. These two 
models also serve as the foundation on which many of the other techniques now to be 
developed are based. Modern computers have facilitated the analysis of these data to the 
point that the user no longer has to derive all of the relevant differential equations. However, 
when compartmental schemes are assumed, the defi ning model is also implied, and thus 
the cautious investigator must be aware of the numerous caveats presented in this chapter.  
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  9    Noncompartmental Models     

     As discussed in the last chapter, compartmental models have become the primary approach 
to pharmacokinetics. Only in the last few decades has there been any indication of a migra-
tion in pharmacokinetics to noncompartmental methods. Noncompartmental models were 
fi rst developed and applied to radiation decay analysis and remain dominant in the physical 
and biological science literature for general applications. Since their fi rst application to 
problems in pharmacokinetics in 1979  , noncompartmental methods have grown steadily in 
use and are incorporated in most commercial pharmacokinetic software programs. This 
approach is for the most part based on classical statistical moment theory. 

 Technically, the term noncompartmental used in reference to classical pharmacokinetics 
is somewhat misleading. The data that are analyzed with statistical moments are typically 
plasma concentration – time (C - T)   profi les, which implies that at least a one (central) com-
partmental model structure exists since behavior of the drug in the body is being linked 
to the plasma C - T profi le. There is simply no way to avoid that assumption. In other 
words, theoretically, any  “ noncompartmental ”  analysis has a compartmental equivalent. 
Furthermore, when noncompartmental models are solved by fi tting polyexponential equa-
tions to data, an assumption of fi rst - order rate processes is made. In fact, some would argue 
that a multicompartmental structure is implied since the intercepts and slopes of the C - T 
profi le are solutions to multicompartment differential equations. However, when the data 
are analyzed solely by computation of areas under curves (e.g., application of the trapezoid 
method), as will be presented shortly, this limitation is not present since equations are not 
being fi tted to data. In many ways, this is the strength of this approach. 

 Those who prefer noncompartmental methods usually do not think of their models in 
terms of compartmental infrastructure, whereas those who prefer compartmental methods 
link their observed models to the microrate constants and different volumes (e.g.,  V  1 ,  V  2 ) 
of constitutive compartments as discussed in Chapter  8 . From a mathematical perspective, 
noncompartmental methods are somewhat limited in application for pharmacokinetics, but 
their advantage (i.e., that of obviating the necessity to deliberately commit to a specifi c 
model) is ample motivation for many investigators to use them. Additionally, as discussed 
in the previous chapter, many multicompartmental models become too complex for the 
data at hand since statistically sound estimates of each slope ( λ   i  )   and intercept ( A i  ) 
must be obtained. Solution of the microrate constants and volumes for individual compart-
ments becomes ambiguous, but is not necessary if the focus of the study is an aggregate 
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description of drug disposition, which may be obtained with estimates of  Cl  B  and  Vd  ss . 
There are many applications in which similar end points are required and the assumptions 
inherent to defi ning specifi c compartments become unnecessary. These include, among 
others, the design of dosage regimens and interspecies extrapolations.  

   9.1    STATISTICAL MOMENT THEORY 

 We will begin with an overview of the basic tenets of statistical moment theory, which is 
a component of the more general stochastic modeling approach. Suppose one could observe 
a single molecule, from the time it is administered into the body ( t     =    0) until it is eventually 
eliminated ( t     =     t  el ). Clearly,  t  el  is not predictable. This individual molecule could be elimi-
nated during the fi rst minute or could reside in the body for weeks. If, however, one looks 
at a large number of molecules collectively, their behavior appears much more regular. The 
collective, or mean time of residence, of all the molecules in the dose, is called the mean 
residence time (MRT). This is classically based on plasma concentration data but has 
meaning for almost any mathematical function,  f ( t ). The MRT of  f ( t ) integrated from  t     =    0 
to  ∞  is defi ned as

    MRT =
⋅∫

∫
t f t dt

f t dt

( )

( )
.     (9.1)   

 MRT   can be interpreted as a mean of some variable only if  f ( t ) or ( f ( t )/( ∫  f ( t )    dt ) can be 
shown to be the  probability density function  (pdf) for that variable. By defi nition, pdf refers 
to a continuous random variable  X  [denoted  f ( x )].   In pharmacokinetics applications,  f ( t ) 
is typically a plasma concentration - versus - time curve and in this context is commonly 
symbolized  C ( t ) [ =  p t  ]. Historically, the MRT refers to drug in plasma. If Equation  9.1  is 
rewritten in terms of  C ( t ),and evaluated from  t     =    0 to  ∞ ,

    MRT
AUMC

AUC
=

⋅
=∫

∫
t C t dt

C t dt

( )

( )
,     (9.2)   

 the   denominator of Equation  9.1  is the area under the curve (AUC), already repeatedly 
encountered in this text and presented in the last chapter when the plasma C - T profi le was 
integrated to derive Equation  8.18 . The numerator is known as the area under the (fi rst) 
moment curve (AUMC), which is the CT - T profi le. AUC and AUMC are depicted in 
Fig.  9.1 .   

 Plasma concentration may not always be a mathematically legitimate function for a pdf 
when the elimination fl ux (mass/time) is not proportional to  C ( t ), or when a signifi cant 
fraction of the dose either never leaves the (plasma) space or spends time in another space 
before being eliminated. Technically, the MRT, calculated from samples taken following 
an intravenous bolus injection, addresses only those molecules that are eliminated from the 
body at a rate proportional to  C ( t ). Therefore, the caveat is that elimination must be at least 
fi rst order, and only molecules that stay in the plasma (until elimination) and are eventually 
eliminated are addressed. This limitation had also applied to compartmental models previ-
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ously discussed, for they were defi ned with  k  el  being a fi rst - order elimination rate constant 
from the central compartment  . Such assumptions also imply that sinks and temporary 
reservoirs are generally not mathematically permissible. As discussed in Chapter  8 , this is 
analogous to using an  n   −  1 compartment model when an  n  - compartment model really is 
required. It also holds when a molecule distributes and irreversibly binds to tissue as 
described for drugs such as gentamicin and cisplatin. In these cases, redistribution might 
not be detectable from the missing deep compartment, and  k  1   n   would be mistakenly inter-
preted as being part of the elimination process. The MRT estimate will be biased unless 
what is measured satisfi es these requirements. 

 As long as the above limitations are understood (many of which apply to compartmental 
modeling), their application remains a powerful means of practical data analysis. 
Furthermore, a very general (always true and applicable) defi nition of MRT requires only 
that  f ( t ) in Equation  9.1  be the elimination fl ux (mass transfer, mass/time). Although this 
quantity is not typically measurable  in vivo , it is in  ex vivo  and  in vitro  systems, which are 
enjoying increasing use in the forefront of research due to recent technological advances. 
Despite these caveats, the MRT is a very useful parameter to describe drug disposition. 

 The MRT could be thought of as the statistical moment analogy to the half - life ( T   ½  ), 
and it is inversely related to the fi rst - order elimination rate of a one - compartment open 
model:

    MRTIV el= 1/ .k     (9.3)   

 Rearranging demonstrates that  k  el     =    1/MRT. Recalling Equation  8.12  (see Chapter  8 ), 
where  T   ½      =    0.693/ k  el , substitution gives us

    T½ = 0 693. .MRT     (9.4)   

 The MRT thus becomes an excellent parameter to describe the length of drug persistence 
in the body, much as the half - life is used in many linear pharmacokinetic models. The  T   ½   

     Fig. 9.1     Plasma concentration versus time (C - T) and its fi rst - moment (CT - T) plots demonstrating AUC, 
AUMC, and MRT.  
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used in this context is the elimination  T   ½   in the body, and not that calculated from the 
terminal exponential phase as described in Chapter  8  for multicompartmental models. 

 The MRT represents the time point at which 63.2% of the drug has been eliminated 
from the body. If one takes the equation for a monoexponential C - T profi le (see Chapter 
 8 , Eq.  8.15 ) and solves for  t     =    MRT, then   Cp Cp e k= −

0
elMRT. However, from Equation  9.3 , 

we know that MRT    =    1/ k  el , thus at  t     =    MRT,   Cp Cp e k k= −
0

1el el( / )    =     Cp  0     e   − 1     =    0.368    Cp  0 . 
Therefore, at  t     =    MRT, 36.8% of the available dose remains in the body and 63.2% has 
been eliminated. MRT is always longer than  T   ½  , a useful check of data analysis. Note that 
if all drug were excreted in the urine, one could simply estimate MRT as the time needed 
to recover 63.2% of the administered dose in the urine. MRT is also the time point at which 
the volume of distribution equals  Vd  ss . 

 If the dose of drug is administered by intravenous infusion, the MRT IV  may be 
calculated as

    MRT MRT Infusion timeIV infusion= −( )/ ,2     (9.5)  

where MRT infusion  is simply calculated from the observed data using Equation  9.2 .  

   9.2    CALCULATION OF MOMENTS 

 The primary task of model - independent or noncompartmental methods is the direct estima-
tion of the moments from data. This essentially is determining the relevant AUCs and 
moments from the C - T profi le.  Some workers have thus referred to statistical moment 
analysis simply as SHAM (slopes, heights, areas, and moments) analysis to stress that 
these are the only data requirements for solution of these models.  However, this acronym 
implies that the areas are being determined using exponential - based formulae for calculat-
ing AUCs as presented in the method of Chapter  8 . Other techniques ranging from trapezoi-
dal analysis to planimetry do not require curve - fi tting analysis. When the C - T profi le is 
described by a polyexponential equation of the form  f ( t )    =     A i         e it−λ , Equation  8.53  
(AUC    =     ∑  A i  / λ   i  ; see Chapter  8 ) can be generally used to determine AUC. The AUMC may 
then be calculated as

    AUMC = ∑[ /( ) ].Ai iλ 2     (9.6)   

 This technique requires fi tting an exponential function to the C - T   profi le, and as alluded 
to earlier and in Chapter  8 , this is equivalent to assuming a linear multicompartmental 
pharmacokinetic model. 

 Truly noncompartmental analysis uses geometrical techniques to estimate area. With 
planimetry, one simply plots the concentration - versus - time profi le on regular graph paper, 
cuts out the profi le, and weighs the paper. A modern extension of this approach is to fi t a 
C - T and CT - T   profi le (Fig.  9.1 ) to any mathematical function (e.g., spline regression), 
which could determine the relevant AUC and AUMC, respectively. These techniques make 
no assumption about the nature of the  f ( t ) that generated the profi les; however, nuances in 
the statistical regression techniques used may raise some issues. Finally, numerical integra-
tion techniques may be used to directly calculate these values. 
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   9.2.1    The  t rapezoidal  m ethod for  e stimating  a reas 
under  c urves 

 The simplest and most commonly used method for estimating area under any curve is the 
Trapezoidal Rule, which will be formally presented in this chapter. The application of this 
technique is important to master since it is the primary method used to assess bioavailability 
as presented in Chapter  8  as well as in the determination of bioequivalence in Chapter  15 .

    AUC = + ⋅ −+ +∑ 1
2 1 1( ) ( ),C C t tn n n n     (9.7)  

where the summation is over  N  trapezoids, formed by  n     +    1 data points. This algorithm is 
quick and, if enough data points are available, relatively accurate. It is also a simple algo-
rithm to implement on a computer. When plasma concentration (or any observed tissue 
data) - versus - time data are plotted on a Cartesian graph, the area under each pair of con-
nected points describes a trapezoid (except when one of the points has zero value, in which 
case one of the legs of the trapezoid has zero length, making a triangle; see Chapter  4 , 
Fig.  4.13 ). The area under the entire curve is then the sum of the areas of the individual 
trapezoids, which can easily be calculated. The estimation of moments is the summed 
trapezoids plotted on a CT - T graph. These techniques can be implemented in a simple 
spreadsheet application. A good application can produce areas as precise and accurate as 
the sampled data. 

 The data in Table  9.1  and plotted in Fig.  9.2  constitute a typical plasma concentration 
profi le that might be obtained following a bolus intravenous injection of a drug with a 
biological half - life of 1   h. This particular example illustrates an ideal experiment because 
its duration was suffi cient to ensure that the concentration would fall to zero by the end of 
the experiment. For drugs that have long half - lives, this is often diffi cult or impractical, so 
more typically, an observed profi le is open - ended. For example, Fig.  9.3  illustrates such a 
case, outlining the trapezoids formed by the sampled points. Although there is important 
information in an AUC derived from a profi le lacking closure, as a standard measure to be 

     Fig. 9.2     Typical (simulated) profi le of plasma concentration versus time following bolus intravenous 
dose ( k  el     =    0.693   h  − 1   ,  C  o     =    56   mg/mL) used to generate the data set in Table  9.1  and area examples in 
this section. The actual AUC of this C - T profi le is 80.79   mg/mL. The single square point at (1.44, 14.00) 
on the plot is the center of gravity ( Pc ) for the profi le, as calculated from Equation  9.27 .  
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  Table 9.1    Statistical moment calculations. 

   Time (h)      C ( t )     Actual 
trapezoid 
areas  

   Estimated 
trapezoid 
areas  

   Actual 
cumulative 
AUC  

   Estimated 
cumulative 
AUC  

   Actual 
cumulative 
AUMC  

  0.00    56.00     —      —     0.00     —     0.00  
  0.25    47.09    12.85    12.89    12.85    12.89    1.56  
  0.50    39.60    10.81    10.84    23.66    23.72    5.58  
  1.00    28.00    16.73    16.90    40.40    40.62    17.88  
  2.00    14.00    20.20    21.00    60.60    61.63    47.03  
  3.00    7.00    10.10    10.50    70.70    72.13    71.71  
  4.00    3.50    5.05    5.25    75.75    77.38    89.10  
  6.00    0.88    3.79    4.38    79.54    81.76    107.20  
  8.00    0.22    0.95    1.09    80.49    82.86    113.62  

  12.00    0.01    0.30    0.47    80.79    83.32    116.34  

   Time (h)      C ( t )     Equation 
 9.9  
cumulative 
AUMC  

   Equation 
 9.11  
cumulative 
AUMC  

   Actual 
MRT (h)  

   Equation 
 9.9  MRT 
(h)  

   Equation 
 9.11  MRT 
(h)  

  0.00    56.00    0.00    0.00         —      —   
  0.25    47.09    1.61    1.56    0.12    0.13    0.12  
  0.50    39.60    5.67    5.59    0.24    0.24    0.24  
  1.00    28.00    18.35    18.02    0.44    0.45    0.44  
  2.00    14.00    49.86    48.36    0.78    0.81    0.78  
  3.00    7.00    76.12    74.04    1.01    1.06    1.03  
  4.00    3.50    94.50    92.13    1.18    1.22    1.19  
  6.00    0.88    116.39    113.14    1.35    1.42    1.38  
  8.00    0.22    124.05    120.59    1.41    1.50    1.46  

  12.00    0.01    128.71    124.97    1.44    1.54    1.50  

   Data columns from left to right: 
   •      Simulated blood sample times (h)  
   •      Drug concentrations (mg/mL)  
   •      Simulated trapezoid area (mg    ·    h/mL)    
   •      Estimated trapezoid area (mg    ·    h/mL, Eq.  9.7 )  
   •      Simulated cumulative AUC (mg    ·    h/mL)  
   •      Estimated cumulative AUC (mg    ·    h/mL, Eq.  9.7 )  
   •      Simulated cumulative AUMC (mg    ·    h 2 /mL)  
   •      Estimated cumulative AUMC (mg    ·    h 2 /mL, Eq.  9.9 )  
   •      Estimated cumulative AUMC (mg    ·    h 2 /mL, Eq.  9.11 )  
   •      Simulated MRT (h)  
   •      Estimated MRT (h, using Eq.  9.9 )  
   •      Estimated MRT (h, using Eq.  9.11 ).     
  Although normally only calculated at the fi nal sample point, the MRT is calculated at each sample point here for illus-
tration of the importance of using a complete experimental data set for statistical moments.   

compared among several drugs, the AUC must be calculated to infi nite time. An AUC 
having at last 80% of AUC  ∞   is the acceptable cutoff. The complete area is required for 
calculating plasma clearance and total absorption. In cases in which samples cannot be 
taken until the concentration drops to zero, the curve must be extrapolated to infi nity.     

 The simplest and most common method to estimate this is by  “ end correction. ”  This 
method involves calculating the area from the last sample measure,  C T  , to infi nite time and 
adding this value to the truncated area determined by the sum of the trapezoids. To calculate 
the terminal area from time,  T , to infi nity, this portion of the curve is treated as a separate 
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profi le (Fig.  9.4 , Table  9.2 )    . This profi le is a triangle with a height of  C  0     =     C T  . The slope 
of the C - T profi le determines the length of the base. In a monoexponential C - T situation, 
the elimination rate constant  k  el  is the slope, which could be calculated from these data as 
ln ( C n  / C n    + 1 ). The estimate is simply AUC  T    →  ∞      =     C T   / k  el . If a polyexponential equation is used, 
the slope of the terminal phase  λ   n   should be employed, where AUC  T    →  ∞      =     C T   / λ   n  . This, of 
course, assumes that concentrations have been taken for suffi cient time to identify and 
characterize  k  el  or  λ   n  . Various logarithmic transformations have been employed to improve 
the estimate of this terminal portion of the C - T profi le. 

 For exponentially descending data (such as plasma concentrations following bolus injec-
tion), the trapezoidal method will always overestimate the AUC because the linear trape-
zoid is greater than the convex exponential functions. Thus, the estimate should be regarded 
as an upper limit. Other routes of administration lead to data profi les that typically begin 
at zero, peak later, and decline back toward zero. The trapezoidal method generally under-
estimates the portion of the curve that is concave down (i.e., the early portion) and over-
estimates the portions that are concave up (i.e., the tails), so the biases tend to cancel, giving 
a potentially better overall estimate. There are several numerical integration alternatives to 
the linear trapezoidal method available, including log trapezoid, Lagrange polynomials, 
and spline approximations. Chapter  15  presents a discussion on the log - linear trapezoidal 
method used in bioequivalence studies for submission to drug regulatory agencies.  

   9.2.2    Estimation of  a rea under the  m oment  c urve 

 The numerical procedures for estimating AUMC are less precise than those for AUC 
because the fi rst moment is a weighted function of time, and where the trapezoids are of 
equal weight in the AUC determination, they are not for the AUMC. The greater time values 
carry correspondingly greater weight because their value is being multiplied by increasing 
 t . Finally, the extrapolation of the terminal component of AUMC is more tenuous than that 
of the AUC. The area of the extrapolated curve equals ( TC t  )/ λ     +    ( C T  )/ λ  2 , where  λ  is the 
terminal slope of the C - T profi le and  t  is the time of the last measured concentration,  C t  . 

     Fig. 9.3     Trapezoids formed from sampled concentration - versus - time data for calculation of areas. To 
estimate the total AUC, the curve must be extrapolated beyond the ultimate sample time,  T , to infi nity 
(dashed line).  
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     Fig. 9.4     Extrapolation of plasma concentration - time data from Fig.  9.2  terminated at 2   h (AUC    =    61.63   h), 
showing extrapolation beyond this time. AUC analysis is shown in Table  9.2 .  
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Estimated Correction = 20.21
Extrapolated AUC = 81.84

  Table 9.2    Statistical moment calculations from a truncated 2 - h data set. 

   Time (h)      C ( t ) (mg/mL)     Trapezoid areas 
(mg h/mL)  

   Cumulative AUC  

  0.00    56.00    0.00    0.00  
  0.25    47.09    12.89    12.89  
  0.50    39.60    10.84    23.72  
  1.00    28.00    16.90    40.62  
  2.00    14.00    21.00    61.63  

   Estimated end correction: 20.21.  
  Extrapolated AUC: 81.84.  
  Data are the sample points for the fi rst 2   h, as plotted in left - hand plot of Fig.  9.4 . Estimated end correction simulated 
profi le is plotted in the right - hand plot. Extrapolated AUC and total extrapolated AUC estimates were 20.21   mg h/mL 
and 81.84   mg h 2 /mL, respectively.   

A crude but unfortunately commonly used method for calculating AUMC is to simply 
multiply the area of each trapezoid by the time:

    AUMC = + ⋅ − ⋅+ + +∑ 1
2 1 1 1( ) ( ) ( ).C C t t tn n n n n     (9.8)   

 This algorithm can be very biased, especially for late, wide - spaced points. Using  t n    + 1  
overestimates the AUMC because the entire curve in the  n  th  interval is assigned the weight 
 t n    + 1 . Conversely, using  t n   instead would underestimate the AUMC (with an even greater 
error). A better method is to use the linear mean time within each trapezoidal interval:

    AUMC = + ⋅ − ⋅ ++ + +∑ 1
2 1 1

1
2 1( ) ( ) ( ).C C t t t tn n n n n n     (9.9)   
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 This approach, which is actually based on the same considerations used in Chapter  8  to 
plot the midpoint of a urine excretion interval when analyzing excretion kinetics, is con-
siderably more accurate than Equation  9.8  but is still biased. Looking at the data of Table 
 9.1 , it is evident that estimated trapezoid areas (using Eq.  9.7 ) are in greater error for the 
later times. This error could be mitigated with a higher sampling frequency. Since the 
algorithm for estimating AUMC (Eq.  9.9  was used for Table  9.1  estimated cumulative 
AUMC) is dependent on the trapezoid areas (using the same expression as Eq.  9.7 , with 
the mean time factored in), the error of Equation  9.7  carries over to the AUMC calculation. 
However, the AUMC error is not as proportionally great because the mean time term actu-
ally results in an underestimation of the AUMC of a given trapezoid; so again, there is a 
partial cancellation of errors. 

 The remaining bias in Equation  9.9  is in the last term, the time ( t ) midpoint. It is 
correct to use such geometry for the AUC calculation, but not for the AUMC, because time 
is a weight in Equation  9.8 . If we substitute the equation for a straight line in the expres-
sion for AUMC (numerator of Eq.  9.1 ) for a single interval (segment) (from time  t n   to  t n    + 1 ), 
we get

    AUMC = ⋅ = ⋅ + − − ⋅ −∫ ∫ ∫= +t C t dt C t dt C C t t t t t dtn n n n n n( ) [( )/( )] ( ) ,1 1     (9.10)   

 then integration and some algebra admits,

    AUMC = ⋅ − + − ⋅ − ⋅ −+ + + +
1

2 1
2 2 1

6 1 1
2

1
22[ ( ] ( ) ( ).C t t C C t t t tn n n n n n n n     (9.11)   

  This is an exact AUMC for a trapezoid, and thus offers a much better theoretical solu-
tion than the other methods.  A similar expression can be obtained via a quadrature method. 
Equation  9.11  estimates of Table  9.1  are closer to the actual values for AUMC and, con-
sequently, MRT. The reader is cautioned to remember, however, that the trapezoid itself is 
still a biased estimator of a curve ’ s interval area, and the manifestation of that bias is a 
function of sampling frequency. 

 The attraction of statistical moment analysis to pharmacokinetics is implicit to the use 
of trapezoids to determine the relevant areas. No assumptions about the underlying mecha-
nisms of drug disposition are made except for the two caveats introduced at the beginning 
of this chapter. One simply determines areas under the trapezoids formed from the  Δ  C / Δ  t  
intervals. The reader should realize that this is similar to the techniques used to analyze 
urine excretion data as the total amount excreted is essentially the same as determining the 
area of the U t  - T   profi le. Thus, many strategies used to improve AUC or AUMC determina-
tion are directly applicable to improve urine excretion data analysis. 

 When nonlinear pharmacokinetics are operative, interpretation and use of AUC in these 
models is more complex as discussed in Chapter  10  and illustrated in Equations 
 10.22  –  10.25 .   

   9.3    OTHER RESIDENCE TIMES AND PARAMETERS 
OF INTEREST 

 Three other residence times that have general application in pharmacokinetics are the mean 
absorption time (MAT), the mean transit time (MTT), and the variance of the residence 
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time (VRT). MAT is technically the mean arrival time into the systemic circulation of 
bioavailable absorbed molecules. MAT is the statistical moment theory equivalent of esti-
mating  k  a . MAT is a computationally straightforward method to characterize the rate of 
drug absorption in bioavailability studies. Riegelman and Collier  (1980)    extended this 
theory using the additivity of various transit times, including the MAT, and advanced the 
notion that MAT is the mean time for drug molecules to remain unabsorbed:

    MAT MRT MRTni IV= − .     (9.12)   

 MAT is simply the difference in MRT following intravenous injection (MRT IV ) and 
another noninstantaneous administration (MRT ni ) by any route. Assuming absorption is 
described by a fi rst - order process with an apparent rate constant of  k  a ,

    k ka elMAT MRT l= = −1 1/ /( / ),     (9.13)   

 then the absorption half - life is, following Equation  9.4 ,

    T½ ( ) . .abs MAT= 0 693     (9.14)   

 On the other hand, when absorption is assumed to be a zero - order process,

    MAT = T / ,2     (9.15)  

where  T  is the duration of the absorption. Note the similarity to the infusion Equation  9.5  
above. In reality, a constant rate infusion is a zero - order absorption whose MAT is just 
one - half the length of the infusion. In comparisons of formulations based on intrasubject 
differences in MAT, the bias introduced in MRT when drug is eliminated peripherally, as 
noted in the caveat above, is not present in the use of MAT, but the fact remains that only 
those molecules that are systemically available are considered in the MAT. Workers have 
also calculated MRTs for different processes, including mean dissolution time of a formula-
tion and mean distribution time. 

 The reader should recall that the determination of systemic availability expressed in 
Equation  8.31  (see Chapter  8 ) is a noncompartmental analysis. AUCs should be determined 
by the trapezoidal methods presented in this chapter. If the point of an analysis is to deter-
mine bioequivalence between two formulations, one is actually calculating relative sys-
temic availabilities, a concept equivalent to determining whether two formulations are 
therapeutically interchangeable. Bioequivalence is determined as the ratio of AUCs between 
the two formulations. In addition, the mean time to peak concentration and peak concentra-
tion are often compared. Comparison of MATs would also shed light on the equivalence 
of two formulations. The reader should consult the list of selected readings for further 
approaches to determining bioequivalence and Chapter  15  for a discussion of its formal 
application in the regulation of veterinary products. 

 The MTT is by defi nition the mean time taken by drug molecules injected into the kinetic 
system at a given point to leave the kinetic space after fi rst and possible subsequent entries 
into that space. Thus, in contrast to the MRT, which includes times spent on multiple visits 
of the same individual molecule to the kinetic space, MTT is the mean time spent per visit. 
In some stochastic modeling approaches to pharmacodynamics (Chapter  13 ), the MTT 
becomes a very useful parameter since it relates to the probability of a drug being available 
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for causing an effect. If all molecules exit irreversibly from a kinetic space, then 
MTT    =    MRT. Note also that this is the condition mentioned above under which the MRT 
is a mathematically acceptable parameter for the plasma space or any other subspace of 
the whole body. Statistical moment theory thus describes drug behavior based on the mean 
or average time an administered drug molecule spends in a kinetically homogeneous space, 
a concept identical to that of a compartment. The difference again is that no specifi c infer-
ences are being made about the structure of these spaces. 

 Another parameter that has been calculated is the VRT, which is determined using the 
area under the second moment curve as

    VRT MRT AUC= − ⋅⎡
⎣

⎤
⎦∫ ( ) .t C dt2     (9.16)   

 VRT is used to calculate the coeffi cient of variation of residence times (CVRT) as

    CVRT VRT MRT= √[ ]/ .     (9.17)   

 The CVRT is the dimensionless dispersion ratio and provides a measure of the dynamics 
and heterogeneity of drug distribution. However, as was mentioned above for determining 
trapezoidal areas for the AUMC, these problems are multiplied when higher moment curves 
are analyzed because small errors in time will be greatly magnifi ed. This is less prone 
to occur with CVRT since the errors are somewhat canceled out by MRT in the 
denominator. 

 AUCs may also be used to easily estimate the fraction of a drug metabolized if the 
metabolite is available for a separate study. In this case, two intravenous experiments are 
conducted: one with the parent drug and the second with the metabolite of interest. Two 
C - T profi les using metabolite concentrations are then determined and the AUCs calculated. 
The fraction metabolized is then

    Fraction metabolized AUC metabolite data AUCdrug metabolit= ( )/ ee alone( ).     (9.18)   

 Many other types of AUC ratios may be calculated to estimate disposition when data 
from multiple routes are available. In the parathion example presented at the end of Chapter 
 8  (Fig.  8.24 ), AUCs and MRTs were determined for all compartments after both intravenous 
and topical pesticide administration in order to probe whether metabolism occurred in the 
skin. To aid in this analysis, parathion was also dosed topically at two different sites using 
either occlusive or nonocclusive applications. Recalling discussions in Chapter  4 , occlusion 
increases the rate and extent of absorption, while the same may occur as a result of body 
site differences. Thus, the extent (estimated by AUCs) and rates (estimated by MRTs) of 
parathion in the various compartments would be refl ected by these differences in input to 
the systemic circulation. Similarly, by comparing radiolabeled parathion absorption in the 
central compartment estimated using AUCs and parent drug excretion in urine 
(bioavailability - excretion analysis), one could probe the kinetics of biotransformation with 
the equation

   Percent metabolism skin AUC top AUC IVcentral central= ∑ ∑( ) −( ) ( ) PParent parathion ⋅ F ,  

   (9.19)  
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where AUC is determined from the  14 C profi le, and the parent parathion systemic avail-
ability  F  is calculated in the normal manner using Equation  4.3  or  8.31  (see Chapters  4  
and  8 ). The result of this analysis yielded estimates of the ratio of cutaneous metabolism 
to systemic metabolism of parathion administered by these four dosing scenarios and sug-
gested that occlusion signifi cantly increased the amount of biotransformation occurring in 
the skin. These results were similar to those determined from an analysis of microrate 
constants using classical compartmental methods. 

   9.3.1    Clearance 

 The determination of  Cl  B  is easily obtained by this approach using Equation  8.18  (see 
Chapter  8 ), where  Cl  B     =     D /AUC. Using the trapezoidal methods above to estimate AUC 
makes this a robust estimate of clearance.  Cl  B  can also sometimes be calculated following 
other routes of administration, but only if it is known that the entire dose is systemically 
available. For oral administration, the ratio of dose to AUC ( D  oral /AUC) is reliably the 
hepatic intrinsic clearance only if the dose is known to be completely absorbed from the 
gastrointestinal tract and is eliminated exclusively by liver metabolism, an assumption 
diffi cult to make for most drugs. Clearances by other tissues and from temporal perspec-
tives other than those assumed by  D /AUC (e.g., fi rst - pass vs. repetitive - pass clearance 
considerations) can also be determined but are beyond the scope of the present text. If one 
fi ts the initial slope of an exponential C - T profi le  λ  1  and estimates  V  c , as described below, 
then a distributional clearance can be calculated as

    Cl V ClD c B= ⋅ −λ1 .     (9.20)    

   9.3.2    Volume of  d istribution 

 The volume of the central compartment is simply Equation  8.44 ;  V  c     =     D / Cp  0     =     D / ∑  A i  . The 
volume of distribution at steady state ( Vd  ss ), according to statistical moment theory, is 
simply the product of MRT and  Cl  B :

    Vd Clss B MRT= ⋅ .     (9.21)   

 This, incidentally, affords an expression for half - life as a function of clearance by 
solving Equation  9.21  for MRT, and substitution into Equation  9.4  gives

    T Vd Cl½ = 0 693. / ,ss B     (9.22)   

 which is the same as that derived in Equation  8.20  (see Chapter  8 ). Continuing our inves-
tigation of distribution volume, we note that substitution of the respective expressions for 
MRT (Eq.  9.2 ) and  Cl  B  (Eq.  8.18 , see Chapter  8 ) into Equation  9.21  yields

    Vd Dss AUMC AUC= ⋅( )/ .2     (9.23)   

 Equation  9.21  assumes a bolus intravenous dose. With a short - term constant infusion, 
then

    Vd R T R Tss AUMC AUC AUC= ⋅ ⋅ − ⋅ ⋅[( )/ ] [ / ],0
2

0
2 2     (9.24)  
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where  T  is the length of infusion and  R  0  is the zero - order infusion rate. In this case, for 
constant infusions,  Vd  ss  is independent of where drug is being eliminated. Another volume 
parameter also calculated using statistical moments after an intravenous dose is  Vd  area :

    Vd D karea IV el AUC= ⋅/( ),     (9.25)  

and for a constant intravenous infusion,

    Vd R k Carea el ss= ⋅0 /( ),     (9.26)  

where  C  ss  is the steady - state plasma concentration as previously defi ned by rearrangement 
of Equation  8.22  ( C  ss     =     R  0 / Cl  B ; see Chapter  8 ). The computational advantage of  Vd  ss  over 
 Vd  area  is, of course, the avoidance of the need to estimate an elimination rate constant,  k  el , 
but as described in Chapter  8 , it is thus also independent of altered elimination. Recall that 
 Vd  ss  is the volume operative at the MRT. 

 One can appreciate that statistical moment analysis provides a powerful tool for calcu-
lating many of the common pharmacokinetic parameters that are routinely used — in the 
bioequivalence studies discussed above, in constructing dosage regimens (Chapter  12 ), in 
correlating disease and physiological changes to pharmacokinetic disposition (Chapter  17 ), 
and in making interspecies extrapolations (Chapter  18 )  . As can now be even more fully 
appreciated,  Cl  B  and  Vd  ss  are truly independent parameters that quantitate distribution and 
excretion using computationally robust techniques based on minimal model - specifi c 
assumptions. Table  9.3  is a compilation of equations useful to calculate these parameters 
from an analysis of a C - T profi le.     

   9.4    OTHER MODEL - INDEPENDENT APPROACHES 

 The center of gravity (or center of mass) of a curve is a single point that provides a quan-
titative description of a C - T profi le. Veng - Pedersen   defi ned the coordinates of this point as

  Table 9.3    Noncompartmental equations for calculating common 
pharmacokinetic parameters. 

   Cl  B      =    Dose/AUC  
   Cl  D      =    ( V  c     ·     λ  1 )    −     Cl  B   
   Vd  ss      =    (Dose    ·    AUMC)/AUC 2   
   V  c      =    Dose/ Cp  0   
  MRT IV      =    AUMC/AUC    =     Vd  ss / Cl  B   
  MAT     =    MRT route     −    MRT IV   
   K  a      =    1/(MRT    −    1/ k  e1 )  
   T   ½       =    0.693 MRT    =    0.693  Vd  ss / Cl  B   
   T   ½  ( λ )     =    0.693/ λ   
   F      =    [(AUC route ) · (Dose IV )]/[(AUC IV ) · (Dose route )]  
       =    [(AUC route ) · (Dose IV ) · ( T   ½ IV )]/[(AUC IV ) · (Dose route )( T   ½ route )]  
  AUC     =     ∑  A i  / λ   i    
  AUMC     =     ∑  A i  /( λ   i  ) 2   
   Cp  0      =     ∑  A i    

   Note that AUC and AUMC could be calculated using trapezoidal analysis of 
areas.   
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    P Cc = =( , ) ( / , / ),MRT AUMC AUC AUCC AUCmean
1

2     (9.27)  

where  C  mean  is the mean concentration, and AUCC is the area under the squared curve:

    AUCC = ∫[ ( )] .C t dt2     (9.28)   

  P c   is a simple yet powerful tool for comparing C - T profi les because it is sensitive to 
both the rate and extent of absorption or elimination. The square data point on the plot of 
Fig.  9.2  at (1.44, 14.00) represents the  P  of that profi le. 

 Another model - independent approach to analyzing pharmacokinetic data is linear 
systems deconvolution analysis, which actually provides a mathematical basis for the 
superposition principle discussed earlier. In this approach, any observed C - T profi le { C ( t )} 
can be broken down or deconvoluted into two mathematical functions: the characteristic 
function { F ( t )}, which describes the disposition after intravenous bolus administration, and 
the input function { C ( t )}, which is an equation describing drug input as a function of time 
after any mode of administration. This technique is also called superposition integration 
and uses the observed C - T profi le and the characteristic profi le to determine the input profi le 
using the relations

    C t F t C t( ) ( ) ( )( )= + ′ convolution     (9.29)  

    ′ = −C t C t F t( ) ( ) ( )( ).deconvolution     (9.30)   

 There are numerous mathematical approaches to implement this. If one has intravenous 
data fi t to a multicompartment model, then  F ( t ) is expressed as Equation  8.58 . When an 
extravascular administration route is being studied, the  C ( t ) is equivalent to the shape of 
the absorption input profi le. Thus, this approach gives an excellent quantitative description 
of any absorption profi le resulting from any complexity of drug delivery system. It is a 
powerful tool for assessing absolute systemic availability. Although multiexponential 
equations are often used to describe both functions, this is not necessary, and equations 
of any mathematical form can be employed. The mathematical equations describing the 
resulting input profi le may be complex, and their derivation is beyond the scope of 
this text. 

 We have used this approach to study the comparative nephrotoxicity of identical gen-
tamicin C - T profi les in dogs with normal and impaired renal functions. We defi ned a target 
profi le that is the sum of the input function and the characteristic response determined after 
intravenous dosing. Note that in renal disease,  Cl  B  and thus  k  el  are reduced compared to 
normal, making the achievement of identical C - T profi les in both groups impossible. 
However, if one uses deconvolution principles to solve for the input function required to 
achieve identical C - T profi les, this can be programmed into a computer - driven infusion 
pump to make the infusion rate limiting. A loading dose ( C  ss  V  c ) was fi rst administered to 
rapidly achieve steady state. A steady - state infusion (mg/kg h) was then administered for 
time,  t , according to the equation

    R C V k k e k t
ss ss c= ⋅ ⋅ + ⋅ −( ) ( ).10 12

21     (9.31)   
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 At the termination of infusion, a declining rate infusion was then administered as

    R C V
k k e k k e

k k

kt k t

decl ss c= ⋅( ) −( )⋅ −( )[ ] + ⋅ ⋅
−( )
− ′ − ′α β 12

21

21

,     (9.32)  

where  k  is the target terminal slope and  t  ′  is the length of time in the declining phase of 
the infusion. Fig.  9.5  shows the resulting C - T profi le for normal and subtotally nephrecto-
mized dogs (see Chapter  8 , Table  8.2  for pharmacokinetic parameters of the intravenous 
bolus dose) administered drug according to their calculated input functions. This method 
thus served as an excellent tool to probe the toxicokinetics of a nephrotoxic drug in diseased 
animals.   

 We have also employed a similar convolution technique to model the predicted C - T 
profi le resulting from transdermal drug delivery when the input function is experimentally 
determined using an isolated perfused skin preparation. In this case (depicted in Fig.  9.6 ), 
the output of the skin profi le could either be the experimentally observed profi le or be 
simulated using a compartmental model to generate the terms of  C  ′ ( t ). This skin model 
will be further developed in Chapter  11  (see text accompanying Figs.  11.5  –  11.7 ). The 
characteristic response, { F ( t )}, is based on a two - compartment model determined from 
intravenous studies (obtained after a bolus dose or modeled better with an infusion of the 
same duration as the transdermal input profi le) conducted in the species in which the pre-
diction is to be made. In our laboratory, we use porcine skin as the preferred human model 
and obtain the intravenous data from human studies. Additionally, both the input and char-
acteristic functions may be inputted as a confi dence interval to account for interindividual 
differences; or a  “ bootstrap ”  or  “ full - space ”  technique can be used to assess all possible 
combinations of input and disposition functions. This technique accurately predicts the 
subsequent profi les in all drugs and pesticides studied to date.   

 The fi nal stochastic approach to modeling was the power function introduced in the 
previous chapter for gentamicin tissue disposition. Fig.  9.7  depicts a power analysis of 
gentamicin renal cortex tissue concentrations in rats using this same general approach. This 
technique has been explored in much greater detail for general organ distribution models 

     Fig. 9.5     Plasma concentration - versus - time profi les obtained after administering computer - controlled 
intravenous infusions of gentamicin to normal ( � ) and subtotal nephrectomized ( � ) dogs targeting a 
terminal slope of  k  in both groups at rates defi ned in Equations  9.31  and  9.32 .  
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and is rooted in the concept of residence times. The power function arises when a drug 
molecule exits the rapidly equilibrating kinetic space (e.g., normal compartments) and 
randomly remains nonavailable for return to this compartment because of sequestration in 
the so - called deep compartment. Recall that this sojourn to a peripheral compartment vio-

     Fig. 9.6     Pharmacokinetic strategies used to extrapolate output profi les from an  in vitro  perfused skin 
fl ap model to predict  in vivo  concentration - time profi les. Compartments 1, 2, 3, and 4 constitute the  in 
vitro  model, whose output (now the  input function  ( C  ′ ( t ); upper left corner) into the  in vivo  systemic 
pharmacokinetic model is composed of compartments 5 and 6 ( characteristic function ,  F ( t )). A derivation 
of a similar skin component is further developed in Fig.  10.4 .  
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     Fig. 9.7     Power function (log  C  vs. log  T  ) analysis of gentamicin decay in rat renal cortex.  
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lated one of the basic assumptions of MRT; that is, a signifi cant fraction of the dose never 
spends time in another space before being eliminated, which makes the residence time no 
longer directly proportional to the plasma  Cp . This can be handled by using so - called 
random walk principles, which generate equations taking the form of a power function (Eq. 
 8.59 ). The concept is that drugs distribute freely into tissues until they bind to a receptor, 
or enter a cell, for which time they no longer can randomly reenter the exchanging kinetic 
compartments. The distribution of the residence times for such tissues is described by a 
gamma function, which implies the power dependence. Additionally, if the diffusion of the 
compound is described by an anatomical confi guration having spherical symmetry (e.g., 
the liver lobule), then the equations assume the form of a power function. Signifi cant work 
has been done in this area, especially applied to drug distribution in the liver (spherical 
diffusion) and heavy metal deposition in bone (binding). The equations for this model are 
beyond the scope of this introductory text since nonlinear equations are also needed to 
describe how the drug distributes to these sites.    

   9.5    AN APPLICATION OF STATISTICAL MOMENT THEORY 

 We will close this chapter with another application from the author ’ s laboratory using a 
statistical moment approach. When absorption through skin was presented in Chapter  4 , 
the rate - limiting factor was penetration through the stratum corneum. For many compounds 
in skin - absorption studies, a generally critical factor is perfusion because the rate and extent 
of absorption into the general circulation (i.e., the bioavailability) of a topically applied 
compound is a function of (among other things, such as stratum corneum permeability 
and cutaneous metabolism) the extent to which the underlying skin is perfused. This 
is especially true with so - called active drug delivery systems (e.g., iontophoresis), 
which rapidly allow drug to pass the epidermal barrier. The capillary beds in the viable 
epidermis are normally in a dynamic state in the constant need to shunt or recruit as a 
function of thermoregulation. The MRT of a drug in skin following topical application may 
be described as

    MRTskin T skin= ⋅P V Q/ ,     (9.33)  

where  P  is the skin - to - blood partition coeffi cient,  V  T  is the volume of distribution of drug 
in skin, and  Q  skin  is (theoretically) the blood fl ow through the space where the drug is dif-
fusing, and can be defi ned as

    Q Q Qskin exchange shunt= + .     (9.34)   

 Thus,  Q  skin  is the sum of fl ow through capillaries that are exchanging with the extravas-
cular space, and fl ow that has been shunted, and therefore not able to exchange (i.e., not 
perfused). The point is that the MRT here is dependent on two independent variables 
(assuming  P  is constant):  V  T  and  Q  skin . Historically, most models in the literature assume 
that  V  T  is constant, which is not generally true since  V  T  is actually a direct function of 
 Q  exchange , a dynamic variable. This leads to a dynamic MRT that is diffi cult to measure 
without knowledge of the corresponding profi le of  Q  skin   . 

 The MTT of blood through a perfused space was estimated in a model to predict the 
transdermal iontophoretic delivery of lidocaine. In this model, it was necessary to address 
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the MTT (called  T  eff    to indicate the  effective  transit time through drug exchanging capillar-
ies) in order to develop a mathematical expression for the fl ux of electrically driven drug 
molecules into the systemic circulation:

    T V Qeff eff eff= / ,     (9.35)  

where  V  eff  and  Q  eff  are the effective vascular volume and blood fl ow, respectively. The 
subscript  “ eff ”  denotes that space through which drug diffuses in the skin, and those vessels 
in the proximity that have the capacity to exchange drug. This study revealed, among other 
things, that the state of skin vasculature is exquisitely sensitive to penetrating vasoactive 
compounds (i.e., tolazoline and norepinephrine as vasodilator and vasoconstrictor, respec-
tively, in this case). Furthermore, changes in vascular state in skin have a great infl uence 
on the absorption of topically applied compounds after active delivery. In the case pre-
sented, the estimated  T  eff  for lidocaine when coadministered with tolazoline was 46   min, in 
contrast to 2   min when coadministered with norepinephrine (eff for lidocaine alone was 
9   min). 

 This example illustrates the power of relatively simple pharmacokinetic techniques to 
probe the physiological basis of drug disposition in numerous organ and experimental 
systems. As stressed in the introduction of this text, pharmacokinetics is a useful tool to 
generate testable experimental hypotheses. There are no absolutely correct models or 
approaches, as many different systems may be used depending upon the availability of data 
and limiting assumptions.  
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  10    Nonlinear Models     

     Most pharmacokinetic models incorporate the common assumption that drug elimination 
from the body is a fi rst - order process, and the rate constant for elimination is assumed to 
be a true constant, independent of drug concentration. In such cases, the amount of drug 
cleared from the body per unit time is directly dose or concentration dependent, the per-
centage of body drug load that is cleared per unit time is constant, and the drug has a 
constant elimination half - life. Fortunately, fi rst - order elimination (at least apparent fi rst -
 order elimination) is typical in drug studies. First - order linear systems application greatly 
simplifi es dosage design, bioavailability assessment, dose – response relationships, predic-
tion of drug distribution and disposition, and virtually all quantitative aspects of pharma-
cokinetic simulation. 

 However, drugs most often are not eliminated from the body by mechanisms that are 
truly mathematically fi rst order by nature. Actual fi rst - order elimination applies only to 
compounds that are eliminated exclusively by mechanisms not involving enzymatic or 
active transport processes (i.e., processes involving energy). As presented in Chapter  2 , 
they are primarily driven by diffusion and obey Fick ’ s law. The subset of drugs not requir-
ing a transfer of energy in their elimination is restricted to those that are cleared from the 
body by urinary and biliary excretion and, among those, only drugs that enter the renal 
tubules by glomerular fi ltration or passive tubular diffusion. Albeit there are some minor 
passive excretion routes, such as saliva or sweat, these elimination routes generally account 
for such a small fraction of total eliminated drug that they are essentially negligible. All 
other important elimination processes require some form of energy - consumptive metabolic 
activity or transport mechanism. Thus, the number of compounds that clear by truly fi rst -
 order processes are very few indeed, and nonlinear elimination is therefore a potential 
condition for the great majority of compounds. 

 One might ask, then, why the elimination kinetics of so many drugs can be modeled 
with linear fi rst - order processes. At clinical dosages, the majority of drugs do not reach 
saturation concentrations at the reaction sites, or at least not a signifi cant fraction of the 
dose. One notable exception is ethanol, which is cleared from the body by oxidative 
metabolism at an apparent zero - order rate (indicative of a well - saturated process). There 
is nothing special about ethanol except its low molecular weight (46   Da) relative to most 
drugs ( > 300   Da). This means that a typical ethanol dose is actually equivalent to a relatively 
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high molar dose that saturates metabolism. Metabolic activity operates on a molecular basis 
and therefore would be better expressed on the basis of the number of interacting molecules 
(e.g., molarity). In fact, much of the pharmacokinetic techniques already presented and 
their interpretation would be facilitated if molarity were employed rather than mass or 
concentration. However, this is rarely done. 

 The reason energy - involved processes are not strictly fi rst order is that they are generally 
saturable or, more specifi cally, capacity limited. That is, as the availability of fi nite enzyme 
and/or energy sources is temporarily depressed (i.e., saturated) due to acute competition 
among drug molecules for reaction sites, the reaction rate slows and is no longer fi rst order, 
taking on some of the properties of a zero - order process. Recalling Chapter  8  and Equation 
 8.2  for fi rst - order processes, a constant percentage of remaining drug is cleared per unit 
time, and the drug has a discrete, concentration - independent elimination rate constant ( K   ) 
and thus half - life (or multiple half - lives for multicompartment models). For drugs elimi-
nated by zero - order kinetics or saturated pathways (Eq.  8.3 ), however, a constant quantity 
of drug is eliminated per unit of time, and this quantity is drug concentration independent, 
and the drug does not have a constant, characteristic elimination half - life. The potential 
impact of saturable elimination, leading to zero - order (vs. fi rst - order) elimination, can be 
profound, and its effects include altered drug concentration profi les, scope and duration of 
drug activity, distribution, and disposition among tissues. As discussed in Chapter  7 , satu-
rable hepatic metabolism may markedly affect drug absorption due to altered fi rst - pass 
activity.  

   10.1    MICHAELIS – MENTEN RATE LAWS 

 The primary technique used to model saturable metabolic process employ the Michaelis –
 Menten rate laws introduced in Chapter  7 . Systematic studies of the effect of substrate 
concentration upon enzyme activity were begun in the late 19th century. The concept of 
the enzyme – substrate complex was introduced before any enzymes had even been purifi ed. 
In fact, at the time, it was not even known that enzymes were proteins, but the idea of the 
enzyme – substrate complex served to launch the development of enzyme kinetics. 

 If one follows the appearance of product (or the disappearance of substrate in a reaction 
with 1   :   1 stoichiometry) as a function of time in an experiment, a progress curve for the 
reaction can be obtained (Fig.  10.1 ). The initial rate ( V  0 ) of the reaction is equal to the 
slope of the progress curve at time zero. As the reaction continues, the product continues 
to accumulate, but at slower rates as the supply of substrate diminishes. If a series of these 
experiments are affected  , starting with a corresponding series of substrate concentrations, 
a plot of  V  0  versus substrate concentration is obtained, such as shown in Fig.  10.2  and 
explained below.   

 One of the most basic enzymatic reactions, fi rst proposed by Michaelis and Menten 
 (1913) , involves a substrate  S  reacting with an enzyme  E  to form a complex  SE , which 
in turn is converted into a product  P  and the enzyme. This can be represented schemati-
cally by

    S E SE SE P Ek

k

k+ ← →⎯ ⎯ →⎯ +
−
1

1

2, ,     (10.1)  

where  k  1  is a second - order reaction rate constant, and  k   − 1  and  k  2  are fi rst - order reaction rate 
constants. Michaelis and Menten proposed that the enzymatic reaction proceeds through 
an enzyme – substrate complex that forms rapidly (the left reaction of Eq.  10.1 ) and is then 
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slowly converted to product (metabolite) in the rate - determining step of the reaction (the 
right reaction in Eq.  10.1 ). The major assumption of Equation  10.1  that provides a logical 
basis for Equation  10.2  (below) is that the enzyme and the substrate remain in thermody-
namic equilibrium with the enzyme – substrate complex at all times. Michaelis – Menten 
kinetics is formulated for initial rates, and based on the assumption that  k   − 1     >>     k  2 , which 
implies that, provided [ E ]  t      <<    [ S ], the concentration of enzyme substrate complex will be 
small and constant. [ E ]  t   denotes the total concentration of enzyme, free and complexed, 
and [ S ] is the free substrate concentration. This is known as the  steady - state assumption . 
Since only a small amount of product accumulates initially, the reverse reaction (i.e., that 
described by  k   − 1 ) can be ignored, which allows the method used to obtain the  V  0  - versus - [ S ] 
plot in Fig.  10.2 . With the above assumptions and some algebra, the Michaelis – Menten 
rate law (Eq.  10.2 ) can be derived, assuming [ S ] is a function of information obtained from 
the experimental procedures shown in Fig.  10.2 .

     Fig. 10.1     Simulated enzyme - linked metabolite product formation progress curve. [ P ] is the concentra-
tion of product, plotted against time. The initial rate, the slope at  t     =    0 ( V  0  in the text), is an important 
parameter for characterizing the reactions of Equation  10.1  (see Fig.  10.2 ).  
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     Fig. 10.2     A simulated plot of initial rates ( dC / dt , or  V  0 ) versus substrate concentration [ S ] for a reaction 
described by Equation  10.1 . With  V  max     =    90    μ M/m,  K m   is estimated to be 10    μ M at half - maximal velocity 
( V  max /2    =    45    μ M/m), as shown in inset.  
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    d S dt V S K Sm[ ]/ [ [ ]]/[ [ ]],max= − ⋅ +     (10.2)  

where  V  max  is the maximum velocity, or rate, of the reaction, and  K m   is the Michaelis 
constant,

    K k k km = +−[ ]/ ,1 2 1     (10.3)  

which represents the drug concentration at which half - maximal reaction velocity ( V  max /2) 
occurs. 

 Note the similarity of Equation  10.2  to the formulation of saturable protein binding in 
Chapter  5 , Equation  5.4 , as well as the pharmacodynamic activity models developed in 
Chapter  13  and expressed in effect models such as Equation  13.1 . The full development 
of these applications is covered in their respective chapters and will not be formally devel-
oped here. However, the implications of nonlinear rates discussed here on pharmacokinetic 
models are applicable across these other applications. The difference is also in nomencla-
ture that often is specifi c to each application. 

 In order to present a nomenclature consistent with the majority of the pharmacokinetics 
literature and the rest of this text, we will use  C  (referred to earlier as  Cp  when in plasma) 
in place of [ S ] for drug or substrate concentration (i.e.,  C     =    [ S ]). Thus,

    dC dt V C K Cm/ [ ]/[ ].max= − ⋅ +     (10.4)   

 The parameters  V  max  and  K m   can be estimated from a plot like that shown in Fig.  10.2 , 
but more accuracy for  in vivo  plasma data with less experimental effort can be attained 
utilizing other methods. Because of the potential complexity of such models, it is prudent 
to use simple techniques to fi rst test one ’ s data for dose dependency or nonlinearity. 

   10.1.1    Testing for  n onlinearity 

 Fig.  10.3  depicts the simplest technique, whereby one determines if the terminal phase of 
the ln C  (or log  C ) – versus - time profi le is a straight line using regression techniques. If this 
is curvilinear, then nonlinear kinetics are operative, and a plot of  C  versus time will often 

     Fig. 10.3     Plot of ln concentration (ln Cp ) versus time, and concentration ( Cp ) versus time, suggesting 
nonlinear kinetics. Recall that ln Cp  -  T  plots for linear processes result in straight terminal elimination 
phases as shown in the fi gures in Chapter  8 .  
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be straight. Alternatively, if multiple doses are used, one can determine the area under the 
curve (AUC) by a graphical technique discussed earlier in Chapter  9  and plot dose versus 
AUC as in Fig.  10.4 . If this plot is linear, then dose - independent kinetics is present, and 
the classical compartmental exponential or noncompartmental fi rst - order models are appro-
priate. If this plot is not a straight line (in its terminal segment if a multicompartment drug), 
nonlinear models are required.   

  It is important that a true area integration technique (e.g., trapezoidal method) and not 
an exponential fi tting equation be used to calculate AUC for this purpose since the use of 
an exponential fi tting program implies linearity.  Recall that this technique was used in 
Table  5.1  when cisplatin tissue concentrations were normalized for systemic exposure by 
AUC. This was a major assumption, and the cisplatin data set was thus fi rst tested using 
the approach depicted in Fig.  10.5 , which demonstrated that a linear dose - versus - AUC 
relation was present. Alternatively, one may determine the terminal half - life for an ln C  
versus time profi le after graduated doses. If the half - life is constant, linear kinetics is opera-
tive. If it increases with dose, then dose - dependent kinetics is present. When one ’ s data 
 “ pass ”  these tests of linearity and dose independence, then the relatively simpler techniques 
discussed in Chapters  8  and  9  are appropriate. If not, then more complex models (presented 
below) may be required.    

     Fig. 10.4     Linearity test using dose versus area under the curve (AUC).  
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     Fig. 10.5     Illustration of linear cisplatin disposition under normothermic (37 ° C) versus hyperthermic 
(42 ° C) conditions.  
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   10.1.2    Estimating Michaelis – Menten  p arameters from 
 c oncentration –  t ime  d ata 

 When nonlinearity is present, one can determine the rate of change of plasma drug con-
centrations between successive sampling times during the postabsorptive and postdistribu-
tive phases (e.g., terminal phase) of a plasma concentration – time profi le. Then the rate of 
change in plasma concentration, together with the drug concentration at the midpoint of 
each sampling period,  C m  , can be incorporated into one of several appropriate expressions 
to solve for  V  max  and  K m  . One such expression is

    1 1/[ / ] / [ ].max maxΔ ΔC t V K V Cm m= + ⋅     (10.5)   

 This is the Lineweaver – Burke equation, which is a linear form of the Michaelis – Menten 
Equation  10.4 . In this treatment,  Δ  C / Δ  t  and  C m   represent the decline in drug concentration 
during a time interval and the drug concentration at the midpoint of the time interval, 
respectively. A plot of the left - hand side of Equation  10.5  versus 1/ C m   yields a slope of 
 K m  / V  max  and an intercept of 1/ V  max , as illustrated in Fig.  10.6 .   

 In another method, estimates of  V  max  and  K m   are obtained directly from ln C  - versus -  t  
data, the typical concentration - versus - time profi le modeled in previous chapters. Equation 
 10.4  can be rearranged to

    − − =dC K dC C V dtm / .max     (10.6)   

 Integration of this result and solving for  t     =    0, where  C     =     C  0  results in

    t C C V K V C Cm= − +[( )/ ] [ / ]ln( / ).max max0 0     (10.7)   

 Solving for ln C  yields

    ln ( )/ ln / .maxC C C K C V t Km m= − + −0 0     (10.8)   

     Fig. 10.6     Lineweaver – Burke plot, as defi ned in Equation  10.5 , used for estimating Michaelis – Menten 
parameters  K m   and  V  max . Plotting the reciprocals of the change (decline) in drug concentrations versus 
the reciprocal of drug concentrations at the midpoint of the measured intervals yields a slope of  K m  / V  max  
and an ordinate intercept of 1/ V  max . This method is appropriate for both IV and oral administration.  
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 ln  C  can be plotted against  t  for data following a bolus intravenous (IV) dose. The ter-
minal log - linear portion of the curve (the region where apparent fi rst - order kinetics occur) 
is a straight line described by

    ln ln / ,#
maxC C V t Km= −0     (10.9)  

where   C0
#  is the extrapolated intercept of  C  on the vertical axis, exemplifi ed by Fig.  10.7 . 

In the log - linear region at low plasma concentrations, Equation  10.9  is identical to Equation 
 10.8  expressed as ln. These expressions can thus be equated

    ln / ( )/ ln / .#
max maxC V t K C C K C V t Km m m0 0 0− ⋅ = − + − ⋅     (10.10)     

 Simplifying and rearranging yields

    ln / ( )/ .#C C C C Km0 0 0= −     (10.11)   

 Then, recalling that Equation  10.10  specifi cally corresponds to the terminal phase of the 
drug profi le (when  C     <<     C  0 ), the quantity [ C  0     −     C ] is approximately  C  0 . Substituting this 
in Equation  10.11  and solving for  K m   gives

    K C C Cm = 0 0 0/ ln( / ).#     (10.12)   

 Thus, because both  C  0  and   C0
#, the actual and extrapolated  y  - intercepts, respectively, 

can be measured,  K m   can be calculated from Equation  10.12 , and  V  max  can be calculated as

    V Kmmax [ ] .= − ⋅Slope     (10.13)   

 The two methods presented above are representative of the several methods presently 
in use for calculating Michaelis – Menten constants from plasma data. One method uses the 
rates of change in plasma concentrations, which may be based on either IV or oral data; 

     Fig. 10.7     Alternative method for estimating Michaelis – Menten parameters. Plotting ln concentration 
versus time, the terminal slope (from Eq.  10.9 ) equals  –  V  max / K m  .  K m   is a function of  C  0  (the initial in drug 
concentration) and   C0

# (the extrapolated initial in drug concentration).  V  max  is obtained from Equation 
 10.13 . This method is appropriate for IV administrations only.  

Vm

C0

C0

Km

Slope =

Time

#

In
C



214 Comparative Pharmacokinetics

the other method is based on direct estimates from plots of ln plasma concentration - versus -
 time data but is restricted to IV data. However, these graphic approaches have been replaced 
by these equations being directly embedded in computer - based nonlinear curve - fi tting 
programs and are an option in many commercial pharmacokinetic software packages that 
implement these concepts.   

   10.2    PHARMACOKINETIC IMPLICATIONS OF MICHAELIS –
 MENTEN KINETICS 

 There are two notable simplifying conditions of the Michaelis – Menten equation. If  K m      >>     C , 
then Equation  10.4  reduces to

    dC dt V C Km/ [ ]/[ ].max= − ⋅     (10.14)   

 This is equivalent to fi rst - order elimination after IV administration in a one - compartment 
model, where  dC / dt     =     −  k  el  ·  C . Thus, assuming elimination by a single biotransformation 
process, the fi rst - order elimination rate constant  k  el  used throughout Chapter  8  is

    k V Kmel = − max / .     (10.15)   

 Note the similarity of these two equations to those developed in Chapter  7  (Eqs.  7.4  
and  7.5 ). 

 As suggested in the beginning of this chapter, since most drugs administered at normal 
dosages seem to obey fi rst - order elimination kinetics, Equation  10.15  supports the hypoth-
esis that typical therapeutic dose regimens lead to drug concentrations at the active site(s) 
in the body that are well below the  K m   of the involved associated enzymology. 

 However, if  K m      <<     C  and the concentration at the active site exceeds enzymatic capacity 
and saturation occurs, then Equation  10.4  collapses to

    dC dt V K/ .max= − = 0     (10.16)   

 The rate in this case is independent of drug concentration (i.e., a constant) and solely 
dependent on the rate of enzymatic activity, which describes a zero - order process and is 
exemplifi ed by ethanol, as discussed above. The implication of this scenario was fully 
discussed in Chapter  8 . 

 Often, drugs are found to be eliminated by both fi rst - order and nonlinear processes in 
parallel. In such cases, Equation  10.4  must be expanded to include the strictly fi rst - order 
elimination processes:

    dC dt V C K C k Cm/ [ ]/[ ] ,max= − ⋅ + − ′ ⋅el     (10.17)  

where   ′kel is a rate constant representing one or several parallel fi rst - order processes and, 
assuming one - compartment elimination, would be

    ′ = ∑k kel el,     (10.18)  
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where  k  el  are the fi rst - order elimination rate constants of the fi rst - order elimination process 
from the central compartment. Similarly, we could defi ne multiple capacity - limited pro-
cesses, and the general version of Equation  10.17  would be

    dC dt V C K C k Cm/ [ ]/[ ] ,max= − ⋅ + − ′ ⋅∑ el     (10.19)  

where all relevant saturable elimination processes defi ned for the central compartment 
are taken into account. Integration of Equations  10.17  or  10.19  do not yield an explicit 
general solution for  C . As can be appreciated from this illustration, the presence of 
mixed - order kinetics rapidly complicates a pharmacokinetic study, and the statistically 
valid estimation of this many parameters requires a signifi cant number of data points 
based on degree - of - freedom limitations (discussed in detail in Chapter  14 ). Such models 
are rarely encountered in the clinical and comparative biomedical literature. Their 
analytical solutions are complex and in most practical scenarios, there is not suffi cient 
data to employ them. When such complexities occur in drug disposition, the modern 
approach would be to use physiologically based pharmacokinetic models as introduced 
in Chapter  11 . 

 The organ in which metabolic saturation is most likely to occur is the liver since most 
drugs are metabolized there. The reader should review the physiological basis of hepatic 
biotransformation in Chapter  7 . Because capacity limitation typically is important only at 
relatively high drug concentrations, the most likely setting for its occurrence is during 
absorption via the portal vein since drug concentrations are generally much higher during 
this fi rst pass into the liver than after entry into the general circulation. In those cases where 
metabolic activity is saturated, a greater portion of the drug gains entry into the general 
circulation unchanged, which leads to greater systemic availability of unchanged drug. A 
compound that absorbs more quickly will get a greater fraction of its dose into the general 
circulation (hence greater systemic availability of unchanged drug) than one that absorbs 
more slowly, when hepatic enzymatic processes are within the saturation range. This fact 
must be considered when designing timed - release formulations because the resulting lower 
portal vein concentrations may mitigate saturation to an extent that may drastically depress 
systemic availability of unchanged drug.  

   10.3    THE IMPACT OF CAPACITY - LIMITED KINETICS AND 
VARIOUS PHARMACOKINETIC PARAMETERS 

   10.3.1    Elimination  h alf -  l ife 

 As long as blood concentrations of the drug are in the saturable range, any observed plasma 
half - life ( T   ½  ) will not be constant and will change continuously with drug concentration. 
Recall from earlier discussions in this text that half - life is a fi rst - order concept. However, 
plasma concentrations are often analyzed without thinking that zero -  or mixed - order kinet-
ics may be operative. When this occurs, half - life is not stable. These issues were discussed 
in Chapter  8  but will be expanded upon here.

    T K C Vm½ = +[ . ( )]/ .max0 693     (10.20)   
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 The higher the concentration, the smaller the fraction cleared per unit time, and the 
longer the apparent half - life becomes. Thus, it is in the higher concentration (dose) ranges 
(e.g., toxic drug overdoses) where this phenomenon is particularly important. For parallel 
saturable and nonsaturable processes, it can be shown that

    T V C K C k Cm½ = ⋅ + − ′0 693. /{[ ]/[ ] }.max el     (10.21)   

 The extent of half - life dynamics will depend on the relative fraction of the saturable 
elimination pathway utilized by the drug. As drug concentrations are increased in this case, 
the apparent elimination half - life will tend to stabilize more or less asymptotically at a 
value larger than that measured at relatively low drug concentrations. The elimination half -
 life would ultimately become independent of concentration because the nonsaturable com-
ponent becomes dominant and controls the new half - life, with negligible contribution from 
the saturable component. The effect of drug concentrations on the half - life of drugs that 
are cleared by nonsaturable, saturable, and combined parallel saturable and nonsaturable 
pathways is illustrated in Fig.  10.8 . One potentially profound consequence of the increase 
in apparent half - life with increasing drug concentrations is increased and prolonged drug 
accumulation with repeated dosing, and an increase in time to reach steady state. As dis-
cussed in Chapter  15 , the impact on the design of bioequivalence studies for such drugs is 
signifi cant.    

   10.3.2     AUC  

 For a one - compartment model drug obeying linear fi rst - order kinetics, we have seen in 
Chapters  8  and  9  that AUC is directly proportional to dose (Fig.  10.4 ):

    AUC el B= ⋅ =D Vd k D Cl/( ) / ,     (10.22)  

     Fig. 10.8     Effects of drug concentration on half - life. When elimination proceeds exclusively by linear, 
nonsaturable elimination processes,  T   ½     is independent of dose (i.e., concentration) and  T   ½   is thus con-
stant. For elimination that proceeds exclusively by saturable processes,  T   ½   rises without bound as a 
function of dose, whereas if both linear and nonlinear processes are operative, the relationship between 
dose and  T   ½   is sigmoidal.  
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where  D  is the available dose and  Vd  is the volume of distribution. Unfortunately, nonlinear 
elimination processes generally destroy this proportionality between dose and AUC. In this 
situation, the AUC following an IV bolus injection of a drug that is eliminated by a single 
capacity - limited pathway is given by

    AUC = +( / )( / ).maxC V K Cm0 0 2     (10.23)   

 When the initial drug concentration,  C  0 , is much less than  K m  , this reduces to

    AUC el= ⋅ = ⋅( )/ /( ),maxC K V D Vd km0     (10.24)  

which is again identical to the nonsaturable situation of Equation  10.22 . On the other hand, 
if  C  0     >>     K m  , then Equation  10.23  collapses to

    AUC = = ⋅C V D Vd V0
2 2 22 2/ / ( )max max     (10.25)  

since in Equation  8.14  (see Chapter  8 ) for a one - compartment system,  C  0  is simply the IV 
dose (amount,  D ) divided by the apparent volume of distribution ( Vd ). Here, the AUC is 
proportional to the square of the dose and inversely proportional to the square of the dis-
tribution volume.  Vd  should remain constant and should not infl uence drug levels from 
different doses. Therefore, drug concentrations within the saturable range lead to dispro-
portionately increasing AUC with increasing dose, as seen in the bottom of Fig.  10.4 . 

 Systemic bioavailability is generally determined by comparing the AUC resulting from 
the administration of some test dosage form to the AUC from the administration of a stan-
dard. Thus, such a nonlinear change in AUC with dose becomes important and invalidates 
using the simple test for comparison of AUC presented in Chapter  4  (Eq.  4.3 ), Chapter  8  
(Eq.  8.31 ), and many circumstances discussed in the bioequivalence determination in 
Chapter  15 . When such behavior is present, recommendations are to use the lowest dose 
possible to minimize this complex response.  

   10.3.3    Clearance 

 For nonlinear elimination processes, such as Michaelis – Menten kinetics, clearance is a 
nonconstant function of drug concentration. In the case of a one - compartment model with 
elimination by Michaelis – Menten processes and fi rst - order processes in parallel,

    Cl V Vd K C k VdmB el= ⋅ + + ′ ⋅( )/( ) ,max     (10.26)  

clearance decreases as the concentration increases, until at very high drug concentrations, 
 Cl  B  asymptotically reaches a lower limit of  k  el  ′  Vd . Fig.  10.9  illustrates this behavior of 
clearance as a function of drug concentration under the infl uence of parallel capacity limited 
and noncapacity - limited elimination processes by simulating Equation  10.26 .   

 This scenario was previously discussed in Chapters  6  and  8 . Recall the discussions 
where renal clearance varied as tubular secretion processes became saturated, as illustrated 
in Fig.  6.8 , and asymptotically approached renal clearance determined by glomerular fi ltra-
tion. In the case of the liver, when hepatic capacity is exceeded, and the drug has a low 
extraction ratio, total body clearance becomes independent of hepatic blood fl ow but sensi-
tive to the extent of plasma protein binding. In contrast, when biotransformation is not 
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saturated, the drug has a high extraction ratio, and clearance is independent of protein 
binding (as all drug can be extracted and metabolized) but is dependent on hepatic blood 
fl ow. The discussion in Chapter  7  on intrinsic hepatic clearance ( Cl  int ) (Eqs.  7.2  –  7.7 ) should 
be revisited now that the pharmacokinetics of nonlinear elimination has been presented.   

   10.4    OTHER NONLINEAR ELIMINATION PROCESSES 

   10.4.1    Absorption 

 As presented in Chapter  4 , there are many processes involved with extravascular drug 
administration in which nonlinearities may be involved, invalidating the use of linear 
pharmacokinetic models for data analysis. This can easily be tested by plotting percent 
dose absorbed after multiple dose administration. If absorption is linear, the percentage 
absorbed will be constant, while if saturation is present, a lower percent dose will be 
absorbed at higher doses, as is seen in the saturable topical absorption of parathion in pigs 
(Table  10.1 ). In such a case, pharmacokinetic models such as those described above must 
be employed.   

 Our laboratory has spent signifi cant effort in studying topical drug and pesticide absorp-
tion, and we have constructed complex pharmacokinetic models to describe these phenom-

  Table 10.1    Percutaneous absorption of topical parathion on pig skin demonstrating nonlinear absorp-
tion as evidenced by decreased percent dose absorbed at higher applied surface concentrations. 

   Dose     4    μ g/cm 2      40    μ g/cm 2      400    μ g/cm 2   

  Mass ( μ g/cm 2 /h)    0.32    ±    0.02    0.77    ±    0.11    1.86    ±    0.14  
  Percent dose/8   h    7.91    ±    0.38    1.91    ±    0.28    0.46    ±    0.04  

   Data are mean    ±    standard deviation.   

     Fig. 10.9     Bimodal clearance as a function of drug concentration. As concentration increases, clearance 
decreases due to the nonlinear processes until, at very high concentrations, it asymptotically approaches 
a lower limit of   ′k Vdel , which refl ects the linear elimination processes  . The simulation assigned the fol-
lowing values in Equation  10.26 :   ′ = −kel 0 2 1. min ;  Vd     =    60   mL;  K m      =    1.5    μ g/mL;  V  max     =    2    μ g/mL/min.  
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ena. Presentation of such models is well beyond the scope of this text; however, the 
interested reader should consult the Bibliography on parathion absorption and metabolism 
for application of many of these principles in both  in vitro  and  in vivo  systems.  

   10.4.2    Enzyme  i nduction 

 Some drugs infl uence their own clearance (and that of other substrates, in some cases) by 
directly or indirectly activating (inducing) the gene(s) that codes for the enzyme that 
metabolizes them. This type of kinetic negative feedback, called enzyme induction and 
discussed in Chapter  7 , is especially interesting because, in contrast to most pharmacoki-
netic parameters that are concentration dependent or dose dependent, this phenomenon is 
now time dependent, and results from real - time dynamic biochemical or physiological 
changes in the body (i.e., unscheduled protein synthesis in this case). An early model 
developed in 1965 by  Berlin and Schimke  described time - dependent enzyme concentration, 
 E ( t ), following induction using the following expression:

    E t S K S K S K e kt( ) / [ / / ]= − − ⋅ −
0 0     (10.27)  

where  S  0     =    initial (steady - state, before induction) zero - order rate of enzyme synthesis, 
 S     =    new (steady - state, after induction) zero - order rate of enzyme synthesis,  K  0     =    initial 
(steady - state, before induction) fi rst - order rate constant for enzyme degradation, and 
 K     =    new (steady - state, after induction) fi rst - order rate constant for enzyme degradation. 

 Note that, prior to induction ( t     =    0),

    E S K( ) / ,0 0 0=     (10.28)  

and at the new steady - state following induction ( t     =     ∞ ),

    E S K( ) / .∞ =     (10.29)   

 The pharmacokinetic implications of enzyme induction are important. It can be shown 
that the change in  V  max  during induction can be described as

    V t V V V e kt
max max max max( ) [ ( )] ,= ′ − ′ − ⋅ −0     (10.30)    

where   ′Vmax    =    the new (steady - state following induction) value at  t     =     ∞  and  V  max (0)    =    the 
preinduction steady - state value at  t     =    0. Similarly, the change in systemic clearance,  Cl  B ( t ), 
of a drug following self - induction can be described as

    Cl t Cl Cl Cl e kt
B B B B( ) [ ( )] ,= ′ − ′ − ⋅ −0     (10.31)  

where   Cl′B is the new (steady - state following induction) value at  t     =     ∞  and  Cl  B (0) is the 
preinduction steady - state value at  t     =    0. 

 The plasma drug concentration profi le under the infl uence of self - induction can be 
described for a one - compartment model where the drug is infused at constant rate  R  0  and 
eliminated otherwise by fi rst - order processes.

    Cl t R Cl eCl t Vd
B B

B( ) / ( )[ ]( ) /= −0
00 1     (10.32)   
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 Note that when induction begins,  Cl  B (0) in Equation  10.32  will be replaced by  Cl  B ( t ) 
(Eq.  10.31 ). Fig.  10.10  illustrates this by simulating Equations  10.31  and  10.32 .   

 Enzyme induction becomes an important factor with chronic drug administration and 
with many examples of environmental and occupational exposure to toxicants. If experi-
ments are conducted such that multiple pharmacokinetic trials can be done at similar doses 
over a prolonged period, the extent of induction can be quantitated. Examination of 
Equation  10.32  in the context of dosage regimens based on either infusions (see Eqs.  8.21  
and  8.22 ) or multiple - dosage regimens discussed in Chapter  12  suggests that if  Cl  B  is not 
constant, targeted plasma concentrations will not be achieved, which could have effects on 
effi cacy or toxicity, depending on the direction. 

 Other examples of time - dependent pharmacokinetic events include circadian rhythms 
and disease onset or chemical - induced toxicity in an organ of elimination. These events 
are often diffi cult to detect unless full metabolic studies are conducted or independent 
markers of toxicity are examined. Our laboratory has encountered two such cases. The fi rst 
was nonlinearity in the clearance of aminoglycoside antibiotics induced by direct drug 
toxicity to the kidney. In this case, high doses of gentamicin resulted in decreased clearance 
shown by drug accumulation and nonlinear dose - versus - AUC plots. Similarly, in percuta-
neous absorption studies of the chemical vesicant sulfur mustard (bis(2 - chloroethyl)sulfi de  ), 
severe vascular damage occurred as the compound was absorbed, necessitating construct-

     Fig. 10.10     Illustration of the infl uence of enzyme induction on clearance (upper plot, Eq.  10.31 ) and 
plasma concentration (lower plot, Eq.  10.32 ) profi les during an IV infusion. Induction occurs at  t     =    20   h. 
Clearance rises and plasma concentration falls sharply at induction before asymptotically approaching 
new steady - state values. Values assigned were preinduction clearance    =     Cl  B (0)    =    2   L/h; drug infusion 
rate    =     R  0     =    10   mg/min;  Vd     =    7   L; postinduction steady - state clearance    =      Cl′B    =    5   L/h; postinduction fi rst -
 order enzyme degradation rate constant    =     K     =    0.03   h  − 1 .  
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ing a toxicokinetic model that specifi cally altered vascular volume in proportion to absorbed 
chemical.   

   10.5    PROTEIN AND TISSUE BINDING 

 It is typically assumed that drug binding to plasma proteins and extravascular tissues is 
constant and independent of concentration at the binding site. However, as presented in 
Chapter  5 , protein binding is also saturable, and thus nonlinear pharmacokinetics may 
become operative. These changes have signifi cant impact on the pharmacokinetics of 
drugs impacted. Fig.  10.11  depicts the two major binding sites affecting pharmacokinetic 
behavior: vascular plasma binding to albumin, and nonvascular tissue spaces. The math-
ematics of this process has been presented in Equations  5.1  –  5.4  and will not be further 
developed here. As presented in Equation  5.6 , the fi nal volume of distribution is a function 
of the free fractions of drug in the vascular and tissue compartments. As discussed in the 
development of both compartmental and noncompartmental models, one assumes that 
elimination exclusively occurs from the vascular space. As one can appreciate from the 
discussion of Michaelis – Menten kinetics, the situation when saturation occurs rapidly 
becomes complex.    

   10.6    NONLINEAR PHARMACOKINETICS: A CAVEAT 

 The theories developed in this chapter are based on the assumption of a one - compartment 
model, but it enjoys general application regardless of model structure. As can be appreci-
ated, if multicompartmental models are operative, the mathematics becomes increasingly 
intractable. One caveat, however, should be raised here. In certain cases where single -

     Fig. 10.11     Schematic of model of extravascular and intravascular tissue and plasma protein binding, 
respectively. The model assumes elimination ( k  el ) of free drug from the plasma space exclusively, and 
only free drug is able to traverse vascular epithelia.  
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 compartment kinetics is erroneously assumed, the estimation of  K m   and  V  max  can be fl awed. 
Since the elimination rate constant  k  el     =     V  max / K m  , the estimate of  V  max  would be low because 
the estimated  k  el  would be lower than the actual value. 

 Sometimes it is diffi cult to distinguish between nonlinear processes and linear ones as 
they are manifested in the plasma concentration - versus - time profi les. An actual nonlinear 
mechanism (especially nonlinear binding) can be misinterpreted as a multiexponential or 
compartmental structure (e.g., an additional exponential term or compartment, respec-
tively), or a nonlinear plasma protein binding infl uence could mistakenly be subsumed 
under in a Michaelis – Menten construct. Conversely, the distribution characteristics of a 
drug could be misinterpreted as one or more nonlinear phenomena. With the discovery of 
active drug transporters (e.g., P - glycoprotein [Pgp]  ) impacting both distribution and elimi-
nation, this is even more complex. Often it is prudent to invest in additional experimenta-
tion to separate and rule out certain model structures. 

 Normally, linear processes can be separated from nonlinear ones by analyzing various 
dosages with both bolus and infusion profi les, as discussed above. As will be repeatedly 
stressed in Chapter  14  on experimental design, it is often cost - effective to conduct pilot 
studies to help select the proper model. As is too often the case, the use of pharmacokinet-
ics is judged erroneous when inconsistent results are obtained, when in reality the problem 
is often use of an inappropriate modeling strategy. A simple one - , two - , or noncompart-
mental analysis of single - dose plasma data is often not suffi cient to defi ne models for drugs 
that undergo extensive biotransformation or tissue binding. Thus, extrapolations using these 
approaches will neither be robust nor predict subsequent  in vivo  behavior. Similarly, when 
dealing with interspecies extrapolations, peculiarities in metabolism or binding may only 
occur in a single species, and without knowledge of these differences, erroneous extrapola-
tions may be made. Simple multidose IV pilot studies may prevent these pitfalls.  
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  11    Physiological Models  

  with   Teresa     Leavens       

     All of the pharmacokinetic modeling strategies presented up to this point have assumed 
that the defi ning criteria for a compartment or kinetic space was an anatomically hetero-
geneous group of tissues that could be described by single - rate equations since the disposi-
tion of drug within these areas had homogeneous rates. In compartmental terms, drug in 
these spaces could be characterized by a specifi c volume of distribution ( Vd   ) and pairs of 
intercompartmental microrate constants ( k xy  / k yx  ). Noncompartmental models made no 
assumptions about underlying anatomy nor physiology. The infrastructure of the compart-
ments were based on rates and were not unique (recall Fig.  8.20  in Chapter  8  for the pos-
sible confi gurations of a two - compartment model).  

   11.1    INTRODUCTION   

 Physiologically based pharmacokinetic (PBPK) modeling builds models based on compart-
ments that mirror the anatomical and physiological structure of the body. A PBPK model 
is constructed as a parallel series of organ compartments interconnected by the circulatory 
system as depicted in Fig.  11.1 . Specifi c organs are included in the model based on their 
relative importance in determining drug disposition for the compound being studied. Organs 
with similar physical and biochemical properties are often grouped together (e.g., slowly 
perfused organs such as muscle, skin, and bone). Compartments are connected to one 
another by arterial and venous blood supplies. If the lung is included in a model, it is placed 
in series with the plasma compartment since it receives the total of cardiac output via the 
right heart, while the rest of the tissues receive the output from the left heart. Thus, all drug 
will circulate through the pulmonary circulation before entering the systemic circulation.   

 The route of administration is also included as input into the relevant compartment. In 
the scheme depicted, the compound distributes to red blood cells (RBC), the kidney, and 
the liver and, furthermore, is eliminated by the latter two organs. The model is structured 
to handle either oral or topical administration. Inhalational administration would include a 
lung compartment placed in series with the blood. All other sites of compound distribution 
are pooled into a general tissue compartment. Each tissue is modeled as being composed 
of plasma and interstitial and intracellular components. 

 It is important to refl ect on the nature of these models for they are essentially an attempt 
to create a mathematical structure that quantitates the processes described in Fig.  2.1  
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(see Chapter  2 ). All of the physiological factors that impact on drug distribution and elimi-
nation, discussed in Chapters  4  –  6 , may be incorporated into the model. If a drug primarily 
distributes to the muscle, then it would be included as a tissue compartment. If the model 
were constructed to predict drug concentrations in a specifi c organ, that organ would be 
included. In most models, the liver and kidney are incorporated since their high plasma 
fl ow   :   tissue mass ratio coupled with their function as eliminating organs dictate that they 
are determining factors in predicting the overall disposition of the drug in the body. 

 The other major advantage of this approach is that many factors that can be experimen-
tally assessed in a specifi c organ may be incorporated easily into that organ ’ s disposition. 
PBPK models easily allow the incorporation of such data from  in vitro  systems. These 
include factors such as protein binding, active enzyme transport systems, local metabolism, 
and even pharmacodynamic (PD) effects on plasma fl ow. For example, if plasma and tissue 
protein binding were included, a component such as depicted in Fig.  10.11  (see Chapter 
 10 ) could be incorporated. The strategy is to describe these models on an individual organ 
basis and then link them, using plasma fl ow through the organs, to develop an overall model 
for disposition in the body.  

   11.2    MODEL CONSTRUCTION 

 The model is constructed by defi ning the rate of plasma fl ow ( Q ) and  Vd  of drug in each 
organ and then writing a mass balance equation describing the rate of drug input and output 

     Fig. 11.1     Structure of a physiologically based pharmacokinetic (PBPK) model incorporating disposition 
in plasma, liver, kidney, skin, and gastrointestinal tract. Elimination from the body occurs from the kidney 
( K  K ), liver ( K  L ) and gut lumen in feces ( K  F ). Oral absorption ( K  0   ) is allowed.  V  refers to organ volumes of 
distribution and  Q  to organ plasma fl ows. RBC, red blood cell.  
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for each organ. A common assumption for many PBPK models is that distribution between 
organs in the model is limited by blood fl ow to each organ. The basic form of these equa-
tions is based on the same principle as that of Fick ’ s law of diffusion (described in Chapter 
 6 ) for determining the renal clearance of a drug based on blood fl ow and extraction ratio 
( E ) previously introduced in Equation  6.2  (see Chapter  6 ). In this case,  E  is expressed in 
terms of an equilibrium ratio or partition coeffi cient ( R ) [ R     =    1    −     E ] as

    R R C Ctissue t tissue blood= = / ,     (11.1)  

where  C  tissue  ( C  t ) is the concentration of drug in the tissue and  C  blood  in the tissue venous 
blood at equilibrium. One uses hematocrit to convert between plasma ( C  plasma ) and blood 
concentrations. This is often referred to as venous concentrations ( C  ven ), and is analogous 
to the  C  p  encountered in previous chapters in which plasma concentrations were 
analyzed. 

 The differential equation describing the rate of change in drug concentration for any organ 
is simply the  “ rate in ”  minus the  “ rate out. ”  For any noneliminating organ, this becomes

    

dC dt

Q C

1 / ( ) ( ){ }

[( )

= −
= ⋅

Rate in Rate out noneliminating organ

t p −− ⋅
= ⋅ −

Q C R V

Q C C R V

t t t t

t p t t t

( / )]/

[ / ]/ ,

    

(11.2)

  

where  V  t  is the tissue volume that converts drug mass to concentration. 
 If the organ is an eliminating organ, then some fraction of drug will be removed through 

this process, thus reducing the venous output. This will be related to the clearance of the 
drug in that organ ( Cl  organ ) and  C  t . This can be expressed as

    dC dt Q C C R V C Clt t p t t t t organ eliminating organ/ { [ / ]/ } { ).= ⋅ − − ⋅     (11.3)   

 These equations describe the disposition of the drug in each organ component of the 
model. All that is now needed is to write an equation describing the rate of change of drug 
concentration in the plasma, which is the sum of the contributions of all organs:

    dC dt Q C R Q C Vp t t t t p vascularDose/ ( / ) .= + ⋅ − ( )⋅⎡⎣ ⎤⎦∑ ∑     (11.4)   

 As discussed for distribution in Chapter  5 , only free drug is distributed out of the vas-
cular space into tissue, and thus  C  p  should ideally be expressed as the free concentration 
 C  f . Equations in Chapter  5  describe plasma and tissue protein binding could be directly 
incorporated into these PBPK models if the drug ’ s characteristics warrant it. 

 Similarly, if a drug is metabolized in an organ, the Michaelis – Menten concepts intro-
duced in Chapter  7  and presented in Chapter  10  may be utilized in place of the  Cl  organ  term 
of Equation  11.3 . For the liver ( t     =     l    ), this would be

    dC dt Q C C R V C K C Vmfl l p l l f f t/ { [ / ] ( )/( )}/ ,max= − − ⋅ +     (11.5)  

where  C  f  is the free drug plasma concentration in the liver and  K mf   is the Michaelis constant 
expressed in terms of free drug. Depending on the compound, the metabolite may be 
entered back into a parallel PBPK model that describes the metabolite ’ s disposition in the 
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body; needed because the metabolite will have independent elimination and distribution 
characteristics from the parent or is excreted in the bile back to the gastrointestinal tract. 
The complexity of this compartment is dependent on how much data are available to handle 
biliary excretion, enterohepatic recycling, and fi rst - pass metabolism. Some workers have 
modeled drug transit through the gut as a function of gastrointestinal content fl ow and 
absorption from each region of the digestive tract. This results in a more complex model, 
providing input into the portal vein. The physiological basis for some of these models was 
presented in Chapter  7 , in which the hybrid PBPK model was introduced in Fig.  7.5 . 

 In a PBPK model, the overall volume of distribution  Vd  is easily related to the sum of 
the  Vd  of plasma ( V  vascular ,  V  p ) and all tissues volumes ( V  t ), or

    Vd V V Rss p t t= + ⋅∑ .     (11.6)   

 Finally, if absorption occurs in an organ, a term relating the administered dose to the 
amount and rate of absorption must also be included. When this occurs after oral absorp-
tion, the equation for the liver is often written in terms of absorption from the portal vein 
as a positive term adding drug input to the liver ( k  a  ·  F  ·  D ). 

 For topical delivery, a simple absorption rate may be added to the skin compartment, 
or the skin may be modeled in terms of stratum corneum (SC) penetration and dermal 
distribution. Our laboratory has used the output fl ux from the isolated perfused skin fl ap 
model to serve as the skin compartment of a PBPK model (recall Fig.  9.6  in Chapter  9 ), 
with the complexity of the skin component refl ecting the design of the specifi c experiment. 
In fact, this is a strength of this modeling approach, for  in vitro  organ studies may often 
be directly used in a whole - body model. Isolated perfused livers are often used to defi ne 
the Michaelis – Menten kinetics of a drug. Some modeling systems administer volatile drug 
via inhalation, obtain data on the rate of chemical uptake from the inspired air, and then 
collect tissue samples after equilibrium has occurred. To solve these models, air - to - tissue 
partition coeffi cients are determined. 

 For most tissues, equilibration among the plasma, interstitial fl uid, and cellular spaces 
is assumed to be rapid, and thus the  V  t  and  R  become a composite estimate for that organ. 
This could also be assessed  in situ  by use of microdialysis probes to directly assess inter-
stitial fl uid concentrations. If diffusional barriers exist (organ is membrane limited rather 
than fl ow limited as assumed above), or if extensive tissue binding occurs (e.g., consider 
Chapter  10 , Fig.  10.11  again), then such organs can be modeled with appropriate equations. 
The description of tissue concentration as being composed of vascular, extravascular, and 
tissue components is well handled by PBPK models for, as stressed in Chapter  8  on com-
partmental models, tissue concentrations may not correlate directly to a peripheral compart-
ment prediction since they are actually composed of multiple compartments. In a PBPK 
model, this integration is implicit to the model. As an example of nonfl ow - limited behavior, 
if diffusion from plasma to a tissue compartment is rate limiting, the plasma and tissue 
concentrations are modeled as separate compartments with uptake from the plasma into 
the tissue as a product of permeability, diffusion surface area, and concentration driving 
force. Perfusion -  and permeability - limited tissue distribution was conceptually introduced 
in Chapter  2  as illustrated in Fig.  2.7 . 

 In most cases, only specifi c organs are of interest and sampled in any study; the remain-
der are grouped as a general tissue compartment. If tissues composing this group have 
heterogeneous kinetic behavior for the compound being studied, two compartments may 
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be added, refl ecting this kinetic difference (e.g., slowly and rapidly equilibrating). In many 
cases, a specifi c tissue may be added because it is the target tissue for the drug of concern 
even if it has a minor infl uence on the total disposition of the drug in the body.  

   11.3    ANALYSIS 

 A complete PBPK model is then constructed using the differential equations for the plasma 
compartment and each tissue component modeled. The complete model thus consists of a 
series of differential equations, written in terms of  C  p , that must be simultaneously solved. 
This allows all compartments to be linked to one another. The data required to solve these 
are the  C  p  - versus - time data, as well as estimates of organ plasma fl ows, organ distribution 
volumes, and partition coeffi cients for the drug in each organ. Recall that these equations 
assume that equilibrium has occurred within each organ, such that  C  ven  refl ects  C  t . One 
does not  “ curve - fi t ”  plasma and tissue data in a PBPK model experiment; rather, one con-
ducts experiments to estimate these components and then simulates the entire model to 
assess how well the predicted concentration profi les in plasma, urine, and tissues match 
observed data.  This is conceptually very different from all of the previous modeling 
approaches discussed . The models are simulated using various software packages for 
solving ordinary differential equations, including ACSLX ™  (Aegis Technologies Group, 
Inc., Huntsville, AL), Berkeley Madonna ™  (University of California at Davis, CA), 
MATLAB  ®   (The Mathworks, Inc., Natick, MA), and others. All of these modeling 
approaches use numerical integration algorithms embedded in the software to calculate 
time estimates of each component equation and reiterate until an optimal model solution 
is achieved. PBPK models had their roots in chemical engineering, and thus many 
approaches use software developed from this discipline. 

 The techniques used to obtain these parameter values are varied and determine the 
experimental design. Organ blood fl ows and volumes are usually taken from historical 
sources such as those tabulated in Table  11.1 . The sum of all organ blood fl ows (excluding 
the lung, which, recall, is in series with the systemic circulation and thus has a total pul-
monary blood fl ow equal to the cardiac output) must equal the overall cardiac output of 
the animal. In other cases, blood fl ows may be directly determined using microsphere, laser 
Doppler velocimetry (LDV), or tracer dilution techniques. In contrast, the sum of all tissue 
volumes may be less than total body weight since some tissues are not perfused (e.g., fur, 
teeth). Again, the lung is not included in these calculations. The benefi t of using data col-
lected from the same animals as in the experimental study is to reduce variability, as 
individual differences in any of these major parameters will confound the result. Organs 
with large blood fl ows or distribution volumes will have more infl uence on the overall fi t 
to the model predictions than those with smaller fl ows or volumes making the overall 
goodness of fi t of the model heavily dependent on these organs (e.g., liver, kidney). Plasma 
fl ow can be calculated from the fraction of blood as hematocrit.   

 One piece of data needed for a PBPK model are estimates of  R  t , for which there are a 
number of approaches. The most robust method is to use an intravenous infusion to achieve 
steady - state blood concentrations. The animals are then sacrifi ced, and  R  for noneliminating 
organs is simply as defi ned in Equation  11.1  above. Alternatively, if a volatile compound 
is being studied, tissue   :   air and blood   :   air partition coeffi cients may be experimentally 
determined  in vitro , with their quotient being used as the estimate of  R  t ( C  t    :    C  a     ÷     C  p    :    C  a ), 
where  C  t ,  C  p , and  C  a  are tissue, plasma, and air concentrations, respectively. Intravenous 
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  Table 11.1    Representative physiological parameters for four species.   a    

   Parameter     Mouse     Rat     Dog     Human  

  Body weight (kg)    0.025  b      0.25  b      10.5  c      70.0  b    
  Volume fraction (% BW)                  
     Adipose    7.0    7.0    15.0    21.4  
     Bone    10.7    7.3    8.1    14.3  
     Brain    1.7    0.6    0.8    2.0  
     Gastrointestinal tract                  
        Contents    5.7    5.0    4.3    1.4  
        Emptied    4.2    2.7    3.7    1.7  
     Heart    0.5    0.3    0.8    0.5  
     Kidneys    1.7    0.7    0.5    0.4  
     Liver    5.5    3.4    3.3    2.6  
     Lungs    0.7    0.5    0.8    0.8  
     Muscle    38.4    40.4    45.7    40.0  
     Skin    16.5    19.0    9.1    3.7  
     Blood    4.9    7.4    8.2    7.9  
     Cardiac output (L/h)    0.84    6.62    176.1    312.0  
  Blood fl ow rates (% Cardiac output)                  
     Adipose  d      7.0    7.0    3.5    5.0  
     Bone  d      12.2    12.2    3.77    5.0  
     Brain    3.3    2.0    2.0    12.0  
     Heart    6.6    4.9    4.6    4.0  
     Kidneys    9.1    14.1    17.3    19.0  
     Liver    16.2    17.5    29.7    25.0  
        Hepatic artery    2.0    2.4    4.6    19.0  
        Portal vein    14.1    15.1    25.1    6.0  
     Lungs    0.5    2.1    8.8    2.5  
     Muscle    15.9    27.8    21.7    17.0  
     Skin    5.8    5.8    6.0    5.0  
     Alveolar ventilation (L/h)    1.75    7.94    145.5    210.0  

    a Except for body weights, values are from Brown et al.  (1997) .  
   b Source of values: Arms and Travis  (1988) .  
   c Source of value: Andersen  (1970) .  
   d No data; assumed equal to rat.   

dose bolus studies may also be used if simultaneous blood and tissue samples are collected 
for analysis after distribution pseudoequilibrium has occurred. Blood and tissue concentra-
tions are then plotted on a Cartesian plot, and a constrained linear regression through the 
origin is used to fi t the data. The slope of this line is used as the estimate of  R  t  for that 
tissue (Fig.  11.2 ). Severe deviations from linearity would be indicative of tissue binding 
or complex diffusion, which would require accounting for these phenomena in the differ-
ential equations for that organ. The value of  R  t  can also be estimated empirically from 
physicochemical properties of the drug and tissue (Schmitt,  2008 ). Finally, if no indepen-
dent estimate of  R  t  is available, then the PBPK model itself may be used to vary  R  t  to 
determine the best fi t to the data.   

 Many investigators use multiple doses of drugs to determine  R  t  to ensure that nonlinear 
behavior is not evident or, if it is present, to write equations that account for it. Whatever 
the method used to calculate ratios,  R  t  for an eliminating organ that has high intrinsic  Cl  organ  
relative to  Q  organ  may be misleading. However, if clearance is low compared with  Q  organ , 
the steady - state estimates are good approximations. Finally,  R  t s calculated for one species 
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may not always be applicable to another because of species differences in tissue composi-
tion. This question may be assessed using some of the allometric principles covered in 
Chapter  18 . The prudent investigator will determine these parameters for the species of 
interest to reduce extrapolation error, although PBPK modeling is probably the best 
approach to interspecies pharmacokinetics available at this point. 

 Tissue and plasma protein binding may be experimentally determined by the methods 
outlined in Chapter  5 . As mentioned earlier, estimates of  V  max  and  K m   may be effi ciently 
determined using many  in vitro  tissue preparations. The nature of the elimination of the 
drug by the kidney could be assessed using many of the principles presented in Chapter  6 . 

 The fi nal result of a PBPK exercise is a properly parameterized model that adequately 
fi ts all of the observed data. The output of such a model is a list of  R s and simulated versus 
observed concentration – time (C - T  ) and tissue - versus - time profi les, as simulated for a 
hypothetical drug in Fig.  11.3 . Note that the drug concentrations vary in magnitude as a 
function of the tissue, with liver and kidney typically showing the highest values. In this 
example, there is a peak in the muscle and skin profi les, indicating the time required to 
reach distribution equilibrium, a slower process for skin in this example. If the model does 
not reasonably predict concentrations for a specifi c organ, the structure of the equations 
for that compartment must be investigated. If a lack of fi t occurred in a primary organ such 
as the liver or kidney, the entire model would be unsatisfactory since they have such a large 
infl uence on overall disposition.   

 Most often the problem resides in an inappropriate or nonlinear  R  t , tissue binding, or 
diffusion - limited distribution. Various hybrid models could be constructed to address this 
problem by using empirical functions for  R  t  obtained by fi tting equation to the  C  - versus -  C  p  
data plots. The nature of these functions could then help defi ne the type of processes needed 
to be incorporated into the PBPK model. These could include nonlinear equations such as 
described in Chapter  10  for metabolism but instead parameterized for saturable transport 
processes.  

   11.4    ADVANTAGES 

 The most obvious advantage to the PBPK approach is that the model is based on both 
anatomical and physiological reality. It is a very powerful technique since C - T profi les can 

     Fig. 11.2     Estimation of effective tissue   :   blood partition coeffi cients ( R  t ) at steady - state using a  C  - versus -
  C  p  plot.  
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be simulated in different tissues of interest. It is also evident that interspecies differences 
in drug disposition can be easily tested by changing the organ - related parameters listed in 
Table  11.1 , running a simulation and comparing the predictions against limited experimen-
tal data points. If the fi t is reasonable, then one may be assured that no major species -
 specifi c factors are involved in the disposition process. Alternatively, one can easily 
incorporate  in vitro  data into the model to improve fi t. These models also allow one to use 
experimentally simpler  in vitro  systems to assess impact on  in vivo  disposition by inserting 
the  in vitro  system directly into a model. 

 Another major advantage is that if a properly constructed PBPK model is developed, 
then it can serve as the pharmacokinetic component of a so - called mechanistic 
pharmacokinetic – pharmacodynamic (PK - PD) model for drug action as each organ com-
partment in a PBPK model is ideal for modeling the so - called biophase where drug action 
occurs. 

 The other major advantage to PBPK models is that the effects of altered physiology are 
easily simulated by just changing the organ parameters in a model. This type of modeling 
has been extensively used in cancer chemotherapy to target drugs specifi cally to tumor 
sites. It is also a useful tool to extrapolate rodent data to humans for toxicology risk assess-
ment. The limitations to its widespread adoption are based on the extensive data required 
to adequately create a model and on diffi culties with assessing statistical properties of fi t 
and interindividual differences. Finally, these models may be linked to PD effect models 
(see Chapter  13 ) to derive PB - PK - PD   models. The advantage to this approach is that the 
tissue in which the receptors for activity are located may be specifi cally modeled as the 
biophase or effect compartment, making PD linkages easier to construct and physiologi-
cally more realistic.  

     Fig. 11.3     Observed versus model - predicted (mean    ±    SEM) concentration - versus - time profi les of drug 
in all organs modeled using a PBPK model structured according to Fig.  11.1 .  
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   11.5    APPLICATION TO  V ETERINARY  M EDICINE 

 A number of workers have begun to utilize PBPK models in problems directly relevant to 
veterinary medicine. Models for oxytetracycline in sheep (Craigmill,  2003 ), sulfamethazine 
in swine (Buur et al.,  2005, 2006 ), and melamine in pigs and rats (Buur et al.,  2008   ) have 
been described. This latter work illustrates the power of such models in the face of sparse 
data where estimates of tissue deposition were possible by using disparate data in pigs and 
rats to estimate oral absorption, renal deposition, and tissue withdrawal times of this toxi-
cant. Fig.  11.4  illustrates the range of model complexity possible depending on both avail-
able data and modeling needs. The sulfamethazine model was data rich and in addition to 
including multiple organs, biotransformation via hepatic acetylation was also included. 
This model then served as the basis for including probabilistic functions to describe intera-
nimal variability based on components of the model (e.g., independent estimates of varia-
tion in hepatic blood fl ow, protein binding). This model was then used to make population 
predictions for withdrawal time determinations. In contrast, the melamine model was 
designed to take into account minimal data available in the target species swine by using 
a PBPK model to link published rat data so that withdrawal time estimates for emergency 
decontamination of swine could be obtained. Since melamine is primarily cleared from the 

     Fig. 11.4     PBPK models of sulfamethazine and melamine deposition in swine illustrating the range in 
levels of complexity possible depending on available data and model needs. (a) Sulfamethazine PBPK 
model including multiple sampled tissue compartments and metabolic biotransformation. (b) Melamine 
contaminant model designed to link available swine and rat data.
  Source :   Adapted from Buur et al.  (2005, 2006, 2008) .   
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body by the kidney, this approach was acceptable. The structure of models required to study 
nanomaterial deposition in the body have also begun to be studied since tissue uptake and 
elimination pathways are signifi cantly different than that seen for diffusing organic chemi-
cals (Lee et al.,  2009 ). Such references should be consulted for further details on how such 
models are implemented.   

  These examples illustrate the underlying theme of this textbook, that pharmacokinetic 
models are tools to quantify biological processes . Depending on the amount of data needed 
and the precision of the prediction required, models can vary greatly in complexity. PBPK 
models are data intensive, but in some cases as for melamine, they can provide a physiologi-
cally relevant framework into which disparate data sources can be compared and integrated 
to solve immediate problems at hand. They also are ideal to develop biologically relevant 
interspecies models, a major need in comparative and veterinary pharmacology.  

   11.6    AN APPLICATION APPLIED TO A HYBRID MODEL 

 Now that the primary types of pharmacokinetic models have been presented, it is instruc-
tive to see how these various approaches can be combined using the basic construct of a 
PBPK model. We will close this chapter with an example of dermal absorption used by 
our laboratory. In the case of topical drug delivery, diffusion is the primary rate - limiting 
process governing drug movement across the SC and through the avascular regions of the 
epidermis and basement membrane zone. However, once the drug is in the dermal domain, 
fl ow - dependent vascular uptake predominates. The approach presented was necessary for 
certain transdermal drugs because both diffusion - limited and perfusion - limited scenarios 
may occur. PBPK models are better suited to describe fl ow - dependent processes, while 
compartmental schemes are often ideal to handle diffusion - limited disposition. 

 To follow up on the development of skin models previously presented in this book, we 
will describe a  “ hybrid ”  model, in which a compartmental scheme is used to describe the 
disposition in the epidermis, and a fl ow - limited physiologically based model is used to link 
this to the systemic circulation. We have used such a strategy (see Fig.  11.5 ) to describe 
drug disposition within isolated perfused skin fl aps after arterial drug administration. A 
version of this model was previously presented as the  “ skin output ”  component in Fig.  9.6  
(see Chapter  9 ). As one can see, this scheme also can be easily substituted for the skin 
component of Fig.  11.1  as it is constructed with arterial inputs and venous output fl uxes. 
This model was constructed to study cisplatin disposition, which demonstrated a membrane -
 limited disposition within skin and extensive nonreversible covalent tissue binding, modeled 
here as a slowly equilibrating compartment. The volumes of the vascular compartments 
were independently determined using dual radiolabeled inulin/albumin infusion studies and 
analyzing these data using noncompartmental methods presented in Chapter  9 . Similar 
studies were done to model drug - induced changes in capillary permeability (albumirilinulin 
volumes) when drugs induced vascular changes.   

 The absorption component may also be included to cover transdermal delivery. In this 
case, the output from this model assumes no arterial recirculation and thus is represented 
as a drug fl ux into the systemic model as depicted in Fig.  9.6  (see Chapter  9 ). Note the 
difference in the model structure for skin in Fig.  11.5 , which is based on vascular fl ux 
into and out of the dermis, versus Fig.  9.6 , which only allows unidirectional fl ux out of 
skin. However, if extensive redistribution occurs back to the skin, the elevated arterial 
drug concentrations may affect these processes, a scenario very diffi cult to account 
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for in other modeling schemes. This is especially critical when drug has an affi nity for 
the skin. 

 The true absorption profi le of a compound is also dependent on the solvent in which it 
is dosed. By again using a compartmental scheme to develop this model, compound fl ux 
into and through skin may be specifi cally linked to relevant biophysical properties of the 
skin and penetrating compound, links that require some of the nonlinear models presented 
in Chapter  10 . Such a model is structured as shown in Fig.  11.6 .   

 The compartments on the left represent the solvent; and the rest represent the primary 
compound of interest. This fl ux is then modeled using a variant of Fick ’ s law of diffusion 
(Eq.  2.1 , Chapter  2 ) rewritten to refl ect a variable diffusion  “ constant ”  and the experimental 
data available in our studies. Intercompartmental transfer rates are constants, except for 
those designated as functions of  t  by  k  ij ( t ).  J  92 ( t ) is a mass transfer function (fl ux), and is 
defi ned as

    J t A D t K C t K C t L92( ) { ( )[ ( ) ( )]}/ ,= ⋅ ⋅ − ⋅sv v sw T     (11.7)  

where  A     =    area dosed;  D ( t )    =    effective time - dependent diffusion coeffi cient that is a func-
tion of the inverses of the amounts of solvent (vehicle) (compartment 23) and solute 
(compartment 9) in SC;  K  sv     =    SC/vehicle partition coeffi cient;  K  sw     =    SC/water partition 
coeffi cient;  C  v ( t )    =     M  4 ( t )/ V  4 ( t )    =    surface drug concentration (compartment 4);  C  T ( t )    =     M  2 ( t )/
 V  2 ( t )    =    drug concentration in viable epidermis (compartment 2); and  L     =    length of path 
followed by diffusing molecules. 

 As presented in Chapters  3  and  4 , the SC is generally the rate - limiting diffusional 
medium in percutaneous penetration and is kinetically very complex. A simple fi rst - order 
rate constant refl ecting a constant  D  lacks the generality to address all but very specifi c 
experimental designs. In response to this complexity, instead of a rate constant describing 
transfer of drug from compartment 9 (SC) to compartment 2 (viable epidermis), this model 
assigns a nonlinear fl ux. As discussed in Chapter  4 , vehicles may alter intercellular lipid 
fl uidity, which would change the drug ’ s permeability constant. Vehicle to SC partition 
coeffi cients were determined by experimentally measuring vehicle - to - water and water - to -

     Fig. 11.5     Hybrid compartmental/PBPK model for drug absorption and distribution in the skin. Note 
the similarity to that presented in Fig.  9.6  (see Chapter  9 ) if arterial fl uxes into the skin are assumed 
negligible (  J01 0≅ ).  
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     Fig. 11.6     Hybrid compartmental PBPK model for drug and vehicle absorption and distribution in the 
skin. The compartments on the left (shaded) represent solvent/vehicle; those on the right represent the 
solute or compound of interest. The  k ij   or  k ji  , denote intercompartmental transfer rate constants between 
compartment  i  and compartment  j , while the  k ij  ( t ) denote nonlinear mass transfer rate functions. The two 
nonlinear rates defi ned are  k  48 ( t ) and  k  31 ( t ) for processes of evaporation of solute and dermal absorption 
of solute, respectively.  J  92 ( t ) describes fl ux (mass/time) of solute from compartment 9 (stratum corneum) 
to compartment 2 (viable epidermis). This is a dynamic function of relative concentrations in compart-
ments 4 (surface) and 2, and a function of the dynamic effective diffusion coeffi cient, which is in turn a 
function of amounts of solvent and solute in stratum corneum (compartments 23 and 9, respectively  ).  
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 SC partitioning and then applying a ratio approach similar to that earlier described for 
estimating the  R  t  from partition coeffi cients of volatile chemicals. Nonlinear rate functions 
of time were also assigned to two other intercompartmental rates in this model:

    k t s e qt
48( ) ,= ⋅ −     (11.8)  

where  k  48 ( t ) is the time - dependent rate from compartment 4 (surface) to compartment 8 
(surface loss, or evaporation) and  s  and  q  are constants, and

    k t p t31( ) ( ),= ⋅α     (11.9)  

where  k  31 ( t ) is the time - dependent rate from compartment 3 (dermis) to compartment 1 
(vascular space or capillary beds),  α  is a constant, and  p ( t ) is the involved capillary surface 
area (i.e., the effective surface area of exchanging capillaries introduced in Chapter  9  on 
discussion on Eq.  9.34 ). The surface evaporation rates were independently estimated in 
separate skin experiments. Fig.  11.7  illustrates a simulation of this model with phenol in 
ethanol, showing calculated versus observed isolated perfused porcine skin fl ap (IPPSF) 
venous fl ux profi les, simulated profi les for compartments 1 and 2, and the calculated time -
 dependent diffusion coeffi cient,  D ( t ), profi le.   

 The use of such a hybrid model allows one to probe the effects of solvent on the penetrat-
ing kinetics of a topically applied drug as well as to directly incorporate vascular changes 

     Fig. 11.7     Results of application of the model of Fig.  11.5    to data obtained from a study of percuta-
neous penetration and absorption of phenol following topical application of phenol in ethanol to the 
isolated perfused porcine skin fl ap. (a) Predicted (line) and measured (solid circles) venous fl ux ( μ g/mm) 
of phenol from the IPPSF; (b) predicted mass ( μ g) profi les in compartments 1 (capillary space under 
dosed area) and 2 (viable epidermis); (c) simulated effective diffusion coeffi cient (cm 2 /min) profi le.  
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detected as the experiment progresses. This model is fi t to the data by iterations much as 
was described above for PBPK models, with the goodness of fi t judged by how well the 
model predicts drug concentrations in all compartments sampled. The use of an  in vitro  
experimental tool such as the IPPSF allows cutaneous effl ux profi les to be simultaneously 
modeled with SC concentrations, skin depth of penetration data, and complete mass balance 
data collected in a single experiment. The predictions of this model may then be tested in 
a systemic pharmacokinetic experiment based on how well the input fl ux matches the 
observed C - T profi le. These models are used as tools to investigate the underlying biology 
of chemical disposition in skin, and to study the effects of chemical enhancers on the 
absorption kinetics of transdermal drugs. As is clearly seen in this example, no one 
approach (compartmental, noncompartmental, PBPK) is optimal for all biological situa-
tions. However, if one understands the basic assumptions, the approaches can easily be 
combined to facilitate the description of the underlying biology, the true goal of any phar-
macokinetic study.  
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  12    Dosage Regimens     

     The primary use of pharmacokinetics in a clinical setting is to calculate safe and effective 
drug dosage regimens for patients. These are generally based on target plasma drug con-
centrations that are believed to be therapeutically effective. The dose required to achieve 
and then maintain these target concentrations must be calculated using knowledge of the 
drug ’ s pharmacokinetic (PK) parameters in the individual animals.  

   12.1    DOSAGE REGIMEN DESCRIPTORS   

 This concept is best addressed by visualizing the drug ’ s concentration – time (C - T) profi le 
after multiple dose administration, as depicted in Fig.  12.1 . There are two descriptors of 
the dosage regimen that are important to describe a multiple - dose regimen. These are the 
dose ( D   ) and dosage interval ( τ ). The dose is further classifi ed as the initial or loading dose 
( D  L ) required to rapidly achieve an effective plasma concentration, and the maintenance 
dose ( D  M ) needed to sustain these concentrations. The resulting profi le is characterized by 
peak ( Cp  max ) and trough ( Cp  min ) plasma concentrations, which result after the animal has 
achieved a steady - state condition.   

 The shape of such a multiple - dosage regimen is dependent on the relationship between 
the  T   ½   of the drug and the length of the dosage interval,  τ . Assuming that a single dose of 
drug is administered to an animal, the resulting C - T profi le after extravascular administra-
tion will resemble that depicted in Chapter  8 , Fig.  8.9  (plotted on a semilog C - T axis), 
which (plotted on a Cartesian C - T axis) is the fi rst shaded profi le in the left of Figs.  12.1  
and  12.2   . The area under the curve (AUC  ) of this C - T segment describes the quantity of 
drug cleared from the body (recall Chapter  8 , Eq.  8.18 ). If a second dose of drug were 
given after the fi rst dose was completely eliminated (e.g., approximately fi ve  T   ½  s as seen 
in Table  8.1 ), then this profi le would be repeated, as depicted in Fig.  12.2 . This dosage 
regimen, where  τ  is  >> 5  T   ½  , does not result in any drug accumulation in the body.   

 The peak and trough plasma concentrations of this multiple - dose regimen is the same 
as seen after a single dose, and Equations  8.15  and  8.28  (see Chapter  8 ) for an intravenous 
and extravascular dose, respectively, may be used to describe the profi le. The dose required 
to achieve a specifi c peak concentration, or  Cp  max , after administering a very rapidly 
absorbed preparation is obtained by rearranging the equation for volume of distribution 
(Eq.  8.14 ), which becomes
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    Dose = ⋅( ) .maxCp Vd     (12.1)   

 If the drug is not completely bioavailable (e.g.,  F     <    1), then this equation is divided by 
the systemic availability  F . For example, if 10   mg were the given intravenously (IV)  , and 
only half of this was absorbed after oral administration ( F     =    0.5), then 20   mg ( D / F ; 10/0.5) 
would be required to achieve the same plasma concentrations. Administering this dose at 
every  τ  will result in the same C - T profi le characterized by  Cp  max  and a  Cp  min  of essentially 
zero. 

 However, the more likely scenario is that depicted in Fig.  12.1 , in which a second dose 
is administered before the fi rst dose is completely eliminated from the body. In this case, 
the drug concentrations will accumulate with continued dosing. This accumulation will 
stop or reach a steady state when the amount of drug administered at the start of each 

     Fig. 12.1     Plasma concentration ( Cp ) - versus - time profi le after multiple extravascular drug administra-
tions demonstrating accumulation. Peak and trough concentrations represent those after achievement of 
steady state, at which the area under the curve (AUC) under a dosing interval  τ  (hatched area) is equal 
to that after a single dose (shaded area).  
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     Fig. 12.2     Plasma concentration ( Cp ) - versus - time profi le after multiple extravascular drug administra-
tion, with no accumulation resulting in independent pharmacokinetics described by two single - dose 
profi les.  
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dosing interval is equal to the amount eliminated during that interval. This can be appreci-
ated since at steady state, the AUC under one dosing interval is equal to that after a single 
dose administration. In fact, steady state could be defi ned as the dosing interval in which 
the AUC for that interval is equal to the single - dose AUC. Administering repeated doses 
at a  τ  defi ned in this manner will continuously produce a C - T profi le with the same peak 
and trough plasma concentrations.  

   12.2    PRINCIPLE OF SUPERPOSITION 

 This principle can be simply illustrated using a straightforward graphic approach. Fig.  12.3  
illustrates this procedure. To simplify the presentation, assume that we have a drug with a 
 Vd  of 1   L given at a dose of 200   mg. This would result in a  Cp  0  of 200   mg/L. If the  T   ½   is 
5   h and  τ  also is 5   h, then 50% of the drug would be eliminated in one dosing interval, 
resulting in a trough concentration at 5   h equal to 100   mg/L. If a second dose is then admin-
istered,  Cp  now becomes 300   mg/L (100    +    200) and the trough after two doses becomes 
150   mg/L (300/2). If this process continues, the peak and trough will approach their true 
steady - state values of a  Cp  max  equal to 400 and a  Cp  min  equal to 200 since at these concen-
trations, 200   mg would be eliminated during each dosing level, requiring 200 to be admin-
istered to replace this amount. Note that after fi ve dosing intervals (25   h in Fig.  12.3 ), the 
peak and trough concentrations are at 98% of their steady - state levels, the expected value 
from Table  8.1 .   

 This simple graphical approach, often referred to as the principle of superposition, may 
be used to plot the resulting C - T profi le seen after any multiple dose administration. 
However, I believe its main strength lies in its use to visualize what actually happens after 
multiple drug administration. For example, if one wanted to rapidly achieve the steady - state 
concentrations, one could administer a loading dose ( D  L ) that would start this process at a 
 Cp  of 400   mg/L. This dose would be calculated using Equation  12.1  as

     Fig. 12.3     Illustration of the principle of superposition and accumulation to steady state. (See text for 
full description.)  
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   DL mg L L mg= =( / )( )400 1 400   

 After one dosing interval, the trough concentration would now be 400/2    =    200   mg/L, 
and the maintenance dose ( D  M ) of 200   mg could be administered to immediately achieve 
the steady - state profi le! The average concentration of this profi le at steady state ( Cp  avg ) 
would be 300   mg/L ((400    +    200)/2). The fi nal dosage regimen would be characterized as 
follows:

   DL mg= 400  

   DM mg= 200  

   τ = 5 h  

   Cpmax /= 400 mg L  

   Cpmin /= 200 mg L   

 Recall from Chapter  8  that since log - linear decay (e.g., fi rst - order kinetics) is governing 
this C - T profi le, the average concentration obtained must be determined logarithmically; 
therefore,

   Cp eavg mg L= ≅+(ln ln )/ /400 200 2 283    

   12.3    DOSAGE REGIMEN FORMULAE 

 This essentially is the strategy needed to calculate any multiple - dose regimen; unfortu-
nately, in most cases, the numbers are not so easily obtained from a graphical analysis, and 
 τ  is not always equal to  T   ½  . There are a series of simple formulae derived from the principles 
outlined in Chapter  8  that can be used to precisely derive these profi les. These equations 
are embedded into a number of software products. 

 The fi rst is to determine  Cp  avg , which is a function of  Vd  and the ratio  T   ½  / τ , where

    
Cp F D Vd T

Cp Cp Cp C

avg
area= ⋅ ⋅ ⋅

= −
[( . )/ ] [ / ]

[ ]/[ln( /max min max

1 44 ½ τ
ppmin )].

    
(12.2)

   

 Recalling the relationship between  T   ½  ,  Cl  B , and  Vd  presented in Chapter  8 , and rear-
ranging Equation  8.20  (1/ Cl  B     =    1.44  T   ½  / Vd  area ), the fi rst part of Equation  12.2  is now

    Cp F Cl Davg
B= ⋅( / ) ( / ).τ     (12.3)   

 The derivation of the second part of Equation  12.2  will be evident in the discussion that 
follows (by substituting Eqs.  12.9  and  12.12  solved for 1.44  T   ½  / τ  and  F  ·  D / Vd  area , respec-
tively, in the fi rst part of Eq.  12.2 ). 

 Another relationship becomes evident. We learned in Chapter  8  that  Cl  B  is  D /AUC (Eq. 
 8.18 ), which allows Equation  12.3  to be algebraically expressed as  Cp  avg     =    ( F ) · (AUC)/ τ . 
This relation quantitates the observation presented earlier that the AUC under any dosing 
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interval  τ  will always be the same when steady - state conditions are achieved. This is in 
fact the meaning of steady state. 

   12.3.1    Accumulation 

 Two factors that are important in designing dosage regimens also emerge from Equations 
 12.2  and  12.3 . The ratio  D / τ  can be defi ned as the dosage rate and is the major determinant 
under the control of the clinician, which determines the amount of drug that will accumulate 
in the body. The ratio  T   ½  / τ  is a proportion relating the relative length of the dosing interval 
to the half - life of the drug. 

 If the inverse of this ratio is taken, the  relative dosage interval    ε may be defi ned as 
  ε τ= / T½. As will be discussed later, these two ratios provide useful parameters to gauge 
the shape and height of the C - T profi le produced by a tailored dosage regimen. 

 The primary factor governing the extent of drug accumulation in a multiple - dose regimen 
is the fraction of a dose eliminated in one dosing interval, termed  f  el . This can be easily 
calculated by fi rst determining the amount of drug remaining at the end of a dosing interval, 
 f  r . We showed earlier that the amount of drug in the body at any time  t  is given by the 
exponential (Chapter  8 , Eq.  8.7 ) relation  X     =     X  0   e   −    kt  . If one substitutes  τ  for  t  at the end of 
a dosing interval, then  f  r  is defi ned as

    f f X X e ek
r el t= − = = =− −1 0/ ,τ λτ     (12.4)  

where  k  is the fractional elimination constant or the relevant slope of the terminal phase 
( λ ) of the C - T profi le governing the disposition of the drug (Chapter  8 , Table  8.3 ). 
Therefore,

    f f e e eT
el r= − = − = − = −− − −1 1 1 10 693 0 693λτ τ ε. ( / ) . ( ).½     (12.5)   

 (It is instructive when studying these relations to recall that 0.693 is the ln2, and 1.44 
is 1/0.693.) Using  f  el , the peak and trough concentrations may be calculated as

    Cp F D Vd fmax /( )= ⋅ ⋅area el     (12.6)  

    Cp Cp fmin max( ) ( ).= ⋅ −1 el     (12.7)   

 If these formulae are used to characterize the C - T profi le in Fig.  12.3  ( D     =    200   mg, 
 Vd     =    1   L,  τ     =    5   h,  T   ½      =    5   h,  F     =    1), the following parameters could be calculated:

   λ = =0 693 5 0 1386. / . h  

   f e eel = − = − = − =− −1 1 1 0 5 0 50 1386 5 0 693( . )( ) . . .  

   Cpavg mg L= =[( . )( )( )/( )( )] /1 44 200 5 1 5 288  

   Cpmax /( )( . ) /= =200 1 0 5 400 mg L  

   Cpmin ( )( . ) /= − =400 1 0 5 200 mg L   

 The ratio of the fl uctuation in  Cp  max  and  Cp  min  can be determined using an approach 
similar to the one used to derive Equation  12.4  from Equation  8.7  (see Chapter  8 ) but 
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instead calculate the ratio  X  0 / X  t , which removes the negative sign from the exponential term 
( X  0 / X  t     =     e   λ    t  ); therefore,

   Cp Cp e Tmax min . ( / )/ ,= 0 693 τ ½  

and thus

    ln / . / . .max minCp Cp T= =0 693 0 693τ ε½     (12.8)   

 The dosing interval ( τ ) required to keep  Cp  within a desired maximum and minimum 
window is obtained by solving for  τ  as

    τ = 1 44. ln( / ).max minT Cp Cp½     (12.9)   

 These extremely powerful relationships demonstrate that the magnitude of fl uctuations 
in a C - T profi le is directly related to the  relative  dosage interval   ε. As either  τ  increases 
or  T   ½   decreases, this ratio will get larger and result in a greater fl uctuation in drug 
concentrations. Again, using the law of exponentials ( e x      =    1/ e   −    x  ), Equation  12.8  is equiva-
lent to

    Cp Cp e Tmax min . // / .= −1 0 0693 τ ½     (12.10)   

 However, we have seen from the rearrangement of Equations  12.4  and  12.5  that 
 e   − 0.0693  τ /   T   

 
½

 

  is also equivalent to 1    −     f  el . Thus, this ratio can be written in a form preferred by 
some workers as

    Cp Cp f fmax min/ /( ) / .= − =1 1 1el r     (12.11)   

 This ratio refl ects the amount of accumulation that occurs in a multiple - dose regimen. 
In our example above, when the drug was dosed at an interval equal to the half - life, the 
accumulation at steady state was twofold.  

   12.3.2    Calculation of  d osage  r egimens 

 Using these relationships, and rearranging Equation  12.6  to solve for dose, one can now 
derive the dosage formulae required to achieve a C - T profi le with specifi ed target peak and 
trough concentrations.  

    
D f Vd Cp F

Vd Cp Cp F

M el area

area

= ⋅ ⋅
= ⋅ −

[ ]/

[ ( )]/

max

max min
    

(12.12)
  

    
D D f

Vd Cp F

L M el

area

=
= ⋅

/

( )/max
      

(12.13)
   

 Equation  12.9  above is used to determine the appropriate  τ . Thus, to construct a dosage 
regimen, the only parameters that are required are the  Vd  area  and  T   ½   (and hence  λ  or  k  el ) of 
the drug, which are needed to calculate  f  el . If one is targeting only the average plasma 
concentration, then Equation  12.2  can be solved for dose as  
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 As discussed earlier, the magnitude of  f  el  is a good estimate of the degree of fl uctuation 
that occurs between the peak and trough concentration at steady state. As the ratio of  τ / T   ½   
or   ε approaches zero in Equation  12.5 ,  f  el  approaches zero, and the amount of fl uctuation 
in a dosage interval is minimal. (This can also be seen by examining Eqs.  12.8 – 12.11 .) In 
contrast, when this ratio is large,  f  el  approaches 1, and the peak and trough concentrations 
have a large degree of fl uctuation. 

 When  f  el  is very small,  Cp  max  approaches  Cp  min  since  f  el  approaches zero when  τ  approaches 
zero (see Eq.  12.5  and recall that the limit of  e   −    x   as  x  → 0    =    1). The resulting C - T profi le 
becomes characterized by  Cp  avg . This occurs when the drug is given as an intravenous 
infusion.  The rate of an intravenous infusion (R 0  mg/mm) is essentially an instantaneous 
dose rate and is equivalent to D / τ . When  R  0  is inserted in Equation  12.3  for  D / τ  and  F  is 
set equal to 1 (since an intravenous dose is by defi nition 100% systemically available),

    Cp R Clavg
B= 0 /     (12.15)  

    R Cp Cl0 ( /min) ,mg   avg
B= ⋅     (12.16)  

which is identical to Equation  8.21  (see Chapter  8 ) for the steady - state plasma concentra-
tion ( C  ss ) obtained after administering an intravenous infusion. If one desires that concen-
tration be achieved immediately, then a loading dose may be calculated as

    D Cp VdL
avg= ⋅ .     (12.17)   

 The  Vd  used in Equation  12.17  is debatable when multicompartment pharmacokinetics 
is operative. The discussion in Chapter  8  surrounding Fig.  8.17  is informative. For loading, 
 Vd  ss  would be ideal. In derivation of some equations above,  T   ½   is determined from the 
terminal slope of the C - T profi le,  λ . Therefore, when substituting in equations,  Vd  area  is 
generated. The important point is that a multiple - dose regimen is truly dependent on  Cl  B  
as derived above, and thus as long as an accurate estimate of this crucial parameter is 
obtained, dose regimens will be accurate. These issues are one reason noncompartmental 
approaches discussed in Chapter  9  are used to estimate  Cl  B  and  Vd . 

 Comparing Equations  12.2  and  12.15  is instructive since it demonstrates the depen-
dence of the average steady - state concentration on the rate of drug input ( R  0  or  D / τ ) in 
mass/time and the rate of drug elimination exemplifi ed by the clearance. When construct-
ing and comparing dosage regimens, the  Cp  avg  of any two regimens will always be the 
same as long as  D / τ  is constant. This factor becomes very important in Chapter  17 , in 
which dosage regimens are constructed for patients with impaired clearance due to renal 
disease (Eqs.  17.7  through  17.11 ). The larger the  f  el  or   ε is in a single dosage interval  τ , 
the greater the fl uctuation in plasma concentrations. To minimize fl uctuation but maintain 
a constant  Cp  avg , smaller maintenance doses ( D  M ) must be administered at shorter dosage 
intervals. 

 It is also important to stress at this point that the length of time required to achieve 
steady state for any dosage regimen is solely based on the rate - controlling  λ  or  T   ½   of the 
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drug in the clinical situation. Thus, with drugs having a prolonged half - life, a loading dose 
may often have to be administered to rapidly achieve therapeutically effective plasma 
concentrations. The more complex the distribution kinetics are, the more diffi cult it will 
be to rapidly achieve the target plasma concentration since the tissue compartment must 
fi rst be loaded before the plasma compartment can reach an equilibrium (again revisit 
Chapter  8 , Fig.  8.17 ). The only way to precisely counteract this is through the administra-
tion of an intravenous infusion protocol based on both distribution and elimination phar-
macokinetics, as in the text discussion of Fig.  9.5  and Equations  9.31  and  9.32 . 

 The principles presented in this chapter may be widely applied for a number of thera-
peutic situations. They will be revisited in Chapter  17 , which discusses dosage regimens 
for individuals with impaired renal function. Similarly, equations developed in this chapter 
will form the basis for calculating the withdrawal time needed to ensure that drug is com-
pletely eliminated from a food - producing animal before its edible tissues are consumed. In 
this case, the problem is conceptualized as constructing a dosage regimen whereby tissue 
depletion data are used, the fi nal trough or  Cp  min  is set as the legal tolerance of drug for 
that tissue, and the fi nal dosage interval  τ  is actually the withdrawal time. Thus, Equation 
 12.9  in this chapter will transform to Equation  19.4  for withdrawal time determination. 
These equations for a multiple - dosage regimen also come into play in some situations in 
Chapter  15  when multiple doses and accumulation occurs. The equations presented above 
can be used to determine when these situations may be important.  

   12.3.3    Other  c onsiderations 

 The astute reader should realize that the equations developed above are strictly applicable 
only to a drug having a disposition described by a one - compartment PK model. These 
relations will hold if the proper set of PK parameters for the time and concentration range 
of the targeted C - T profi le is employed (see Chapter  8 , Table  8.3 ). For most drugs employed 
in a therapeutic setting, the relevant  T   ½   will be that governing the elimination (or so - called 
 β  phase) of the drug ’ s C - T profi le. Similarly, the slope of the C - T profi le  λ  will often be 
 β . This assumption is valid as long as the distribution rate constants ( λ  1  or  α ) are much 
greater (more rapid, shorter  T   ½  ) than the elimination rate constants ( λ  2  or  β ). This works 
since, as discussed in Chapter  8 , the initial exponential term will disappear as time increases. 
However, when such parameters are employed, the proper volume of distribution term must 
be used ( Vd  area ) since the multicompartment characteristics of a drug will infl uence this 
parameter (recall relations presented in Chapter  8 , Eq.  8.50 ). If a deep compartment (e.g., 
 λ  3  or  γ  phase) exists and is not accounted for, the actual measured  Cp  min  will be greater 
than that predicted using  λ  2  or  β . 

 For drugs that undergo biotransformation, Chapter  10  should be consulted for equations 
relevant for these scenarios. The problem with drugs exhibiting nonlinear PK properties is 
that as drug accumulates, saturation may occur and the clearance operative at low  Cp s may 
be reduced at the higher concentrations seen at steady state. When a multiple - dosage 
regimen is administered,  T   ½   will not be constant and thus, if  τ  is not appropriately adjusted, 
accumulation will occur. In contrast, if the drug induces its own metabolism, the disposition 
and thus the required dosage regimen may be different after chronic use. 

 Other considerations are operative when administering extravascular drugs with rela-
tively slow rates of absorption. In many cases, the governing rate process may be the 
absorption phase ( k  a ), and a fl ip - fl op situation will occur. In this case, it will take fi ve 
absorption  T   ½  s to reach steady state, but  Cp  avg  will still be predicted from Equations  12.2  
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and  12.3 . The best approach to handle this is to use the actual equations governing the 
shape of the C - T profi le (e.g., Eq.  8.55 , see Chapter  8 , if a model is available) and solve 
for dose. These approaches are implemented in all major clinical PK software packages 
available today. It must be stressed that the principles involved are identical to those pre-
sented above except for the added computation burden introduced by the multiexponential 
equations employed. 

 These approaches to constructing dosage regimens are ideally suited when PK param-
eters are obtained from the noncompartmental models presented in Chapter  9 . In these 
cases, the same equations may be used. Similarly, the approaches presented above will be 
extensively revisited in Chapter  16  on population pharmacokinetics.   

   12.4    SOME COMMENTS ON EFFICACY AND SAFETY 

 The fi nal point to consider is the relationship between target  Cp  max  and  Cp  min  concentrations 
and therapeutic or toxic effect. The precise relationship between a PK profi le and pharma-
codynamic (PD) or toxicodynamic (TD) effects is presented in much greater detail in 
Chapter  13 . 

 The application of this to the design of clinical dosage regimens could be extrapolated 
from Equation  13.2 , which refl ects the effective dose in 50% animals ( ED  50 ) to the average 
plasma concentration that would result as a function of  Cl  B  and  F . Rearranging this equa-
tion yields

    EC ED F Cl50 50= ⋅( )/ ,B     (12.18)  

where  EC  50  is the predicted average plasma concentration effective in 50% of the animals. 
The similarity to the dosing equations previously presented (Eqs.  12.3  and  12.15 ) is direct. 
The question now at hand is how does one estimate the effective dose in the absence of 
the formal PK - PD models developed in Chapter  13 ? 

 It is instructive to realize that the form of a C - T profi le is by itself only dependent on 
the dosage regimen parameters ( D / τ ) and the pharmacokinetics of the drug in the patient. 
These are the drug and patient factors which determine the PK profi le. The clinician is in 
control of the dose and dosage interval  τ . 

 The issue is how does the resulting C - T profi le relate to drug effi cacy or toxicity. This 
is a function of the nature of the disease being treated and the  ED  50 . Does the drug act by 
binding to a specifi c receptor, in which case the PK - PD models developed in Chapter  13  
are useful if the parameters of the PD model are known. If the disease is a bacterial infec-
tion or a cancer cell in a tumor, then the relationship of drug exposure at the target site to 
effect must be known. Does irreversible killing occur or does the presence of drug only 
inhibit growth? Does drug toxicity to an eliminating organ such as the kidney or liver 
irreversibly alter the drug ’ s own clearance? 

 In the clinical domain, rules of thumb relating descriptive parameters of the C - T profi le 
(e.g.,  Cp  max ,  Cp  min , AUC, and time above target  Cp ) are often used. This concept is illus-
trated in Fig.  12.4 , which depicts a hypothetical C - T profi le versus various target  Cp s for 
effi cacy and toxicity. The resulting effi cacy or toxicity of the profi le is dependent on the 
underlying pharmacology and toxicology of the drug. These biological effects are often, 
although not always, correlated to plasma concentrations. As will be developed in Chapter 
 13 , the issue is actually whether the C - T profi le refl ects the drug concentrations at the tissue 
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site of infection. In some cases, there is a delay, which alters this relationship. However, 
all agree that the C - T profi le is better than correlations to dose alone since it is closer to 
the site of action and takes into account the drug ’ s PK disposition.   

 Thus, for a specifi c drug, one might have data indicating that effi cacy would occur when 
 Cp  is maintained above the effective low concentration in Figure  12.4 , and toxicity would 
be expected to occur only if concentration exceeded the toxic high level plotted. In this 
case, the dosage regimen that produced this C - T profi le would be considered optimal since 
at steady state, it is well within the  therapeutic window  defi ned by these two thresholds. 
However, if the effi cacy of the drug was defi ned by the effective high threshold plotted, 
the regimen would not be therapeutically effective. Similarly, if the relevant toxicological 
threshold were the toxic low threshold in this fi gure, one would predict that this regimen 
would be unsafe to administer. 

 It is important to realize that the mechanism of action for the pharmacological and toxi-
cological end points represented by these thresholds may be different, and thus some drugs 
may actually have toxic thresholds that are less than their effective levels. Such an example 
would be administering a nephrotoxic aminoglycoside antimicrobial drug to treat a patho-
gen that is moderately resistant to this drug, as indicated by a high minimum inhibitory 
concentration (MIC), in a patient with preexisting renal disease. 

 A more likely scenario often encountered in infectious disease therapy is administering 
a specifi c antibiotic regimen according to label conditions in patients infected with patho-
gens having different MICs. Fig.  12.5  illustrates this scenario with an antimicrobial used 
against pathogens with an MIC of 1    μ g/mL versus one with 5    μ g/mL. The steady - state C - T 
profi les plotted represent dosages of this drug administered (A) 6.6   mg/kg every 12   h, (B) 
11   mg/kg every 6   h, (C) 15   mg/kg every 8   h, and (D) 22   mg/kg every 12   h  . It is obvious that 
all four dosage regimens would be effective against a pathogen with a lower MIC; however, 
regimen (A) may not be effective against the pathogen with the higher MIC. If the drug 
required maintenance of effective plasma concentrations throughout a dosage interval, then 
one would opt for regimen (B) and, possibly, (C). If effi cacy was clearly associated with 
high peak plasma concentrations (e.g., an aminoglycoside), then regimen (C) or (D) might 
be preferred. It is instructive to realize that for the latter three regimens, the total daily dose 
is all approximately 44 – 45   mg per day.   

     Fig. 12.4     Relationship between a multiple - dose plasma concentration - versus - time profi le and thresh-
olds for effi cacy and toxicity that defi ne the therapeutic benefi t – risk ratio for the drug.  
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 There is an extensive amount of recent research on defi ning the nature of a C - T profi le 
that correlates to effi cacy for specifi c types of antimicrobial drugs. Aminoglycosides and 
quinolones have concentration - dependent killing profi les, while beta - lactam activity is 
dependent on duration of exposure. As will be seen in Chapter  13 , these differences can 
be explained using the Hill equation (Eq.  13.1 ). As discussed in the PK - PD chapter, this 
work tends to suggest a few rules of thumb applicable to the clinical design of dosage 
regimens: 

   •      Quinolones: Ratio of AUC/MIC  
   •      Aminoglycosides:  Cp  max /MIC  
   •      Beta - lactams: %  τ  with  Cp     >    MIC    

     Fig. 12.5     Relationship between different antimicrobial doses and dosage intervals ( τ   ) against a patho-
gen with a high or low minimum inhibitory concentration (MIC). Dosage conditions are (A) 6.6   mg/kg 
every 12   h, (B) 11   mg/kg every 6   h, (C) 15   mg/kg every 8   h, and (D) 22   mg/kg every 12   h. Hatched areas 
of the profi les are time greater than MIC.  
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 These types of PK - PD activities coupled with experimental and clinical studies have 
developed a few rules of thumb that expand upon these relationships and allow some 
generalizations to be attempted. For fl uoroquinolones, an AUC 0 – 24 /MIC    ≥    100 – 125 seems 
optimal. For aminoglycosides, the  Cp  max /MIC ratio  ≥ 10 for single - dose daily administration 
is suggested. For beta - lactams such as the penicillins and cephalosporins, continuous expo-
sure is desirable. This can be accomplished by relatively shorter  τ  to generate C - T profi les 
approaching an infusion. Alternatively, long - acting depository formulations could be used 
only if the resulting  Cp  is actually greater than the MIC as discussed in Fig.  12.5 . For 
macrolides, glycopeptides, lincosamides, and metronidazole, time greater than MIC seems 
important, although precise metrics have not been agreed upon. 

 A problem with this approach is that MIC is not a metric related to the rate of drug 
bacterial kill, which might better correlate to effi cacy. However, MIC is clinically available 
and thus is often used to quantitate effect. Similarly, the kinetics behind development of 
drug - induced resistance is not considered. 

 These  rules of thumb  are being presented here only to give an idea of how the dosage 
regimen equations can be used to structure C - T profi les specifi c to the drug, target and 
patient being treated. There is active work in these areas, and current literature in the spe-
cifi c discipline should be consulted. What will not change are the PK tools that can be used 
to help achieve these specifi c end points. 

 The toxicity of a regimen (e.g., an aminoglycoside) might also come into play when 
selecting the optimal strategy. The consensus among investigators is that aminoglycoside 
nephrotoxicity is best correlated to the trough ( Cp  min ) plasma concentration achieved at the 
end of a dosing interval, and not the peak concentration achieved ( Cp  max ) or total exposure 
to the substance (AUC). Such regimens are consistent with their concentration - dependent 
antimicrobial killing activity. In this light, regimens (A) and (D) in Fig.  12.5  would be 
selected based on both toxicological and pharmacological criteria. Regimen (D) may actu-
ally be the optimal approach. However, this decision is drug specifi c, and for those anti-
microbials for which time above MIC is required for effi cacy (e.g., penicillin) and peak 
concentrations correlate to toxicity, regimen (B) would be optimal. This could also be a 
function of the site of the infection (fi brous plaque in the heart vs. a renal medulla infec-
tion) and the distribution characteristics of the drug (see Chapter  5 ). 

 Similar considerations occur for other classes of drugs in which effi cacy and toxicity 
may be dependent on the different characteristics of the C - T profi le. A complete discussion 
of the specifi c approaches required for different drugs and clinical syndromes is well 
beyond the scope of this pharmacokinetics text. A text on clinical pharmacology should be 
consulted.  

   12.5    CONCLUSION 

 This chapter presented the fundamental concepts used to apply basic PK models to the 
selection and construction of dosage regimens. Other texts and references are available that 
provide equations for the more complex PK scenarios that may be encountered. However, 
it is the author ’ s fi rm conviction that most workers in this fi eld will use various commer-
cially available software packages or  “ homegrown ”  spreadsheets to calculate dosage regi-
mens. Whatever the complexity of the resulting dosage regimens obtained using these tools, 
the principles outlined above relating to dosage rate, accumulation, time to steady state, 
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and C - T fl uctuations will be operative and must be taken into consideration before admin-
istering them to a clinical patient. If the desired effects or untoward adverse effects occur, 
then the fi rst diagnostic technique performed should be to evaluate one ’ s assumptions 
concerning the underlying pharmacokinetics before other actions are taken.  

  FURTHER READING 

  The basic pharmacokinetic texts in the Bibliography in Chapter  8  should be consulted for discussions on 
pharmacokinetics of multiple - dose administration and the design of clinical dosage regimens. Similarly, 
the Bibliography in Chapter  13  should be consulted for more detailed aspects of modeling effi cacy of 
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  13    Simultaneous Pharmacokinetic –
 Pharmacodynamic Modeling  

  with   Pierre - Louis     Toutain       

     The initial chapter of this text covered the pharmaceutical and pharmacokinetic phases of 
drug disposition encompassed in quantifying absorption, distribution, metabolism, and 
elimination (ADME). The fi nal phase of modeling involves the coupling of drug concentra-
tion at the active site (pharmacokinetics, PK) to its biological (pharmacodynamics, PD) 
and its clinical effects (therapeutics). The present chapter will introduce the objectives, 
underlying concepts, methods, information, advantages as well as the limitations of the 
quantitative approaches to link these processes into complete models of drug disposition 
and action; an approach referred to as PK/PD modeling. Emphasis in this chapter will be 
placed on the major modeling steps for the PD components of the model. The PK approaches 
have been extensively discussed in Chapters  8  –  10 . The application of PK/PD modeling to 
rational development of veterinary drugs will be stressed. In many ways, the material in 
this chapter could actually comprise a separate book focused on what could be referred to 
as quantitative pharmacology or pharmacometrics. As this complex area is developed, the 
reader will see numerous parallels to the development of pharmacokinetic models discussed 
throughout the text. In order to be as complete as possible, this chapter also includes a 
number of recent applications specifi cally relevant to veterinary medicine.  

   13.1    OVERVIEW ON  PK / PD  MODELING     

 PK/PD modeling consists of describing and explaining the time course of the drug effect 
( intensity  or  frequency  of the observed response as quantifi ed by PD) via the time course 
of its concentration in the plasma (PK). The primary objective of PK/PD modeling is to 
estimate,  in vivo , key PD parameters of a drug to predict the time course of a drug effect 
under physiological and pathological conditions. Another objective of a PK/PD model is 
to increase the understanding of the underlying mechanisms of drug action. 

 PK/PD modeling is a versatile tool which is mainly used in veterinary medicine to select 
rational dosage regimens (dose, dosing interval) for confi rmatory clinical testing. The 
ultimate goal in therapeutics is to control a drug response, not drug exposure. In a clinical 
setting, this consists of the physician applying feedback (e.g., clinical outcome) from previ-
ous drug administration to directly adjust a dosage regimen as explained in Chapter  12 . 
This approach is effi cient for some drugs such as anesthetics or opioids for which the effects 
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are immediately observable and need to be adjusted without delay. However, for most 
drugs, this experience - based approach remains rather ineffi cient. For instance, optimizing 
the effect of an antibiotic in terms of effi cacy (e.g., minimum inhibitory concentration 
[MIC]) or resistance through clinical observation of symptoms is not suffi cient and the 
recourse to more advanced approaches is required. One should realize that systemic drug 
effect is mediated  via  the time - course profi le of drug concentration at the site of action —
 referred to as the  biophase  — and for drugs acting systemically, biophase drug exposure 
bears a proportional relationship with plasma concentration. Thus, monitoring plasma 
concentrations is a way to indirectly control the response to a drug, which is the essence 
of the PK/PD approach, that is, considering plasma concentration as the turntable between 
a dosage regimen and a clinical response. This implies that PK and PD events have to be 
considered simultaneously and linked using a fi t for the purpose model that is a PK/PD 
model. 

   13.1.1    When and  w hy  PK / PD   m odeling  s hould  b e  u sed 

 The effi ciency of drug development can be greatly improved through the use of a PK/PD 
modeling approach, rather than by studying in parallel PK and PD data. PK/PD modeling 
is applicable to all phases of drug development. PK/PD can be used very early in drug 
development from drug target discovery to bridging  in vitro  drug action and  in vivo  drug 
effects as is the case for antibiotics, or to discard compounds having an initial attractive  in 
vitro  potency but which are unable to maintain an appropriate sustained  in vivo  exposure. 
Later in preclinical drug development, the primary objective of PK/PD analysis is to 
provide estimates of the key  in vivo  PD properties of a drug (i.e., its potency, effi cacy, and 
selectivity) and to begin to explore the question of a dosage regimen. In veterinary medi-
cine, the PK/PD modeling approach also offers a conceptual framework for extrapolation 
between species and to predict drug effects under different physiological or pathophysio-
logical conditions. Later during clinical development, modeling clinical responses taking 
into account not only drug effects but also disease progression or any relevant physiopatho-
logical events on which the drug is acting or interacting may help to fi nalize an optimal 
dosage regimen. 

 By separating the two main sources (PK and PD) of inter -  and intraindividual variability, 
the PK/PD modeling approach can be used during clinical trials to identify the key factors 
allowing a dosage regimen to be individualized, taking into account either PK -  or PD -
 relevant covariables (population PK/PD modeling, see Chapter  16 ). Finally, PK/PD model-
ing can be used prospectively for some clinical trial simulations (CTS) to streamline their 
design or to explore  “ what - if ”  scenarios. Fig.  13.1  summarizes how PK/PD concepts can 
be used in preclinical and clinical product development in veterinary medicine.    

   13.1.2    Dosage  r egimen  d etermination: from  d ose  t itration to 
 PK / PD   m odeling 

 In veterinary medicine, the selection of a dose is generally based on dose - ranging studies 
using a simple parallel design. With parallel design, animals (healthy, experimentally 
infected, etc.) are randomly allocated to several dose levels and the effects are compared 
using a standard statistical test of the hypothesis as shown in Fig.  13.2 . This design has 
two serious limitations: fi rst, it is unable to provide information on the shape of the indi-
vidual dose – response relationship, which is relevant to discuss the drug selectivity that is 
sorting out desired and undesired drug effects. Second, the dose designated as the  “ effective 



     Fig. 13.1     Potential applications of PK/PD concepts during preclinical and clinical development of a 
veterinary product.  Adapted from Meibohm and Derendorf  (2002) . NDA, new drug application.     

Learning

D
ru

g
e
 D

is
c
o
v
e
ry

 

N
D

A
 A

p
p
ro

v
a
l

Confirming Predicting

Predictive
PK/PD

• Simulations
• Triaforecasting
• Bioequivalence

Preclinical PK/PD
•Integrated information supporting go/

no go decision

Clinical PK/PD
Population PK/PD

1.  To acquire basic  knowledge
on drug (potency, intrinsic
activity, selectivity…)

2.  Extrapolation from in vitro/ex
vivo to in vivo

3.  Interspecies scaling; allometry
4.  To be an alternative to dose-

titration studies to discover an
optimal dosage regimen 

• To adjust dosage
regimen to

different
subgroups of

animals (age, sex,

breed disease) 

     Fig. 13.2     Parallel (left) versus crossover (right) design for a dose - titration study. In a parallel design, 
animals (here  n     =    4 per group) are randomly assigned to one of the tested doses (0, 1, 2, or 3). Data 
analysis is performed by a test of the hypothesis (analysis of variance, ANOVA), the selected dose being 
one of the tested doses (no interpolation). Here, D2 would be selected because it gives a signifi cantly 
higher response ( * ) than D1 but is not signifi cantly (NS) different from D3. In a crossover design, all 
animals receive every dose to be tested and individual dose – effect curves are generated. For each indi-
vidual curve, PD parameters ( E  max ,  ED  50 ) can be computed and any dose over the tested range can be 
selected. Crossover but not parallel designs provide information about the shape of the dose – response 
relationship and the variability within the population.  
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dose ”  is not obligatorily the optimal dose. Indeed, the selected dose is highly dependent 
on the power of the design (number of tested animals), and trials with a small sample size 
generally lead to the selection of an oversized dose.   

 This classical parallel design remains the only usable one for antiparasitic and antibiotic 
drugs, because irreversible drug effects (i.e., pathogen eradication) are the pivotal out-
comes. In contrast, for drugs acting reversibly on a physiological system (e.g., cardiovas-
cular, nervous system, kidney), the most attractive design consists of using the so - called 
crossover design where each animal is tested with the different doses being investigated. 
In this way, individual dose – response curves can be generated. For a given animal, the 
dose – effect relationship can be described by a basic relationship of the form:

    Effect E
E Dose

ED Dose

n

n n
= ±

⋅
+0

50

max       (13.1)  

where  Effect  (dependent variable) is the predicted effect for a given  Dose  (independent 
variable);  E  0  is the effect without the drug (i.e., a placebo effect or the baseline response 
of the system);  E  max    is the maximum possible effect and  ED  50    is the dose producing half 
 E  max .  E  max  is a measure of the drug effi cacy, whereas  ED  50  is a measure of the drug potency. 
 E  0 ,  E  max , and  ED  50  are parameters. When an exponent ( n ) is included in the model, it refl ects 
the slope of the dose – effect relationship and can provide information on drug selectivity 
for the tested effect; this equation will be fully presented and discussed later with the pre-
sentation of Equation  13.3 . However, at this point, the reader should note the similarity of 
this nonlinear equations to those encountered in Chapter  5  for protein binding (Eq.  5.4 ) 
and in Chapter  10  (Eq.  10.4 ) for drug biotransformation. 

 When considering Equation  13.1 , it should be noted that  ED  50  is not a genuine PD 
parameter but rather a hybrid PK/PD variable. Actually,  ED  50  incorporates three different 
separate determinants, as described by the following relationship:

    ED
Clearance EC

Bioavailability
50

50= ⋅
    (13.2)  

where  ED  50  is a daily dose able to maintain an average plasma concentration equal to  EC  50   ; 
 EC  50  is the steady - state plasma concentration producing half  E  max ;  Clearance  is the daily 
plasma clearance ( Cl  B  from earlier chapters), and  Bioavailability  is the extent of the sys-
temic bioavailability (for the extravascular route of drug administration —  F ) as previously 
defi ned in Chapter  8 . 

 Fig.  13.3  shows the fundamental differences between a dose - ranging trial (also called 
dose - titration trial) and a PK/PD trial. Fig.  13.4  further illustrates this difference in a study 
designed to determine a gonadotropin - releasing hormone (GnRH) dose to reestablish 
estrous cycles in cows with ovarian cysts, using the pituitary luteinizing hormone (LH) 
response as a surrogate end point.   

 Both approaches aim at documenting the same relationship between dose and drug 
response. In a PK/PD analysis, the dose is replaced by the plasma concentration profi le (or 
the area under the curve [AUC]  , i.e., the internal exposure) to explain the effect closer to 
the site of action independent of confounding PK factors acting on the administered dose. 
It enables one to estimate the drug potency in terms of an  EC  50  (or AUC 50 ) rather than 
 ED  50 . Unlike  ED  50 ,  EC  50  is a genuine PD parameter. For a given end point, a single (steady -
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 state)  EC  50  value exists, which is infl uenced by neither PK parameters nor the route of 
administration or the formulation. Moreover, because  EC  50  is a drug - dependent parameter 
( ED  50  is both a drug -  and formulation - dependent variable), the use of a PK/PD approach 
precludes the need for multiple trials as with dose - ranging. If a drug sponsor decides to 
develop another formulation, he will not need to perform a new PK/PD trial, but simply a 
new PK study to predict the infl uence of the bioavailability factor on the effect. For this 
reason,  EC  50  is much more attractive than  ED  50 , and its determination is one of the main 
goals of a PK/PD experiment.  

   13.1.3    Plasma  c oncentration  a s a  “  d riving  f orce ”  for 
 p harmaco/toxicodynamic  e ffects 

 As discussed in Chapters  2  and  5 , it is a tenet in pharmacology that the free plasma con-
centration is the driving concentration  “ controlling ”  all other local concentrations after a 
systemic drug administration. In addition, plasma remains the most easily accessible body 
compartment to measure free drug concentrations. Thus, the plasma concentration can play 
the genuine role of a  “ driving force ”  for a pharmacodynamic or a toxicodynamic effect, 
consistent with it being the central or reference compartment in both compartmental and 

     Fig. 13.3     Dose – effect relationship versus PK/PD modeling. Both approaches aim at documenting the 
same relationship between dose and drug response. A dose – effect relationship is a black - box approach 
in which the dose is the explicative variable of drug response. In a PK/PD approach, the black box is 
opened, thereby enabling the two primary processes that separate dose from response to be recognized. 
In the fi rst step (PK), the dose is transformed into a plasma concentration profi le. In the second step (PD), 
the plasma concentration profi le becomes the variable that explains the drug response. The diffi culty 
with the PK/PD approach is that the development of the effect and plasma concentrations over time is 
usually not in phase. This means that a hysteresis loop is observed when the response is plotted against 
plasma concentrations and data modeling is required to estimate the PD parameters ( E  max ,  EC  50 , and 
 slope ).  
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     Fig. 13.4     Dose versus exposure – effect relationship. (a) The classical dose – effect relationship is plotted 
with the gonadotropin - releasing hormone (GnRH) dose (0, 50, 100, or 200    μ g  in toto ) as the independent 
variable and the overall LH response (AUC LH, nanogram · hours/milliliter). When analyzed as a parallel 
design (i.e., ignoring that each cow was tested four times), this design is unable to provide information 
on the shape of the individual dose – response curves and the effective dose is imposed by the statistical 
analysis, that is, by testing the null hypothesis with an analysis of variance (ANOVA). (b) The dose, as 
an explicative variable, has been replaced by the individual GnRH exposure (GnRH AUC, picogram · hours/
milliliter), which allows better characterization of the mean response curve; using a minimal PK/PD 
model, GnRH effi cacy and potency can be computed. This approach is a  “ naive pooled data approach ”  
and does not guarantee that the individual concentration – effect relationship has a similar shape to the 
mean shape, and a more advanced PK/PD modeling consisted of analyzing the individual time develop-
ment of LH responses versus the plasma concentration versus time of GnRH (see Fig.  13.19 ).  
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stochastic PK models developed in Chapters  8  and  9 . The plasma concentration profi le is 
inherently more informative than the administered dose and in most cases the  in vivo  
plasma concentration of a drug has proved to be the best predictor of the drug ’ s effect. The 
dose is only a nominal mass fi xed by the clinician, providing no intrinsic biological infor-
mation. In contrast, the concentration versus time profi le is controlled by both the dose 
(clinician) and the animal (through its physiological processes such as plasma clearance 
and distribution). In addition, plasma concentration profi les provide temporal data, allow-
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ing a PK/PD trial to include time as an independent variable in a PK/PD model, enabling, 
for example, not only a dose, but also a dosage interval to be determined.  

   13.1.4    Tissue  s ites  o ther  t han  p lasma  c oncentrations to 
 e xplain  e ffects 

 Any biological fl uid concentrations having the status of  “ driving force ”  can be considered 
for PK/PD modeling if the concentrations are kinetically and biologically closer to the 
effect. For example, all kidney loop diuretics act on the apical membrane transport of Na  +   
and Cl  −   of the thick ascending loop of Henle in the kidney by inhibiting Na  +   - K  +   - Cl  −   cotrans-
port processes that is from the urine space, not from the blood compartment. This location 
can be appreciated by examining Fig.  6.4  in Chapter  6 . This requires that loop diuretics 
should gain access to the urine (fi ltration, secretion) to locally achieve high enough con-
centrations. From a PK/PD modeling perspective, the urine concentration is the relevant 
driving concentration to describe the diuretic effects of loop diuretics and to investigate 
the consequences of impaired renal function. In contrast, plasma concentration is the rel-
evant concentration to investigate systemic effects of these agents on Na  +   - K  +   - Cl  −   cotrans-
port processes in nonrenal tissue and especially to investigate any side effects of loop 
diuretics such as deafness. 

 Transudate and exudate fl uids inside a tissue cage or indwelling microdialysis probe can 
also be selected as a driving force to explain the effect of antibiotics on microorganism or 
the effect of nonsteroidal anti - infl ammatory drugs (NSAIDs) on targeted enzyme systems. 
Other fl uids have been used to establish a mechanistic PK/PD relationship including milk 
(for antibiotics), synovial fl uid for NSAIDs, as well as cerebrospinal fl uid for anesthetics 
and analgesics. Yet, plasma concentration remains the most useful biological matrix for 
monitoring purposes, the ultimate objective being to control this plasma concentration by 
an appropriate dosage regimen.   

   13.2    THE BUILDING OF  PK / PD  MODELS 

   13.2.1    Components 

 The process for building a structural PK/PD model generally involves four different 
submodels: 

   •      a PK model transforming the dose into a concentrations versus time profi le. These have 
been presented in Chapters  8  –  10 ;  

   •      a link model describing drug transfer from plasma to the biophase;  
   •      a system model that describes the physiological system or the pathological process on 

which the drug is acting;  
   •      a PD model relating biophase concentration to an effect on the system.    

 In addition, any structural PK/PD model can be completed by a statistical model that 
describes the error component of the model and that is typically estimated in population 
PK/PD investigations, as presented in Chapter  16 . Depending on the drug and the purpose 
of the modeling, the four structural submodels may or may not be involved. We will fi rst 
describe the different PD models.  
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   13.2.2    Pharmacodynamic  m odels 

 There are two main types of PD models, describing either a  graded  concentration – effect 
relationship or a  quantal  concentration – response relationship. 

 A graded model is used when the response to different drug concentrations can be 
quantifi ed on a scale (e.g., body temperature, survival time). In a quantal model (also known 
as a fi xed - effect model or all - or - none effect model), the described effects are nominal 
(categorical) (e.g., dead or alive, parasitic cure or not, appearance of unwanted effects or 
not). A graded dose – effect relationship can be measured on a single animal that is exposed 
to a range of doses, the  intensity  of the response being related to the dose. For quantal 
dose – response (or exposure – response) relationships, the dose or exposure is not related to 
the intensity of the effect but to the  frequency  of an all - or - none effect. Thus, quantal dose –
 response relationships are established in a population of animals that are exposed to a range 
of doses. Quantal responses are often clinical end points, whereas graded responses are 
often biomarker concentrations or surrogates used to replace clinical end points of ultimate 
interest in PK/PD models. 

 The most general model for a graded effect relationship is the Hill model, also known 
as the sigmoidal  E  max  model:

    E t E
E C t

EC C t

n

n n
( )

( )

( )
max= +

⋅
+0

50

    (13.3)  

where  E ( t ) is the effect observed for a given concentration at time  t , that is,  C ( t ).  C ( t ) 
describes the PK model and explicitly introduces the variable time ( t ) in the model (that 
is the main difference with Eq.  13.1   );  E  max  is the maximal effect attributable to the drug; 
 EC  50  is the plasma concentration producing 50% of  E  max ; and  n  is the Hill coeffi cient (no 
dimension), representing the slope of the concentration – effect relationship. The power 
function ( C n  ) fi rst encountered in Chapter  8  (see Eq.  8.59 ) has been introduced in this 
equation to bring an appropriate fl exibility for describing a great variety of shapes of the 
concentration – effect relationships seen in Fig.  13.5 . Equation  13.3  was fi rst formulated in 
1910 for studying the O 2  and hemoglobin association – dissociation process and subsequently 
used for more complex binding processes such as drug - receptor binding. When  n     =    1, 
Equation  13.3  is analogous to the Michaelis – Menten equation as derived and explained in 
Chapter  10 , Equation  10.4 . Many drug effects involve modulation of a physiological vari-
able (e.g., blood pressure) and the inclusion of the term  E  0  in Equation  13.3  indicates the 
presence of a baseline effect.  E  0  can also represent a placebo effect.  E  0  may not be a con-
stant: if the baseline is subjected to some variation, it should be modeled (see later).   

 The sigmoidal model shows a great degree of fl exibility and other simpler models can 
be viewed as particular cases of the sigmoidal model. For example, when  n     =    1, the Hill 
model is reduced to the classical  E  max  model, which corresponds to a rectangular hyperbolic 
function:

    E t E
E C t

EC C t
( )

( )

( )
max= ±

⋅
+0

50

    (13.4)   

 The  E  max  model originates from the classical receptor theory, but in PK/PD modeling, 
it serves primarily as an empirical model. From this equation, the three main PD parameters 
can be defi ned (Figs.  13.6  and  13.7 ).   
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 If  n     =    1 and if  C ( t ) is much lower than  EC  50 , then the sigmoidal model collapses to the 
simple linear model of Fig.  13.8 :

    E t E
E

EC
C t( ) ( )max= + ⋅0

50

    (13.5)  

with  E  max / EC  50  as a slope. This can be rewritten more simply as:

    E t E Slope C t( ) ( )= + ⋅0     (13.6)     

 Note that this equation is written in the now all - too familiar slope – intercept form 
(  y     =     a     +     bx ) whose solution is similar to that presented in Chapter  8  for solving PK equa-
tions. A negative slope can be used if the drug has an inhibitory effect. Although this linear 
PD model is simple and easy to use, it is unsuitable for accurately predicting the baseline 
effect at time 0 (i.e.,  E  0 ). 

 If the tested  C ( t ) are of the same order of magnitude as  EC  50 , it is often observed that 
a simple log - linear model is suffi cient to describe drug action:

    E t E Slope C t( ) log ( )= + ⋅0     (13.7)  

     Fig. 13.5     Hill model. Infl uence of the Hill coeffi cient ( N ) on the shape of the concentration – effect 
relationship; simulation of the effect change (%) for  N     =    0.1, 0.5, 1, 2.5, and 5. (a) Arithmetic scale. 
(b) Logarithmic scale.  
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where the  Slope  parameter can be computed by linear regression. In  in vitro  steady - state 
conditions,  C ( t ) is a constant ( C ) and Equation  13.7  has been used extensively to character-
ize basic  in vitro  PD drug properties such as drug potency and to test competitive versus 
noncompetitive antagonism between drugs. However, it should be realized that Equation 
 13.7  describes only a limited range of the concentration – effect relationship, namely between 
about 20% and 80% of the possible  E  max  as seen in Fig.  13.9 . Precautions must be taken 
when using this model beyond this range (possible overestimation of drug effect at over 
80% of  E  max  and underestimation below 20% of  E  max ) and the availability of computer 
software to fi t by nonlinear regression data to the  E  max  or the Hill model no longer justify 
the use of Equation  13.7 .   

 When the drug effect corresponds to the inhibition of a biological process, the drug 
effect is subtracted from the baseline ( E  0 ) and Equation  13.3  can be rewritten as:

    E t E
I C t

IC C t

n

n n
( )

( )

( )
= − ⋅

+0
50

max     (13.8)  

where  IC  50    is the concentration producing 50% of the maximum inhibition effect ( I  max   ). 
If the drug is capable of reducing the baseline effect to zero, that is,  I  max  is equal to  E  0 , 
then Equation  13.8  can be simplifi ed to the so - called fractional  I  max  model:

     Fig. 13.6      E  max  model plotted with arithmetic (a) and semilogarithmic scale (b). (a) When the drug 
response (arithmetic  y  - axis) is plotted against the tested dose (arithmetic  x  - axis), a hyperbolic relationship 
is often observed with a maximal effect noted  E  max .  EC  50  is the concentration that produces an effect 
equal to half  E  max . (b) When the same data are represented using a log -  X  scale, the relationship becomes 
sigmoidal with a more or less steep slope. The advantage is to compress the concentration scale and 
to visualize the slope more easily. A sigmoidal curve allows the defi nition of three drug parameters, 
namely  E  max ,  EC  50 , and the slope ( Δ  Y / Δ  X ).  E  max  describes the drug effi cacy and  EC  50  describes the drug 
potency. The slope (measured by the  n  of the Hill equation — see Eq.  13.3  in the text) indicates the sen-
sitivity of the dose – effect curve. The slope of the curve is involved in the drug selectivity (see Fig.  13.13 ).    

100

75

50

25

0
0 100 200 300 400 500 600 700

Drug concentration

%
 o

f 
m

a
x
im

u
m

 r
e
s
p
o
n
s
e

EC50

Emax = 100%

100

75

50

25

0
1 10 100 1000 10000

Drug concentration%
 o

f 
m

a
x
im

u
m

 r
e
s
p
o
n
s
e

EC50

Slope

(a)

(b)



     Fig. 13.7     Dose – response relationship and characterization of the three main pharmacodynamic 
parameters. (a) Effi cacy. Drug A is more effi cacious than drug B because  E  max   A     =    100 is higher than 
 E  max   B     =    75, whereas drugs A and B have the same potency (same  EC  50 ). (b) Potency. Drug A is said to 
be more potent than drug B because  EC  50   A    is lower than  EC  50   B , but drugs A and B have the same 
effi cacy (same  E  max ). (c) Sensitivity. The sensitivity of drug A is higher than the sensitivity of drug B because 
the slope of the dose – concentration relationship is steeper for drug A (Hill coeffi cient of 5) than for drug 
B (Hill coeffi cient of 0.1), whereas they have the same potency (same  EC  50 ) and effi cacy (same  E  max , not 
shown).  
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     Fig. 13.8     Linear model: if the effect is measurable in the initial portion of an  E  max  model the 
concentration – effect relationship appears to be linear between about 0% and 20 – 30% of  E  max .  
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     Fig. 13.9     Log - linear model: if the effect is measured around the  EC  50  of an  E  max  model, the concentration –
 effect relationship appears to be linear on a log - scale over a range of plasma concentrations ranging 
typically from 20% to 80% of  E  max .  
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     Fig. 13.10     Example of an inhibitory sigmoidal  E  max  model establishing a relationship for bacterial 
count versus  ex vivo  AUC 24h /MIC in a goat for a pathogenic strain of  M. haemolytica   . It illustrates what 
AUC/MIC values are required for bacteriostatic and bactericidal effects and eradication of bacteria  (from 
Aliabadi and Lees,  2001 ).   
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 More sophisticated  E  max / I  max  models can be developed to investigate combined drug 
action as is the case for many NSAIDs that are used as racemates in veterinary medicine. 
For example, a PD model including both  S  -  and  R - ketoprofen  plasma concentrations was 
used to describe the analgesic effect of ketoprofen in piglets by Fosse et al.  (2010) . It was 
assumed that the two enantiomers produced their analgesic effect by two separate mecha-
nisms of action and a simple additive  I  max  model was selected:

    Effect Hyperalgesia t
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R S
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r pr
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where  Hyperalgesia ( t ) is a function describing the time - dependent hyperalgesia due to a 
paw kaolin administration (actually described by Eq.  13.19 ).  C ps   and  C pr   are plasma con-
centration of the  S -   and  R - ketoprofen , respectively,  IC  50r  and  IC50 s   are the  R  -  and  S - ketoprofen  
plasma concentrations, which are capable, when acting alone, of producing half the 
maximum inhibitory effect on  Hyperalgesia ( t ). Jonker et al.  (2005)  presented a series of 
PD models for combined drug action (multiple ligands, additive vs. competitive effects, 
stereoisomers, multiple receptors, and cascade activity). 

 Equations  13.3 – 13.10  contain several parameters ( E  0 ,  E  max ,  EC  50  or  IC  50 , and  n ). The 
ultimate goal of PK/PD modeling is to estimate both the mean and variance of these 
parameters from  E ( t ) observations obtained over a range of  C ( t ) values. 

 When an all - or - none effect is observed due to the drug ’ s mechanism of action (antiepi-
leptic drug, antiarrhythmic drug, etc.), or when the selected end point is binary (cured or 
not cured for parasiticides), the concentration – response curve represents the  frequency  at 
which a concentration of a drug produces the all - or - none effect. For this kind of end point, 
data with exactly two possible outcomes, quantal or percent – concentration relationship 
(fi xed - effect model), are in order. The link between the measure of a drug concentration 
and the corresponding probability is given by a logistic equation of the form:

    P
e

e e

Logit

Logit Logit
=

+
=

+ −1

1

1
    (13.11)  

where  P  is the binary or dichotomous outcome from 0 to 1,  Logit  ( L ) is the natural log of 
the odds (relative risk):

    L P odds Ln
P

P
= ( ) = =

−( )
logit log( )

1
    (13.12)   

 The  Logit  can be written as a linear equation of the form:

    Logit predictor predictor= + +θ θ θ1 2 31 2( ) ( )…     (13.13)   

 This equation allows the development of linear models describing the relationship 
between the success probability and various predictors. The logit bearing linearity in 
its parameters ( θ   i  ) and ranging from  –  ∞  to  +  ∞ , it transforms the 0 – 1 probability to a 
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continuous scale. For example, the probability of cure for an antibiotic of the quinolone 
family can be modeled as

    POC =
+ − +( )

1

1 1 2e Xθ θ     (13.14)  

where POC is the probability of cure (from 0 to 1),  θ  1  is a parameter for baseline (here a 
placebo effect) and  θ  2  is an index of sensitivity (a slope).  X  is the independent variable and 
can be the AUC/MIC   ratio that is classically selected for this class of antibiotic to predict 
effi cacy or any other quantitative index predicting drug effi cacy. If  θ  2  equal 0, the response 
is independent of  X  and the POC corresponds to the placebo effect in Equation  13.14 . 
Exponential  θ  2  represents the change in the odds of the outcome (multiplicatively) by 
increasing  X  by 1 unit holding all other predictors constant. In this relationship, the equiva-
lent of the  EC  50  (or  ED  50 ) of Equation  13.3  is named  EL  50 ; it is now the median effective 
level of the independent variable (e.g., dose, AUC, AUC/MIC) for which 50% of the sub-
jects are above the threshold, and the slope of the curve now represents the dispersion 
(variance) of the threshold in a population. The  EL  50  can be estimated by the ratio  –  θ  1 / θ  2 , 
the  X  value associated with the steepest slope of the S - shaped logistic regression curve. 
When Equation  13.14  is plotted against a range of  X  values, this model has an S - shaped 
curve, approaching values of 0 and 1 gradually as shown in Fig.  13.11 .   

 This kind of model can be extended to include qualitative indicators (e.g., gender, breed, 
etc.). For the development of a binary logistic model see Fiedler - Kelly ( 2007   ). When the 
end point is measured on an ordered categorical scale with several levels such as pain 
scores or adverse events (mild, moderate, severe, or life threatening) with repeated mea-
surement and censored data, more advanced models are in order as described by Ette et al. 
 (2007) .   

     Fig. 13.11     Logistic regression. When an effect is binary (cure/no cure), a logistic curve is used to 
describe the relationship between the independent variable (often dose, exposure, or any explicative 
variable) and the dependent variable (a probability between 0 and 1). This quantal dose – response curve 
does not relate dose to  intensity  of effect but to the  frequency  in a population of individuals in which a 
drug produces an all - or - nothing effect. Here, the POC for a hypothetical concentration - dependent anti-
biotic has been plotted against the value of a PK/PD index generally selected for this class of antibiotics 
(i.e., AUC/MIC). The threshold AUC/MIC varies among individuals and the fi xed effect model quantifi es 
the likelihood or probability that a given AUC/MIC will produce a cure or not.  
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   13.3    THE MEANING AND CLINICAL RELEVANCE OF 
THE DIFFERENT DEPENDENT VARIABLES OF A  PD  
MODEL: ACTION, EFFECT, RESPONSE, BIOMARKERS, 
AND SURROGATES 

 When performing a PK/PD analysis, special attention should be paid to the nature of the 
dependent variable that has been selected. The dependent variable  E  is named after the 
generic term  “ effect. ”  However, it can be useful to distinguish between drug action, drug 
effect, and drug response. For example, for an antibiotic, the  “ action ”  consists of inhibit-
ing bacterial protein synthesis, the  “ effect ”  corresponds to the killing rate of bacteria, and 
the clinical  “ response ”  would be the cure of animals. When the objective of a PK/PD 
trial is to investigate a mechanism of action, the drug action at a primary site (bacteria, 
parasites, enzyme, receptor) should be measured. However, if the purpose of a PK/PD 
trial is to determine a dosage regimen, it is more relevant to measure the response of 
clinical interest. For example, to explore the pharmacological effect and selectivity of 
NSAIDs, the convenient dependent variables are the level of inhibition of the different 
COX isoenzymes. However, if the goal of the PK/PD is to establish a dosage regimen 
for future clinical trials, then the reduction of an experimental lameness will be more 
relevant. 

 In many situations, it is impossible or too diffi cult to select the most meaningful end 
point as a dependent variable: for example, how dogs feels under an analgesic treatment 
may be diffi cult to assess quantitatively using demeanor and the effect of an anticancer 
drug on the survival time of treated dogs or cats may be too delayed to be conveniently 
used in a PK/PD modeling strategy. For these situations, the end points of ultimate interest 
are replaced by so - called  biomarkers  that are assessed more easily and rapidly than defi ni-
tive and more easily quantifi able clinical end points. 

 The role of biomarkers in PK/PD modeling is pivotal and needs to be fully understood. 
A biomarker, as defi ned by the Biomarkers Defi nition Working Group (Atkinson et al., 
 2001 ), is a characteristic that can be objectively measured and evaluated as an indicator of 
normal biological processes, pathogenic processes, or pharmacological responses to a 
therapeutic intervention as depicted in Fig.  13.12 . Biomarkers are usually more precisely 
measured with validated assays or medical devices compared with clinical outcomes, thus 
making biomarkers attractive in preclinical PK/PD modeling. For example, biomarkers are 
extensively used in preclinical PK/PD modeling to assess NSAIDs ’  potency and selectivity 
by measuring the inhibition of PGE   2  formation using an appropriate  in vitro  or  ex vivo  test 
system (Lees et al.,  2004 ). Angiotensin converting enzyme (ACE) inhibition has been used 
to evaluate the potency of ACE inhibitors in dogs (Toutain et al.,  2000 ) and cats (King 
et al.,  2003 ). When the clinical end point of ultimate interest is diffi cult to quantify or is 
much delayed in time, it may be judicious to replace the clinical end point in a PK/PD trial 
by a  surrogate  end point, which is a biomarker expected to predict clinical benefi t (or harm) 
based on epidemiological, therapeutic, pathophysiological, or other scientifi c evidence. The 
most commonly used surrogate end point for regulatory purposes is the plasma concentra-
tion of drug in bioequivalence studies. Some examples of surrogates in veterinary medicine 
are the PK/PD indices that have been proposed for predicting the clinical success and 
bacteriological cure of antibiotics such as AUC/MIC or  T     >    MIC, and conventional radi-
ography for the evaluation of osteoarthritis.   
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 Whatever the selected biomarkers, they should be carefully validated even if they appear 
to be directly linked to the disease of interest. Currently, few biomarkers in veterinary 
medicine are robust enough to serve as surrogate end points as is the case in human medi-
cine for blood pressure and cholesterol concentrations that are accepted as surrogates for 
cardiovascular drugs. Indeed, a drug may have a favorable effect on a biomarker and an 
unfavorable effect on the disease and any biomarker believed to be a surrogate of clinical 
relevance must be validated. For a classifi cation and validation of the different types of 
biomarker, see Williams and Ette  (2007) . In the future, it is likely that proteomics and 
metabolomics will provide some biomarkers of drug effects. 

   13.3.1    Hill  e quation  p arameters 

 Drug potency, maximal effi cacy, and sensitivity are the three PD parameters that can 
be estimated using the Hill equation (Eq.  13.3 ). They have been defi ned in Figs.  13.6  
and  13.7 .  

   13.3.2    Potency (  EC   50 ) 

 Potency expresses the intensity of drug activity in terms of concentration.  EC  50  (for stimula-
tion) and  IC  50  (for inhibition) are estimated directly by the Hill model. Potency varies 
inversely with the concentration required to produce the effect (Fig.  13.6 b). It should be 
stressed that a drug can be more potent but less effi cacious than another one as is the case 
of buprenorphine versus morphine. However, provided that the required dose can be con-
veniently administered, potency alone is relatively unimportant from a therapeutic perspec-
tive. Low potency becomes a disadvantage only when the size of the effective dose renders 
it diffi cult to administer (e.g., for spot - on drugs in pets).  

     Fig. 13.12     Biomarker, surrogate, and clinical end points for an antibiotic intended to treat pneumonia 
in pigs. Hyperthermia should be considered as a biomarker, fever (i.e., hyperthermia, anorexia, drowsi-
ness) should be considered as a surrogate, and the clinical cure rate should be considered as the clinical 
end point of ultimate interest.  
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   13.3.3    Maximal  e ffi cacy (  E   max ) 

  E  max  is the maximum effect that can be generated by a particular system (e.g., the maximal 
possible reduction of blood pressure). It is the most important parameter for clinicians when 
the dependent measured variable has a clinical meaning (blood pressure, lameness score), 
but in most indirect effect models,  E  max  does not have a direct meaning; for example,  E  max  
can be the scalar by which the modeled underlying process can be multiplied.  

   13.3.4    Sensitivity 

 In the Hill model, the shape coeffi cient ( n ) gives the slope of the concentration – effect 
relationship (Fig.  13.5 ). In receptor theory,  n  has a precise meaning in terms of drug 
binding, but  in vivo ,  n  should not be interpreted in mechanistic terms.  n  is of considerable 
clinical relevance when examining selectivity and drug sensitivity, that is, the range of 
useful concentrations (doses) for achieving a desired effect or avoiding an unwanted effect. 
Fig.  13.13  provides a more detailed explanation.   

  In vivo , for drugs with a low  n  ( < 1), the PD profi le is shallow, meaning that only moder-
ate changes in effect will be observed over a wide range of drug concentrations (several 
orders of magnitude). This type of relationship explains the very long - lasting action of 
some drugs (e.g., beta blockers for heart rate). For this kind of drug, the length of the 
terminal half - life can be very important for predicting the duration of an effect. In contrast, 
for drugs with a steep slope, minor variations in the concentrations around  EC  50  can produce 

     Fig. 13.13      In vivo  drug selectivity is related to both the therapeutic index (i.e., the ratio  ED  50  safety/ ED  50  
effi cacy) and to the slope of the concentration effect relationship. Drugs A (top) and B (bottom) have the 
same potency ( ED  50 ) and the same effi cacy (same  E  max ) for the desired effect (curve 1) and unwanted 
effects (curve 2), that is, the same therapeutic index. However, they differ in terms of sensitivity (slope) 
(shallow for drug A and steep for drug B). Only with drug B can the full effect (i.e.,  E  max ) be obtained 
without any signifi cant side effects despite the fact that drugs A and B have the same  ED  50  safety/ ED  50  
effi cacy ratio. Defi nition of therapeutic index by  ED  10  safety/ ED  90  effi cacy takes into account the differ-
ences in sensitivity of dose – response curves.  
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effects ranging from null to nearly maximal. This is the case with phenylbutazone, fl unixin, 
and meloxicam for lameness in horses. Drugs with a high  n  but a low therapeutic index 
may require therapeutic drug monitoring to guarantee effi cacy without toxicity. As  n  
increases ( n     >    5), the concentration range diminishes to become a simple threshold (i.e., 
critical concentration just above  EC  50 ), and the graded PD model becomes a quantal model, 
representing a limit of graded concentration when  n     >>    1.  

   13.3.5    Modeling the  PD   b aseline 

 As quoted above,  E  0  in Equation  13.3  may or may not be a constant. If the drug effect is 
investigated over a short period of time or if physiological stability of the measured effect 
can be assumed,  E  0  is treated as a simple parameter. More generally, the baseline is sub-
jected to some variations and it should be modeled. Many models, empirical or mechanisti-
cally based, can be selected or developed to model baseline status; the simplest is the linear 
model:

    Baseline t E t( ) = +0 α     (13.15)  

where  E  0  is the initial baseline status,  α  is a slope parameter, and  t  is the time after the 
initial observation. 

 If the baseline undergoes a circadian rhythm such as cortisol secretion from the adrenal 
gland, modeling the suppressive effect of exogenous glucocorticoids should not be con-
founded with the occurrence of a natural nadir (physiological minimal plasma cortisol 
concentration) and the baseline cortisol plasma concentration can be modeled as follows:

    E E E t tm b z0 2 24= + ⋅ − ⋅[ ]cos ( ) /π     (13.16)  

where  E  0  characterizes the circadian pattern of plasma cortisol concentrations (actually a 
production rate),  E m   and  E b   (same units as  E  0 ) are the cosine function mesor (i.e., the 
adjusted mean) and amplitude,  t  is the clock time converted with the numeric fraction into 
radians  t z   is the peak time (acrophase), and 2 π /24 is used to convert time into radians  . Then 
a full model for the synthetic glucocorticoid suppressive effect can be developed by miti-
gating  E  0  with an  I  max  model. 

 Currently, most PD models are mechanistically founded and the baseline (response in 
absence of drug) cannot be summarized by a single  E  0  parameter but is the result of a 
dynamic equilibrium that can be affected not only by drug action but also by other factors 
including experimental challenge or spontaneous (disease) progression. This aspect will be 
developed later in the chapter.  

   13.3.6    The  PK   m odels 

 In a PK/PD modeling approach, a PK model is required to serve the role of the independent 
(or explicative) variable. The PK model (plasma, urine, or any other relevant matrix) can 
be a classical one (e.g., a compartmental model as developed in Chapter  8 ) for which 
parameters have been previously estimated. Its role is only to provide concentration inputs 
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in the PD model. Thus, it can be replaced by a noncompartmental model presented in 
Chapter  9  or simply a curve - smoothing procedure (e.g., cubic spline that is a special type 
of piecewise polynomial) if the plasma – concentration profi le cannot be described ade-
quately by a conventional PK model. This is a nonparametric approach that can be extended 
to the PD part of the model. In PK/PD modeling, the PK step is generally the easiest to 
carry out, but a more advanced PK model may be required if the predicted effect is related 
not only to the parent drug but also to some active metabolite(s), or if a racemate drug is 
administered with an enantioselective disposition. For example, to build a PK/PD model 
of the analgesic effect of ketoprofen, it is important to consider that both the disposition 
and the potency of the  R ( + ) and  S ( – ) enantiomers are different, so that both enantiomers 
must be explicitly included in the PK/PD model rather than just the total ketoprofen plasma 
concentration. Conversely, when no concentration data are collected and when the only 
information is the kinetics of the response, a so - called kinetic – pharmacodynamic model 
(K - PD) can be built. In this case, the plasma concentrations are unknown but the input rate 
function is modeled using a simple monocompartmental model and the dosing history (for 
details see Pillai et al.,  2004 ).   

   13.4    HYSTERESIS 

   13.4.1    The  o rigin of the  d elay in  d rug  a ction for the  b uilding 
of a  PK / PD   m odel 

 For some drugs, the plasma concentration profi le as generated by the PK model and the 
observed effects can be in phase, and the plasma concentrations can be directly incorporated 
into a PD model as described in Equation  13.3 . Levy  (1964) , a pioneer of PK/PD modeling, 
used a monocompartmental model (fi rst - order kinetics) to describe d - tubocurarine disposi-
tion. When introducing the plasma concentrations into a simple log - linear model (Eq.  13.7 ), 
he was able to describe correctly the time course of muscle paralysis. It can be easily shown 
that the effect versus time is a simple linear function of time (zero - order kinetic). Such 
quite simple PK/PD models were historically developed especially for cardiovascular drugs 
(effect of digoxin on systolic time intervals, effect of disopyramide and prolongation of 
the Q - T   interval). 

 Most often plasma concentration profi les and the observed effects are not in phase, and 
the plasma concentrations cannot be directly incorporated into a PD model. For most drugs, 
the effect lags behind the plasma concentrations. This can easily be visualized by plotting 
the effects (  y  - axis) against the plasma concentrations ( x  - axis). When data points follow a 
chronological order, a loop is observed as seen in Fig.  13.14 . This phenomenon is termed 
 “ hysteresis  , ”  from the Greek word meaning  “ coming late. ”  The inverse situation (i.e., a 
lesser effect at a later time for the same plasma concentration) is termed  “ proteresis, ”  a 
neologism meaning  “ coming early. ”  This terminology is preferred to  “ clockwise hysteresis ”  
and  “ counterclockwise hysteresis, ”  which is often used in the literature. The actual direction 
of the loop depends on the direction of the effect (positive or negative).   

 When a hysteresis loop is observed, the cause of the delay must be identifi ed to select 
a modeling strategy. Observing the time of occurrence of the maximal effect when the dose 
of the tested drug is progressively increased, as depicted in Fig.  13.15 , may also help to 
select a model.   
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 When the delay is of PK origin (e.g., slow rate of distribution at the biophase, transfor-
mation of a prodrug into its active metabolite) and when the drug effect is directly related 
to the drug concentration at the biophase level, an  effect - compartment model  can be chosen 
with the selection of a  link model . However, for most drugs, the measured response is not 
a primary drug action resulting from direct binding of the drug to its receptor. Rather, there 
is a cascade of time - consuming biological events between the plasma drug concentration 
and the fi nal observed response (e.g., signal transduction and other processes that are dis-
cussed below). Under these conditions, the observed delay between the kinetics of the 
plasma concentrations and the time development of a response is not of distributional origin 
(i.e., of PK origin) but rather refl ects the intrinsic temporal responsiveness of the system 
that is of PD origin. For this kind of response, so - called  indirect response models  are suit-
able. In the next section, we will see how to build a PK/PD model when the delay is either 
of PK or PD origin. 

 Fig.  13.16  gives the general decision tree to select a class of model according to the 
origin of the delay between the plasma concentration versus time and the effect.    

     Fig. 13.14     Lack of synchronization of concentration – effect relationship and hysteresis plot. In general, 
plasma concentration – time and effect – time relationships are not in phase. The peak plasma concentra-
tion ( C  max ) occurs before a peak effect ( E  max  for a stimulatory effect and  I  max  for an inhibitory effect). This 
delay generates hysteresis that is, that for any given concentration, two different levels of effect are pos-
sible. Hysteresis is well evidenced by plotting plasma concentration versus effect in a time sequence. In 
this example, the plot reveals two hysteresis loops: a counterclockwise loop for the stimulatory effect 
(from 1 to 3) and a clockwise effect (from a to c) for the inhibitory effect.  
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   13.4.2    Delay of  PK   o rigin and the  l ink  m odel 

 If it is acknowledged that the limiting step for a drug to produce its effect is of PK origin 
with a rather slow distributional process followed by an immediate action when the drug 
has gained access to its biophase, the biophase can be represented by a specifi c compart-
ment named the  “ hypothetical effect compartment ”  as historically introduced by Sheiner 

     Fig. 13.15     Infl uence of the dose level on the time of maximal effect according to the type of the 
selected model. (a) For an  effect compartment model  (distributional model), the time of maximal effect 
is independent of the dose level. (b) For a prolonged receptor activation model (RC is the drug - receptor 
complex and  R  the free receptors), the time of maximum effect is observed earlier and earlier when the 
dose is increased. (c) The inverse phenomenon is observed with an indirect effect model, that is, a delay 
when the dose is increased.    
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et al.  (1979)  and shown in Fig.  13.17  describing the time development action of 
d - tubocurarine. Here, the hypothetical compartment was introduced as a tool to model the 
delayed effect by using the time course of the effect itself to defi ne the rate of drug move-
ment into the biophase. To accomplish this, the effect compartment should have two main 
features: (1) there is no hysteresis between the drug concentration in the effect compartment 
and the effect, meaning that the drug effect is instantaneously reversible and is a memory -
 less function of biophase drug concentration and (2) the amount of drug entering the 
compartment is negligible and does not affect the ability of the PK model to describe the 
time course of systemic drug concentrations. Since the amount of drug entering the effect 
compartment is assumed to be negligible, any drug entering the effect compartment can be 
eliminated directly from that compartment (according to a fi rst - order rate constant named 
 K  e0 ), rather than returning to the central compartment for systemic elimination. This 
assumption greatly simplifi es the mathematical expression of the model that allows  E  max , 
the plasma steady - state  EC  50  (i.e., PD parameters), and  K  e0  (the link model parameter) to 
be estimated from PD versus time data using nonlinear regression techniques. For a detailed 
description of this model, see the fi rst edition of this book and the review by Holford and 
Sheiner  (1982) . Such a model was used to describe the effect of meperidine in goats (Qiao 
and Fung,  1993 ). Today, it is acknowledged that most delays are not of PK but are of PD 
origin, and this kind of model is used much less often.    

   13.4.3    Modeling  d elay of  PD   o rigin  u sing  p hysiological  s ystems 

 It is now acknowledged that the limiting step for a drug to produce its effect is most often 
of a PD origin with a rather rapid distributional process followed by a slow development 
of the observed drug response when the drug had gained access to its biophase. This is due 
to the drug mechanisms of action at the cellular level and/or the drug effect on the physi-
ological or pathophysiological system. For example, suppression of lameness by an NSAID 
requires inhibition of a COX isoenzyme at the biophase level (e.g., joint articulation) and 

     Fig. 13.16     Decision tree to select a PK/PD model according to the origin of the delay between the 
plasma concentration and observed effect.  
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     Fig. 13.17     The  “ effect compartment model ”  was proposed to model situations where the delay between 
plasma concentration,  C ( t ), and observed pharmacological effect,  E ( t ), are due to a distributional delay 
from time taken for the drug to gain access to its biophase. The model removes this delay by creating 
a hypothetical effect compartment in which the drug concentration  Ce ( t ) is in phase with  E ( t ). Schematically, 
this model is formed by three components: a classical compartmental PK model, a  “ hypothetical effect 
compartment, ”  and a PD model.  C ( t ) and  Ce ( t ) are drug concentrations in the central and hypothetical 
effect compartments, respectively. The drug is administered and eliminated from the central compartment 
with  K  10  as the rate constant of elimination; the drug gains access to the  effect compartment  through a 
fi rst - order rate constant historically called  K  1e  (but now equated to  K  e0 ; see later). This  “ virtual effect 
compartment ”  should only receive a negligible amount of drug in order to have no infl uence on the 
overall drug disposition as described by the main compartmental model. This condition eliminates the 
drug directly out of the effect compartment (biophase) through a fi rst - order rate constant that renders 
simpler equations describing  Ce ( t ). This exit rate constant is named  K  e0  and it controls the rate of drug 
equilibration in the effect compartment.  K  e0  should be selected (estimated) in order to have no hysteresis 
between  Ce ( t ) and the pharmacological effect.  Ce ( t ) cannot be directly measured, but rather is indirectly 
derived from the time course of the drug effect itself that by essence, is parallel to  Ce ( t ).  K  e0  is the link 
model,  K  e0  combined with  C ( t ) — the plasma kinetics — enables  Ce ( t ) to be computed. In this model,  K  1e  
was equated to  K  e0  not because  C ( t ) is equal to  Ce ( t ) in steady - state conditions but for identifi ability 
reasons. The consequence is that the  EC  50  (or the  IC  50 ) that is computed in the last step of the modeling 
is actually the steady - state plasma concentration corresponding to half the maximum effect and not the 
actual  EC  50  (or  IC  50 ) at the biophase level. To operate, the effect compartment model should be in rapid 
equilibrium with  C ( t ). However, if  K  e0  is slow (compared with the other rate constant of the model), the 
biophase is not in equilibrium with  C ( t ) and the  Ce ( t ) profi le would not be refl ected by  C ( t ).The last part 
of the model is the PD model ( E  max , Hill model). To use this model, one needs PD data from the rise and 
fall of the pharmacological effect over time to characterize correctly the time development of  Ce ( t ). From 
this modeling, the half - time of equilibration can be computed from  K  e0  (i.e., 0.693/ K  e0 ). A feature of this 
model is that the  T  max  of the observed effect is dose independent, whereas it is time dependent for the 
indirect effect model (see Fig.  13.15 ).  

Concentration

Effect

Cp(t)
Ce(t)

Time

K10

Ke0 Ke0

Ce

E
ff
e
c
t

Effect(t)

Time

E
ff
e
c
t

Dose

1: PK model

Parametric (exponential)

Nonparametric (spline)

2: Link model

Ke0

3: PD model

Parametric (Emax, Hill)

Nonparametric (spline)

277



278 Comparative Pharmacokinetics

then, the time - consuming elimination of the proinfl ammatory substances present before the 
drug administration. For many drugs, the effect involves some protein synthesis and a 
cascade of different events refl ecting the complexity of the targeted system. This is the 
so - called pharmacological transductions that govern the transduction of target activation 
into a fi nal drug response  in vivo . 

 When the drug concentration is directly incorporated into a PD model without specifi c 
consideration for the system under investigation, the model is said to be  empirical : these 
types of models are a  model of data . They may be able to describe properly the time course 
of effect when little is known about the underlying process and they can be reasonably 
predictive if they are used in conditions rather similar to those already studied (e.g., for 
interpolation). When a PK/PD model includes a submodel that is related to the biology of 
the system itself, independently of the drug under investigation and with its own structural 
parameters, the PK/PD model is said to be  semimechanistic  or  mechanistic , depending on 
its level of complexity. Here, the objective is not only to describe empirically what is the 
output (effect) from a black box (body) for a given input (dose), but also to understand the 
 in vivo  pharmacology and systems biology. Hence, a suitable PK/PD model should deter-
mine not only the main pharmacodynamic parameters of the tested drug but also the major 
rate - limiting steps (turnover, transduction, tolerance) in the biology of the system under 
investigation. Fig.  13.18  depicts the current view of the different basic components that 
might be included in a PK/PD model.   

 Mechanistic models are more complex and more fully described by the different com-
ponents of a system, as is the case of a physiologically based pharmacokinetic model 
(PBPK) as discussed in Chapter  11 . For antibiotics, anticancer drugs, and parasiticides, the 
drug effect consists of some irreversible inactivation and to do so the natural proliferation 
of the target in the absence of drug should be modeled. 

 The most used physiological PD model is the so - called  turnover model . This model is 
based on the established fact that most physiological and biochemical functions are in 
dynamical equilibrium with two terms: a term corresponding to the formation of the 
response and a term corresponding to the loss of the response. The rate of change of 
response over time with no drug can be expressed as follows:

    dR dt K K R= − ⋅in out     (13.17)  

where  dR / dt  represents the rate of variation in the response variable ( R ).  K  in  is the rate of 
input, and  K  out   ·   R  is the rate of loss; the model assumes that the measured response is being 
formed at a zero - order constant rate ( K  in ) but disappears in a fi rst - order manner ( K  out ). 

 In control conditions (no drug, no pathological challenge),  dR / dt     =     K  in     −     K  out   R     =    0, for 
example, there is no change in the response variable and thus  K  in      =      K  out   R  0 .  K  in  can refl ect 
the production rate of a measurable endogenous substance (hormone, mediator) with a 
dimension of concentration per unit of time and  K  out  is a hybrid rate time constant having 
a dimension of 1/time with the same meaning as  K  10  for a monocompartmental model (see 
Chapter  8 ) that is proportional to the clearance of that substance and inversely proportional 
to its volume of distribution.  K  in  and  K  out  may or may not have a precise meaning: when 
modeling the antipyretic effect of NSAIDs using body temperature as a surrogate,  K  in  ( ° C 
per time units) indirectly refl ects thermogenesis (watts) and  K  out  (per time units) indirectly 
refl ects thermolysis (watts) even if for a physiologist, thermolysis cannot be reduced to a 
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passive phenomenon described by a fi rst - order process. For this end point, the action of an 
NSAID will be to increase  K  out  rather than decrease  K  in  because it has been shown that 
NSAIDs stimulate thermolysis mechanisms. However, if the anti - infl ammatory effect of 
the same NSAID is described using a quantitative lameness scoring as a biomarker,  K  in  
will refl ect more loosely all the different underlying mechanisms, triggering pain associated 

     Fig. 13.18     Different levels of complexity of modeling the dose – effect relationship. The simplest model 
is the dose – effect relationship: it is typically a black box approach with the dose as the explicative vari-
able and the clinical response as the dependent variable linked by a simple model (statistical or PD). 
The events between the dose and the response (e.g., PK and PD processes) are totally ignored. The black 
box can be opened to account for the two main steps separating a dose from its effect, namely a PK 
and a PD step. The main difference between a dose - titration model and an empirical PK/PD model is 
that now the plasma concentration profi le is the explicative variable (the driving force) explaining effect 
and response. Both the PK and PD steps can be broken down further to characterize the relationship 
between a dose and its response in a more mechanistic way. For example, the PK step can include a 
distributional phase by including an effect compartment (biophase) with a link model; it is the PD step 
that is the most explicitly modeled. The drug acts on some biosensor process involving the reversible or 
irreversible interaction between the drug and its pharmacological target (receptor binding, killing patho-
gens) and may be described or not by various receptor occupancy models or some irreversible model 
of drug target interaction. Many drugs act  via  some indirect mechanisms on system - related processes 
and the biosensor may infl uence the production or loss of endogenous mediators (biosignal fl ux). This 
altered fl ux of mediators may not represent the observed terminal effect but rather trigger a further 
pharmacological transduction process (e.g., second messenger cascade), thus accounting for a further 
time delay. In addition, the system itself on which the drug is acting may be time variant, requiring, for 
example, the disease progression to be modeled or is able to trigger some feedback loop requiring 
additional modeling components.  
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with infl ammation (local release of infl ammation mediators, translation into pain including 
detection and modulation by the central nervous system of the pain signal).  K  out  will refl ect 
every mechanism mitigating lameness (such as elimination of the infl ammatory mediators, 
modulation of pain) and it can be more diffi cult in this case to decide if the NSAID is 
acting mainly by decreasing  K  in  and/or also by increasing  K  out .     

   13.5    TURNOVER MODELS 

 In an empirical PK/PD model, the status of the biological system in the absence of drug 
is kept invariable with time, but this is not realistic when a drug is acting on a disease that 
deteriorates over time or when an animal is subjected to an experimental challenge as an 
experimental infl ammation or infection.  Turnover models  are well suited to incorporate 
other submodel elements accounting for a placebo effect, for the time development of an 
experimental challenge (such as experimental infl ammation) or to take into account the 
natural progression of a physiological process (e.g., growth) or pathological condition (e.g., 
diabetes, cancer). Several modeling strategies can be selected according to the type of drug 
action, namely purely symptomatic (no effect on the disease itself), disease - modifying 
effect (protective effect), or curative effect. See Mould  (2007)  and Post et al.  (2005)  for 
further discussions. 

 For a placebo effect the following equation can be used:

    dR dt K Placebo t K R= + − ⋅in out( )     (13.18)  

where placebo can be modeled as:

    Placebo t e etime lag time lag( ) [ ]( ) ( )= −− −P P - P -1 2 3     (13.19)  

where P1, P2, and P3 are parameters of the input rate function allowing, after a given lag 
time (lag), introduction of a placebo - associated input rate that is fi rst increasing and then 
decreasing if P1 is positive, or conversely, a placebo effect that is fi rst decreasing and then 
increasing if P1 is negative. An example is the anticipation and habituation behavior that 
are observed when sequentially measuring pain responses when experimentally testing an 
analgesic drug in dogs. 

 In preclinical investigations, it is usual to use some experimental models to test new 
drugs; for example, experimental paw infl ammation can be induced by administering a 
phlogogenic agent such as kaolin to assess the anti - infl ammatory and antipyretic action 
of NSAIDs (Giraudel et al.,  2005 ). This experimental infl ammation is not steady and its 
time course should be typically modeled with a function able to account for its onset 
and its spontaneous recovery. This is normally done during the control period of a two -
 period crossover design in which the same animal is challenged with and without the 
tested drug. 

 For example, the time development of the infl ammation or any pathophysiological 
response in a control period as assessed by a clinical end point such as hyperthermia, or 
lameness following a kaolin administration, can be modeled using an empirical biexponen-
tial equation of the same form as for a placebo:
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    Pathophysiological t e etime lag time lag( ) [ ]( ) ( )= ⋅ −− ⋅ − ⋅P P - P -1 2 3     (13.20)   

 with P1, the intercept, as a scale factor refl ecting the amplitude of the infl ammatory 
response (as measured by hyperthermia, lameness, pain); P2 (1/time unit) is the slope of 
the decreasing phase of kaolin phlogogenic effect; P3 (1/time unit) is the rate constant 
refl ecting the increasing phase of the phlogogenic effect following the kaolin administra-
tion, and  lag  is the time of kaolin administration. The time development of the end point 
in the absence of drug during the control period is then modeled with:

    dR dt K Placebo t Pathophysiological t K R= + + − ⋅in out( ) ( )     (13.21)   

 In this additive equation,  Placebo ( t ) and  Pathophysiological ( t ) are the input rate func-
tions and have the same dimension as  K  in . 

 Finally, the drug effect can be introduced using a function mitigating  pathophy-
siological ( t ) as:

    dR dt K Placebo t Pathophysiological t Drug K R= + + ⋅ − − ⋅in out( ) ( ) ( )1     (13.22)  

where  Drug  is the PD model of drug action mitigating the infl ammatory process. 
 To be identifi able, that is, to be in position to uniquely estimate every parameter of the 

model, the response has to be measured: (1) in control conditions to obtain information on 
 K  in  and  K  out ; (2) in a test placebo condition to get specifi c information on  Placebo ( t ); (3) 
in a test condition but without drug to get genuine information on  Pathophysiological ( t ); 
and fi nally, (4) in a test drug condition. This requires a relatively demanding crossover 
design. When all the data are collected under these different conditions, they are fi tted 
altogether assuming that the time course of the placebo effect is the same with and without 
infl ammation and in the presence or not of the tested drug. This assumes a good reproduc-
ibility of the end points that are measured during different periods of a crossover design 
or reproducibility between groups if using a parallel design. 

 Other additive parameterization models are possible. To test the antipyretic effect of a 
drug using an experimental fever triggered by injection of an endotoxin, assuming that the 
endotoxin stimulates thermogenesis ( K  in ), a multiplicative function can be introduced in 
the general turnover system and can be written as:

    dR dt K Pathophysiological t Placebo K R= ⋅ + + − ⋅in out( ( ))1     (13.23)   

 For a PK/PD model developed in clinical rather than an experimental setting, the same 
class of equations can be used, with a model of disease progression replacing the patho-
physiological function as:

    dR dt K Placebo t Disease t K R= + + − ⋅in out( ) ( )     (13.24)   

 Many options exist to model disease progression where different types of models are 
proposed for symptomatic, disease modifying, and curative drug action.  
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   13.6    INCORPORATION OF A  PD  MODEL OF DRUG ACTION 
INTO A PHYSIOLOGICAL MODEL 

 The incorporation of a PD model in an existing physiological model portrays the last step 
of the PK/PD modeling efforts that is a PD model can be nested in the different parts of a 
physiological model. For the turnover model (see Eq.  13.17 ), it is generally assumed that 
indirect drug action, consisting of inhibiting or stimulating physiological factors, control 
production, or dissipation of the measured effect (Dayneka et al.,  1993 ). Inhibition or 
stimulation of the response production (or dissipation) can be described by accounting for 
inhibitory or stimulatory processes:

    dR dt K

K

= ⋅{ }
− ⋅

in

out

stimulation or inhibition function

stimulattion or inhibition function{ }⋅R
    

(13.25)
   

 or more formally:

    dR dt K H t K H t R= ⋅ +{ } − ⋅ +{ }⋅in out1 11 2( ) ( )     (13.26)  

where  H ( t ) is a function of time. An inhibitory process can be described by the function 
 I ( t ):

    I t
I C t

IC C t
( )

( )

( )
= − ⋅

+
max

50

    (13.27)  

where  IC  50  is the drug (plasma) concentration that produces 50% of the maximum inhibi-
tion;  I  max  is a number from 0 to 1 (1 for total inhibition); and  C ( t ) is the drug (plasma) 
concentration over time. 

 By incorporating this function into Equation  13.17 , we get two basic inhibitory PD 
models, as expressed:

    dR dt K
C t

IC C t
K R= − ⋅

+
⎛
⎝⎜

⎞
⎠⎟ − ⋅in

max
out1

50

I ( )

( )
    (13.28)  

    dR dt K K
C t

IC C t
R= − − ⋅

+
⎛
⎝⎜

⎞
⎠⎟ ⋅in out

max1
50

I ( )

( )
    (13.29)   

 The model shown in Equation  13.28  stands for an inhibition of the response production 
rate (e.g., the action of a synthetic glucocorticoid on the secretion rate of cortisol by the 
adrenal gland). The model shown in Equation  13.29  stands for an inhibition of the response 
loss rate (e.g., the inhibition of Na  +   reabsorption by furosemide in the loop of Henle). 

 A stimulation process can be described as:

    S t
S C t

SC C t
( )

( )

( )
max=

⋅
+50

    (13.30)  
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where  SC  50  is the drug plasma concentration producing 50% of the maximum stimulation 
that is of  S  max    ;   S  max  is a positive number and  C ( t ) is the drug (plasma) concentration over 
time. It should be noted that  S  max  does not represent a maximum observed effect but a 
maximum for the stimulation of a physiological process. 

 Incorporating the stimulatory function in Equation  13.17  gives two basic stimulatory 
PD models:

    dR dt K
S C t

SC C t
K R= +

⋅
+

⎛
⎝⎜

⎞
⎠⎟ − ⋅in out1

50

max ( )

( )
    (13.31)  

and

    dR dt K K
S C t

SC C t
R= − + ⋅

+
⎛
⎝⎜

⎞
⎠⎟ ⋅in out

max1
50

( )

( )
    (13.32)   

 The model shown in Equation  13.31  corresponds to the stimulation of the response 
production rate (e.g., production of cAMP by a bronchodilatator beta 2 - agonist). Equation 
 13.31  was used in Fig.  13.19  to model the LH response to GnRH, the LH response being 
selected as a surrogate end point to determine a dose able to reestablish estrous cycles in 
cows with ovarian cysts. The model shown in Equation  13.32  corresponds to the stimula-
tion of response loss (e.g., the antipyretic effect of NSAIDs with stimulation of thermoly-
sis). These models have been used successfully for different classes of drugs (anticoagulants, 
corticosteroids, beta - adrenergics, antipyretics, etc).    

   13.7    TIME - VARIANT MODELS: TOLERANCE AND 
REBOUNDS 

 For a repeated drug administration, the PK/PD model might be able to adequately describe 
data for the fi rst - dose administration, but progressively suffer some drift, that is, time 
dependency (nonstationarity). This is due to a physiological adaptation of the biological 
system with initiation of more or less complicated feedback mechanisms following repeated 
exposure to a drug. For instance, when a drug is given repeatedly, there can be a progres-
sive reduction in the response to the drug due to some desensitization at the receptor level 
(downregulation). This phenomenon is called  “ tolerance ”  and it corresponds to the revers-
ible decrease of the response for a given fi xed plasma concentration.  “ Rebound ”  is the 
opposite effect that is observed at the cessation of drug administration. 

 Tolerance is frequently reported in human medicine but few relevant examples exist in 
veterinary medicine. Tolerance to opioids has been well described in animals but these 
drugs are seldom used for a long - enough period to have clinical consequences. Several 
mechanisms can explain this dampening phenomenon and they can be of a PK and/or PD 
origin. For phenobarbital that is extensively used as an anticonvulsant in small animals, 
tolerance develops rapidly, owing to the induction of hepatic enzymes increasing the phe-
nobarbital metabolism. In addition, during a more prolonged treatment, there is a desensi-
tization (downregulation) of GABA receptors. The formation of antagonistic metabolites 
competing with a drug for the same binding sites on the receptor and biofeedback regula-
tion (counterregulation) are other tolerance mechanisms. Both empirical and more mecha-
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     Fig. 13.19     PK/PD analysis of the luteinizing hormone (LH) response to gonadotropin - releasing 
hormone (GnRH) in a cow. The pharmacokinetics of GnRH and the pharmacodynamic LH response were 
determined after administration of GnRH at doses of 50, 100, and 200    μ g  in toto  (see Fig.  13.4 ). The 
three doses were fi tted together using an indirect effect PK/PD model. Observed and fi tted values for 
GnRH (a) and plasma (LH) concentrations (b) for a representative cow. From this model, PD parameters 
were calculated, thus enabling a GnRH dose to be determined that reestablished estrous cycles in cows 
with ovarian cysts.    

0 2 4 6

Time (h)

350

300

250

200

150

100

50

0

G
n
R

H
 c

o
n
c
e
n
tr

a
ti
o
n
s
 (

p
g
/m

L
)

(a)

50

100

200

50

100

200

0 21 4 653

Time (h)

20

18

16

14

12

10

8

6

4

2

0

L
H

 c
o
n
c
e
n
tr

a
ti
o
n
s
 (

n
g
/m

L
)

(B)

nistically oriented models of tolerance have been developed. For example,  E  max  or  EC  50  
can be modeled to become time - dependent parameters, that is, to model a time dependency 
of effi cacy (for a noncompetitive antagonistic inhibition) or a time dependency of drug 
potency (for a competitive antagonistic competition). A hypothetical tolerance counteract-
ing compartment with its own constant can be introduced in the model to mimic the time 
course of tolerance. A compilation of approaches to modeling tolerance and rebound is 
given by Gabrielsson and Weiner  (2006)   , though many of them are indistinguishable under 
different experimental conditions.  



Simultaneous Pharmacokinetic–Pharmacodynamic Modeling 285

   13.8    POPULATION  PK / PD  MODELING APPROACHES 

 For any given species, the sources of PK variability in veterinary medicine (e.g., breed, 
age, sex, dietary factors, and kidney and liver functions) have been widely discussed, but 
the sources of PD variability have been little considered. It is now recognized that PD 
variability can be more pronounced than that associated with PK. This is especially true 
for antibiotics, where the clinical response is affected not only by the ability of the drug 
to reach the site of infection but also by the PD variability (host response to the invading 
pathogen and bacterial susceptibility). The reader should consult Chapter  16  for develop-
ment of the statistical nomenclature used in this discussion. 

 One of the main advances of PK/PD approaches has been to separate the two main 
sources (PK and PD) of variability through the use of population PK/PD approaches. 
Similar to the PK population model, a population PK/PD model describing a drug effect 
across individuals and disease subgroups can be built. Using these techniques, population 
analysis can explain the variation between animals (or between groups of animals) not only 
in terms of drug exposure but also in terms of drug responsiveness. For example, the  EC  50  
of Equation  13.3  can be modeled using an exponential error model:

    EC e50 2
2= ⋅θ η     (13.33)  

where  η  is the deviation from the mean for the  i th subject (intersubject variability) with 
zero mean and variance  ω  2  enabling the interanimal variability of  EC  50  in the population 
to be determined. 

   13.8.1    Some  p ractical  c onsiderations  w hen  b uilding 
a  PK / PD   m odel 

 The analysis of PK/PD data can be complex and time - consuming because it requires com-
petent modelers having both a good understanding of the general principles of modeling 
(i.e., statistical and computer skills) and also a broad knowledge of the underlying biology. 
When planning a PK/PD study, a question should be clearly raised by the intended user 
(generally a clinician having to design a clinical trial), keeping in mind that the generated 
results should be understandable in terms of scope and conclusions. For example, the ques-
tion might be: what is the order of magnitude of the dose of a new analgesic to be tested 
in dogs in a clinical trial and what could be the clinical benefi t of splitting the total daily 
dose into two doses at 12 - h intervals? Conversely, for a given maximal dose of a time -
 dependent antibiotic in pigs (fi xed to take into account some environmental constraints), 
and knowing the MIC distributions of the main pathogens involved in pig pulmonary 
disease, what is the target attainment rate, that is, what is the percentage of a pig population 
able to maintain their plasma concentration for 40% of the dosing interval above the MIC 
for an empirical antibiotherapy (MIC a priori unknown)? A PK/PD study can also be 
planned to investigate some pharmacological properties of a drug such as the COX1 versus 
COX2 selectivity for a new coxib or to bridge some  in vitro / ex vivo  results with the  in vivo  
situation as is the case when using tissue cage fl uid (exudate vs. transudate) to document 
the PD properties of antibiotics. 

 The selection of an experimental disease model (experimental infl ammation to test an 
NSAID, experimental infection to test an antibiotic) or of an experimental challenge 
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(painful stimulus to investigate an analgesic, histamine - induced cutaneous wheal forma-
tion to test an antihistaminic drug) should be critically scrutinized regarding the intended 
use of the drug. Experimental models are usually severe and the estimated parameter can 
lead to relatively high doses compared with what is actually needed in a clinical setting. 
Similarly, the selection of a biomarker, a surrogate marker, or a clinical end point should 
be carefully determined to provide data having appropriate metrological performance 
(sensitive, gradual, and reproducible) and being overall meaningful. For example, a pre-
clinical PK/PD approach was successfully used to determine a dose of GnRH, for the 
treatment of ovarian follicular cysts in cattle using the pituitary LH response as a surro-
gate end point (Monnoyer et al.,  2004 ). This is because the GnRH may produce an LH 
response similar to the preovulatory LH surge and may initiate estrus cycles in cows with 
ovarian follicle cysts. In contrast, using ACE inhibition to determine a dosage regimen for 
ACE inhibitors like benazepril, ramipril, or enalapril, is more delicate because the rela-
tionship between ACE inhibition and the prolongation of survival time or the prevention 
of kidney failure is not direct and straightforward. The measurement of a clinical end 
point, for example, the latency of paw withdrawal time elicited by a painful stimulus when 
testing an analgesic, or the measurement of lameness using force plates when assessing 
an NSAID, is by essence more meaningful than a biochemical biomarker of stress such 
as secretion of cortisol. Here, the diffi culty is to guarantee objective and reproducible 
measurements and this requires a long - term training of animals enrolled in a trial and also 
of investigators. It is wise to have the same metrological validation for end point measure-
ments in a PK/PD trial as for analytical techniques (accuracy, intra -  and inter - day preci-
sion) even for easy measurements like body temperature. In addition, all measurements 
should be carried out in blinded conditions for the investigators; this practically requires 
crossover trials to be designed with both a placebo and a test article period. Despite all 
these precautionary measures, PD variables are often less precisely measured than the 
plasma concentration with a coeffi cient of variation of reproducibility reaching up to 30% 
(Botrel et al.,  1994 ). 

 Owing to the inclusion of nonlinear steps in most PK/PD models, a suffi ciently 
wide range of drug concentration is necessary to correctly estimate  E  max  and  EC  50 . 
Often several dose levels (including dose 0 or placebo) are tested and fi tted together 
to cover the entire concentration – effect relationship. When a time - dependent baseline 
is included in the model to refl ect some natural biorhythm (e.g., a circadian rhythm 
for cortisol when modeling the negative feedback of glucocortico ï ds on cortisol secretion) 
or a reversible pathological process (e.g., an experimental infl ammation when testing 
NSAID or the natural course of a disease when modeling a tolerance phenomenon), 
the time development of these processes in the absence of drug needs to be carefully 
assessed. 

 Developing a PK/PD model requires not only a general knowledge of modeling but also 
a biological understanding of the primary system under investigation. A collection of physi-
ological models is given by the Physiome Project ( http://nsr.bioeng.washington.edu/   ), 
which can be a good starting point to develop a suitable physiologically based PK/PD 
model. 

 Most PK/PD models have to be written with sets of differential equations because they 
generally include several nonlinear processes, and equations are solved numerically. Then 
parameters of the model (drug and system related) are estimated by nonlinear regression. 
Several computer programs exist to build defi ned user - friendly PK/PD models including 
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Phoenix ®  WinNonlin ®  (Pharsight, Moutainview, CA), Kinetica (Innaphase, Philadelphia, 
PA), and Adapt II (Biomedical simulation resource, Los Angeles, CA). The modeling 
section of Chapter  14  should be consulted for additional details. To estimate parameters, 
initial values are needed. Vector of system parameters, that is, the component of the model 
that is independent of the tested drug, can be obtained from a priori knowledge. If system 
parameters are well known, they can be limited to the range of their possible physiological 
values (as for body temperature for a system model built to investigate the antipyretic action 
of NSAIDs or blood pressure for an antihypertensive drug). For drug - related parameters 
like  EC  50  and  IC  50 , initial values can be obtained from  in vitro  knowledge of substance 
potency. 

 The fi nal PK/PD model should be simple enough to remain identifi able with the avail-
able experimental data. Indeed, the goal is not to achieve the best fi t of observed data but 
to provide useful information to the end users by making accurate and precise predictions. 
As the number of parameters in a model increases, the goodness of fi t increases but at the 
expense of estimating the model parameters with an appropriate precision, so the risk is to 
have an overparameterized model. 

 When the goal is only to simulate situations (as in predictive toxicology), complicated 
physiologically based models (PBPK) can be developed and the parameters fi xed to some 
a priori values issuing from what is rather well known (like blood fl ow, organ weights) or 
from  in vitro  investigations. Here, the challenge relies on the accuracy of the prediction: 
when the goal is to estimate system -  and drug - related parameters, the question of structural 
and numerical identifi ability should be addressed. Structural identifi ability, a concept intro-
duced in Chapter  8 , refers to the uniqueness of estimating the model ’ s parameters given 
model and error - free data. Numerical identifi ability (or estimability) refers to the possibility 
of accurately estimating parameters of a structurally identifi able model given real, observed 
data (Bonate,  2006 ). A convenient approach to test identifi ability is to simulate data sets 
and then fi t the model to the error - free simulated data using the parameters used to simulate 
the data as starting values. If a model is identifi able, convergence is achieved within a few 
iterations, the residual sum of the squares is very small, and the precision of estimates is 
excellent (small standard error). If not identifi able, the model may not converge or, if it 
converges, the parameters would have large standard errors despite the model having a low 
residual sum of squares. If the model is not identifi able, many combinations of parameter 
estimates can be obtained. The solution to this problem can be (1) re - parametrization of 
the model especially to solve problems of estimability; (2) further simplifi cation of the 
model by combining several parameters; or (3) conversely keeping the model, but collect-
ing more information to render observable every parameter (i.e., to be sure that any param-
eter has an infl uence on the collected data). Distinguishability is another similar issue where 
different structural models can produce exactly the same output profi le as the one that was 
observed. 

 After having fi tted data, the model is generally used to simulate scenarios such as the 
infl uence of different dosage regimens on the response. Mean or median parameter values 
obtained from a pool of individuals (two stages analysis) or typical values as given by a 
population modeling approach are selected to run the model. With a population model, 
estimates of inter -  and intra - animal variability enable population data to be generated. This 
is of special interest for PK/PD modeling of antibiotics, where one of the objectives is to 
achieve a target attainment rate in a given percentile of the population. Finally, simulations 
are also the best way to communicate with end users.  
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   13.8.2    Application of  PK / PD   c oncepts to  in  v itro / in  v ivo  
 e xtrapolations 

 Extrapolation from  in vitro  to  in vivo  is another fruitful application of the PK/PD paradigm. 
Quantitative exposure – response relationships are often easily obtained from some  in vitro  
or  ex vivo  system, for example, MIC for antibiotics, whole blood assay for NSAIDs, intact 
pathogenic organism in culture for anthelmintic drug discovery, and toxicological responses 
in tissue culture. If an effective concentration ( EC  for stimulation,  IC  for inhibition) 
is obtained on the basis of an  in vitro  or  ex vivo  assay, then a dose can be proposed by 
incorporating the  in vitro EC  directly into Equation  13.2 . It should be noted that since  in 
vitro  concentrations are generally equivalent to free drug concentrations, corrections for 
drug binding to plasma proteins might be needed to estimate the corresponding  in vivo  
plasma  EC  or  IC . Chapter  5  discussed methods to accomplish this.   

   13.9    APPLICATION OF THE  PK / PD  APPROACH TO THE 
SELECTION OF AN EFFECTIVE DOSAGE REGIMEN 

   13.9.1    The  c ase of  NSAID  s  

 The main application of a PK/PD investigation is to document or suggest a dosage regimen 
for pivotal clinical trials. An initial approach consists of computing an average daily dose 
from Equation  13.2    using estimated PD parameters. For example, using Freund ’ s adjuvant 
model in the dog, the  IC  50  of nimesulide for lameness was found to be 6.26    μ g/mL (Toutain 
et al.,  2001b ). Using Equation  13.2    and considering the plasma clearance of nimesulide 
(15.3   mL/kg/h or 367.2   mL/kg/day) and its oral bioavailability (47%), the  ED  50  of oral 
nimesulide administration for the treatment of lameness can be calculated as 4.9   mg/kg/
day. This is nearly equal to the recommended dose (5   mg/kg). A more advanced approach 
consists of simulating a previously established PK/PD model in order to allow the clinician 
to inspect the time course of the effect obtained at different dose levels in order to assist 
him or her in selecting a dose and a dosing interval for confi rmatory clinical trials. For 
this, the relationship between plasma NSAID concentrations and a relevant clinical outcome 
such as body temperature for fever or a lameness score for locomotive infl ammation needs 
to be incorporated. Different possible dosage regimens (dose, interval of administration, 
modalities of administration) can then be simulated as illustrated in Fig.  13.20  for a hypo-
thetical NSAID.   

 The second parameter to be determined in a rational multiple - dose regimen is the time 
interval between administrations. Using a PK/PD model, a large number of dose and dosage 
interval scenarios can be simulated to select a dosage regimen having the best effi cacy or 
safety margins. Such analysis requires no additional time or cost during drug development. 
For example, as seen in Fig.  13.21 , it was shown that a PK/PD model predicted a better 
antipyretic effi cacy for nimesulide at a dosage regimen of 2.5   mg/kg twice a day rather than 
at 5   mg/kg once per day, although both dosage regimens were equivalent in terms of lame-
ness suppression.   

 Another aspect of PK/PD modeling is to document drug selectivity. Here, one of the 
most convenient approaches consists of documenting the differential action of the tested 
NSAID on COX1 and COX2 inhibition using an  ex vivo  experimental model of acute 
infl ammation involving surgically implanted tissue cages (Lees et al.,  2004 ). Then the ratio 
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 EC  50,COX2 / EC  50,COX1  can be considered as an index to predict  in vivo  selectivity. However, 
it should be borne in mind that the selected end points are surrogates and not actual out-
comes of direct clinical interest.  

   13.9.2    The  c ase of  a ntibiotics 

 PK/PD modeling was fi rst developed for reversibly acting drugs, but it can also success-
fully be applied to irreversible drug effects as is the case for antibiotics. For example, the 

     Fig. 13.20     Dose – effect relationship for a hypothetical NSAID on the reduction of lameness in experi-
mental paw infl ammation. An indirect effect model was used to simulate data. Parameters of the model 
were obtained from a previous experiment in which a phlogogenic agent (kaolin) was administered to 
create an experimental infl ammation of the paw at 10   h. The drug was then administered at 15   h and 
the degree of lameness assessed before kaolin administration (negative control), after kaolin administra-
tion but before drug administration (positive control), and then after the NSAID administration. The 
experimental data were modeled with the following model:

   dR dt K Inflammation
Drug

EC Drug
K R= + ⋅ −

+
⎛
⎝⎜

⎞
⎠⎟

− ⋅in out1
50

[ ]
[ ]

 

where  R  is the lameness response versus time (h), and  Infl ammation  is the function describing the time 
course of the kaolin effect on locomotion in the absence of drug. In this example, infl ammation was 
modeled with Equation  13.20 ,  Infl ammation  was mitigated by the NSAID through a fractional inhibitory 
model with  Drug , the NSAID plasma concentration as given by the pharmacokinetic model describing 
the NSAID disposition (here a monocompartmental model with a phase of absorption) and  EC  50  is the 
NSAID plasma concentration for which the inhibitory function is at 50% of its maximum capacity. Then, 
using this model with the different estimated parameters, the time course of the test drug effect was 
simulated for doses ranging from 0 (placebo) to 1000. Visual inspection of the different curves shows 
that the effect increased progressively with the dose but not proportionally. With higher doses, there is 
a  “ diminishing return ”  because the incremental increase in effect is smaller with each incremental increase 
in the NSAID dose, and beyond the dose of 300 ( -  •  - ), the increase of the maximal effect becomes 
marginal and only the duration of effect is slightly prolonged. Therefore, it is likely that a clinician will 
consider the 300 dose to be a putative dose for testing in a clinical trial.  
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Hill equation can be used to describe the activity of an antibiotic against microorganisms 
as follows:

    dN dt B K
K C t
EC C t

n

n n= ⋅ −
⋅

+
⎛

⎝⎜
⎞

⎠⎟
growth

kill_max ( )
( )50

    (13.34)  

where  B  is the bacterial population size (colony - forming units/milliliter),  K  growth  is the 
apparent rate constant of exponential growth without exposure to the antibiotic (unit: 1/
time),  K  kill_max  (1/time) is the maximum bactericidal effect,  n  is the Hill coeffi cient of 
sigmoidicity,  C ( t ) is the antibiotic plasma concentration at time  t , and  EC  50  is the 
antibiotic concentration producing 50% of  E  max . From this basic model fi rst proposed by 
Zhi et al.  (1986) , many refi nements have been proposed to describe situations where 
growth is limited by the shortage of resources, emergence and replication of resistant 
subpopulations, action of antibiotics either on the replication rate or on the killing 
rate, and infl uence of immune response. Using these kinds of mechanistic models, incor-
porating several key factors contributing to the emergence of resistance has allowed 
different modalities of antibiotic administration to be simulated. For example, it was 
shown that the early initiation of treatment and combination therapy with two antibiotics 
prevented the emergence of resistant bacteria, whereas a shorter course of therapy and 
sequential administration of antibiotics promoted the emergence of resistance (D ’ Agata 
et al.,  2008 ). 

 These PK/PD models are able to predict some general features of antibiotic/pathogen 
interaction. Most of the time, the so - called time - dependent antibiotics such as beta - lactams 
have a high Hill coeffi cient and a low  E  max  (low maximum killing rate) while the so - called 
concentration - dependent antibiotics such as quinolones and aminoglycosides are often 
characterized by a low Hill coeffi cient and a high  E  max , meaning that the same Hill equation 
is able to describe the action of the different antibiotic classes. 

     Fig. 13.21     Plot of predicted body temperature ( ° C) versus time (h) after administration of nimesulide 
in dogs at two different doses (2.5   mg/kg/12   h and 5   mg/kg/24   h, for 6 consecutive days). Visual inspec-
tion of the fi gure suggests the superiority of the 2.5   mg/kg/12   h dosage regimen  (from Toutain et al., 
 2001a ).   
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 The lack of sensitivity of clinical outcomes to determine the best dosage regimen in 
terms of bacteriological cure opens the way for investigating the effi cacy of antibiotics 
using surrogate PK/PD indices. Using the murine thigh and lung infection models, various 
empirical PK/PD indices have been proposed to predict the success or failure of a therapy. 
Three appear to be suffi cient to predict antibiotic effectiveness: (1) the AUC/MIC ratio, an 
index used for quinolones; (2) the  C  max   /MIC ratio (where  C  max  is the maximum plasma 
concentration), an index selected for aminoglycosides; and (3)  T     >    MIC (the time during 
which plasma concentrations exceed MIC, expressed as a percentage of the dosage inter-
val), an index selected for the so - called time - dependent antibiotics such as beta - lactams. 
These were originally discussed as targets for constructing dosage regimens in Chapter  12 . 

 The parameter ratios AUC/MIC,  T     >    MIC, and  C  max /MIC are said to be PK/PD indices 
of effi cacy because they combine a PK (AUC,  T     >    MIC,  C  max ) and a common PD (MIC) 
parameter. These indices can be viewed as dose surrogates in a dose - titration setting (Fig. 
 13.2 ), the dose being replaced by a biomarker of exposure scaled by the MIC. Hence, they 
allow dual dosage individualization, that is, based on both the microbiological susceptibil-
ity and drug disposition kinetics. It should be noted that these PK/PD predictive indices of 
 in vivo  effi cacy are again based on free, nonprotein - bound plasma concentrations of the 
antibiotic, not total tissue antibiotic levels. 

 A main goal of veterinary pharmacology is to determine breakpoint values for these 
three main PK/PD indices for each animal species and their pathogens. It can be done by 
assessing the  ex vivo  bacterial activity of an antibiotic in serum and tissue cage fl uids 
(exudate, transudate) (e.g., Aliabadi and Lees,  2001 ). In this kind of experiment, the  graded  
antibiotic response (expressed in terms of reduction of an initial bacterial count) is regressed 
against the surrogate marker ( ex vivo  AUC 24h /MIC) using the Hill equation:

   Antibacterial  response
maximal possible drug effecex vivo = tt[ ]⋅( )

( ) + ( )
surrogate

surrogate surrogate

n

n n

50

    (13.35)  

where the antibacterial response is measured in terms of reduction of the original bacterial 
count. The independent variable is the surrogate (e.g., AUC 24h /MIC) for which a breakpoint 
is to be established. From Equation  13.35 , it is possible to derive three parameters of 
clinical relevance: the maximal possible antibiotic effect (total bacterial eradication); the 
( surrogate ) 50 , the value of the surrogate associated with 50% of the maximal effect and 
which is equivalent to an  EC  50 , that is, a measure of antibiotic potency; and  n , the Hill 
coeffi cient, which gives the slope of the concentration – effect relationship. By solving the 
model, different levels of the antibacterial response (bacteriostasis, bactericidal effect) can 
be calculated and corresponding breakpoint values for the surrogate can be computed. 
Another option to determine the breakpoint value of PK/PD indices is to consider the 
relationship between the PK/PD index and the likelihood of clinical cure, that is, a quantal 
response using a logistic model as described by Equation  13.14  and illustrated in Fig.  13.22 .     

   13.10    CONCLUSIONS 

 This chapter provided approaches to link the concentration – time profi les described by 
pharmacokinetic models to biological effect. The statistical approaches used to determine 
PD model parameter values are the same as those used in PK models fully addressed in 
the next chapter.  
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  14    Study Design and Data Analysis  

  with   Jason     Chittenden       

     Mastery and comprehension of curve - fi tting principles may be one of the most neglected 
areas in pharmacokinetics. It is at this stage that the quality of the analysis is in full control 
of the investigator. As can be appreciated from the discussion in earlier chapters, both 
compartmental and noncompartmental analyses require accurate curve fi tting for calcula-
tion of the parameters that describe the concentration – time (C - T)   profi le, namely the slopes 
 λ   n   and intercepts  A n  . Errors in this stage of the process may produce parameter estimates 
that are wrong simply because the data were improperly analyzed and not because the 
underlying model was incorrectly specifi ed. Errors introduced here will negatively effect 
and bias the use of these pharmacokinetic parameters in subsequent analyses or construc-
tion of dosage regimens. 

 There are a number of basic statistical principles that must be followed in any curve -
 fi tting analysis. The reader is encouraged to consult a statistics text for a complete presenta-
tion of these principles and techniques. This chapter will introduce some basic concepts 
since it is essential to have an intuitive grasp of this process before analyzing data using 
automated software.  

   14.1    INTRODUCTION TO STATISTICAL CONCEPTS 

 The problem to be considered is how to fi t a pharmacokinetic model to experimental data. 
How does one judge that the fi t is correct? If a drug is reasonably well  “ behaved, ”  then 
the curve - fi tting process should be relatively easy. For illustrative purposes, we will con-
sider a drug with linear pharmacokinetic properties. The task then is to select the proper 
model (e.g., one - , two - , or three - exponential equation). Numerous commercial statistical 
and pharmacokinetic packages are used, which all share common attributes. The principles 
will be presented and then an example using a popular software package will be 
illustrated. 

 The fi rst step in understanding this process is to rewrite the basic monoexponential 
pharmacokinetic equation (the model to be fi tted) to include statistical error components:

    C At
t

t t= + +−[ ]1
1e λ μ ε     (14.1)      
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where  μ   t   is unexplained variation in  C  due to lack of model fi t (model misspecifi cation) or 
bias and  ε   t     is unexplained variation due to random error. Even if the monoexponential 
equation represents the optimal model to describe these data ( μ   t      =    0), there will always be 
a random error component due to experimental (e.g., sample timing, analytical error) or 
intraindividual variation. Thus, any regression analysis will always have a degree of uncer-
tainty, and the predictions will thus be bounded in a confi dence interval that is largely 
defi ned by the magnitude of  μ     +     ε . This prediction envelope, defi ned by the actual statistical 
distribution of the error components, is illustrated in the top panel of Fig.  14.1 .   

 One must realize that, regardless of the complexity of the model to be fi tted in Equation 
 14.1 , the identical regression process is utilized to minimize the error components. Some 
programs fi t the exponential equations using techniques of nonlinear regression analysis, 
while other simpler programs linearize the exponential equations by logarithmic transfor-
mation to fi t the equation in the slope - intercept form by simple linear regression (recall 
discussions in Chapter  8 ). All of the models presented earlier in this text may be fi t to data 
using some implementation of statistical regression. Recall from Chapter  11  that these 
approaches are conceptually different from those employed in physiologically based phar-
macokinetics (PBPK) modeling, in which the goodness of fi t to the C - T data alone is not 
the primary constraint involved in model selection. 

     Fig. 14.1     Statistics of pharmacokinetic model - predicted concentration versus time profi le. The mean 
predicted concentration at any time ( t ) is  C t  . Actual data points are ( • ). Top panel: variance envelope 
characterized by  μ   t      +     ε   t  , defi ned by the nature of its frequency distribution. Bottom panel: defi nition of 
the residual as the vertical difference between the observed and model - predicted concentration. The 
square of this distance is added for all data points to obtain the sums of squares, which is minimized 
in a regression program.  
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 As will be presented in Chapter  16 , population pharmacokinetic approaches essentially 
attempt to correlate the interindividual component of error with observable clinical param-
eters (termed concomitant variables or covariates), thereby improving the model - explained 
variation and reducing the true random error  ε . Some models even remove analytical error 
from this term. If the statistical distribution of  ε  can be mathematically defi ned, then the 
overall regression analysis can be improved even further. Our focus in this chapter is on 
the errors resulting from the model prediction in one individual (or  “ pooled ”  individuals) 
and thus the error terms  μ     +     ε  are primarily related to the curve - fi tting procedure. Different 
terminology will be employed in Chapter  16  as the aim of the modeling is different. 
However, conceptually, the problem is the same except that, in addition to  μ     +     ε , interin-
dividual variance components will be included.  

   14.2    CURVE FITTING 

 In all software packages, the computer will attempt to fi t the data to a number of different 
models, using a wide variety of statistical algorithms, and calculate various indices of 
goodness of fi t. Pharmacokinetic curve fi tting involves the use of regression techniques to 
fi t a mathematical model to experimental data. By defi nition, experimental data represent 
a sample of the population, and in any regression program, a computer is attempting to 
minimize the fi tting error (related to  μ     +     ε ), which is based on comparing values of residu-
als. The residual is defi ned as

    Residual Observed Predicted= −     (14.2)   

 which for a biexponential model is

    Residual Observed= − +− −( )A e A et t
1 2

1 2λ λ     (14.3)   

 As can be seen in the bottom panel of Fig.  14.1 , the residual is the vertical difference 
between the value at time t predicted by the model and the actual experimental data point 
observed in the sample. The goal in a regression analysis is to reduce the overall magnitude 
of these residuals. The computer accomplishes this by minimizing a term called the residual 
sums of squares (SS), defi ned as

    SS Residual= ∑( )2     (14.4)   

 Squaring the residuals ensures that SS remains positive and that larger predicted devia-
tions from observations are more greatly  “ punished. ”  This could also be interpreted as a 
measure of variance in the data around the model predictions, so minimizing SS minimizes 
this variance. 

 Regression analysis attempts to partition the SS in an experimental sample into compo-
nents that can be explained by the model and the residual which cannot. Based on the basic 
statistical model in Equation  14.1 , this residual SS is actually composed of two components —
 an SS due to bias or lack of model fi t and an SS due to random error. The concept that 
must be understood in regression analysis is that a model will explain a certain amount of 
variation in the experimental data. A superior model will explain more of the variation. 
The unexplained component of the variation (quantitated as the SS) will be due to bias and 
random error. The analysis attempts to reduce or eliminate the bias or lack of fi t component. 
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There will always be a random error component, which then defi nes the inherent variability 
in the data and the nature of the prediction envelope. This random error component is then 
used to test the model for statistical signifi cance and defi ne confi dence limits for the model 
predictions. 

   14.2.1    Goodness of  fi  t 

 Once the parameters of a model have been estimated, one would like to assess the suit-
ability of the model, or the  “ goodness of fi t. ”  Assessment of goodness of fi t can involve 
objective and subjective measures. Subjective measures of goodness of fi t involve the 
ability of the model to describe the observations as well as to predict new observations and 
possibly to interpolate and extrapolate predictions. Investigations of the model ’ s predict-
ability can be accomplished by re - simulation of the data, in a process called  “ visual predic-
tive check. ”  This re - simulation will involve the intraindividual error and possibly (at one ’ s 
discretion) the uncertainty in the parameter estimates. The goal is to ascertain if the model 
is not only believable but also useful. If the prediction interval is too large, the model may 
not be useful at all. 

 Objective goodness of fi t measures arises from the statistical basis of the regression. To 
better understand the tools at our disposal, we can look back at the SS and consider some 
of the tacit assumptions that have been made. First, if it is assumed that we are interested 
in an unbiased model, then the SS should indeed be proportional to the variance of the 
residuals. In that case, the residuals should be, on average, zero (i.e., the mean of the 
residuals is zero). But by simply summing the residuals, we have also assumed that they 
are independent of each other and have equal variance. As part of an objective assessment, 
we can examine the residuals and look for: 

   •      clustering around a mean of zero;  
   •      independence of consecutive values;  
   •      equal distribution (variance), especially across different predicted values.    

 In practice, while it is possible to statistically test each of these assumptions, a cursory 
review of residual plots discussed below is usually suffi cient. 

 The goodness of fi t of a regression analysis is often assessed by the value of the correla-
tion coeffi cient,  R , where

    R f= √( )∑residual SS/     (14.5)   

 A perfect correlation has a value of  R     =    1. A more useful parameter is the coeffi cient 
of determination ( R  2 ), which by defi nition is the fraction of the total variation of the data 
that can be explained by the fi tted model. As can be seen,  R  and  R  2  are very dependent 
upon the absolute magnitude of the SS and thus are completely infl uenced by the earlier 
and greater concentrations. All regression techniques operate by iteratively minimizing 
SS; that is, by computing different estimates of, say, A ’ s and  λ  ’ s in a model until the 
lowest value of SS occurs. When this occurs, statistics such as  R  will approach their optimal 
value. 

 Consider the infl uence on SS of the early (high concentrations) versus late (low con-
centrations) time points of a kinetic experiment. Assume that the prediction is off by 10% 
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and the concentration data range from 20    μ /mL at 10   min to 0.1    μ g/mL at 24   h. The program 
will try to improve the fi t of the early time point since it is trying to minimize the SS 
generated by an error in the 20    μ /mL sample. More progress is achieved reducing the SS 
contribution from the earlier time points than the later ones since the concentrations (and 
hence residuals) vary by a factor of 200. 

 One of the most powerful approaches to assess goodness of fi t is to graphically examine 
the model - predicted data versus observed data to ensure that the selected model is realistic. 
Numerical approaches often obscure this basic comparison. Fig.  14.2  shows several exam-
ples of actual versus predicted data generated from a two - compartment open model. The 
ideal fi t is depicted in the top panel. The middle panel shows a terminal phase that over-
estimates most of the data points. This may have resulted because the minimization of SS 
was completely determined by the residuals of the earlier time points, as discussed above. 
Statistical parameters such as  R  2  for this fi t may be very good since both of these procedures 
would be heavily infl uenced by the good curve fi t to the higher concentrations.   

 The fi t in the middle panel of Fig.  14.2  could be corrected by weighting the regression 
analysis (and hence the SS for each data point) by 1/ Cp  or 1/( Cp ) 2  to give equal consider-
ation to the lower concentrations. Practically, 1/( Cp ) 2  is often used if concentrations vary 

     Fig. 14.2     Three biexponential plasma concentration versus time curves. Top panel: an excellent fi t 
between observed and predicted concentrations. Middle panel: overprediction of terminal - phase con-
centrations. Bottom panel: An unbalanced experiment with sparse data in the terminal phase.  
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over a few orders of magnitude. Recalling the concentration and time ranges presented in 
Table  8.3  (see Chapter  8 ), this approach is critical when fi tting three or more exponential 
terms to data. 

 The selection of the weight is properly determined by the variance structure of the data, 
which is determined by the variability due to analytical, physiological, and intraindividual 
factors (e.g., determinants  μ     +     ε ). The need for this can be appreciated by examining the 
data in the monoexponential C - T profi le in Fig.  14.3 . In the top panel, the data points have 
homogeneous variance (homoscedasticity) and a weighting scheme may not be necessary 
as it is for nonhomogeneous variance. Weighting may still be required, however, to com-
pensate for the range of concentrations. In the bottom panel, the variance is greater at lower 
than higher concentrations (heteroscedasticity) and the points should be weighted by 
1/variance to minimize this highly variable data from overinfl uencing the fi nal fi t. The 
optimal approach is to select an appropriate weighting scheme to compensate for this 
nonhomogeneous variance structure. Depending on the nature of the pharmacokinetic 
model being estimated, data with nonhomogeneous variance may adversely affect the 
values of the parameter estimates. The need for weighting indicates a violation of the 
assumption that the residuals are identically distributed. This can usually be detected on a 
plot of the residuals versus the predicted variable, as discussed below.   

     Fig. 14.3     A monoexponential model demonstrating heteroscedasticity (top panel) and one showing 
data with homogeneous variance (bottom panel). The former is typical of data in which intraindividual 
variability increases at higher concentrations. Note that the scale is logarithmic, so for an equal distribu-
tion of data, the variance is greater at higher concentrations.  
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 This scenario is encountered in settings in which analytical methods are pushed to their 
limit of detection, and lower, more variable concentrations will have undue infl uence on 
the model selected. If there is a problem with assay sensitivity, a  “ bottoming out ”  of the 
C - T profi le is typically seen. The statistics of this curve fi t may be excellent as all points 
are predicted from this model; however, the cause of the fl attening is analytical and not 
biological. This is often seen in veterinary medicine when withdrawal times are studied 
(the focus of Chapter  19 ). One possible solution is to only consider the early time points 
where the model and data appear to be good. However, if this is done, the model will only 
be good at predicting concentrations at early times, the inference space for this experiment 
(recall discussion of Fig.  1.2  in Chapter  1 ). 

 These weighting processes result in generation of weighted sums of squares (WSS), 
which are then employed in all subsequent statistical comparisons. Numerous approaches 
to generate WSS have been reported, and options for their selection are embedded in 
various software packages. More sophisticated approaches directly model the observed 
variance ’ s statistical properties (e.g., normal or log - normal distributions) in the regression 
program, a process termed the extended least - squares method. The fi nal weighting strategy 
is dependent upon the range of concentrations as well as the actual variability of the data. 
Chapter  16  should be consulted for a more in - depth discussion of these techniques. It is 
important to note that when different models are evaluated for goodness of fi t using these 
criteria, the same weighting schemes must be employed when making comparisons. 

 Another common problem is illustrated in the bottom panel of Fig.  14.2 , where there 
are no data in the fi nal phase (only one point), which suggests that the estimate of the 
terminal phase is tenuous at best. This is typical of unbalanced experimental designs, where 
again the SS will be completely dominated by the points of the early phases. A similar situ-
ation can occur if the distribution phase has only a few data points.  

   14.2.2    Residual  p lots 

 Lack of model fi t to the data can best be appreciated by examining a plot of residuals, a 
function present in most statistical programs. The predicted values in a residual plot are 
the horizontal line representing a perfect fi t (residual    =    0), while the actual residuals are 
plotted. A simple form of this plot (residual versus time) is depicted in Fig.  14.4 , while a 
more sophisticated version (residual versus concentration) is shown in Figs.  14.6  and  14.8  
in the sample data analysis section later in this chapter. As seen in the top graph of Fig. 
 14.4 , a good fi t would indicate no bias in the residuals, which suggests the model neither 
overpredicts nor underpredicts the actual data throughout the course of an experiment. The 
middle panel is a plot of the example above, where the model misses the terminal phases, 
with the last six points having residuals below predictions. In the lower panel, a two -
 compartment model was used to predict a true three - compartment drug. In this case, the 
model fi rst underpredicts then overpredicts, and then underpredicts the actual data. Such a 
plot requires that a new model be considered. A good fi t is characterized by a random 
pattern of residuals, which demonstrates that in general, the model is not biased.   

 As can be appreciated, there is a tremendous amount of information embedded in the 
residuals since they are plots refl ecting  μ  and  ε . Residual plots are often calculated using 
the WSS to more accurately present the goodness of fi t obtained. Most software packages 
have the capacity to generate residual plots and calculate statistical indices quantitating 
their goodness of fi t and their statistical distributions. For example, a nonbiased model 
( μ     →    0) will have no pattern in residuals since they refl ect the random error term  ε . Thus, 
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they should alternate between plus and minus values, and their magnitude should refl ect 
the normal Gaussian distribution of a true random error. This is seen in the top panel of 
Fig.  14.4 , where there are eight runs of plus or minus residuals. If, however, the residuals 
have long runs before the residual sign changes (e.g., middle panel, fi ve runs; and bottom 
panel, three runs of Fig.  14.4 ), then there is bias present ( μ ) and the model is not optimal. 
A large number of runs thus indicate a better model fi t. Statistical tests for randomness of 
residuals, kurtosis, skewing, constancy of variance, and normality of residuals are included 
in many pharmacokinetic packages. Similarly, outliers can be easily detected in residual 
plots and eliminated with a known degree of statistical confi dence. These assessments give 
the user a better idea of model fi t.  

   14.2.3    Properties of  e stimates 

 The useful outputs of the regression are the parameter estimates. These values in combina-
tion with the model constitute the  “ knowledge ”  in the data. But not all parameter estimates 
are created equal. It is assumed that there is a true parameter value, but our data provide 
a limited window through which to view it. If the experiment were repeated, new data 

     Fig. 14.4     Residual plots resulting from a two - exponential pharmacokinetic model. Top panel: a well -
 balanced model with random residuals. Middle panel: residuals indicate lack of model fi t at late time 
points. Bottom panel: residuals suggest that a three - exponential equation may better describe the data.  
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would be observed and new parameter estimates would result. So, data from any given 
experiment will provide parameter estimates that are a sample from some distribution of 
the parameters. These estimates are hopefully centered on some likely value (e.g., mean 
or mode), but the question becomes: how much would we expect the estimate to change 
if the experiment were repeated? In other words, how good are the estimates? 

 We can imagine that if we changed a parameter value and the SS did not change at all, 
that parameter could take on any value and not affect the quality of the model. The SS is 
said to be  “ insensitive ”  to the parameter. On the other hand, if we change a parameter and 
see an enormous change in SS, then the SS is  “ sensitive ”  to the parameter. The sensitivity 
of the SS to the parameters is captured by the standard error of the parameter, a measure 
of the precision with which the parameter is estimated. 

 Regression engines output a variance – covariance matrix that is used to compute stan-
dard errors and other measures of precision such as the correlation matrix, coeffi cients of 
variation (CV, defi ned as parameter mean/standard error), and confi dence intervals. The 
measures are useful in testing whether a model might be simplifi ed, for instance if the 
confi dence interval contains a value which would cause a term in the model to vanish. 
Large standard errors or correlations between parameters are indicative of an overspecifi ed 
model (too many parameters, or too complicated for the amount of data collected), a poor 
solution (try different initial estimates), or a poor choice of weighting.  

   14.2.4    Model  c omparison 

 The ability to compare and select between different candidate models is enabled by the 
computation of various statistics of the fi ts. Automated pharmacokinetic packages will 
report out one or all of these statistics. These include  R ,  R  2 , estimated parameter CV, the 
 F  - test on a model ’ s ability to reduce the WSS, and various criteria used to determine 
whether the simplest model is suffi cient to fi t the data (e.g., Aikake ’ s information criterion 
[AIC]; Schwarz ’ s criterion [SC or SBC]). The CV of the estimated parameters is a very 
robust indicator of the adequacy of the model parameter estimation since the standard error 
of any parameter estimate is related to the magnitude of the unexplained variation within 
an individual ( μ  and  ε ). The optimal model that truly describes the disposition of the drug 
will have a smaller CV. 

 The  F  - test is used to judge the statistical signifi cance of the value of  R  2 . It is widely 
used in analysis of variance (ANOVA) and was used in assessing the quality of the quan-
titative structure permeability relationship (QSPeR)   equations in Chapter  3  (Eq.  3.4 ). It is 
the comparison of SS (or WSS) between two competing models that take into account the 
difference in the reduction in SS between the models based on the degrees of freedom (df). 
Note that this will parallel the reduction in the extended least squares objective function 
used in population pharmacokinetic models in Chapter  16 . Degrees of freedom are defi ned 
as the number of data points analyzed minus the number of parameters estimated. For a 
monoexponential model with 10 C - T points and two parameters being estimated (A, λ ), the 
df mono  would be 8. For a biexponential model being fi tted to the same 10 data points, the 
df bi  would equal 6. The greater the df, the more precise the analysis. The  F  - statistic is 
calculated as

    F( , ) {( )/ }{ /( )}Δdf df SS SS SS df df dfbi mono bi bi bi mono bi= − −     (14.6)   

 The subscripts mono and bi refer to the number of exponential terms in the models being 
compared. In the example described,  Δ df    =    2, and thus the appropriate  F  - statistic is  F (2,6). 
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The value of the calculated  F  is now compared with a table of  F  - statistics (computed 
directly in most software packages) for different levels of statistical signifi cance ( α     =    0.05 
traditionally used). If the calculated  F  is greater than the reference  F , then the biexponential 
model has resulted in a statistically signifi cant reduction in SS and is a preferred model. 
In contrast, if the calculated  F  is less than the reference  F , then the simpler model should 
be used. 

 Both the  R  2  and  F  - tests, which are based on SS, are fairly insensitive to lack of fi t for 
lower concentrations, and thus a weighting scheme must often be employed and then these 
statistics calculated using WSS values. The  F  - test may be used to compare any two models; 
as long as the weighting schemes are identical in both, and the models are  “ nested, ”  a 
choice of a parameter value could reduce one model to the other. As can be appreciated 
from a consideration of df, the more data points in the analysis, the more sensitive the 
discrimination between models will be. 

 The AIC and SC are estimates of how complex a model needs to be (e.g., number of 
exponential phases) in order to optimally fi t the models to the data. For an experiment with 
 “  n  ”  C - T data points that estimates  “  p  ”  parameters (df would now equal  n   –   p )

    AIC WSS= +n p(ln ) 2     (14.7)  

    SC WSS= + ⋅n p n(ln ) (ln )     (14.8)   

 The model with the lowest value of either AIC or SC is the better model. 
 More recently, the corrected AIC, or AIC c , has been developed as an alternative to AIC 

to account for cases where the number of observations is low compared with the number 
of parameters. AIC c  converges to AIC as the number of observations becomes large relative 
to the number of parameters.

    AICc = ( ) + +
+

− −
n WSS p

p p

n p
ln

( )
2

2 1

1
    (14.9)   

 When using AIC or SC to compare models, it is the difference in values between two 
models that is of interest. Differences of  < 2 are borderline, and differences of  > 5 are sub-
stantive. To apply AIC or SC, the models must use the same weighting and (of course) the 
same data, but they need not be nested as for the  F  - test. 

 We have illustrated these techniques using simple monoexponential and biexponential 
models. There are numerous other techniques based on correlation matrices and other 
statistical metrics (e.g., eigenvalue of the variance – covariance matrix) that may be used to 
explore complex multiparameter models. Although mathematically more complex to 
compute, the same indices described above may also be generated for any of the models 
described in previous chapters. The differences between AIC and SC in differentiating 
models will be based on the relative sizes of  “  n  ”  and  “  p  ”  that defi ne the  “ df ”  in the experi-
ment. If the purpose is to discriminate models, then the experiment must be designed to 
have a large  “ df ”  to accurately compute discriminating statistics and defi ne mathematical 
identifi ability.  In other words, there must be enough data collected to have suffi cient df to 
be able to defi ne a model.  An experiment conducted with four time points cannot be used 
to fi t a three - compartment model to the data! 

 Often times, all four criteria ( F  - test,  R  or  R  2 , AIC, and SC) select the best model. In 
other cases, especially when the df are low because of either too few data points or too 
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many parameters being estimated, the results are not clear - cut. An example of this is pro-
vided later in this chapter. This author would strongly advise against relying on any one 
parameter. A fi nal model should be selected based on an examination of all data viewed in 
the context of how the model will be applied. 

 Finally, we have only addressed the analysis of C - T profi les. Identical approaches are 
used when multiple matrices are sampled and concentrations in plasma, urine, and periph-
eral tissue versus time are modeled. An example is the parathion models depicted in Figs. 
 8.24  and  8.25  (see Chapter  8 ). In these cases, the reduction in df introduced by the addition 
of compartments is offset by the increased number of observations obtained by analyzing 
more matrices and metabolites. Similar logic applies to pharmacokinetic – pharmacodynamic 
(PKPD) modeling of concentration data and effect compartments, as presented in Chapter 
 13 . Residual plots for  “ predicted versus observed concentration ”  in all these matrices or 
 “ predicted versus observed effect ”  can be examined and statistics calculated to obtain the 
best fi t to all of the data. The only real difference is that more complex models are specifi ed 
in the input to the programs, making selection of the proper models a critical step, especially 
when nonlinear data are to be studied. The fi t to multiple residual plots must be simultane-
ously assessed. In PKPD models, it is important to start with the optimal and simplest 
pharmacokinetic model that adequately describes the data to ensure that, after linking to a 
pharmacodynamic model, all variation in the concentration versus time data is adequately 
predicted by the pharmacokinetic model. As alluded to in Chapter  3  and as will be seen in 
Chapter  18 , using regression techniques to fi t QSPeR data or to conduct allometric analyses 
are all exercises in statistical regression analysis, making the principles discussed above 
important  .   

   14.3    COMPUTER CURVE - FITTING EXAMPLES 

 These nuances of curve fi tting are best illustrated by example. The data listed in Table  14.1  
are observed values obtained in the author ’ s laboratory after an intravenous dose of 20   mg/
kg of the antibiotic doxycycline to four preruminant calves. Concentrations were quanti-
tated for total plasma doxycycline using a high - performance liquid chromatographic assay, 
validated with mass spectrometry as being specifi c for unchanged parent drug (Riond et 
al.,  1989 ). These data were then analyzed using a commercially available software package, 
Pharsight ’ s Phoenix ®  WinNonlin   ® . The modeling process is deconstructed and presented 
here with relevant discussion and graphics.   

 Table  14.2  and Fig.  14.5  display the parameter estimates and fi tted curves, respectively, 
for a model with additive error (uniform weighting).     

 An examination of the data shows clear two - compartment behavior, so the analysis was 
begun with a two - compartment model. Initial estimates were obtained automatically by 
curve stripping (recall Fig.  8.16  in Chapter  8 ). 

 Estimation of distribution parameters is always fraught with diffi culty since as discussed 
above, the concentrations are high and the sample times are very short. Errors in the time 
of sample collection will have a major impact on the parameters obtained. For example, 
the fi rst sample collected was at 5   min (0.08   h). If the collection times were off by 1   min, 
this would be an error of 20%. In contrast, if the timing was off by 1   min for the 48 - h 
sample, the error would only be 0.03%! In fact, at later time points, timing errors of 10 –
 15   min have little effect on the analysis (0.3% error at 48   h). This sensitivity to sample time 
is a function of the slope of the fi tted curve, the rate of change of concentration with respect 
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  Table 14.1    Sample data set used as input in pharmacokinetic software packages (doxycycline plasma 
concentration in micrograms per milliliter after an intravenous dose of 20   mg/kg). 

   Time (h)     Animal 1     Animal 2     Animal 3     Animal 4  

  0.08    32.5    27.0    25.8    23.4  
  0.17    28.0    21.2    24.8    18.7  
  0.25    25.9    19.5    21.6    18.1  
  0.33    26.1    18.6    21.1    18.6  
  0.42    25.0    18.2    19.6    17.1  
  0.50    23.2    18.2    20.1    16.2  
  1.00    20.2    17.8    15.8    15.9  
  2.00    15.2    15.2    14.1    12.5  
  3.00    12.2    15.9    13.4    11.9  
  4.00    10.3    12.0    12.5    12.4  
  10.0    5.3    8.6    11.0    10.2  
  17.0    7.0    5.8    6.8    6.1  
  22.0    2.9    6.1    4.9    5.6  
  28.0    4.0    4.0    3.6    3.9  
  34.0    2.2    2.8    2.4    2.7  
  41.0    1.8    1.6    1.3    1.8  
  46.0    1.4    1.5    1.0    1.4  
  58.0    0.9    1.2    0.7    0.8  
  70.0    0.7    1.0    0.6    0.6  

  Table 14.2    Pharmacokinetic parameter output for analysis of data in Table  14.1 . 

   Subject     A ( μ g/mL  )      α  (1/h)     B ( μ g/mL)      β  (1/h)  

  Animal 1    19.93    0.79    11.17    0.04  
  Animal 2    18.98    9.22    17.85    0.06  
  Animal 3    12.43    2.42    15.84    0.05  
  Animal 4    10.02    3.59    14.9    0.05  
  Geometric mean    14.736    2.819    14.731    0.051  
  CI 95% lower    8.675    0.558    10.735    0.042  
  CI 95% upper    25.033    14.249    20.216    0.061  

   Confi dence intervals (CI) are calculated based on geometric mean.   

to time. To minimize these errors, one should record the actual time that the blood sample 
was collected and use this in the data analysis. Similarly, in a large animal, the blood cir-
culation time becomes important as the drug might not have been uniformly distributed 
throughout the body. 

 One way of accounting for the increased variance in the measurements at what are typi-
cally high concentrations is to weight the residuals as discussed above. Fig.  14.6  shows 
the plot of the weighted residuals versus the predicted concentrations with all individuals 
data overlaid. A Loess regression is shown for the mean of the residuals (middle line) and 
mean of the absolute residuals (outer lines, mirrored). A Loess regression is a type of 
moving average, called a local linear regression, and is used to visualize a trend in the 
residual data. There is a slight trend for the residuals to increase with concentration. 
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 Weighting by the inverse predicted value produces the output in Table  14.3  and in Figs. 
 14.7  and  14.8 . The trend in the residuals is reduced in this plot and the visual fi t is improved 
a bit for the tails. The precision of the estimates is generally improved with the weighted 
model, making a further argument for it.     

 It is possible to fi t a three - compartment model to the data. A three - compartment model 
could even be suggested by the consistent underprediction of the terminal points in the 
profi les, suggesting that maybe a third compartment would be better defi ned with continued 
sampling. Though the diagnostics related to model fi t including  R  2 , weighted  R  2 , and 
weighted sums of squares residual (WSSR)   are improved for the new model, it is indicated 
strongly only in animal 2, based on AIC and SBC   (Table  14.4 ). That is, the additional 
parameters are not well justifi ed by the slight improvement in model fi t. In addition, the 
standard errors of the parameters become quite large, indicating poor estimation due to 
overparameterization (data not shown). When some subjects indicate the selection of a 
more complex model, while some indicate the selection of a less complex model, popula-
tion modeling may help. This will be discussed in Chapter  16 .    

     Fig. 14.5     Two - compartment unweighted model fi t. Notice that the last data points are systematically 
underpredicted, especially for animal 2.  
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     Fig. 14.6     Standardized residuals versus predicted concentration plot. There are some caveats to using 
this plot across individuals, but we usually fi nd it informative. Note the pinching of the residual values 
at low concentrations. This indicates that the SS is being dominated by the high - concentration 
residuals.  
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  Table 14.3    Pharmacokinetic parameter output for analysis of data in Table  14.1 . 

   Subject     A ( μ g/mL)      α  (1/h)     B( μ g/mL)      β  (1/h)  

  Animal 1    20.19    0.71    10.56    0.04  
  Animal 2    16.97    6.65    16.77    0.05  
  Animal 3    12.58    2.62    16.09    0.05  
  Animal 4    9.55    3.38    14.95    0.05  
  Geometric mean    14.241    2.545    14.368    0.049  
  CI 95% lower    8.415    0.575    10.272    0.041  
  CI 95% upper    24.102    11.271    20.097    0.058  

   Data is weighted by the inverse of the predicted values. Confi dence intervals (CI) are calculated based on geometric 
mean.   

  Table 14.4    Model diagnostics to compare two -  and three - compartment weighted models. 

   Subject     Source     Diagnostic  

   AIC     SBC     WSSR      R  2       R  2  weighted    

  Animal 1    2 comp    23.00    26.77    2.20    0.995    0.994  
  3 comp    22.95    28.61    1.78    0.998    0.995  

  Animal 2    2 comp    21.69    25.47    2.06    0.993    0.994  
  3 comp    12.47    18.13    1.02    0.997    0.997  

  Animal 3    2 comp    4.61    8.39    0.84    0.998    0.998  
  3 comp    8.65    14.32    0.84    0.998    0.998  

  Animal 4    2 comp    3.97    7.75    0.81    0.995    0.997  
  3 comp    1.11    6.78    0.56    0.997    0.998  
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     Fig. 14.7     Two - compartment, weighted (predicted  − 1 ) model fi t. Note that in this case, there is not much 
change in the predictions.  
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     Fig. 14.8     Standardized residuals versus 
predicted concentration plot. The distribution 
of the residuals fi ts the assumption of identical 
distribution better now, as shown by the fl atter 
trend in the residual distribution.  
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   14.4    GENERAL CONCEPTS 

 To complete this discussion, we will present a personal overview of important principles 
of experimental design and curve fi tting in the form of several rules of thumb. These should 
be viewed as suggestions for improving the analysis of experimental data. Independent of 
what type of pharmacokinetic modeling approach is to be applied, there are a few general 
guidelines that always should be followed, yet are often ignored, based on the author ’ s 
review of numerous manuscripts in this fi eld. These include the following: 

  1.     Before beginning any study, it is always prudent to conduct a small pilot trial to deter-
mine what the serum C - T profi le looks like. This ensures that the concentrations 
produced by the dose administered are in the proper range for the assay. Concentrations 
should always be signifi cantly above the sensitivity of the assay, otherwise the terminal 
concentration profi le tends to  “ fl atten out, ”  which erroneously suggests a long terminal 
half - life ( T   ½    ). Pilot studies are best conducted by taking samples at increasing time 
intervals to determine how long drug concentrations persist. To get an accurate estimate 
of a terminal  T   ½  , one needs an experimental duration at least three to fi ve times the 
actual  T   ½  . Recall from Chapter  8  that in fi ve  T   ½  , 97% of that exponential phase gov-
erned by the process is over. Depending on assay methods used, this strategy also 
allows one to plan for appropriate dilutions. 

 A pilot study begins the process of model selection since, when the data are plotted 
on Cartesian and semilogarithmic scales, linearity may be easily assessed (see Chapter 
 8 , Figs.  8.1  and  8.2 , and Chapter  10 , Fig.  10.3 ) and, if appropriate, the number of 
exponential phases in a linear C - T profi le can often be estimated. Finally, it is important 
to remember that when conducting an intravenous pharmacokinetic study, one must 
administer the drug in a different cannula from that used to collect blood samples; 
otherwise, residual drug left over from the high concentration injection will contami-
nate samples. On this point, one must also remember to discard the initial fi ll volume 
of any catheter to ensure that solution in the catheter for anticoagulation purposes will 
not dilute the actual sample.  

  2.     At this point, it is important to verify that the analytical assay used is appropriate and 
sensitive enough for the serum concentrations observed. It is better to conduct a few 
pilot studies to get the concentrations in a range optimal for assay than to do a complete 
study only to discover that they are out of range and most samples are below the limit 
of detection! Unfortunately, this occurs too often. This step also helps one select the 
volume of blood samples needed in the fi nal experiment. The specifi city of the assay 
should be defi ned. Are any metabolites present? Does the assay measure total or free 
drug concentrations? Is the assay stereoselective?  

  3.     The next phase is to determine how many samples are needed and when they should 
be taken. Ideally, an orthogonal sampling schedule should be selected, whereby samples 
are spaced at increasing time intervals, making the number of samples per exponential 
phase balanced (e.g., equal number of time points per phase to avoid bias in fi tting any 
one - model component). Of course, this assumes that a log - linear C - T profi le has been 
identifi ed in the pilot study. The reason behind this logic is evident from our discussion 
of the curve - stripping procedure since essentially one is estimating the intercepts ( A n  ) 
and exponents ( λ   n  ) of a polyexponential equation. An unbalanced experimental design 
that results in too many samples in one phase will give more weight to that phase (all 
SS determined from that phase) and therefore bias the model. If, in the actual experi-
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ment, one fi nds that this has occurred, one might prefer to randomly delete samples 
from the data - rich phase to eliminate bias. The increasing time intervals between 
samples (every 5   min, then 15   min, then 30   min, then 1   h, 2   h, etc.) is always the best 
strategy to curve - fi t exponential equations when the model (1, 2, or 3 terms) is not 
known, since this results in an equally spaced spread of data when plotted on a semilog 
C - T plot. A 12 - time - point study would be optimally designed as collecting samples at 
5, 10, 15, 30, 45, 60, 90, 120, 180, 240, 360, and 480   min. A zero - time, predosing 
sample should always be collected. 

 In contrast, if the specifi c model is already defi ned for a species, and the goal of 
the study is to estimate the value of the parameters (intercepts [ A n  ] and slopes or 
exponents [ λ   n  ]) for that model, then samples should be clustered within each expo-
nential phase since one already knows where the phases are occurring. One avoids 
points in the infl ection areas (times between phases where the curve bends) since 
depending on variability, they may be assigned to the wrong phase. If a two -
 compartment model fi ts the above data, samples in such a study might be best taken 
at 10, 15, 20, 60, 75, 90, 240, 275, 300, 400, 440, and 480   min. To design these experi-
ments, studies must have already been conducted in the species of interest and a model 
defi ned. In most cases, the fi rst scenario is operative and orthogonal design is best. 
The reader is referred to statistical texts on experimental design and optimal sampling 
strategies for a discussion of the differences between model exploration and parameter 
estimation. A fi nal tool is to use model simulation software (e.g., ADAPT  ) and assign 
specifi c statistical properties to the preliminary model to select the optimal experi-
mental design.  

  4.     The number of animals used for the fi nal experiment is dependent upon the purpose 
of the study and the variability in drug disposition between individual animals. Standard 
statistical texts may be consulted to determine sample size. It is important to remember 
that some of the derived pharmacokinetic parameters, such as  T   ½   are not normally 
distributed, requiring transformations to be performed (e.g., use log - normal, geometric 
or harmonic  T   ½  , median, or mode instead of mean) before statistical analysis. A broad 
examination of the comparative pharmacokinetic literature suggests that the typical 
size of an intravenous dose pharmacokinetic trial for a drug with normal variability in 
the population is approximately four to six animals. 

 The statistical aspects of interindividual and intraindividual variability will be 
extensively discussed in Chapter  16  on population pharmacokinetic techniques. At this 
point, it is important to realize that any individual data point has many components of 
variability, including those attributed to the assay; to sample timing; to within - individual 
changes in drug disposition; to between - individual differences in underlying age, 
physiology, environment or disease states; and to an unexplained component identifi ed 
as random error. The magnitude of this variability infl uences the sample size (number 
of time points and number of replicates) required to adequately fi t a mathematical 
model to the data.  

  5.     An allometric scaling technique could be used to arrive at the initial dose for the 
pilot study, assuming that a species ’  clearance and volume of distribution are pro-
portional to its metabolic rate or body surface area. For example, assume that a 
kinetic study had already been conducted in species A at  “  x  ”  milligrams per kilogram. 
You know that this dose is at least safe for use in species A. You want to know the 
initial dose  “  y  ”  to use for your kinetic study in species B. This could be estimated as 
follows: 
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    y x( / ) ( / )[ / ] .mg kg mg kg Body Weight Body WeightA B= 0 25     (14.10)   

 The background and development of this approach is fully described in the chapter 
on interspecies extrapolations (see Eq.  18.3  in Chapter  18 ). In this case, a small animal 
would receive a larger dose on a per - weight basis, which would ensure that drug con-
centrations persist for suffi cient times to get a good estimate of  T   ½  . If a larger animal 
were to be studied, the dose would be reduced to ensure that one was not now overdos-
ing the animal. If a comparative pharmacokinetic study had already been done, as 
described in Chapter  18 , then the specifi c allometric exponent ( “ b ” ) for that drug could 
be used. Of course, some drugs (especially those metabolized) do not scale, and thus 
this technique may not work, a situation that could result in toxicity if one was going 
from a large to a small animal.  This must be considered only as an initial approach to 
designing a pilot trial in the absence of any better data and must be tempered by any 
available knowledge of the pharmacology of the drug being studied.   

  6.     When estimating parameters, convergence (successful completion) of the regression 
algorithm may be sensitive to initial estimates. If bioavailability is unknown, be aware 
that fl ip - fl op solutions are possible. When providing initial estimates, try to separate 
the exponents by an order of magnitude, especially when attempting to fi t two -  or 
three - compartment models to data that may not support them. This will help avoid 
degenerate solutions, where two of the compartments end up with the same exponent. 
It may be necessary to iterate a model in order to refi ne initials estimates and achieve 
convergence. For instance, to estimate a model with WSS, it may be necessary to use 
fi nal estimates from an unweighted model as initial estimates for the weighted model.     
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  15    Bioequivalence Studies  

  with   Marilyn     Martinez       

     Up through this point in the text, the focus has been to present basic principles and tech-
niques of pharmacokinetics. There is one application in human and veterinary medicine 
where pharmacokinetic (PK) modeling is broadly applied and where statistical consider-
ations are integrated into both data collection and analysis. This is the determination of 
product bioequivalence (BE) to be presented here from the perspective of drug regulatory 
agencies, primarily the US Food and Drug Administration (FDA). This chapter departs 
from the structure of previous ones as it will develop the basis of current regulations for 
determining topical BE of veterinary products. At the time of this writing, the correspond-
ing veterinary regulations have not been published. Therefore, the human regulations 
adopted by the US FDA are used to illustrate these concepts. This chapter reinforces the 
statistical principles introduced in Chapter  14  and bridges into their further application in 
Chapter  16  where population pharmacostatistical models are formally introduced. In addi-
tion, it illustrates biological factors that directly infl uence PK parameters, especially in the 
area of oral drug absorption, in an attempt to reinforce these important linkages developed 
earlier in the text. 

 When evaluating the relationship between dose and response for a new active pharma-
ceutical ingredient (API) or for an API in a new formulation, there are numerous important 
PK questions to address. For example, it is important to understand clearance ( Cl ) mecha-
nisms, the distributional characteristics of the compound, the presence (or absence) of 
active metabolites, stereospecifi c kinetic properties, the residence time of the drug within 
the body, physiological and environmental variables that can infl uence drug pharmacoki-
netics, and any processes that may lead to a lack of dose - proportional drug exposure. These 
concepts have been extensively presented in earlier chapters.  

   15.1    BIOAVAILABILITY     

 Another component of this PK characterization process is bioavailability. The term 
bioavailability, introduced in Chapter  4  (see Eqs.  4.2  and  4.3 ), refers to the rate and extent 
to which the active ingredient or active moiety is absorbed from a drug product and 
becomes available at the site of action. For drug products that are not intended to be 
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absorbed into the bloodstream, bioavailability may be assessed by measurements intended 
to refl ect the rate and extent to which the active ingredient or active moiety becomes 
available at the site of action (Code of Federal Regulations [CFR]  § 320.1). The bioavail-
ability of a drug or of a formulation may be considered from several different perspectives, 
including  : 

  Absolute bioavailability:     This describes the percent of the total labeled dose that is sys-
temically available. Most frequently, such assessments are based on the comparison of 
a formulation to an intravenous (IV) dose of the same active ingredient. By using the 
equation

    AUC B0− = ⋅inf ( )/D F Cl     (15.1)      

where AUC 0 – inf  is the area under the concentration versus time curve from time zero to 
 ∞ ,  D  is the administered dose,  F  is the fraction of the administered dose that is systemi-
cally available, and  Cl  B  is the systemic  Cl  of the drug previously defi ned in Chapter  8 , 
an investigator can compare the AUC 0 – inf  values associated with the IV dose (which, by 
defi nition, is 100% bioavailable) to the AUC 0 – inf  associated with the formulation under 
question. An inherent assumption in this assessment is that  Cl  B  of the IV and non - IV 
formulations are identical. Furthermore, the use of AUC 0 – inf  (or AUC 0 –  τ  , which refl ects 
the total AUC over a single dosing interval,  τ ) rather than the AUC estimated to some 
other time interval is necessary because the terminal elimination half - life ( T   ½  ) of the 
different dosage forms may not be equal. Determination of F under these circumstances 
was presented in Chapter  8 , Equation  8.31 .  

  Relative bioavailability:     This term describes the comparison of AUC 0 – inf  values across 
different formulations, instead of in reference to IV dosing.  

  Bioequivalence:     BE describes the condition under which the relative bioavailability of two 
products is consistent with the absence of a signifi cant difference in the rate and extent 
to which the active ingredient or active moiety in pharmaceutical equivalents or phar-
maceutical alternatives becomes available at the site of drug action when administered 
at the same molar dose under similar conditions in an appropriately designed study (CFR 
 §  320.1). In this regard, for two products to be considered bioequivalent, they need to 
contain the same API and be administered at the same molar dose.    

 The objective of BE studies is not to determine an appropriate dose or dosage regimen 
for this alternative formulation. Rather it is to determine whether or not two products 
will be clinically indistinguishable to the human or veterinary patient. Embodied in 
this assessment is the need to show a  “ superimposition ”  of respective dose – drug exposure 
profi les. Therefore, a determination of product BE incorporates PK, chemistry, and 
statistics. 

 BE is established on the basis of the marker that most accurately refl ects potential for-
mulation effects. As discussed later, in most cases, this marker for blood level studies is 
the parent compound. Prior knowledge of the API ’ s PK characteristics is used to design a 
study that will discriminate between inequivalent formulations. For two products to be 
considered bioequivalent, parameter means and variances should also be  “ equivalent. ”  For 
example, Fig.  15.1  illustrates three frequency distribution plots of a PK parameter (e.g., 
AUC). In the case of treatments A and B, the products are described by similar mean values 
but different variances. For treatments A and C, the magnitude of variability is similar 
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across the two formulations, but the means differ. Therefore, none of these treatments can 
be considered bioequivalent to the other.   

 Other terms associated with BE determinations include (FDA  “ Orange Book, ”   2009   ): 

   •      Chemical equivalence:     Two or more dosage forms that contain the same quantity of a 
particular drug.  

   •      Clinical equivalence:     The same drug in two or more dosage forms that provide identi-
cal  in vivo  effects as measured by some pharmacological response or by the control of 
the symptoms of a disease.  

   •      Pharmaceutical equivalents:     Drug products are considered pharmaceutical equivalents 
if they contain the same active ingredient(s), are of the same dosage form, route of 
administration, and are identical in strength or concentration. Pharmaceutically equiva-
lent drug products are formulated to contain the same amount of active ingredient in 
the same dosage form and to meet the same compendial or other applicable standards 
(i.e., strength, quality, purity, and identity). However, they can differ in such character-
istics as shape, scoring confi guration, release mechanisms, packaging, excipients 
(including colors, fl avors, preservatives), expiration time, and (within certain limits) 
labeling.  

   •      Therapeutic equivalence:     Drug products are considered to be therapeutic equivalents 
only if they are  pharmaceutical equivalents  and will have the same clinical effect and 
safety profi le when administered to patients under the conditions specifi ed in the label-
ing. FDA classifi es therapeutically equivalent products as those formulations that meet 
the following general criteria: (1) they are approved as safe and effective; (2) they are 
pharmaceutical equivalents as just defi ned; (3) they are bioequivalent in that (a) they 
do not present a known or potential BE problem and they meet an acceptable  in vitro  
standard, or (b) if they do present such a known or potential problem, they are shown 
to meet an appropriate BE standard; (4) they are adequately labeled; and (5) they are 
manufactured in compliance with Current Good Manufacturing Practice regulations.    

 In contrast with pharmaceutical equivalents,  pharmaceutical alternatives  are considered 
to be drug products that contain the same therapeutic moiety, but contain different salts, 
esters, or complexes of that moiety, or are different dosage forms or strengths (see Khankari 
and Grant,  1995 , and Kumar et al.,  2008 , for further discussion on the relationship between 
salt form and API absorption characteristics). Different dosage forms and strengths within 
a product line by a single manufacturer are thus  pharmaceutical alternatives , as are 
extended - release products when compared with immediate - release or standard - release for-
mulations of the same API.  

     Fig. 15.1     Examples of three product profi les that fail to demonstrate product BE.  
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   15.2    HISTORICAL BIOEQUIVALENCE PERSPECTIVE 

 In 1971, the US National Academy of Science Bioequivalence Symposium resulted in 
recommendations for the determination of AUC values via numerical integration and the 
evaluation of rate of absorption by assessing the observed peak drug concentrations ( C  max ) 
and the time to  C  max ,  T  max  (Ronfeld and Benet,  1977 ). These terms were defi ned and used 
in dosage regimen design in Chapter  12 . The bounds for defi ning BE were set as  ± 20% 
based on consultation with physicians who concluded that this magnitude of difference 
would be without clinical signifi cance. This decision was subsequently codifi ed by publica-
tion in the Federal Register in  1977 . 

 In the mid - 1980s, the statistical test used for supporting conclusions of product BE by 
the FDA ’ s Center for Drug Evaluation and Research (CDER) was the analysis of variance 
(ANOVA) procedure. The null hypothesis (H 0   ) was  “ no difference ”  between treatment 
means. The type I error, the risk of accepting the null hypothesis when it is in fact true, 
was set as  α     =    0.05. From a pharmaceutical perspective, this refl ects the sponsor ’ s risk of 
failing to correctly confi rm that two products are indeed bioequivalent. In contrast, from a 
patient perspective, there is the need to minimize the risk of failing to identify those prod-
ucts that are  not  in fact bioequivalent. This is refl ective of the type II error (i.e., the probabil-
ity of failing to reject the null hypothesis when it is in fact false, which was set at  β     =    0.20). 
The  power  to reject the null hypothesis when it is indeed false (the power of the test) is 
estimated as 1  –   β . A description of the type I and type II errors is provided in Table  15.1 .   

 Initially, a statistical  F  - test (introduced in Chapter  14  when regression goodness of fi t 
was discussed in Eq.  14.6 ) was used to compare product average bioavailability. If the 
power of the test was less than 80% and if statistically signifi cant differences were not 
observed (i.e., if  p     >    0.05), then the  “ 75/75 ”  rule could be employed. The  “ 75/75 ”  rule 
stated that two products could be declared bioequivalent if 75% of the subjects had product 
ratios for AUC and  C  max  that were within the limits of 75 – 125% (Federal Register,  1977 ; 
Cabana,  1983 ).   

 Unfortunately, this method of data analysis presented with inherent inconsistencies. In 
particular, the likelihood of declaring two products as being bioequivalent increased as the 
standard error (SE) increased. In other words, the more variable the data, the greater was 
the likelihood of declaring two products bioequivalent as seen in Fig.  15.2 . The upper limits 
of the BE boundaries were defi ned by  the criterion of no less than 80% power .   

 In 1987, Don Schuirmann of the FDA published a landmark manuscript where he split 
the statistical assessment of BE into two one - sided tests procedures and applied the two -
 sample  t  - test for evaluating the upper and lower BE boundaries (Schuirmann,  1987 ). To this 
end, the H 0  was changed to an assessment of differences (i.e.,  > 20% difference between 
treatment means) and the alternative hypothesis (H a ) was changed to a test of sameness (i.e., 

  Table 15.1    Defi ning type I and type II error. 

        Investigator accepts H 0      Investigator rejects H 0   

  When H 0  is true    Valid conclusion    Type I error ( α ) 
 Sponsor risk  

  When H 0  is False    Type II error ( β ) 
 Patient ’ s risk  

  Valid conclusion  

   In a BE trial,  α  is the risk of declaring two products as being different when they in fact are bioequivalent; and  β  is the 
risk of declaring two products as being bioequivalent when they in fact are different.   
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 ≤ 20% difference between treatment means). By fl ipping the test in this manner, an investi-
gator needs to have the power to reject the H 0  in order to conclude that the two products 
are bioequivalent. Thus, Schuirmann ’ s statistical method provided a logical approach to the 
assessment of product BE: the likelihood of declaring two products as bioequivalent (reject-
ing the H 0  that  T     ≠     R ) improves as statistical power increases (Fig.  15.3 ).   

 Ratifi cation of the Generic Animal Drug Patent Term Restoration Act of 1988 
(GADPTRA) provided a legal mechanism whereby the FDA ’ s CVM could approve generic 
animal drug applications in the United States (Public Law 100 - 670, Nov. 16, 1988, 102 
Stat. 3971). Following several workshops on this topic (Martinez and Riviere,  1994 ) the 
 in vivo  BE test methods were solidifi ed into the 1996 FDA/CVM Bioequivalence Guidance 
(#35). This guidance has since undergone several minor revisions, with the current version 
having been released in November 2006. Resources are listed in the Bibliography section  .  

   15.3    BIOEQUIVALENCE STUDY PROTOCOL 
CONSIDERATIONS 

 Although the CVM BE guidance describes several kinds of potential BE studies, this 
chapter will focus solely on blood level BE trials as these involve PK principles previously 
introduced in the text. Comparative blood level BE trials can provide a demonstration of 
product BE when the active molecule passes through the systemic circulation to reach its 
site of action. The design of these trials is predicated upon an understanding of the PK 
characteristics of the API. There are a number of factors that can complicate study design. 

   15.3.1    Nonlinear  p harmacokinetics 

 If there are saturable absorption mechanisms, the risk of failing to detect formulation dif-
ferences will increase as a function of the administered dose. In these situations, it may be 

     Fig. 15.2     Rejection region when using the power approach.   X Xt R−  represents the difference between 
the treatment means. As the SE of the estimate increases, the size of the allowable difference between 
the treatment means likewise increases up to a maximum difference as defi ned by the need to achieve 
no less than an 80% power of the test (based on the work of Schuirmann,  1987 ).  
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best to design a study where the lowest, rather than the highest, label dose is administered. 
Conversely, if there is the risk of saturable elimination processes, small differences in drug 
absorption can be exaggerated under steady - state conditions. This can potentially lead to 
therapeutic inequivalence when the products are chronically administered (i.e., under con-
ditions where accumulation occurs). In these situations, it may be best to conduct a steady -
 state BE study using the highest label dose. Profi les would be compared after the fi rst 
administration to estimate the  C  max  associated with the two formulations. Comparison of 
the steady - state AUC values (estimated over a single dosing interval) would provide the 
basis for assessing the relative extents of drug exposure. 

 The effect of nonlinear PK behavior on AUC determination, central to some of these 
caveats, was discussed in Chapter  10 , Equations  10.23  –  10.25 . As is crucial in the design 
of any PK study, it is important to identify the sampling times needed to accurately describe 
potential formulation effects, and if a study is designed as a crossover investigation, it is 
necessary to defi ne the duration of time needed to insure the absence of a carryover effect. 
This is best done in pilot trials before the fi nal trial is started.  

   15.3.2    Multiple -   v ersus  s ingle -  d ose  s tudies 

 Even when conducting a single - dose BE trial, concomitant distribution and elimination 
processes infl uence the observed peak concentrations. This can be appreciated from discus-
sions in Chapter  8  by examining Equation  8.55  predicting plasma concentrations in a 
two - compartment model after oral administration. However, this problem is greatly exag-
gerated in repeated dose studies when drug accumulation has occurred. In the presence of 
previous drug accumulation, elimination and distribution processes from preceding doses 
serve to further contaminate the determination of the oral input function. Therefore, product 

     Fig. 15.3     Relationship between allowable difference between treatment means and the corresponding 
SE of the estimate for establishing product BE when using the two one - sided tests procedure (confi dence 
interval approach). Note that as the SE increases, the allowable difference between product means 
likewise decrease (based on the work of Schuirmann,  1987 ).  
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 C  max  values are best compared following a single dose (e.g., see the FDA - CDER Guidance 
for Industry,  2003    Bioequivalence Guidance in the Bibliography). 

 Examples of when multiple - dose studies may be appropriate include drugs for which 
there are saturable elimination processes or when accumulation is needed to increase drug 
concentrations to accommodate limitations associated with the analytical method. In con-
trast to what some may believe, multiple - dose studies do not reduce the within - subject 
error associated with AUC (el - Tahtawy et al.,  1998 ). Unless inconsistent with approved 
labeled dosing conditions, multiple - dose studies should be carried out to steady state 
(dosing for 4 – 7 terminal elimination half - lives) as can be appreciated from examining Table 
 8.1  and the defi nition of steady state illustrated in Fig.  12.1 . In so doing, the AUC estimated 
over a single dosing interval (AUC 0 –  τ  ) equals the AUC estimated to time infi nity (AUC 0 – inf ) 
after a single dose.  

   15.3.3    Fed  v ersus  f asted  c onditions 

 As extensively discussed in Chapter  4 , food can modify the absorption profi le of many 
drugs, potentially having a direct effect on rate and extent of drug absorption, and thus its 
bioavailability. Food can increase the oral bioavailability of low solubility compounds if 
the drug is well absorbed throughout the gastrointestinal (GI  ) tract. However, food can 
reduce drug oral bioavailability if the compound is absorbed primarily in the upper small 
intestine. This decrease in drug absorption can be due to a variety of factors (Fleisher 
et al.,  1999 ; Sinko et al.,  1999   ; Jinno et al.,  2008 ): 

   •      An increase in the fl uid volume of the GI tract decreases the concentration of drug 
exposed to absorptive membranes.  

   •      An increase in the fl uid viscosity of the GI tract can result in a decrease in the duration 
of interaction between the drug and the absorptive membrane.  

   •      Bile salt secretion decreases intermicellar  “ free ”  drug fraction in the upper intestine, 
which could lead to a decrease in drug absorption. In some cases, when formulations 
are specifi cally designed to increase micelle formation, this can be a source of food -
 by - formulation interaction.  

   •      There can be a physical interaction between the API and food, such as when the drug 
binds to fi brous food matter or to free ions, such as calcium.  

   •      Food can affect the extent of presystemic drug metabolism (e.g., transporters or enzyme 
systems).  

   •      There can be an interaction between food and components of the formulation. This 
potential source of food - by - formulation interaction is particularly important for modi-
fi ed release oral dosage forms.  

   •      The drug may be unstable in the presence of acids, leading to an increase in the drug 
degradation due to food - induced increased gastric residence time. In cases where one 
formulation protects against exposure to gastric acids but the other formulation does 
not offer such protection, this can lead to a food - by - formulation interaction.  

   •      Bioavailability may also decrease in the presence of an increase in fl uid volume due to 
the dilution of excipients that are intended to increase drug permeability. This could be 
a source of food - by - formulation interaction.  

   •      Food can increase hepatic blood fl ow, leading to an increase in drug metabolism as it 
passes through the liver (assuming that enzyme saturation does not occur).  
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   •      Food can decrease the rate of gastric emptying, which can delay drug absorption (and 
therefore reduce  C  max ).    

 Despite the multimechanistic manner in which food can alter product bioavailability, 
when considering the design of product BE trials, the pivotal question is  not  whether or 
not food infl uences drug absorption thereby affecting absolute bioavailability, but  rather 
whether there may be a food - by - drug interaction  which would affect the relative bioavaibil-
ity of two different formulations, and thus BE. Should that occur, products that are dem-
onstrated to be equivalent in the fasted state may fail to be bioequivalent when taken with 
food or vice versa. Therefore, for BE investigations, the focus is on potential formulation -
 specifi c food effects (Koch et al.,  1978 ; McLean et al.,  1978 ; Watson,  1979 ; Hendeles 
et al.,  1985   ; Karim et al.,  1985 ; Watson et al.,  1986 ; Hoppu et al.,  1987 ; Skelly et al.,  1987 ; 
Watson and Rijnberk,  1987 ; Tse et al.,  1991 ; Oukessou and Toutain,  1992 ). Because food 
can increase the variability in drug absorption for monogastric species (Martinez,  1989 ), 
studies conducted in the fed state may have lower study power, rendering it more diffi cult 
to demonstrate product BE.  

   15.3.4    Parent  d rug  v ersus the  a ctive  m etabolite( s ) 

 Occasionally, BE assessments need to be based on concentrations of an active metabolite, 
such as when the API is administered as a prodrug. Reasons for administering the API as 
a prodrug include its improved solubility, intestinal stability, bioavailability, or even fl avor 
improvement (Testa,  2009 ). In these situations, concentrations of the administered moiety 
may be too low to be adequately measured, leaving the active metabolite as the moiety 
upon which product BE is based. 

 Notwithstanding this one exception, there is an overwhelming consensus that product 
BE should be based on comparative concentrations of the parent compound whenever pos-
sible (Jackson et al.,  2004 ; Midha et al.,  2004 ; Fern á ndez - Teruel et al.,  2009 ; Braddy and 
Jackson,  2010 ). Since the metabolite is formed downstream from the absorption process, 
the concentration – time profi le of the parent drug is more sensitive to changes in formula-
tion performance than is a metabolite, even if the API undergoes extensive fi rst - pass 
metabolism.  

   15.3.5    Chiral  c ompounds 

 The importance of using stereospecifi c methods when evaluating the PK of chiral molecules 
is well recognized in human (e.g., Boulton and Fawcett,  2001   ; Mehvar et al.,  2002   ) and in 
veterinary medicine (Landoni and Lees,  1996 ). However, when evaluating the BE of phar-
maceutically equivalent products, the question needs to focus on whether or not the use of 
nonstereospecifi c methods would fail to detect product inequivalence for one of the 
enantiomers. 

 When using the same route of administration, the majority of drug products show no 
stereospecifi c differences in the product relative bioavailability (Midha et al.,  1998b   ). 
Therefore, for most drugs with linear PK characteristics, the use of stereospecifi c analytical 
methods is not necessary (Mehvar and Jamali,  1997 ). However, stereospecifi c methods may 
be needed under the following conditions (Mehvar and Jamali,  1997 ; Srichana and Suedee, 
 2001 ; Nerurkar et al.,  2005 ): 
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   •      When drugs exhibit nonlinear pharmacokinetics, the results of BE studies based on the 
total drug may differ from those based on the individual enantiomers.  

   •      When the separate enantiomers differ substantially with regard to  Cl  and/or volume of 
distribution (which may lead to a bias in terms of conclusions based on  C  max  and  T  max  
but not AUC).  

   •      When the formulation contains chiral excipients.  
   •      When the separate enantiomers exhibit markedly different solubility characteristics.     

   15.3.6    Selection of  b lood  s ampling  t imes 

 To characterize peak drug concentrations, at least one blood sample should be taken (when-
ever possible) prior to the expected  T  max . The duration of blood sampling should cover the 
entire time period associated with drug absorption. Once absorption is complete, the blood 
concentration – time profi le refl ects formulation - independent processes. Therefore, treat-
ment comparison of AUC values can be adequately defi ned by the use of truncated profi les 
for long terminal elimination half - life ( T   ½  ) drugs, so long as the absorption phase has been 
completely captured (Lovering et al.,  1975   ; Martinez and Jackson,  1991 ; Endrenyi and 
Tothfalusi,  1997   ). 

 A far more challenging study to design is one where the test and reference products 
release the API over a duration of months. This situation necessitates that subjects be 
enrolled in BE for an extensive duration of time, which can lead to very large within -  and 
between - subject variability due to inherent variations in absorption, distribution, metabo-
lism, and elimination (ADME) processes, and a high risk of subject dropout. For these 
reasons, the possibility of alternative study designs (e.g., a random assignment of subjects 
to various segments of the absorptive phase such that no one subject is enrolled for the 
entire duration of the study) may be worthy of consideration.  

   15.3.7    Defi ning the  s tudy  p opulation 

 BE studies are generally conducted in healthy animals that are representative of the species, 
class, gender, and physiological maturity for which the drug is approved. The BE study 
may also be conducted with a single gender for which the pioneer product is approved. 
Although aging (Ritschel,  1988, 1992 ; Burrows et al.,  1992 ), disease (Ritschel and Denson, 
 1991 ; Rowland and Tozer,  1995 ), and maturation (Wang et al.,  1990 ; Nouws,  1992 ; 
Schwark,  1992 ; Elton et al.,  1993a,b ) can signifi cantly affect the PK of the API as also 
discussed in Chapter  17 , there are only a handful of situations where these factors have 
been shown to bias the BE assessment. For example, in humans, an age - related increase 
in gastric pH was shown to alter the relative bioavailability of two diazepam formulations 
(Meyer,  1995 ). Similarly, although gender - related differences in drug pharmacokinetics are 
known to occur (Cleveland et al.,  1995   ; Olling et al.,  1995 ), statistically signifi cant gender -
 by - formulation interactions have yet to be described (Chen and Williams,  1995 ).   

   15.4     PK  DATA ANALYSIS 

 The determination of product BE is a subset of PK analysis that uses many of the approaches 
discussed in earlier chapters. However, there is a long and rich history of specifi c techniques 
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established to be acceptable to regulatory agencies. Issues specifi c to this domain will be 
expanded upon and illustrated below. 

   15.4.1    Measuring the  e xtent of  d rug  a bsorption: 
 AUC   d etermination 

 As can be appreciated, the determination of AUC is pivotal to the determination of product 
BE. Issues involved in accurate determination of AUC have been previously discussed in 
the context of noncompartmental models in the Chapter  9  section on  “ calculation of 
moments ”  as illustrated in Table  9.1 . Topics unique to regulatory BE determination will be 
expanded upon here. 

 Depending upon the degree of curvature of the concentration versus time profi le, there 
are several techniques that can be used for estimating the AUC (Chow,  1978 ; Yeh and 
Kwan,  1978 ). Most frequently, AUC is estimated by using either the trapezoidal or the 
log - linear trapezoidal method. It should be emphasized that log - transformed AUC values 
(LnAUC) are AUC values that are transformed after estimation using methods described 
in the example that follows. LnAUC is not the AUC based on the Ln concentration versus 
time profi le. Furthermore, LnAUC should not be confused with the log - linear trapezoidal 
rule since the former refers to a population estimate and the latter refers to a method of 
area estimation. 

 When applying the trapezoidal method, each trapezoidal area is determined from 
Equation  9.7  [AUC    =     ½ ( C ti      +     C   ti  + 1 )( t i    + 1     −     t   i  )] where  t   i  + 1  and  t   i   are the times associated with 
sequential blood samples and  C ti   and  C   ti  + 1  are the corresponding sample concentrations. 
The trapezoidal method was depicted in Figs.  4.13  and  9.3  from earlier chapters. In this 
example, the AUC from the time of dosing (time zero) to the last concentration exceeding 
the assay limit of quantifi cation (AUC 0 – last  or AUC 0 – LOQ ), is calculated by summing ( ∑ ) each 
of the individual trapezoidal areas. Therefore, in this case, AUC 0 – last     =    AUC 0 – LOQ     =    AUC 0 – 24 . 
It should be noted that AUC 0 – last  should never include a terminal sample whose concentra-
tion is less than the assay limit of assay quantifi cation (LOQ). Inclusion of such triangulated 
areas may result in overestimation of the true AUC 0 – inf . 

 When the decline is exponential, which we know is true for linear fi rst - order processes, 
the more accurate method for calculating area is the ln - linear trapezoidal method. In this 
situation, the area prior to the peak concentration ( C  max ) is calculated by the trapezoidal 
method. The area beyond  C  max  is calculated as:

    AUCC lastmax [( ) ( )]/ ln( / )− + + += − ⋅ −C C t t C Cti ti i i ti ti1 1 1     (15.2)   

 As before, AUC 0 – last  is obtained by summation of the individual trapezoids. As seen in 
the example in Table  15.2 , minimal differences should be observed between linear and 
log - linear estimates unless a greater than two - fold difference occurs between consecutive 
concentrations during the decline portion of the curve.    

   15.4.2    Measuring the  r ate of  d rug  a bsorption 

 Because  C  max  is not a pure estimate of absorption rate, alternative metrics have been con-
sidered. These include mean residence time (Yamaoka et al.,  1978 ) developed extensively 
in Chapter  9 , maximum entropy (Charter and Gull,  1987 ),  C  max /AUC (Endrenyi and 
Yan,  1993 ), partial AUCs (Chen,  1992 ), Wagner – Nelson plots (Wagner,  1974 ) introduced 
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in Fig.  9.4  in Chapter  9 , or center of gravity (Veng - Pedersen and Tillman,  1989   ) as calcu-
lated by Equation  9.27  and shown in Fig.  9.2  in Chapter  9 . 

 However, in the majority of situations, observed  C  max  remain the metric of choice by 
US regulatory authorities (see FDA - CDER Guidance for Industry,  2003    Bioequivalence 
Guidance). Because small differences in  T  max  can lead to very small or very large test/
reference ratios (e.g., 1   h/0.5   h    =    2), the comparison of  T  max  values is generally based on a 
determination of clinical relevance.   

   15.5    STATISTICAL ANALYSIS OF BIOAVAILABILITY DATA 

 The major difference between the application of PK to BE determination compared with 
other applications presented in this text relate to the detailed proscribed statistical proce-
dures that have been adopted and encoded in regulations. Although tedious to the statisti-
cally na ï ve reader, they illustrate sources of variability that enter into PK study design that 
should be taken into consideration in any PK experiment. 

   15.5.1    Use of the  c rossover  d esign to  d ecrease  v ariability 

 Every observation contains both intended and unintended effects. These unintended effects 
are known as variability and are further developed in Chapter  16 . Factors contributing to 
variability include  between - subject  factors (such as age, breed, gender, physiological attri-
butes, mg/kg dose, and environment),  within - subject  factors (which may be due to other 
endogenous or exogenous factors including diurnal variability, day - to - day variability, phys-
iological variation, and exposure to environmental and nutritional factors), and the  unex-
plained  random variability ( ε  in Chapters  14  and  16 ) that is due to factors such as analytical 
error, blood collection error (including deviation from the intended sampling time), and 
dosing error. 

 When designing a study to compare the bioavailability of two treatments, the goal is to 
maximize the power of the test. When using a two one - sided tests procedure, an increase 
in the power of the test will increase the likelihood of obtaining confi dence intervals that 
are within the established bounds for declaring product BE. 

 One mechanism for increasing the power of the test is to remove the between - subject 
variability from the treatment comparison through the use of a  crossover study design  where 
each subject receives the test and the reference products. This was also discussed in Fig. 
 13.2  in Chapter  13  in the context of designing pharmacokinetic – pharmacodynamic (PK   -
 PD) models. When conducting a crossover trial, the test and reference product are com-
pared within (rather than between) individuals. The time between sequential administrations 
is termed the  washout period . This is the time interval needed to insure that the drug (and 
any effect associated with that drug product) is absent from the body. Typically, this is 
estimated as 10 times the terminal elimination  T   ½   of the drug, where again as can be appre-
ciated from Table  8.1 , only 0.0097% of any drug remains in the body. However, other 
considerations also need to be factored into the duration of the washout period. These 
include: 

   •      The duration of time necessary from the systemic  Cl  of any metabolite.  
   •      The duration of time needed for any physiological effects associated with the prior drug 

administration to be absent from the body. For example, prior drug exposure may inhibit 
or induce the metabolism of the drug during subsequent exposure, and may induce an 
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infl ammatory response that alters subsequent parenteral drug absorption, alter gastro-
intestinal motility, or affect blood fl ow.  

   •      If there are excipients that affect subsequent absorption or  Cl  of that compound, excipi-
ent residues need to be eliminated from the body.  

   •      If the products being compared contain multiple drug entities, the duration of the 
washout period should be based on the compound (or a metabolite) associated with the 
longest elimination T  ½  . This point holds true, even if only one of the multiple compo-
nents is being measured within that BE trial. This is because the presence of the other 
compounds may affect the physiology or the kinetics of the moiety of interest, thereby 
biasing the data generated in period 2.    

 If a crossover study were designed such that each subject received treatment A (Trt A) 
in period 1 and Treatment B (Trt B) in period 2, then the analysis of the data would be as 
follows: 

        Per 1     Per 2  

  Gp 1    Trt A    Trt B  

 where the effects associated with observations generated in the study (group    =    Gp 1) 
equals:

    Gp Trt B Trt A Per Per Co A B1 2 1= − + − + +( ) ( ) : ε     (15.3)  

where
  Trt       =    treatment,  
 Per       =    period,  
 Co A:B       =    any carryover from Trt A to Trt B, and  
   ε         =    random error.    

 Therefore, when there is only one sequence group, there are other potential effects (i.e., 
period effects and carryover effects) that could confound our treatment comparison. To 
remedy this problem, a second sequence group (Gp 2) is needed where the order of drug 
administration is reversed. In this case, the study is designed as follows: 

        Per 1     Per 2  

  Gp 1    Trt A    Trt B  
  Gp 2    Trt B    Trt A  

 For the study design to be valid, the absolute value of the data generated in Gp 2 should 
equal that generated in Gp 1. In other words:

    Gp Trt B Trt A Per Per Co A B1 2 1= − + − + +( ) ( ) : ε     (15.4)  

    Gp Trt A Trt B Per Per Co B A2 2 1= − + − + +( ) ( ) : ε     (15.5)   

 Assuming that Gp 1 and Gp 2 are from the same population and that all other study 
factors are identical, then the  ε  associated with Gp 1 and Gp 2 should likewise be identical. 
In that case, our comparison would be:
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( ) ( ) :

( ) ( )

Trt B Trt A Per Per Co A B

Trt A Trt B Per Per

− + − +
= − + −

2 1

2 1 ++ Co B A:
    

(15.6)
   

 Since (Per 2    −    Per 1) appears on both sides of the equation, it can be eliminated, sim-
plifying to:

    ( ) : ( ) :Trt B Trt A Co A B Trt A Trt B Co B A− + = − +     (15.7)  

In other words, 

    
Gp Gp Trt B Trt A Trt A Trt B Co A B Co B A

T

1 2

2

− = − − − − + −
=

[( ) ( )] ( : : )

( rrt B Trt A Co A B Co B A− + −) ( : : )
    

(15.8)
   

 The fi rst point to note is that by conducting a two - sequence, two - treatment, two - period 
crossover trial, period effects are eliminated from the treatment comparison. Second, our 
comparison of Gp 1 and Gp 2 is contingent upon the two groups being described by the 
same random error. Third, for the difference between Gp 1 and Gp 2 to solely refl ect a 
treatment effect, the carryover effects (Co A:B and Co B:A) need to be equal, for example, 
zero. If that is not the case, the resulting treatment comparison will be biased. For this 
reason, an important component of any crossover analysis is the confi rmation that there 
are no statistically signifi cant Gp (sequence) effects. Because the sequence effect is a 
between - subject (and not a within - subject) comparison, the error term for testing signifi -
cance is subject - nested - within - sequence and  not  the residual error from the ANOVA (which 
will refl ect the within - subject error and all unexplained error). Since sequence effects are 
a between - subject comparison, the level of signifi cance (the  p  value) is often set as 0.1 
rather than as 0.05 (Jones and Kenward,  1989 ).  

   15.5.2    Use of the  ANOVA  

 To be statistically valid, comparisons involving the average BE (ABE) approach necessi-
tates that certain assumptions are met. These include homogeneity of variances, normality, 
independence of the main effects (additivity), and the absence of a subject - by - treatment 
interaction (Shapiro and Wilk,  1965 ; Weiner,  1971 ; Ekbohm and Melander,  1989 ; Grieve, 
 1989 ). 

 An appropriate statistical model to describe the observations generated in a standard 
two - treatment, two - period, two - sequence crossover design (Weiner,  1971 ; Grieve,  1989 ; 
Chow and Liu,  1995 ) can be written as follows:

    Yijk k i k j j k ijk= + + + + +μ seq subj period trt error( ) ( , )     (15.9)  

where
   Y ijk         =    the observation associated with the  i th subject (nested within the  k th sequence) 

during the  j th period,  
  μ        =    the population mean for the measure of interest,  
 seq  k         =    the  k th sequence,  
 subj  i ( k )        =    the  i th subject nested within the  k th sequence,  
 period  j         =    the  j th period,  
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 trt ( j , k )        =    treatment associated with the  j th period and the  k th sequence, and  
 error  ijk         =    the residual (unexplained) error associated with the  i th subject (nested within 

the  k th sequence) during the  j th period. It is this error that determines the width of 
the 90% confi dence interval.    

 If a parallel study design is used, the model reduces to:

    Yim m im= + +μ trt error( )     (15.10)  

where
   Y im         =    the observation associated with the  i th subject and the  m th treatment,  
  μ        =    the population mean for the measure of interest,  
 trt  m         =    the  m th treatment, and  
 error  im         =    the unexplained variability associated with the  i th subject and the  m th treat-

ment. This error estimate determines the width of the 90% confi dence interval.     

   15.5.3    Data  t ransformation 

 The use of data transformation refl ects the investigator ’ s belief that the assumptions of the 
ANOVA are better met when the data are presented on a transformed scale (Box and Cox, 
 1964 ). Numerous kinds of data transformations are possible (Bartlett,  1947 ; Draper and 
Hunter,  1969 ). However, by convention, the natural logarithmic transformation is generally 
used during the evaluation of PK and BE study data (Shapiro and Wilk,  1965 ; Schuirmann, 
 1989 ). Reasons to support this approach include PK models are multiplicative and therefore 
considered by some not to be in compliance with the assumption of additivity, logarithmic 
transformation stabilizes the variances, many biological systems are associated with 
log - normal distributions, BE comparisons are generally expressed as ratios rather than 
differences, and other types of data transformation will be very diffi cult to interpret.  

   15.5.4    The 90%  c onfi dence  i nterval 

 From a statistical perspective, when using the confi dence interval approach for assessing 
ABE, we are stating that we are 90% certain that the interval from  X  to  Y  (e.g., from 0.80 
to 1.25) contains the true ratio of treatment means across the population of individuals. 

 If one could evaluate the test and reference product in every single patient (animal) that 
would potentially receive that drug, it would be possible to determine the true population 
mean value and the variance about that mean. However, since BE studies include only a 
fi nite number of subjects, a normal distribution of average test/reference ratios would be 
obtained if the study could be repeated an infi nite number of times. This point is illustrated 
in Fig.  15.4 , where a BE study (with each iteration defi ned by identical parameter means 
and variances) was simulated 10,000 times.   

 For any given parameter, the confi dence interval about the ratio of treatment means is 
calculated according to FDA/CVM Bioequivalence Guidance #35 as follows:

    

Untransformed data

Lower limit SE

Upper 

v

:

[( ) ]/. ( )= − − ⋅T R t R0 95

llimit SE v= − + ⋅[( ) ]/. ( )T R t R0 95

    

(15.11)
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Log Ln transformed data

Lower limit SE t

( ) :
[( ) ( . ( ))]= − − ⋅e T R v0 95

UUpper limit SE= − + ⋅e T R t v[( ) ( . ( ))]0 95

    

(15.12)

  

where
   T        =    mean value for the test product,  
  R        =    mean value for the reference product,  
 SE       =    standard error for the estimate of the differences between the test minus 

reference untransformed or the ln - transformed means for the parameter of interest,  
  v        =    the error degrees of freedom, and  
  t (0.95( v ))       =    the  t  - table value corresponding with  v  degrees of freedom and  α     =    0.05.    

 For a two - period, two - treatment, two - sequence crossover study, the SE is the standard 
error of the estimate of the difference between the r means, and is calculated as:

    s
n nA B

⋅ +⎛
⎝⎜

⎞
⎠⎟

1

2

1 1
    (15.13)  

where
   s        =    the root mean square error (residual error) from the ANOVA,  
  n A         =    the number of subjects in period 1 (some refer to this as the number of subjects in 

sequence A [Gp1]), and  

     Fig. 15.4     Frequency distribution of 10,000 BE trials where the AUC values for the test and reference 
products were simulated with identical means and variances (mean    =    150   ng · h/mL, % CV     =    20, observa-
tions per treatment    =    50).  
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  n B         =    the number of subjects in period 2 (some refer to this as the number of subjects in 
sequence B [Gp 2]). The value of  ½  refl ects the fact that this is a comparison of two 
treatments.    

 For extended - period crossover designs (e.g., two sequences, three periods), the SE is 
estimated as:

    s
n n nA B C

⋅ + +⎛
⎝⎜

⎞
⎠⎟

1

2

1 1 1
    (15.14)  

where  n A  ,  n B  , and  n C   refl ect the number of subjects per period. Again, the value of  ½  refl ects 
the fact that despite repeated observations, only two treatments are being compared. 
Additional information on alternative study designs and the statistical implications associ-
ated with these designs is provided by Jones and Kenward  (1989)  and by Ratkowsky et al. 
 (1993) .  

   15.5.5    Estimating  s ample  s ize 

 The greater the variability in the estimate, the wider the corresponding confi dence intervals. 
Similarly, for any magnitude of parameter variability, the width of the confi dence interval 
decreases as the number of subjects increases (thereby providing an increasingly better 
approximation of the true patient population). In other words, the SE of the estimate 
decreases as either the variance decreases or as the number of subjects increase.  For that 
reason, the probability to successfully demonstrate product BE improves as the variability 
of the estimate decreases and as the number of subjects included in the comparison 
increases (even if the parameter values of the test and reference values are identical) . This 
outcome, as demonstrated in Fig.  15.5 , is due to a decrease in the degree of uncertainty 
about the BE predictions as the number of subjects increase.   

 With this in mind, Liu and Chow  (1992)  have estimated the sample size needed for 
Schuirmann ’ s two one - sided tests procedure based on an untransformed data set. These 
estimates are a function of the variability in the estimate of the difference and the magnitude 
of the difference in treatment means (Table  15.3 ). Sample size estimates have also been 
developed for log - transformed data sets (Hauschke et al.,  1992 ; Steinijans et al.,  1992 ). 

     Fig. 15.5     The relationship between variability and subject number in determining the probability of 
declaring two products as bioequivalent.  
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Table  15.4  refl ects the sample size estimate for ln - transformed data (the  “ multiplicative 
model ” ).   

 These tables can be used to estimate the number of subjects needed in a two - period, 
two - treatment, two - sequence crossover study design. Each table provides the value of  N , 
which equals the total number of study subjects. For the crossover study, the % CV  pertains 
to the residual error, which includes within - subject and unexplained error excluding the 

  Table 15.3    Sample sizes for Schuirmann ’ s two one - sided tests procedure (80% power and   ∇ = ⋅0 2. μR  
at the 5% nominal level). 

             Percent difference,  θ   

   0     5     10     15  

  % CV     10    8    8    16    52  
      12    8    10    20    74  
      14    10    14    26    100  
      16    14    16    34    126  
      18    16    20    42    162  
      20    20    24    52    200  
      22    24    28    62    242  
      24    28    34    74    288  
      26    32    40    86    336  
      28    36    46    100    390  
      30    40    52    114    448  
      32    46    58    128    508  
      34    52    66    146    574  
      36    58    74    162    644  
      38    64    82    180    716  
      40    70    90    200    794  

   The number of subjects provided in the table ( N ) is the total number of subjects required in a two - period crossover 
design (where  N     =    2 n  and  n     =    the number of subjects per sequence) to achieve a power of 80% at  α     =    0.05 for a 
given  θ  between the test and reference products.   

  Table 15.4    Approximate sample sizes to attain a power of 80% with the multiplicative model. 

             Ratio test/reference  

   0.85     0.90     0.95     1.00     1.05     1.10     1.15     1.20  

  % CV     5.0    12    6    4    4    4    6    8    22  
      7.5    22    8    6    6    6    8    12    44  
      10.0    36    12    8    6    8    10    20    76  
      12.5    56    16    10    8    10    14    30    118  
      15.0    78    22    12    10    12    20    42    170  
      17.5    106    30    16    14    16    26    58    230  
      20.0    138    38    20    16    18    32    74    300  
      22.5    172    48    24    20    24    40    92    378  
      25.0    212    58    28    24    28    50    114    466  
      27.5    256    70    34    28    34    60    138    564  
      30.0    306    82    40    34    40    70    162    670  

   The number of subjects provided in the table ( N ) is the total number of subjects required in a two - period crossover 
design (where  N     =    2 n  and  n     =    the number of subjects per sequence) to achieve a power of 80% at  α     =    0.05 for a 
given ratio of the test/reference product.   
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between - subject error. In a two - period, two - sequence, two - treatment crossover trial,  n  is 
the number of subjects within each sequence and therefore the total number of subjects, 
 N , is 2 n . If this were applied to a parallel design,  N  would equal 2 n , where  n  is the number 
of subjects per treatment. 

 When BE is analyzed on the basis of the untransformed data, the confi dence intervals 
are symmetric around zero. Therefore, the numbers of subjects needed to meet the upper 
and lower BE bounds are identical. The number of subjects needed to achieve a 1  –   β  
power at the  α  nominal level is termed  N , and  N  is 2 n , where  n  is the number of subjects 
required per sequence. If the test and reference products are truly identical (i.e., the percent 
difference in population means,  θ     =    zero), then:

    n t n t n CV≥ −( ) + −( ) ∇[ , / , ] [ / ]α β2 2 2 2 2 2 2     (15.15)  

where
   μ  T        =    the population mean for the test product,  
  μ  R        =    the population mean for the reference product,  
  θ        =    [( μ  T     –     μ  R )/ μ  R ]    ×    100,  
   CV MSE R= ( ) ×/ μ 100,     

   n t t
R

= ⎛
⎝⎜

⎞
⎠⎟

+( )2
0 20

2

0 80 0 975
2σ

μ.
. ( ) .½ ½ , and     

   ∇       =    the BE limit.    

 If  θ     >    0, then

    n t n t n CV≥ −( ) + −( ) ∇ −[ , / , ] [ /( ]α β θ2 2 2 2 2 2 2)     (15.16)   

 It should be noted that this is an iterative equation where the number of subjects are 
determined by convergence of the prior and posterior estimates. 

 When using a multiplicative model, the upper and lower confi dence bounds are  not  
symmetrical. Therefore, the number of subjects needed in a crossover study when the data 
are ln - transformed need to be considered from the perspective of the upper and lower 
bounds, respectively. For the multiplicative model, the number of subjects can be estimated 
as follows: 

   •      If  θ     =    1, 
 then:  n     ≥    [ t ( α , 2 n     –    2)    +     t ( β /2, 2 n     –    2)] 2  [ CV /ln 1.25] 2   

   •      If 1    <     θ     <    1.25, 
 then:  n     ≥    [ t ( α , 2 n     –    2)    +     t ( β , 2 n     –    2)] 2  [ CV /(ln 1.25    −    ln  θ )] 2   

   •      If 0.8    <     θ     <    1, 
 then:  n     ≥    [ t ( α , 2 n     –    2)    +    t( β , 2 n     –    2)] 2  [ CV /(ln 0.8    −    ln  θ )] 2     

 Note that as with the linear model, this is an iterative equation. 
 In both cases, since the estimates are based on the use of a two - period, two - treatment, 

two - sequence crossover study design, the sample size will provide an equal number of 
observations with the test and the reference formulations. In other words, since each subject 
provides an observation for the test and reference product in a two - period, two - treatment, 
two - sequence crossover study design, there will be  N  total number of observations for both 
the test and reference products from each of the  N  subjects in the study. So, for example, 
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if a multiplicative model is used, where the within - subject % CV  is 20 and the ratio of the 
test/reference formulations is 0.95, the equation results in an estimate of 20 subjects (10 
in Gp 1, 10 in Gp 2). In this case, the estimated number of total subjects needed to declare 
product BE would be 20 and the total number of data points included in the BE trial would 
be 40 (20 observations for the test product and 20 observations for the reference product). 
If this were a parallel rather than a crossover study, the % CV  would be based on the 
 between - subject error  rather than the  within - subject error . For any estimated value of  N , 
this is likely to result in a less powerful study. Furthermore, since there is a need for 20 
observations per treatment, the study would need to employ 20 subjects that will be admin-
istered the test formulation and 20 subjects that are administered the reference formulation, 
that is, a total of 40 subjects. In other words, the total number of subjects that would need 
to be included in a parallel study would equal 2N.   

   15.6    INDIVIDUAL VERSUS POPULATION 
BIOEQUIVELANCE: ALTERNATIVE 
STATISTICAL DESIGNS 

 Up to this point, the discussion pertained to average BE, which compares the population 
means between the test and reference products. When using an ABE approach, only the 
means of the two formulations need to be suffi ciently similar. However, two alternative 
approaches termed  individual  and  population  BE (IBE and PBE, respectively) have been 
proposed for consideration to include comparisons of population means and variances 
(FDA - CDER Guidance for Industry,  2001 )  . While the PBE approach assesses the total 
variability of bioavailability measurements, the IBE approach focuses on intraindividual 
variability for the test and reference products, as well as on subject - by - formulation interac-
tions. PBE and IBE approaches scale the BE criteria to the reference variability, which 
offers an advantage over ABE when testing highly variable drug products. 

 In theory, the PBE and IBE approaches refl ect differences in the objectives of BE 
tests conducted at various stages of drug development. These differences are embodied in 
the concepts of  prescribability  and  switchability  (Midha et al., 1997,  1998a,b, 1999 ). 
 Prescribability  refers to the clinical setting in which a practitioner prescribes a drug product 
to a patient for the fi rst time (a drug - na ï ve patient). In this setting, the prescriber relies on 
an understanding that the average performance of the drug product has been well character-
ized and relates in some defi nable way to the safety and effi cacy information from clinical 
trials. This is in contrast to the concept of  switchability , which refers to the setting in which 
a practitioner transfers a patient from one drug product to another. This latter situation arises 
with generic substitution, as well as with certain postapproval changes by an innovator or 
generic fi rm in the formulation and/or manufacture of a drug product. Under these circum-
stances, the prescriber and patient should be assured that the newly administered drug 
product will yield comparable safety and effi cacy to that of the product for which it is being 
substituted. It is this concept of switchability upon which the fundamental principle of BE 
is based. 

 Due to the need for replicate study designs for obtaining the within - subject variance 
estimate (generally involving about four periods), PBE and IBE approaches have not been 
used in veterinary medicine. Furthermore, for most compounds, even within human medi-
cine, the ABE approach has been shown to provide adequate assurance of product 
switchability.  
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   15.7    ENDOGENOUS COMPOUNDS: PRODUCTS WITH 
NONZERO BASELINES 

 Many drug substances are endogenous compounds such as hormones. When evaluating the 
relative bioavailability of products where the active substance is an endogenous compound, 
the blood level data need to be corrected for background concentrations. To illustrate this 
point, let ’ s say that a drug product is intended to raise the level of an endogenous hormone 
in the patient population, and that the average 24 - h AUC for that endogenous substance is 
100   ng · h/mL. Let us further state that concentrations are doubled when these subjects are 
administered the reference product (i.e., AUC    =    200   ng · h/mL  ) and that it increases to only 
170   ng · h/mL following administration of the test product. If evaluated on the basis of uncor-
rected substance concentrations, the estimated test/reference ratio would be 0.85 (which 
could result in declaring the products as bioequivalent if an adequate number of subjects 
were included in the study). However, in fact the true relative bioavailability of the test/
reference formulations is 0.70, which would not be within the limits defi ning product BE. 

 A real - life example of this point was reported for the relative bioavailability evaluation 
of two products that deliver testosterone. The BE trial was conducted in 12 healthy human 
subjects (Chik et al.,  2009 ). Without correction for endogenous concentrations, the two 
products met traditional BE criteria (93 – 120 for AUC and 88 – 117 for  C  max ). However, after 
correcting for background levels, the two products were clearly shown not to be bioequiva-
lent with confi dence intervals; 90% confi dence interval for AUC was 52 – 106 and 50 – 258 
based on one of the methods employed for correcting for background testosterone levels.  

   15.8    HUMAN FOOD SAFETY 

 While blood level comparisons can confi rm product comparability with respect to target 
animal safety and effi cacy, it may not accurately refl ect the relative drug tissue concentra-
tions at the innovator ’ s approved withdrawal time, an end point fully developed in Chapter 
 19  of this text. In particular, analytical methods may not have the sensitivity needed to 
identify product differences in their respective terminal drug disposition (Wyse et al., 
 2003 ). In these situations, products could successfully meet standard blood level BE criteria 
despite markedly different drug concentrations within the target animal ’ s edible tissues. 
Such differences may occur if, for example, a small portion of the total dose of a particular 
formulation is slowly released over time. This situation would be generated by the multi-
compartmental behavior discussed in Chapter  8  concerning PK model selection across 
different concentration ranges as was depicted in Fig.  8.22 . 

 Figs.  15.6  and  15.7  provide an example of such a situation where the test product has 
slightly higher bioavailability (5% higher than the reference formulation) but has a small 
portion of the total dose (15%) that is slowly absorbed from the injection site (e.g., if a 
small portion of the dose precipitates at the injection site and then very slowly gets 
absorbed). In this example, there are minimal differences in the blood concentration versus 
time profi les. Therefore, these two formulations may be declared as bioequivalent. However, 
the differences in the terminal tissue concentrations, while of negligible therapeutic con-
sequence, could lead to violative residues. Consequently, CVM has adopted the recom-
mendation of the Panel on Human Food Safety at the 1993 Veterinary Drug Bioequivalence 
Workshop (Martinez and Riviere,  1994 ) that a tissue residue depletion study would gener-
ally be needed to support the approval of a generic animal drug product in food - producing 
animals.   
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 Certain drug products may be exempt from the requirement to conduct a tissue residue 
depletion study. Exemptions include products for which a waiver of  in vivo  BE testing is 
granted, and products for which the assay method used in the blood BE study is sensitive 
enough to measure blood levels of the drug for the entire withdrawal period assigned to 
the reference product (e.g., drug products in which the innovator is assigned a zero with-
drawal time). Other requests for waiver of the tissue residue study are considered on a 
case - by - case basis.  

   15.9     IN VITRO  TESTING AND  A NALYSIS OF 
DISSOLUTION DATA 

 Drug absorption from a solid dosage form after oral administration depends on the release 
of the drug substance from the drug product, the dissolution or solubilization of the drug 

     Fig. 15.6     Example of comparative blood concentration – time profi les where the test product (Trt B) that 
is 5% more bioavailable than the reference formulation (Trt A), but where 15% of Trt B ’ s bioavailable 
dose is very slowly absorbed from the injection site.  
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     Fig. 15.7     Comparative tissue drug concentrations for the two products described in Fig.  15.4 .  

100

TissueTRTA

10

Tissue Trt A

Tolerance

Tissue Trt B

0.1

1

0.01

C
o

n
ce

n
tr

at
io

n
 (

p
p

m
)

0 20 403010 6050 8070 10090

Time (h)



Bioequivalence Studies 337

under physiological conditions, and the permeability across the GI tract. Therefore, the 
generation of information pertaining to the  in vitro  dissolution characterization of a formu-
lation may be relevant to the prediction of its  in vivo  performance.  In vitro  dissolution tests 
for solid oral dosage forms, such as tablets, suspensions, and capsules are used to (1) assess 
the lot - to - lot quality of a drug product; (2) guide development of new formulations; 
(3) ensure continuing product quality and performance after changes in formulation, manu-
facturing process, site of manufacture, or scale - up of the manufacturing process; and 
(4) support of biowaiver requests. 

 When used to support batch release, the US Pharmacopeia (USP) describes methods for 
interpreting dissolution data. They state that the specifi cations are met if the quantities of 
the API dissolved from the dosage units tested succeed in conforming to  Acceptance Table 
1  presented as Table  15.5 . This Acceptance Table contains three stages (S1, S2, and S3) 
for meeting the acceptance criteria. The quantity,  Q , is the amount of dissolved active 
ingredient specifi ed in the individual USP monograph, expressed as a percentage of the 
labeled content of the dosage unit. The 5%, 15%, and 25% values in the Acceptance Table 
are expressed as percentages of the labeled content, thereby allowing  Q  to be a unitless 
value.   

 The identifi cation of methods to statistically compare two dissolution profi les is chal-
lenging, and numerous potential methods have been proposed (O ’ Hara et al.,  1997 ). 
Ultimately, a method that relies on simply calculations and a limited set of assumptions 
was developed for comparing two dissolution profi les. This model - independent approach 
was used to confi rm profi le comparability and is termed the similarity factor ( f  2 ).  f  2  is a 
logarithmic reciprocal square root transformation of the sum of squared error, refl ecting 
similarity in the percent (%) dissolution of the two curves. 

 The equation for the similarity factor ( f  2 ) is:
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 To understand the mathematical interpretation of this equation, we need to divide it into 
its separate components. The term   1 1

2n R Tt
n( )∑ −( )= t t  simply refl ects the average differ-

ence in the percent dissolved from two formulations.  R  t     −     T  t  is the difference in the percent 
dissolved of the mean dissolution profi le (e.g., averaged over the 12 units    =     n ) at any 
sampling time,  t . It is squared so that we can obtain the absolute value of the differences. 
When we ultimately log - transform the data, a value of zero is not acceptable. Therefore, a 

  Table 15.5    USP acceptance Table  15.1 . 

   Stage     Number tested     Acceptance criteria  

  S1    6    Each unit is not less than  Q     +    5%.  
  S2    6    Average of 12 units (S1    +    S2) is equal to or greater than  Q , and no 

unit is less than  Q     –    15%.  
  S3    12    Average of 24 units (S1    +    S2    +    S3) is equal to or greater than  Q , not 

more than 2 units are less than  Q     –    15%, and no unit is less than 
 Q     –    25%.  

   For additional information, see USP General Chapters  < 711 >  and  < 1092 >  (USP 27, NF 22,  2004 )  .   
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value of 1 is included in the equation to allow logarithmic transformation. The negative 
square root allows this to be expressed as a fraction. Therefore, as the difference gets 
increasingly large, the size of the reciprocal gets increasingly small. 

 So, looking at our three examples:
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 One multiplies by 100 to express values as whole numbers. 
 When we take the logs of these values and multiply by 50 (see Table  15.6  for sample 

calculations), we obtain the following: 

  1.     average original difference    =    5%,  f  2     =    64.6  
  2.     average original difference    =    10%,  f  2     =    49.89  
  3.     average original difference    =    30%,  f  2     =    26.13      

 Use of this model independent approach is predicated on the following stipulations 
(FDA - CDER Guidance for Industry,  1997 ):  

    •      Twelve units each of the test and reference formulations are tested and values for each 
unit individually recorded.  

   •      The dissolution measurements of the test and reference batches are made under exactly 
the same conditions.  

   •      Only one measurement is considered after 85% dissolution of both products.  
   •      To allow for the use of mean data, the percent coeffi cient of variation at the earlier time 

points (e.g., 15   min) should not be more than 20%, and at other time points should not 
be more than 10%.    

 For curves to be considered similar,  f  2  values should be equal to or greater than 50. This 
model independent method is most suitable for dissolution profi le comparison when three 
or more dissolution time points are available. 

  Table 15.6    Similarity factor ( f  2 ). 

   Average 
original 
difference  

   (Average 
difference) 2   

   (difference) 2     +    1      √ previous value     100  ·  previous 
value  

   50    ·    Log 
previous 
column  

  0    0    1    1    100    100  
  5    25    26    0.196116    19.61161    64.62567  

  10    100    101    0.099504    9.950372    49.89197  
  30    900    901    0.033315    3.331483    26.13188  



Bioequivalence Studies 339

 In cases where  in vitro  dissolution data are to be used to support  in vivo  product BE, it 
is uncertain as to whether or not one set of dissolution test conditions can be used to confi rm 
product  in vivo  comparability across all target animal species.  

   15.10     IN VIVO / IN VITRO  CORRELATIONS 

 In the case of the  f  2  test, the comparison between two products or two formulations is based 
solely on an assumption that if two product profi les are effectively superimposable, their 
corresponding rates and extent of  in vivo  drug release will likewise be identical. While 
there is an assumption that the  in vitro  test method is sensitive to process and manufactur-
ing variables, the  in vivo  relevance of that test method may not have been adequately vali-
dated. Therefore, the use of the  f  2  test to confi rm product BE is generally limited. Oftentimes, 
its use is primarily in support of a biowaiver for multiple strength products when one of 
the dosage strengths has been confi rmed to be bioequivalent to the reference formulation 
in an  in vivo  BE trial. 

 On the other hand, there are situations where there is a need to use the  in vitro  release 
test data to predict  in vivo  product performance. For example, if the relationship between 
 in vitro  drug release and product  in vivo  bioavailability were known, it would be possible 
to establish  in vitro  release specifi cations that could provide an assurance that if the product 
continues to meet these  in vitro  specifi cations, changes in product formulation or manu-
facturing procedure will have  in vivo  release characteristics comparable to that of the 
original formulation. In other words, studies have been conducted to confi rm the presence 
of an  in vivo / in vitro  correlation (IVIVC). 

 An IVIVC implies that the  in vitro  dissolution test has  in vivo  relevance. This relevance 
is confi rmed through validation studies that compare the  in vitro  release of several formula-
tions, generally at least three formulations which cover rapid, slow, and intermediate rates 
of drug release, to the corresponding  in vivo  release characteristics of these same three 
formulations. The type of dissolution test criteria used to determine product comparability 
will depend on the level of correlation being sought (see FDA - CDER Guidance for Industry, 
 1997 ). 

   •      Level A:     Point - to - point relationship between  in vitro  dissolution and the  in vivo  input 
rate of the dosage form (i.e.,  in vivo  dissolution). This is the highest category of correla-
tion where  in vitro  data can be used to represent the complete plasma level curve.  

   •      Level B:     Mean  in vitro  dissolution time compared with either the mean residence time 
or the mean  in vivo  dissolution time. This does not refl ect the actual  in vivo  plasma 
level curve, since several curves may produce the same mean residence time values.  

   •      Level C:     One dissolution time point (e.g., time to 50% dissolution) is related to one 
PK parameter (e.g., AUC,  C  max ,  T  max ).    

 IVIVCs may also be feasible for parenteral formulations. However, as parenteral dosage 
formulations become increasingly complex, the primary challenge will be to identify an 
appropriate  in vitro  release testing method (Martinez et al.,  2008 ,  2010   ).  

   15.11    THE BIOPHARMACEUTICS CLASSIFICATION SYSTEM 

 The biopharmaceutical factors that determine dissolution after oral administration were 
reviewed in Table  4.2  in Chapter  4  of this text. By understanding the relationship between 
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a drug ’ s  in vivo  oral absorption profi le and its  in vitro  solubility and dissolution character-
istics, or by knowing its IVIVC, it is possible to identify conditions under which the  in 
vitro  data can serve as a surrogate for  in vivo  BE testing (FDA Guidance for Industry, 
 2000   ). The biopharmaceutics classifi cation system (BCS) originally introduced in Table 
 4.1  will now be expanded upon in the context of regulatory BE testing. The relationship 
can be defi ned by the use of the BCS, which classifi es compounds in accordance with their 
permeability and solubility characteristics (Amidon et al.,  1995 ): 

   •      Class I:     High Solubility, High Permeability: generally very well absorbed 
compounds.  

   •      Class II:     Low Solubility, High Permeability: exhibit dissolution - rate limited 
absorption.  

   •      Class III:     High Solubility, Low Permeability: exhibit permeability limited 
absorption.  

   •      Class IV:     Low Solubility, Low Permeability: very poor oral bioavailability.    

 For immediate release formulations, the rate of product dissolution will infl uence the 
plasma drug concentration/time profi les of class II compounds. However, for class I or III 
compounds, other factors infl uence drug absorption characteristics. For example, for class 
I compounds (highly soluble, highly permeable), the rate of gastric emptying rather than 
product performance is the rate - limiting step in determining its bioavailability characteris-
tics. For these formulations, differences in  in vitro  dissolution profi les may occur without 
any resulting differences in product bioavailability (Rekhi et al.,  1997 ; Eddington et al., 
 1998 ). Similarly, highly soluble, poorly permeable compounds (class III) dissolve rapidly. 
However, for these APIs, it is not the rate of drug dissolution but rather the diffusion across 
biological membranes that is the rate - limiting step. Therefore, for an immediate release 
product, the primary formulation - related question is whether or not the formulation con-
tains components that will infl uence the permeability of the API. On the other hand, for 
high permeability, low solubility compounds (class II) or low solubility and low permeabil-
ity compounds (class IV), the rate and extent of product dissolution can have a signifi cant 
effect on the blood concentration/time profi le (Yu,  1999 ). For class II compounds, this may 
be attributable to problems associated with either particle size (termed dissolution - limited 
absorption) or drug solubility (termed solubility - limited absorption). 

 The FDA CDER has incorporated BCS concepts into a guidance for the waiver of  in 
vivo  BE study requirements for high solubility/high permeability drug products (class I) 
based on  in vitro  dissolution data (FDA Guidance for Industry,  2000   ). BCS concepts have 
been incorporated into the CVM Guidance for the biowaiver of certain Type A medicated 
articles (FDA/CVM Guidance 171). 

 The extrapolation of human - based BCS criteria to veterinary species is not straightfor-
ward. With regard to permeability, drugs that are highly permeable in one animal species 
tend to be highly permeable in all animal species (Clarke and Smith,  1984 ; Chiou and 
Barve,  1998 ). Conversely, drugs that are absorbed via transcellular pathways or that have 
site - specifi c absorption may exhibit species - specifi c permeability characteristics (Ferraris 
and Ahearn,  1983   ; Karasov et al.,  1985   ; Bijlsma et al.,  1995 ; He et al.,  1998 ; Johnson et 
al.,  2001 ). These different types of transport pathways, discussed in Chapter  2 , that could 
exhibit species specifi city, were illustrated in Fig.  2.5 . Nevertheless, interspecies differ-
ences in product bioavailability are most often the consequence of other variables such as 
GI transit time,  in vivo  dissolution, presystemic metabolism, physicochemical interactions 
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with gut contents, bacteria digestion, and site - specifi c differences in absorptive surface 
area. These differences have been extensively reviewed elsewhere (Martinez et al.,  2002 ). 

 Another difference affecting BCS drug classifi cation in veterinary species is that unlike 
human medications, veterinary medicines are generally dosed on a mg/kg basis. It is 
unlikely that the fl uids to which the dosage form will be exposed (either as inherent gastric 
fl uid volume or as volume of fl uid consumed) scales linearly to body weight. Considering 
the size differential across breeds, this may lead to a very wide range of dose/fl uid volume 
ratios. Thus, the use of a set volume of fl uid and dosage strength for defi ning drug solubility 
may not be appropriate in veterinary medicine. Finally, it should be noted that to date, BCS 
characterization has been applied solely to orally administered products.  

   15.12    CONCLUSION 

 Marked changes have occurred within the therapeutic landscape. This includes the develop-
ment of novel release technologies (e.g., Martinez et al.,  2008 ,  2010 ), and a growing 
awareness of the relationship between the physicochemical characteristics of the API and 
the formulation effects for human (e.g., Amidon et al.,  1995   ; Yu et al.,  2002   ) and veterinary 
pharmaceuticals (e.g., Martinez et al.,  2002 ; Fahmy et al.,  2008   ). All of these advancements 
have been made using PK tools introduced in this chapter and throughout the text. There 
remain numerous unresolved BE challenges associated with the assessment of formulations 
unique to veterinary medicine (Martinez and Hunter,  2010   ). As these challenges evolve, 
the issue of product BE becomes a subject of increasing importance and an area for future 
research using many of the tools presented in this text.  
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  16    Population Pharmacokinetic Models  

  with   Jason     Chittenden       

     The goal of drug treatment in clinical medicine is to produce a therapeutic benefi t in patients 
while reducing the incidence of side effects and adverse drug reactions and, in veterinary 
medicine, avoiding violative tissue residues (Fig.  1.3 , see Chapter  1 ). Therefore, simultane-
ously achieving an  “ effective ”  concentration at the site of action while maintaining an 
 “ ineffective ”  concentration at the toxic sites of action is of paramount importance. The 
physiological mechanisms that control the circulation and effect of drugs in human or 
animal patients (processes discussed in Chapters  2 ,  4 ,  5 , and  6 ) function at a level related 
to the physiological and clinical conditions of the patient. Up to this point in this text, we 
have assumed that these processes are constant within individuals and have constructed 
models based on mean parameters. However, in Chapter  14  on data analysis, it became 
obvious that there is signifi cant variability present in estimated pharmacokinetic parameters 
due to within and between individual effects.  

   16.1    SOURCES OF VARIABILITY   

 For certain drugs and under different pathophysiological, environmental, genetic, and 
demographic conditions, large differences in the pharmacokinetic and/or pharmacody-
namic profi les can be seen across individuals (biological variability). Other sources of 
unknown random variability in the concentration – time profi les and dose – effect relation-
ships of drugs may also be present in patient populations (statistical variability). The latter 
may be of two kinds, namely, random interindividual variability (individual deviations 
from population average values according to a probability distribution) and intraindividual 
variability (day - to - day variation, measurement error, and model misspecifi cation, also 
assumed to occur according to a probability distribution), as previously discussed in refer-
ence to Equation  14.1 . 

 An understanding of pharmacokinetic and pharmacodynamic variability, its sources, and 
its infl uence on drug disposition and effect, is basic for rational drug therapy in target 
populations. Pharmacokinetic variability refers to differences in blood concentrations 
over time for a specifi c dose across individuals. As discussed in Chapters  8  and  10 , this 
can be the consequence of differences in volume of distribution, elimination (excretion 
and metabolism), and rate and extent of absorption (bioavailability). Pharmacodynamic 
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variability, as presented in Chapter  13 , can be the consequence of differences in drug levels 
at the site of action (as inferred mostly from drug concentration in the biophase) or differ-
ences in the effect produced by a given drug concentration at the site of action (biophase, 
effect – compartment). Both components are important and should be taken into account 
when modeling the variability in the dose – effect relationships of drugs. Unfortunately, in 
many instances, pharmacodynamic variability is neglected by assuming that most of the 
variability in the pharmacologic response to a drug is due to pharmacokinetics, an unwar-
ranted assumption. In fact, the clinical implications of interindividual variability in phar-
macokinetics cannot be fully understood without a proper knowledge of the nature and the 
extent of variability in the relationship between the blood concentration of the drug and 
the pharmacologic effect.  

   16.2    THE STANDARD APPROACH 

 Traditional approaches to pharmacokinetic analysis cannot provide information that allows 
an adequate characterization of this variability, its sources, and its implications for drug 
therapy. As discussed earlier (see Chapters  8 ,  9 ,  10 , and  14 ), studies are conducted in small 
homogeneous populations (from 6 to sometimes up to 30 individuals) according to a 
rigidly designed experimental protocol. Extensive sampling takes place (often more than 
20 samples per individual), with the sampling schedule fi xed and the same for each indi-
vidual. Data analysis proceeds in two stages. In the fi rst stage, the data from each indi-
vidual are analyzed to obtain estimates of the individual pharmacokinetic parameters (e.g., 
the focus of Chapter  14 ). A fi tting procedure, such as weighted or unweighted nonlinear 
regression, is used to estimate each individual ’ s parameters. In the second stage, the indi-
vidual parameter estimates are pooled to provide measures of central tendency (means) 
and variability (variances) for the population parameters. The association between phar-
macokinetic parameters and demographic characteristics may then be assessed by inde-
pendent regression techniques. This technique is termed the standard two - stage (STS) 
method. 

 Despite its straightforward nature and familiarity, the STS method presents serious 
limitations. The fi rst is that intensive sampling may be required to properly determine basic 
features of disposition in individuals with similar physiological states. Due to this restric-
tion, this approach can only be applied to well - defi ned patient subpopulations, (such as 
patients with renal dysfunction or within a particularly signifi cant age range) and is not 
practical for the study of a population that may include a broad range of factors of potential 
relevance. Consequently, this method cannot be used to explore unknown relationships 
between population characteristics and pharmacokinetic/pharmacodynamic outcome 
because the variability in observed pharmacokinetic parameters becomes too great. Second, 
because the study population is usually small and highly homogeneous (and many times 
healthy), biased population parameter estimates may be obtained that are not representative 
of the target population. This is especially true for the estimates of interindividual and 
intraindividual variability. The STS method pools together both sources of variability in a 
unique estimate of interindividual variability. Because of this, the estimate is artifi cially 
infl ated and often inadequate for valid statistical inferences. Moreover, estimates of intra-
individual variability are diffi cult to obtain and almost never reported. Third, this type of 
study is quite costly, because many times it requires pathogen - free animals, special housing 
and confi nement facilities, compliance with good laboratory practice standards, and assay 
of numerous samples. The strength of this approach is rooted in its experimental nature 
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and the fact that suffi cient data are gathered from every individual so that robust individual 
estimates are always possible. 

 In summary, with the STS method it is not always possible to use routine clinical data 
to assess the infl uence of biological sources of variability on the pharmacokinetic and 
pharmacodynamic behavior of drugs on target patient populations. Furthermore, the esti-
mates of statistical variability of the pharmacokinetic and pharmacodynamic parameters 
provided by these methods are unrealistic since they gather all sources of residual variability 
(essentially, interindividual and intraindividual variability) into a common variance esti-
mate, and do not explicitly identify the nature nor source of intraindividual variability.  

   16.3    THE POPULATION APPROACH 

 In contrast, population approaches to assessing the variability in the therapeutic behavior 
of drugs allow for estimation of pharmacokinetic and pharmacodynamic parameters in 
target patient populations, accounting for the effect of concomitant pathophysiological, 
environmental, demographic, and genetic variables (biological variability). They also allow 
for an explicit estimation of the between - individual and within - individual variability in 
disposition or concentration – effect relationships (statistical variability). 

 The population approach to pharmacokinetics combines data from all individuals to fi t 
a single model. This is in contrast to the two - stage methods that will fi t one model per 
individual. There are several statistical advantages to the population approach. First, by 
fi tting all of the data simultaneously one essentially increases the sample size available for 
estimating the model parameters. The payoff comes in the form of more precise parameter 
estimates. Second, the population approach allows one to account explicitly for correlation 
between model parameters. Third, the population approach is suitable for unbalanced data. 
Consider using the STS approach on data where different individuals have different 
numbers of samples — how should one weight the parameter estimates in determining their 
distribution statistics (mean, variance)? Population approaches are designed to handle this 
issue. Fourth, by combining all of the data, the ability to create a model that is more com-
plicated than any individual ’ s data could support is possible. In a simple case of na ï vely 
pooling the data, this is obvious, but the power of the population approach allows one to 
account also for the correlation of the residuals, the tendency of the population mean to 
consistently undershoot or overshoot any given individual. Fifth, while the STS approach 
includes covariate modeling as a post hoc step (after the parameter estimates are obtained), 
the population approach includes covariate modeling in the estimation step. Estimates for 
covariate effects (e.g., the effect of body weight on volume of distribution) will be less 
biased and less correlated with other parameters. In addition, one often fi nds that the 
parameter estimates themselves may be far different with the correlation included in the 
estimation procedure. Finally, as the name implies, the population approach is designed to 
enable statistical inferences on the population rather than only the subjects of the studies 
being analyzed. This comes from the fact that the population approach captures information 
about the variability between individuals who are random samples from a population, 
whereas the STS approach estimates individual ’ s parameters without reference to the 
population. 

 The population approach achieves all of this by modeling the data with a combination 
of  “ fi xed ”  and  “ random ”  effects in a  “ mixed - effects ”  model. Fixed effects are parameters 
that are the same for every individual, while random effects are different for every indi-
vidual. The random effects are typically assumed to come from a parametric distribution 
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(though there are methods that relax this constraint) and the parameters of the distribution
 — like a covariance matrix — defi ne the interindividual variability within the studied 
population.  

   16.4    POPULATION VERSUS STANDARD APPROACH: 
AN EXAMPLE 

 As an example of the different results provided by the population approach, consider the 
doxycycline example from Chapter  14 . The individual animal data was listed in Table  14.1  
and pharmacokinetic analyses conducted were shown in Tables  14.2  –  14.4 . Table  16.1  
shows individual estimates of the parameters for a two - compartment model with weighting 
(same as Table  14.3 ). Table  16.2  shows the same structural model (model describing an 
individual ’ s C - T   profi le) but with individual estimates provided by the population model. 
Notice that the population model ’ s estimates are generally more  “ central, ”  that is, the values 
have moved toward the population mean value, and the confi dence intervals are shorter.   

 Also, the estimates of  β  are the same for each individual. Whereas the individual fi ts 
(Table  16.1 ) fi nd a  “ best ”  estimate, which happens to show variation in all the parameters, 
the population model fi nds an overall fi t that is nearly as good on an individual level, but 
better in the sense that the individual parameter estimates are more likely samples from 
the population distribution of possible parameter values. This phenomenon, where the 
individual parameter values in a population model collapse to a single (or nearly so) value, 
is called  “ shrinkage. ”  Shrinkage is common with sparsity of subjects and/or data, as will 
be seen below. 

  Table 16.1    Individual estimates for a two - compartment weighted model of the doxycycline data. 

   Subject    A   
   ( μ g/mL  )  

   α    
   (1/h)  

  B   
   ( μ g/mL)  

   β    
   (1/h)  

  Animal 1    20.19    0.71    10.56    0.04  
  Animal 2    16.97    6.65    16.77    0.05  
  Animal 3    12.58    2.62    16.09    0.05  
  Animal 4    9.55    3.38    14.95    0.05  
  Mean    14.241    2.545    14.368    0.049  
  CI 95% lower    8.415    0.575    10.272    0.041  
  CI 95% upper    24.102    11.271    20.097    0.058  

   Mean and 95% confi dence interval (CI) of the parameters in a log - normal distribution.   

  Table 16.2    A population estimate of the doxycycline data. 

   Subject    A   
   ( μ g/mL)  

   α    
   (1/h)  

  B   
   ( μ g/mL)  

   β    
   (1/h)  

  Animal 1    18.72    0.99    12.95    0.051  
  Animal 2    15.96    6.47    16.99    0.051  
  Animal 3    12.97    2.45    15.66    0.051  
  Animal 4    11.96    4.82    15.22    0.051  
  Mean    14.672    2.945    15.131    0.051  
  CI 95% lower    10.626    0.779    12.626    0.051  
  CI 95% upper    20.259    11.137    18.133    0.051  

   Note the outlier values have generally moved toward the mean and the confi dence intervals (CIs) are narrower.   
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 To emphasize the ability of the population approach to handle sparse data, we have 
modifi ed the doxycycline data set, as shown in Table  16.3 , to refl ect sparse sampling of 
the subject. The estimates from individual fi ts to the sparse data are shown in Table  16.4 , 
and those from a population fi t are shown in Table  16.5 . Here, the population estimate 
provides much more precision in the parameter estimates and assigns almost all of the 
variability to one parameter (A). Fig.  16.1  shows the fi tted profi les for the sparse data, with 
an overlay of the individual fi t and population fi t. The population fi t consists of two curves, 
the population mean profi le, which is the same for each individual, and the population 
individual fi t (usually called an individual predicted profi le, but we need to distinguish it 
from the true individual model fi t). Note that animal 1 with the fi nal two data points deleted 
shows the greatest difference between the various predictions, but the population mean and 
individual predictions are closer than the individual model fi t. This is because in the popu-
lation approach the data from the other subjects is informative for animal 1 as well. The 
terminal slope ( β ) is not as well identifi ed by the data for this animal, but the population 
mean value for  β  helps to correct the population individual estimate for animal 1.     

     Fig. 16.1     Fitted profi les for the sparse data from Table  16.1  with an overlay of the individual and 
population fi ts. The dark lines show the individual fi ts, the dashed lines show the population individual 
predictions, and the dotted line shows the population mean (same in each panel). The original data are 
shown in light gray, for reference, and the sparse data are shown as dark circles.  
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  Table 16.3    Sparse doxycycline data. 

  Time     Animal 1    Animal 2    Animal 3    Animal 4  
   h      μ g/mL      μ g/mL      μ g/mL      μ g/mL  

  0.08    32.5              
  0.17        21.2          
  0.25            21.6      
  0.33                18.6  
  0.42    25              
  0.5        18.2          
  1            15.8      
  2                12.5  
  3    12.2              
  4        12          

  10            11      
  17                6.1  
  22    2.9              
  28        4          
  34            2.4      
  41                1.8  
  46    1.4              
  58        1.2          
  70            0.6    0.6  

   Created by systematically removing three of every four points, staggering across subjects. Animal 4 has the last data 
point added back in to allow for individual fi tting in WinNonlin   ® , which requires at least one more observation than 
parameters.   

  Table 16.4    Individual estimates of the sparse doxycycline data. 

   Subject    A   
   ( μ g/mL)  

   α    
   (1/h)  

  B   
   ( μ g/mL)  

   β    
   (1/h)  

  Animal 1    20.22    1.49    14.63    0.069  
  Animal 2    9.09    1.54    14.32    0.045  
  Animal 3    21.16    6.47    17.25    0.053  
  Animal 4    19.66    4.21    13.86    0.049  
  Mean    16.628    2.815    14.959    0.053  
  CI 95% lower    8.746    0.875    12.806    0.04  
  CI 95% upper    31.611    9.052    17.475    0.071  

   Data summarized to give the mean and 95% confi dence interval (CI) of the parameters in a log - normal distribution.   

  Table 16.5    A population estimate of the doxycycline data. 

   Subject    A   
   ( μ g/mL)  

   α    
   (1/h)  

  B   
   ( μ g/mL)  

   β    
   (1/h)  

  Animal 1    20.79    1.58    14.33    0.059  
  Animal 2    9.24    1.58    14.34    0.047  
  Animal 3    10.78    1.58    14.45    0.044  
  Animal 4    8.05    1.58    14.22    0.05  
  Mean    11.36    1.58    14.336    0.05  
  CI 95% lower    5.822    1.58    14.19    0.041  
  CI 95% upper    22.164    1.581    14.483    0.061  

   Note the outlier values have generally moved toward the mean and the confi dence intervals (CIs) are narrower.   
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 Finally, to show how all of the data can be combined to accomplish something that is 
nearly impossible for individual modeling, we show in Table  16.6  the results of a three -
 compartment fi t to the sparse data. Recall in Chapter  14 , Table  14.4 , this model was not 
possible to fi t with individual C - T   analyses because there are not enough data points in any 
one profi le to uniquely identify the models. However, combining data across the individuals 
allows for the estimation of the parameters with the population approach. The means and 
confi dence intervals in this case come from a bootstrap analysis, which will be discussed 
later. The case for using a three - compartment model with the sparse data is not very con-
vincing, given that there is only a negligible difference in AIC   and SBC   (between model 
differences within 0.1 for each). Nonetheless, the point is that the population approach 
enables analyses that are otherwise out of reach.   

 This brief introduction to the population approach has stressed some of its statistical 
advantages. One of those advantages, as previously mentioned, is the ability to account for 
variability between subjects by incorporation of covariates. When considering models, it 
is helpful to have some ideas about what effects the covariates may have on the pharma-
cokinetics of the drug, in order to better inform your efforts. We turn our attention now to 
some common sources of pharmacokinetic and pharmacodynamic variability.  

   16.5    PHARMACOKINETIC AND PHARMACODYNAMIC 
BIOLOGICAL VARIABILITY 

 It is well appreciated in pharmacology that identical doses may produce effects that vary 
markedly in nature, extent, and duration in different individuals. The pharmacokinetic and 
pharmacodynamic profi les of many drugs differ across different individuals in a population, 
even when the population consists only of healthy individuals with homogeneous charac-
teristics (recall interindividual variability in doxycycline pharmacokinetic parameters 
above  ). Some of the sources of pharmacological variability have been very well studied 
(age, weight, disease, and breed), and for some drugs meaningful correlations have been 
established between pathophysiological factors and altered pharmacokinetic and pharma-
codynamic parameters. Evaluation of drugs during clinical trials quantitatively assesses the 
infl uence of these factors, termed concomitants (or covariates in statistical parlance), on 
the therapeutic response. This allows for the design of optimal dosage regimens for specifi c 
patients or subpopulations of patients (target populations). However, assessing the infl uence 

  Table 16.6    A population estimate of the sparse doxycycline data for a three - compartment model. 

   Subject    A   
   ( μ g/mL)  

   α    
   (1/h)  

  B   
   ( μ g/mL)  

   β    
   (1/h)  

  C   
   ( μ g/mL)  

   γ    
   (1/h)  

  Animal 1     − 6.84    155.96    20.78    1.57    14.31    0.059  
  Animal 2    4.69    155.96    9.26    1.57    14.31    0.047  
  Animal 3    2.98    155.96    10.97    1.57    14.31    0.044  
  Animal 4    6.04    155.96    7.90    1.57    14.31    0.051  
  Mean    2.14    155.95    12.14    1.66    14.46    0.05  
  CI 95% lower    1.18    155.94    9.99    1.41    13.53    0.05  
  CI 95% upper    2.81    155.96    14.27    2.19    15.04    0.06  

   The mean and confi dence intervals (CIs) were generated by bootstrap. The negative value for A in animal 1 is an 
indication of the diffi culty in estimating the third compartment, where this particular solution sees it as an absorption 
compartment. In any case, the contribution of the fi rst (A) compartment dampens very rapidly.   
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of concomitant factors on the mean response is not enough for proper dosage regimen 
design. Quantitative estimation of the unexplained part of the variability in the patient 
population that remains after accounting for these other factors is also essential. Once the 
variability in the parameters is defi ned in terms of concomitant factors and the unexplained 
variability is quantitated, the expected variability in concentration and response within the 
patient population associated with a specifi c dosage regimen can be estimated. 

 In this section, some of the aforementioned concomitant factors will be discussed. The 
next section will deal with the sources of unexplained variability and their estimation and 
incorporation into a population pharmacokinetic model. Demographic, pathophysiological, 
environmental, genetic factors (such as age, weight, sex, enzymatic make - up), health status, 
and concurrent use of other drugs have been reported to infl uence the fate and effect of 
drugs administered for therapeutic purposes. 

   16.5.1    Age 

 The age of an animal or human has been shown to affect the distribution and elimination 
of many drugs. It infl uences drug metabolism, excretion, distribution, and binding. In 
general, drug elimination seems to improve from birth to maturity and thereafter declines 
with advancing age. For certain drugs, younger individuals tend to exhibit larger volumes 
of distribution and lower protein binding and have a greater ratio of extracellular to intra-
cellular water content. Distribution of drugs can also be altered because of the continuous 
replacement of lean body mass by fat and the decrease in total body water. 

 The variability in drug response associated with age is most signifi cant in the very young 
and very old. Differences in drug metabolism between individuals of different ages are also 
remarkable. In general, drug metabolism enzyme capacity is lower in very young individu-
als than in adults, particularly for phase II glucuronidation. Renal excretion tends to be less 
effi cient in very young individuals despite the fact that their ratio of kidney to total body 
weight is double that of adults, a fi nding suggestive of the kidney ’ s structural and physi-
ological immaturity early in the life of most species. The half - life of many drugs shows a 
remarkable trend to increase with advancing age due to a decrease in the rate of drug 
elimination and, for lipophilic drugs, the increase in percent body fat. Physiological func-
tions such as cardiac output, glomerular fi ltration, and drug metabolism are reduced to 
varied degrees in the geriatric patient. Oral absorption is also affected by changes in gas-
trointestinal pH, surface area, motility, and blood fl ow that parallel age changes. In very 
young animals, intestinal absorption can be altered. In nursing calves, drug absorption fol-
lowing oral administration is often greater than in adults. 

 Considering all these changes, the probability of adult patients experiencing adverse 
drug effects seems to increase with age. This probability is further enhanced by the fact 
that the geriatric patient is more likely to be receiving medication to treat processes directly 
or indirectly related to the aging process.  

   16.5.2    Body  w eight 

 Most pharmacokinetic parameters are correlated to body mass. This specifi c relationship 
will be explored in Chapter  18  when allometry is presented. The apparent volume of dis-
tribution is dependent on body weight since the volumes of total body water and extracel-
lular fl uid are directly linked to weight, especially for drugs that are poorly bound to tissue. 
As mentioned above, differences in volume of distribution may be related to differences 
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in the lean/fat body mass ratio between individuals with different body weights. The degree 
of lipophilicity of the drug under consideration will determine the extent of change in 
volume of distribution under these circumstances. In contrast, hydrophilic drugs will tend 
to correlate to volumes of the extracellular fl uid compartments. Other organ functions may 
also be affected by weight.  

   16.5.3    Gender 

 Differences in drug disposition between sexes are usually less important than the differ-
ences attributable to other physiological variables. One source is sex - related differences in 
the lean/fat mass ratio between females and males. These effects are drug dependent. In 
females, different levels of circulating hormones at varied stages of the reproductive cycle 
or status of lactation could infl uence the therapeutic behavior of certain drugs. Pregnancy 
has been associated with delayed gastric emptying and reduced gastrointestinal motility, 
which in turn may reduce drug absorption. Pregnancy increases the volume of distribution 
for many drugs due to increases in body mass, altered plasma protein concentrations, and 
changes in distribution of blood fl ow. We found signifi cant differences in the disposition 
of ampicillin, with the mean peak serum ampicillin concentration in pregnant mares being 
2.5 times lower than in nonpregnant mares. Similar fi ndings have been reported for this 
drug in women. In the case of very lipophilic and weakly basic drugs, lactation may provide 
a primary route of excretion. The major gender - related differences in disposition relate to 
drugs metabolized by hepatic cytochrome P450 enzymes, whose function is correlated to 
sex steroids. This is primarily seen in some rodents. Similarly, drugs that bind to sex 
hormone - binding proteins will have gender - specifi c disposition.  

   16.5.4    Genetics 

 Differences in drug metabolism among individuals in a population may account for a large 
part of the observed therapeutic variability. Genetic factors contribute signifi cantly to the 
intersubject variation in the metabolic clearance of certain drugs, as fully discussed in 
Chapter  7 . Consequently, subpopulations of slow and fast acetylators as well as poor and 
extensive debrisoquine metabolizers have been identifi ed. Not all drugs show the same 
susceptibility to genetic differences; however, the potential for variability in drug disposi-
tion and effect due to this factor has to be taken into consideration. Genetic polymorphisms 
have been less extensively studied in veterinary medicine, although the presence of well -
 defi ned breed phenotypes would suggest that this may be a concern.  

   16.5.5    Disease 

 Without a doubt, the factor that has the greatest potential for introducing variability in the 
pharmacokinetic and pharmacodynamic behavior of drugs is disease. The effects of renal 
and hepatic disease will be extensively discussed in Chapter  17 . Because of the central role 
of the liver in drug metabolism and excretion, hepatic disease has a major effect on drug 
disposition. Pathological conditions affecting other organs, such as the gastrointestinal 
tract, heart, and endocrine organs, may alter drug disposition and effect. We had shown 
that experimentally induced thyroid dysfunction in pigs changed renal glomerular fi ltration, 
which impacted on the clearance of gentamicin. Infl ammation has been documented to alter 
drug protein binding and concentrations of binding proteins. Diabetes in humans is well 
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known to alter antimicrobial drug disposition. This list could go on indefi nitely; however, 
the point is well accepted that many disease states signifi cantly alter drug disposition 
through a wide variety of pathophysiological mechanisms.   

   16.6    PHARMACOKINETIC AND PHARMACODYNAMIC 
STATISTICAL VARIABILITY 

 In general, disease processes may introduce changes not only in the mean values of the 
pharmacokinetic and pharmacodynamic parameters, but also in the nature of their popula-
tion frequency distribution. Fig.  16.2  illustrates this phenomenon based on our observations 
of gentamicin distribution in dogs, rats, and horses with renal disease. Changes in physiol-
ogy due to the above factors modify the average value of clearance in the diseased popula-
tion, as well as its interindividual variability, yet are not explained by the concomitant 
variable (covariate) that predicts the mean response. This remaining variability is random 
in nature and for modeling purposes will be characterized by virtue of the so - called random 
effects. The average value of a pharmacokinetic parameter does not provide enough infor-
mation to develop rational dosage strategies in individuals.   

 This important concept is better illustrated in Fig.  16.3 , which represents the probability 
distributions of clearance for three hypothetical drugs. The three drugs depicted in this 
fi gure have a similar average value of clearance, but drug 2 exhibits larger interindividual 
variability than drug 1. This suggests that the level of uncertainty in individual predictions 

     Fig. 16.2     Clearance in normal animals and those with renal disease illustrating how disease processes 
can change both the mean and variance of pharmacokinetic parameters in a population. When the 
interindividual variability is great, mean values are not representative of a large portion of the popula-
tion, and individualized therapy may be required.  
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based on the average clearance will be larger for drug 2 than for drug 1. For drug 3, the 
situation is even more complicated, since the population is clearly represented by two 
separate subgroups. The population average value of clearance for this drug would not 
occur in any particular individual from either subgroup. These subgroups could represent 
populations of different ages or disease states and is typical of genetic polymorphisms in 
drug metabolism. A similar bimodal population was identifi ed by our group with gentami-
cin in laboratory rats relative to their sensitivity to nephrotoxicity.   

 This simple fi gure illustrates how knowledge of the interindividual variability in popula-
tion pharmacokinetic and/or pharmacodynamic parameters is essential, even after adjusting 
for the infl uence of concomitant variables (fi xed effects) such as age or creatinine clearance 
as an indicator of renal disease. Different types of estimates of population pharmacokinetic 
and pharmacodynamic parameters are needed to characterize the remaining random inter-
individual variation that determines the nature of the frequency distributions in the exam-
ples presented. This relates to obtaining information about the probability distributions of 
deviations of individual pharmacokinetic and pharmacodynamic parameters from their 
population values. One also needs to know how these deviations correlate with one another. 
This information is provided by the variances and covariances of these probability distribu-
tions (random interindividual effect parameters). 

 A second issue deals with the stability (reproducibility) of the observed outcome (blood 
concentration, effect) after drug administration in a single individual. As depicted in Fig. 
 16.4 , the observed outcome may vary in an individual with time. These fl uctuations could 
represent steady - state concentrations or measurements of effect after drug administration 
to a patient. In the effect case, they could be the consequence of intraindividual biochemical 
changes, such as that which occurs in the development of tolerance, which affects the 
pharmacodynamic relationships between drug concentration and effect. They can also 
result from fl uctuations in physiology that affect drug disposition, such as those due to 
circadian rhythms or induction of metabolism. Finally, measurement errors or temporary 

     Fig. 16.3     Relationship between the average value of a pharmacokinetic parameter and its frequency 
distribution. For the three situations depicted, the mean clearance is constant, but the interindividual 
variability (and consequently the degree of uncertainty in dosage regimen determination) is wider for 
drug 2 than for drug 1. Drug 3 presents a population composed of two subgroups with different clear-
ances (e.g., secondary to genetic polymorphisms or disease). In this case, it would be unlikely to fi nd an 
individual in either subgroup with the average population mean. Knowledge of the probability distribution 
function of the parameters in a population is essential for proper dosage regimen design.  

Clearance

F
re

q
u
e
n
c
y

3

2

1

3



358 Comparative Pharmacokinetics

changes in the underlying structural pharmacokinetic or pharmacodynamic model also 
contribute to this random intraindividual variability.   

 This source of variability is of clinical concern if its magnitude is considerable and it 
remains unaccounted for in the predictive model. Unknown intraindividual variability 
would cause an artifi cial overestimation of the interindividual variability and may lead 
investigators to erroneously accept as interindividual variability something that is in fact 
a refl ection of methodological shortcomings. Consequently, verifying the stability and 
reproducibility of the observed response in an individual over time is important in order 
to place confi dence in the estimated interindividual variability. Knowledge of the magni-
tude of this variability may also be used to set a reasonable threshold on dosage increments 
in case the observed concentrations indicate the need to increase the dose. For the intra-
individual term, another random - effect population parameter is needed; in other words, 
another variance is needed. This variance combines the random variability afforded by 
intraindividual changes, as well as measurement error, sampling time recording error, 
and misspecifi cation of the underlying structural (pharmacokinetic or pharmacodynamic) 
model fi tted to the data.  

   16.7    PHARMACOSTATISTICAL MODELS FOR 
POPULATION STUDIES 

 Population methods encompass a series of techniques that allow the study of the pharma-
cokinetic and/or pharmacodynamic characteristics of a drug in a target population using 
sparse data obtained from the sampling of only a few plasma concentrations per subject, 
from a large number of subjects. Implementing this methodology allows estimation of 
average values of pharmacokinetic or pharmacodynamic parameters in a population with 
determined clinical features. More importantly, information is provided about the interin-

     Fig. 16.4     Drug concentrations collected in an individual at the same time after administration of a 
nonaccumulating dosage regimen (e.g., samples taken at  T  max  in the regimen from Fig.  12.2 , see Chapter 
 12 ), illustrating how the pharmacokinetic characteristics of a drug may vary within the same individual 
over time. Transient changes in an individual ’ s physiology or circadian rhythms, or measurement error 
may be responsible for this component of variability.  
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dividual and intraindividual variability of the estimated parameters. Depending on the 
specifi c method, the joint probability distribution function of the pharmacokinetic or phar-
macodynamic parameters and covariates may be estimated. The joint probability distribu-
tion refl ects the frequency distribution associated with two variables, and consequently 
provides an indication of the variance of these two variables and their degree of correlation. 
In the usual clinical setting, there are not enough data points per subject to fully character-
ize each individual ’ s pharmacokinetic profi le. This limitation is overcome by studying a 
larger number of clinical patients with an average of one to fi ve samples per individual, as 
was simulated above with the doxycycline sparse data set. Given the sampling and design 
restrictions, population pharmacokinetic methods were conceived to analyze observational 
rather than experimental data. In order to obtain valid information from this type of data, 
population methods require an a priori, thorough specifi cation of the pharmacostatistical 
model (Fig.  16.5 ). This includes specifi cation of the pharmacokinetic or pharmacodynamic 
model (containing the fi xed effects), as well as a complete description of the statistical 
model (containing the random effects).   

 The object of study is the entire population; therefore, the outcome of population studies 
is more representative of the target population than are traditional (STS) studies. One of 
the most advantageous characteristics of population methods is that they quantify the infl u-
ence of clinical conditions on the average pharmacokinetic/pharmacodynamic characteris-
tics of the population. Hence, one can explore possible relationships between the therapeutic 

     Fig. 16.5     Pharmacostatistical models can be split into a pharmacokinetic model that accounts for the 
infl uence of fi xed effects (dose, time, covariates) and a statistical model that accounts for the infl uence 
of random effects (interindividual and intraindividual). In the pharmacokinetic model, the fi xed - effect 
parameters (pharmacokinetic parameters and proportionality factors on covariates) quantitate the infl u-
ence of the fi xed effects on the model. In the statistical model, the random - effect parameters (variances 
of the random variables) quantitate the infl uence of the random effects on the model.  
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behavior of drugs and clinical features of patient populations. Another advantage is the 
explicit estimation of the magnitude of interindividual and intraindividual (residual) vari-
ability (parametric methods) or the direct estimation of the joint probability density func-
tion (PDF) of the structural PK parameters (nonparametric methods). This allows for 
adequate individual predictions to be made according to their clinical features and an 
assessment of the degree of uncertainty of those predictions. Furthermore, these estimates 
can be included as a priori information in Bayesian forecasting techniques to further 
improve individual predictions (see section on clinical applications). 

 There are two general types of population pharmacokinetic methods, known as para-
metric and nonparametric. A third, intermediate method is the seminonparametric approach. 
In parametric methods, the pharmacokinetic parameters and the error terms are assumed 
to come from a known probability distribution (normal or log - normal, usually) with 
unknown parameters (e.g., mean and variance). Parameter estimation is restricted to some 
structural model. Confi dence intervals and standard errors are based on parametric methods. 
These methods, as originally implemented by the computer program NONMEM (for 
NONlinear Mixed Effects Modeling) developed by Beal and Sheiner in  1980  at the 
University of California, San Francisco, can also handle some multimodal distributions if 
they are accounted for in the variance model. With seminonparametric methods, the process 
of parameter estimation is not restricted to a specifi c statistical model, and alternative fi tting 
procedures can be employed. However, estimates of uncertainty about the parameter esti-
mations are confi ned to parametric procedures. In nonparametric methods, there are no 
restrictions regarding statistical models and distribution of interindividual and intraindi-
vidual error terms. The uncertainties about parameter estimates employ nonparametric 
procedures such as nonparametric confi dence intervals. These methods compute the joint 
PDF of the pharmacokinetic parameters, which measures the variance and covariance of 
two parameters. 

 Selecting the most appropriate method depends on the original assumptions about the 
underlying distribution. Parametric methods are usually easier to implement from a model-
ing standpoint, but they cannot be used to identify evident deviations from normality in 
the distribution of the pharmacokinetic parameters in the population, such as bimodal or 
very skewed distributions. 

   16.7.1    Parametric  m ethods 

 Among parametric methods, the main difference is typically in how the algorithm computes 
a rather diffi cult integral that provides a likelihood for each individual ’ s data. Due to the 
computational complexity of the calculation, some of the fi rst methods developed made 
some simplifi cations to the likelihood function in order to speed convergence to the solu-
tion. Beal and Sheiner  (1980)  fi rst published on these  “ fi rst - order ”  methods in reference to 
a computational tool (NONMEM) that was the fi rst widely utilized population pharmaco-
kinetic tool. The fi rst - order approximations come in various fl avors: fi rst order (FO); fi rst 
order with conditional estimates (FOCE); and FO or FOCE with interaction. Typically, FO 
is the fastest but least accurate while FOCE with interaction is slower but more accurate. 
Solution of these methods is accomplished by moving parameter values to minimize the 
likelihood (objective) function of the data. NONMEM optimizes the parameters with a 
gradient - based method, while Phoenix ®  NLME ®  from Pharsight   (St. Louis, MO) provides 
a gradient method as well as a fi xed - point (Lindstrom – Bates) method, which is usually 
faster though not as robust to poor initial estimates. 
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 These methods stem from the ordinary and weighted least squares regression techniques 
presented in Chapter  14 . In ordinary least squares, as applied to a set of individual data, 
parameter values are estimated that minimize the sum of squared deviations of the observa-
tions. The variances of the individual observations are assumed to be equal. If they differ 
but are known, then weighted least squares techniques can be used. When the differing 
variances are unknown, the extended least squares (ELS)   method can be used. This method 
models the variance as a function of the pharmacokinetic parameters, a vector of indepen-
dent variables (fi xed effects), and some random - effect parameters (interindividual and 
intraindividual). The term  “ interaction ”  used above indicates that random effects are taken 
into account in this function. Although this method has been broadly used, and has the 
ability to provide adequate estimates of average parameter values and estimates of random 
variability, it presents some important disadvantages. First, a single set of parameters that 
may not be appropriate for all the individuals is fi t to all of the data. Second, repeated blood 
drug concentration measures in an individual are treated as independent observations, and 
in reality they are not since they are statistically nested within an individual. The interaction 
between the random effects and the variance term, essentially basing the variance of the 
data on the individual prediction rather than the population prediction, attempts to account 
for these issues. 

 Adaptive Gaussian Quadrature (AGQ) is another technique applied to compute the 
likelihood integral by numerical integration. It is extremely accurate, though the computa-
tional complexity increases exponentially with the number of random effects. With the 
number of quadrature points (usually selectable by the user) set to one, the AGQ method 
becomes the  “ Laplacian ”  approximation. Both of these methods are typically slower than 
the fi rst - order approximations but are extendable to non - Gaussian observations (observa-
tions that are not normally distributed) such as survival, count, and multinomial data. 

 Markov Chain Monte Carlo (MCMC) is a Bayesian method for estimating model param-
eters. MCMC works by sampling (guessing) parameter values and evaluating the likelihood 
function. If the likelihood is too small, the guess is rejected, otherwise the guess is stored. 
The guesses come from a  “ proposal ”  distribution that is specifi ed by the modeler. The series 
of successful guesses converge over time to a representative sample from the parameter 
distribution. It is notoriously slow and tricky to work with because convergence is deter-
mined by visual inspection of the stored guesses (the Markov Chain). In addition, a poor 
choice of proposal distribution or prior distribution can slow convergence. The power of 
the method is that it enables the inclusion of information from previous studies in the form 
of the prior parameter distributions and performs a Bayesian update of the parameter dis-
tribution. Another advantage of MCMC is that it does not require the costly computation 
of the normalizing constant (the likelihood integral) that the previously discussed methods 
are approximating. MCMC methods are implemented in the WinBugs and PKBugs pro-
grams of the MRC Biostatistics Unit, Cambridge, U.K.   

 The expectation maximization (EM) algorithms provide another approach to estimating 
population models. They are especially good at estimating mixture models (such as situa-
tion 3 in Fig.  16.3 ) where classifi cation of subjects into groups is necessary. Drawbacks of 
EM algorithms such as slow computation and lack of clear convergence diagnostics have 
curtailed their use in recent years. A new and interesting development in EM methods is 
the stochastic approximation to EM (SAEM) algorithm. First implemented in the Monolix 
(MOd è les NOn LIn é aires  à  effets miXtes) program by the Monolix group in France, this 
method provides rapid convergence and accurate results. The algorithm combines MCMC 
sampling with a fast importance sampling computation of the likelihood. There are, as of 
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this writing, some constraints on the form of the structural and statistical models that can 
be used, but imminent developments will loosen these and make this method both easier 
to use and more applicable to a wide range of problems in drug development. 

 Fig.  16.5  depicts the full pharmacostatistical model divided into pharmacokinetic and 
statistical components. The pharmacokinetic model (containing the fi xed effects) may, in 
turn, be further subdivided into structural and regression models. The statistical model 
contains the two types of random effects, namely, interindividual and intraindividual. 

 All of these parametric methods estimate parameters of mixed - effects models (MEMs), 
which incorporate fi xed effects, random effects, and covariates. The covariates are a series 
of variables and constants (e.g., dose, time, age, weight, serum creatinine) assumed to be 
measured without error. They are linked by a structural model (e.g.,  C  p     =    [ D / V  d ]  e   −  kt    ) with 
the dependent variable (plasma concentration) and by a regression model with the phar-
macokinetic parameters (e.g.,  Cl     =     f (serum creatinine) and  Vd     =     f (weight)). The covariates 
of the structural model are dose and time. The proportionality constants (fi xed - effect 
parameters) of the structural model are the pharmacokinetic parameters (e.g.,  Cl  B ,  Vd ). For 
example, for the one - compartment open model with intravenous administration, the fol-
lowing expression applies:

    C D Vd e Cl Vd t
p

( / )/ B= ⋅ −( )     (16.1)      

where  C  p  is the observation (dependent variable),  D  is the dose,  t  is the time at which the 
observation takes place, and  Cl  B  and  Vd  are, respectively, clearance and volume of 
distribution. 

 Note that Equation  16.1  is the basic model introduced in Equation  8.15  (see Chapter  8 ), 
where  k  el  is substituted for  Cl  B / Vd  derived by rearranging Equation  8.16  to allow these 
physiologically relevant parameters to be correlated to clinical characteristics, and   Cp

0 is 
expressed in terms of  D / Vd .  Cl  B  and  Vd  quantify the infl uence of the fi xed effects (dose 
and time) on the dependent variable of the structural model ( C  p ). As will be seen, many of 
the basic models presented in earlier chapters may be employed as structural models in 
population analyses. 

 If, in turn, the pharmacokinetic parameters can be further explained in terms of patient 
characteristics (more covariates including age, weight, serum creatinine, and gender), then 
a regression model is specifi ed in which the pharmacokinetic parameters become the 
dependent variables, the patient characteristics are the independent variables, and a set of 
fi xed - effect parameters ( θ   z  ) quantify the relationship between patient characteristics and 
pharmacokinetic parameters. The algorithm computes estimates of the fi xed - effect param-
eters of the regression model. The algebraic form of the equations of the regression model 
(excluding the random effects) is as follows:

    Cl Cov Cov Covn navg (= + ⋅ + ⋅ + + ⋅ −θ θ θ θ1 2 1 3 2 1) ( ) ( )…     (16.2)  

where  Cov  represents the covariates and  θ    represents the fi xed - effect parameters. The 
intercepts of each regression equation represent the amount of the pharmacokinetic param-
eter value that is not due to the effect of these concomitant variables (i.e., each covariate 
value equals zero, for a linear relationship). For example, the term  θ  1  in Fig.  16.5  represents 
the population average value of the nonrenal clearance. The equation itself is called a 
 “ structural parameter ”  equation, with  Cl  avg  being a structural parameter of the model. 

  Random effects  are unknown quantities arising from a probability distribution whose 
shape is assumed to be normal or log - normal. There are two kinds of random effects, 
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namely interindividual and intraindividual. Interindividual random effects are associated 
with the pharmacokinetic parameters of the structural model ( Cl  B ,  Vd ) and refl ect the 
between - subject variability in drug disposition. All individuals have a particular value for 
their pharmacokinetic parameters that will differ from those of the average population by 
an unknown quantity. This unknown quantity is assumed to arise from a normal or log -
 normal probability distribution, with a mean of zero and a certain variance  ω  2  that is 
estimated by the algorithm. The interindividual random variable is represented in the major-
ity of the literature by the Greek character eta ( η ) with a subscript relative to the pharma-
cokinetic parameter with which it is associated. The relationship between the random 
variable and the pharmacokinetic parameter is given by the statistical model similar in 
structure to that presented in Chapter  14  (Eq.  14.1 ). For example:

    Cl Clj Clj= +avg η     (16.3)  

    Vd Vdj Vdj= +avg η     (16.4)  

where  Cl   j   and  Vd   j   represent the clearance and volume of distribution, respectively, in the 
jth individual,  Cl  avg  and  Vd  avg  are the population averages for clearance and volume of 
distribution, and   ηCl j

 and   ηVd j
 represent the deviations of the individual clearance and 

volume of distribution, respectively, from their population averages for the jth subject. The 
error model can be additive (as here) or may adopt other forms (e.g., multiplicative, expo-
nential). Intraindividual random effects represent the residual variability and arise from 
model misspecifi cation (e.g., fi tting a one - compartment model to data that would be better 
described by a two - compartment model), analytical assay error, sampling time recording 
error, and time variation in pharmacokinetic parameters within an individual. Formally 
expressed, the residual variability represents the deviation of the observed concentration 
from the value that would be expected were the true individual pharmacokinetic parameters 
known. Algebraically expressed,

    C Cij ij ij= +( )true ε     (16.5)  

where  C ij   is the observed concentration in individual  j  at time  i ,  C ij   (true) is the true con-
centration for individual  j  at time  i , and  ε  is the residual random error or difference between 
observation and true value for individual  j  at time  i  (introduced in Chapter  14 ). As in the 
case of the interindividual random effect, the form of this relationship may be other than 
additive. The random variable  ε  is assumed to arise from a normal or log - normal probability 
distribution with mean zero and variance  σ  2 . The algorithm computes estimates of the 
variances of the interindividual and intraindividual random effects, namely,   ωCl

2 ,   ωVd
2 , and 

 σ  2 . Note that the parameters describing the distribution of the random effects (variance –
 covariance matrix, usually) are  fi xed effects ; they are the same for all individuals. 

 Fig.  16.6  illustrates the partitioning of the variability that takes place under this mixed -
 effects modeling strategy. The discrepancy between the observed and predicted outcome 
(drug concentration in this case) arises from two distinct components. First, the  true 
residual variability  arises from the difference between the observed ( C  ob ) and the true ( C  true ) 
blood concentration. The true blood concentration is defi ned as the concentration 
that would be expected if the true values of the individual pharmacokinetic parameters 
were known. The intraindividual variability is a component of the residual variability. 
Second, the  interindividual variability  arises from the difference between the expected 
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concentrations using the true individual pharmacokinetic parameters ( C  true ) and that 
expected using the average values of pharmacokinetic parameters estimated by the popula-
tion model after accounting for the infl uence of the fi xed effects ( C  pred ).   

 There are a variety of algorithms related to nonlinear regression and matrix algebra used 
to obtain estimates of the fi xed - effect parameters, the interindividual and intraindividual 
random - effect parameters (variances), and the standard errors of all these parameter esti-
mates. The covariance and inverse covariance matrices are also computed to show if 
parameter values are correlated. If the parameters of the model are not independent of each 
other, the model should be reassessed, or the correlations modeled. The correlation matrix 
of the parameter estimates is computed as an additional indication of the adequacy of the 
model, since highly correlated parameter estimates are indicative of model overparameter-
ization. Plots of observations versus predictions, as well as plots depicting the distribution 
of residuals (or weighted residuals) or random effects for each parameter for different levels 
of a covariate, are obtained. These kinds of plots can be used to assess the necessity of 
including a covariate in linear MEMs and their utility extends to nonlinear MEMs as well. 

 Figs.  16.7  and  16.8  illustrate an example of how scatter plots can be used to develop 
the regression portion of the population model. Fig.  16.7 a is the plot of observed versus 
predicted concentrations for a hypothetical set of data, which does not account for the 
infl uence of concomitant variables (covariates). The fi t is generally accurate at lower con-
centrations but inadequate in other regions. Fig.  16.7 b depicts the plot of residuals versus 
the covariate body weight (residual plots were introduced in Chapter  14 ). As we can see, 
the scatter of the residuals is not homogeneous, and a decreasing pattern is apparent (posi-
tive deviations in larger individuals). This suggests that weight is related to volume of 
distribution of the drug in the population and that it should be included in the predictive 
model. A plot of random effects on  Vd  versus body weight could also be examined in the 
same way.   

 We explored whether the inclusion of covariates in the regression model would improve 
the fi t. Fig.  16.8  represents the model that includes the covariate weight in the predictive 
model. As one can see in Fig.  16.8 a, the predictive performance improves dramatically. 

     Fig. 16.6     Concentration - versus - time profi le demonstrating how mixed - effects modeling partitions the 
 total residual error  ( C  obs  —  C  pred ) in terms of  true residual error  ( C  obs  —  C  true ), arising from the difference 
between the observed plasma concentration and the true concentration, and  interindividual error  ( C  true  —
  C  pred ), arising from the difference between expected concentrations using the true individual pharmaco-
kinetic parameters and those predicted using the values of parameters estimated by the regression model.  
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The residual plot in Fig.  16.8 b shows homogeneous scattering of the residuals as a function 
of weight, indicating no further variability in the data seems to be related to weight. The 
model has been improved. 

 The model - building procedure (structural and regression model) is conducted in a step-
wise fashion. The statistical signifi cance of the reduction in the minimum value of the 
likelihood (usually measured in log scale and called  “ LL ” ) and the decrease of the inter-
individual and intraindividual variability when adding a new covariate to the model are 
assessed at every step. Each time a model is run, it minimizes the likelihood function. The 
minimum value of the likelihood function is an indicator of the goodness of fi t of the model. 
This value can be used to statistically compare full - reduced regression pairs. The full model 
is that from which the parameter of the added covariate is estimated. Alternatively, the 

     Fig. 16.7     Modeling data using a model with no covariates. (a) Plot of observed versus predicted drug 
blood concentrations after administration of a drug to a hypothetical population. The simplest model is 
one that does not account for the effect of any pathophysiological covariates. The lack of precision is 
considerable. (b) Plot of residuals versus the covariate body weight. A plot of the residuals (or weighted 
residuals) versus covariates of interest may reveal specifi c trends that would indicate the necessity to 
model the effect of such a covariate on the outcome. In this case, there is a pattern of overprediction in 
large individuals and underprediction in small ones.  
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reduced model is that from which the parameter in question is fi xed to the null value. Twice 
the difference between the LL of a full model and a reduced model approximates a chi -
 square ( χ  2 ) distribution with degrees of freedom equal to the difference in the number of 
parameters between the full and the reduced model ( q ). Its statistical signifi cance can be 
determined by comparing the difference between both LL values, with the correspondent 
value of the  χ  2  distribution for  q  degrees of freedom. Note that this statistic is valid for 
nested models, as discussed for the  F  - test in Chapter  14 , but not for testing variance com-
ponents being equal to zero. That is, the likelihood structure as determined by the variance –
 covariance (omega) matrix and the residual error model (e.g., additive, multiplicative) must 
be the same. 

 The reader should note the similarity of this modeling strategy to that presented in 
Chapter  14 . Regression plots, supported by statistical tests of fi t such as  R  2 ,  F  - test, AIC, 
and SC   are compared against various models (e.g., with one, two, or three compartments) 

     Fig. 16.8     Modeling data using a model with body weight as a covariate. (a) Inclusion of the covariate 
body weight considerably reduces the variability and improves the predictive performance in an observed 
versus predicted concentration plot compared with the plot in Fig.  14.7 a. (b) Homogeneous scatter of 
the residuals in this plot, compared with the plot in Fig.  14.7 b, indicates that the infl uence of body weight 
in the pharmacokinetic profi le of this population is adequately modeled.  
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until the proper model is selected. In the case of stepwise model building, residual plots 
and LL values are used to arrive at the full model, which is signifi cantly more predictive 
than the reduced model.  

   16.7.2    Nonparametric  m ethods 

 Nonparametric methods provide the opportunity for analysis without implicit assumptions 
as to the population distribution of the random - error terms for interindividual and residual 
variability. This allows one to visualize the data and determine the best function with which 
to represent the observed distribution. Due to this feature, nonparametric methods can 
handle bimodal or multimodal populations, thereby revealing unsuspected clusters of 
patients (e.g., drug 3 in Fig.  16.3 ), such as those that occur in genetic polymorphisms (e.g., 
slow and fast acetylators). These techniques are based on the general method known as 
maximum likelihood estimation. This method, as applied to regression, aims at obtaining 
parameter values that provide the maximum probability of producing a sample in the 
neighborhood of the one observed. The maximum likelihood represents a family of statisti-
cal procedures used to determine when further iterations are no longer needed to improve 
the fi t between the observed versus the predicted values. Nonparametric methods compute 
the nonparametric maximum likelihood (NPML) estimate of the unknown population 
density function. The differences between the two main types of nonparametric methods 
reside in the type of algorithm that they utilize. As for the relationships between covariates 
and structural parameters, nonparametric methods estimate the joint distribution of the 
parameters (both pharmacokinetic parameters and fi xed - effects parameters that describe 
the relationships between pharmacokinetic parameters and covariates).  

   16.7.3     NPML  

 This algorithm was fi rst described by Mallet    (1986) , who showed that the joint probability 
distribution of parameter values in a population model is discrete as opposed to the con-
tinuous nature of a normally distributed parameter. Accordingly, it can be described by 
some frequency distribution. NPML computes the joint PDF of the parameter estimates. 
NPML states the problem of parameter estimation in terms of the probability of obtaining 
data similar to those actually observed. It relies on the maximum likelihood principle as 
applied to the estimation of pharmacokinetic parameters. In other words, given a set of 
unknown terms and a set of data related to the unknowns, the best estimate of the unknowns 
consists of the values that render the set of data most probable. In the most familiar situ-
ation, the unknowns are the pharmacokinetic parameters of an individual and the data set 
is the individual series of observations. The distribution of the pharmacokinetic parameters 
in the population can also be unknown, in which case the data are the array of such series 
of observations within a sample of individuals. In general, nonparametric methods require 
more mathematical sophistication than the parametric methods, but they allow appropriate 
parameter estimates to be computed when the distribution of pharmacokinetic parameters 
in the population departs from normality.  

   16.7.4    Nonparametric  EM  ( NPEM ) 

 This nonparametric estimator uses an iterative EM algorithm with steps utilizing both 
expectation and maximization. This algorithm as implemented by Schumitzky    (1991)  
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computes the entire joint PDF of the parameters. During the initial phases of the estimation 
process, a continuous PDF is calculated. The population fi t of the PDF improves with each 
iteration. With progressive iterations, the spikes of the joint density become narrower. At 
its limits, discrete distributions are obtained. 

 Fig.  16.9  depicts a graphical example of the joint PDF for a patient population. The 
joint PDF is projected as three - dimensional spikes, the location and height of which rep-
resent the estimated values and probabilities of the pharmacokinetic parameters. Together 
with the joint probability density, it also computes individual density functions for each 
parameter. This algorithm can operate with a single data point per patient. It has been 
integrated as a segment of the USC * PACK software package (University of South California, 
Los Angeles)  . Different studies have shown similar results when either a nonparametric 
method or the STS method was used to model blood sample data from populations with 
normal distribution of the pharmacokinetic parameters. Estimates of the means, standard 
deviations, modes, medians, skewness, kurtosis, correlations, and covariances between 
parameters can also be obtained.    

   16.7.5    Seminonparametric  m ethods 

 The smooth nonparametric (SNP) maximum likelihood is a seminonparametric method 
proposed for use in population pharmacokinetic analysis by Davidian and Gallant  (1992) . 
This modeling strategy is particularly relevant for population data that can be described 
with nonlinear MEM strategies. For this type of data, the SNP method simultaneously 
estimates the fi xed effects (by maximum likelihood principles) and the entire random -
 effects density.  

   16.7.6    Neural  n et  m ethods 

 Another strategy that has been adopted for many types of modeling problems is the use of 
neural nets to defi ne relations between disparate data sets. The input to these programs are 

     Fig. 16.9     Three - dimensional plot of the joint PDF in a population of patients treated with a drug. 
K    =    elimination rate constant (range, 0 – 0.1   h  − 1 ).  V     =    volume of distribution (range, 0 – 1.0   L/kg). Each 
spike represents the probability that a subject will have  V     =     x  and  K     =     y . If all true values for the popula-
tion were known, this plot would be a scatter plot with a dot per individual (or overlapping dots for 
individuals with the same values of  V  and  K ).  
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dose and any other clinical or patient variable deemed appropriate for predicting concentra-
tion and/or effect as outcomes. The data set is divided in half and the neural net is trained 
to predict desired outcome variables from defi ned input variables. The trained neural net 
is then tested on the other half of the input data to see whether the outcome data can be 
predicted. The process is repeated until convergence occurs. The major criticism of this 
approach is that the manner in which the neural net links the input to outcome is not known; 
however, its use in pharmacokinetics is being explored and no doubt will result in more 
mechanistically based procedures in the future.   

   16.8    VALIDATION OF THE RESULTS 

 Many population pharmacokinetic and pharmacodynamic studies are observational rather 
than experimental. This has led to the establishment of appropriate validation methods, to 
ensure that the parameter estimates obtained can be extrapolated to the general population 
and results are reasonable and independent of the analyst. Validation procedures are 
intended to assess how well a population model (obtained from a study or an index popula-
tion) describes a set of data (validation set) that has not been used to develop the model 
itself. Whether or not validation of the population study is accomplished depends on the 
objective of the analysis. When a population model is developed for dosage recommenda-
tion, it must be adequately validated. Alternatively, when population models are developed 
for explaining variability or for providing some descriptive labeling information, validation 
may not be required. 

 It is beyond the scope of this review to discuss in detail the different validation methods 
that have been proposed and the statistics involved in each of them. Selection of the valida-
tion method should be justifi ed by the ultimate goal of the population study. The interested 
reader should refer to the appropriate literature for more comprehensive information on 
each particular method. 

   16.8.1    Types of  v alidation 

 The validation of a population model consists of the assessment of its stability and/or 
predictive performance using a validation data set, different from that used to develop the 
model. This was fi rst introduced in Chapter  3  on QSPeR   modeling where validation is an 
integral part of the modeling procedure. Depending on the availability of validation data, 
we may distinguish two types of validation, namely, external and internal. In external vali-
dation, the validation set consists of an entirely new data set obtained from another study. 
Alternatively, internal methods use the original data set to derive both the index and valida-
tion data sets or use resampling approaches to validate the developed model — much like 
the scenario described above for training neural nets. Internal validation techniques include 
data splitting and resampling techniques such as cross - validation and bootstrapping. 

 Data splitting partitions the available data set into two portions: the index data set (two -
 thirds) and the validation data set (one - third). Since the predictive accuracy of the model 
is dependent on the sample size, it is recommended that after validation of the population 
model, both sets are pooled together and the fi nal model parameters estimated using this 
overall data set. 

 Cross - validation consists of repeated data splitting. Bootstrapping consists of a resam-
pling procedure that allows the evaluation of the stability and performance of a population 
model by repeatedly fi tting the model to the bootstrap samples. The bootstrap samples 
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consist of a large number (e.g., 200) of subsample replicates obtained by resampling the 
original data with replacement. Subsamples are distributed in a similar manner to that of 
the original sample and, consequently, the statistical inference of interest can be made as 
for the original sample. This method is computer - intensive and is an adequate alternative 
to external validation methods when original sample sizes are too small. Recall we employed 
this procedure to generate a population for the doxycycline sample above.  

   16.8.2    Methods of  v alidation 

   16.8.2.1    Standardized  p rediction  e rrors 

 This is one of the fi rst validation methods used in population studies. This method computes 
the standardized mean prediction error (SMPE) and the variance for each patient. A  t  - test 
(actually a  z  - test) is performed to assess whether the average of SMPEs across patients is 
different from zero; that is, whether the prediction is, on the average, biased. Another  t  - test 
is conducted to test whether or not the model describes adequately the variability in the 
validation data set (within and between patients), by comparing the standard deviation of 
SMPE J  (computed across  j  patients) to 1. The method has received criticism regarding its 
inadequacy to test the latter hypothesis and the incorrect assumption of lack of error in the 
estimates of population parameters.  

   16.8.2.2    Concentration  p rediction  e rror 

 This method is based on the prediction error, which is the difference between the predicted 
and the observed concentrations. This method assesses the predictive performance of a 
population model by using the mean squared prediction error (MSPE) as an indicator of 
precision, and the mean prediction error (MPE) as an indicator of bias. This method is 
inadequate when more than one observation is obtained per subject, because in that case, 
prediction errors are not independent.  

   16.8.2.3    Validation  u sing  m odel  p arameters 

 This method accomplishes validation with the parameters of the model, hence avoiding 
the problems encountered in the previous method. Using the validation set, it assesses 
both qualitatively and quantitatively the model predictions of individual pharmacokinetic 
parameters, with or without covariates, and calculates the precision and bias for the 
predictions.  

   16.8.2.4    Graphical  a pproach 

 A graphical approach to the validation of a model may be initiated by plotting the model 
predicted versus observed concentrations in the validation set. This plot provides one with 
a visual clue for the degree of agreement between model predictions and validation data. 
It has been argued that in judging this correlation from a clinical rather than a statistical 
perspective, the graphical approach may provide as much information, if not more, than 
that presented by standard statistical comparison approaches. A similar conclusion has been 
stressed throughout this book concerning the power of data inspection to determine if one ’ s 
model actually describes the data at hand. 
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 Plots of the residuals (observed minus predicted concentrations) versus some of the 
covariates provide additional information on the validity of the population predictions. 
Residuals should be conceptually viewed as the prediction error for every individual in the 
study. A plot of the residuals versus age may provide an indication of the clinical adequacy 
of the model for different age groups. Such plots could uncover  “ age clusters ”  for which 
the model fi ts the validation data with less accuracy and/or precision. 

 Weighted residuals can be also useful for validation purposes. Weighted residuals are 
obtained by normalizing the residuals by the standard deviation of the model. Use of 
weighted residuals is a potential source of bias if inappropriate weighting schemes are used. 
The weighted residuals consist of the residuals expressed in population standard deviation 
units. Consequently, a plot of the weighted residuals versus the individual patient identifi ca-
tion number can be useful to assess whether the residuals follow the description established 
for them under the population model. If the model affords an appropriate description of 
the validation data, then the weighted residuals should be homogeneously scattered about 
the zero line on the weighted residuals axis. Similarly, plots of weighted residuals versus 
some of the covariates included in the model (e.g., weight, breed, creatinine clearance) 
may uncover situations in which the infl uence of the covariate has not been adequately 
modeled. If a trend or lack of homogeneity is observed in a plot of weighted residuals 
versus the covariate, instead of a homogeneous scatter, the model is not describing the 
variability adequately. In this case, some changes are necessary regarding the relationship 
between the covariate and the pharmacokinetic parameter or parameters in the population 
model. 

 Finally, a plot of the prediction interval can be invaluable in determining if a model 
accurately captures information about the population. The goal is to resample from the 
random effects in a series of replicates and record the individual predictions for each 
subject. Then the 95% prediction interval can be constructed, which shows the likely dis-
tribution of data if the study or studies in the analysis were repeated. Pathological over -  or 
underpredictions can be used to disqualify a model or drive further modifi cation to it. Fig. 
 16.10  shows a prediction interval for the three compartment doxycycline sparse data model 
discussed previously. The solid lines are the 5%, 50% (thicker), and 95% quantiles of the 
simulated data, and the dashed lines are the 5% and 95% observed quantiles. Ideally, one 
would like to have the observed and predicted quantiles agree and have the observed data 
fall mostly within both. Deviations from the expected behavior call a model into suspicion. 
In this case, the predicted values for the early times and the late times fall too low for one 
to be comfortable using this model.      

   16.9    APPLICATION OF POPULATION PHARMACOKINETICS 
IN VETERINARY MEDICINE 

 Population studies have been applied to problems in veterinary medicine. A number of 
recent studies of fi eld exposure of antibiotics in feed or water to swine (del Castillo et al., 
 2006   ; Mason et al.,  2008 ) illustrate the application of these principles to herd health dosing 
scenarios known to have large interindividual variability. The tools provided in this chapter 
can be used to defi ne these sources of variability, and as also illustrated in the del Castillo   
et al.  (2006)  study, to assess in a highly variable population whether simultaneous admin-
istration of a second drug modifi es antibiotic absorption under fi eld, in contrast to highly 
controlled and artifi cial laboratory conditions. The works of Whittem et al.  (2000) , Auclair 
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et al.  (2002) , Regnier et al.  (2003) , Peyrou et al.  (2004) , KuKanich et al.  (2007) , and Guo 
et al.  (2010)  should be consulted for further interesting applications. These illustrations 
demonstrate where population approaches are ideally suited to situations where multiple 
samples per individual are diffi cult to obtain, examples being given in wild animal work 
(Auclair et al.,  2002  and KuKanich   et al.,  2007  studies) or because of the inability to do 
sequential sampling in an organ such as the eye (Regnier et al.,  2003   ). 

   16.9.1    Clinical  u se 

 Population pharmacokinetic modeling could be used in the clinical setting in two ways. 
First, it can be utilized to design initial dosage regimens for new individual patients or 
patient clusters according to their clinical features. Second, population models can be used 
as prior information in Bayesian forecasting methods to further improve the accuracy of 
the predictions in a patient from whom only a few plasma samples can be obtained. 

 When a drug is used to treat a pathologic condition in a patient (human or animal), the 
fi rst objective is to optimize the dose for the individual patient. This is the case particularly 
when the drug has a narrow therapeutic index and/or a large interindividual variability in 
its disposition or effect. Variability in therapeutic outcome can be partitioned into pharma-
cokinetic and pharmacodynamic components. Consequently, pharmacokinetic and pharma-
codynamic variability in a population will dictate how confi dently the clinician will be able 
to administer an average population dose to an individual subject. Defi ning the magnitude 
of this variability and the factors that contribute to it are the critical issues in dealing with 

     Fig. 16.10     A visual predictive check of the three compartment model of the sparse doxycycline data 
set. Solid lines are predicted quantiles (from resimulation) and dashed lines are observed quantiles (of 
the data). The data have been  “ binned, ”  which is common and necessary for sparse data, so the points 
represent mean values in each bin for the observed data  .  
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dose individualization. When drugs exhibit a large variability in disposition across indi-
viduals, poor correlation between plasma concentrations and dose will exist. The conse-
quence of this will depend on the pharmacodynamic characteristics of the drug for both 
the therapeutic and the toxic effects. By explaining part of this variability in terms of a 
series of pathophysiological variables (weight, age, and renal function), dosage regimens 
can be designed that correlate well with serum concentrations for each particular subpopu-
lation since the total residual variability is greatly reduced. If the inclusion of pathophysi-
ological variables in the model reduces the interindividual variability to a relatively small 
magnitude and the pharmacodynamic variability is not large, one can design an optimum 
dose for each of these subpopulations derived from their average pharmacokinetic 
parameter - estimated values. This is especially valuable for subpopulations that are more 
prone to deviate from the general population values (e.g., very young individuals, very old 
individuals, subjects with impaired renal or hepatic functions).  

   16.9.2    Bayesian  m ethods 

 The Bayesian approach to the estimation of pharmacokinetic parameters in an individual 
takes advantage of both the prior information derived from the population as well as the 
scarce information obtained from the actual patient treated with the drug. First, a population 
model (accounting for patient clinical conditions) is developed and validated. This model 
(prior probability) is used to develop an initial dosage regimen. This initial regimen will 
be based on the average population parameter values of the subpopulation to which the 
patient belongs (for example, 2 - year - old beagles with a body weight of 13   kg and a serum 
creatinine level of 1.9). The model (including the estimates of variability) is reassessed 
(Bayesian feedback) with new data obtained from a few blood samples from the patient. 
Finally, the probability distribution of the individual parameters is adjusted (posterior prob-
ability) in light of the observed patient ’ s plasma concentrations. Iterative fi tting procedures 
continue, selecting those values of individual pharmacokinetic parameters (Bayesian pos-
terior) that minimize the Bayesian objective function:

    ( ) {[( ) ]P P P C C Cpop ind pop pop ind obs/−⎡⎣ ⎤⎦{ } + −∑ 2 2 2 2σ σ     (16.6)  

where  P  pop  and  P  ind  represent the parameter values of the population pharmacokinetic model 
and of the patient ’ s individualized model, respectively.  C  obs  and  C  ind  represent the observed 
plasma drug concentrations and the estimates of those concentrations made with the 
patient ’ s individualized pharmacokinetic model (for each observation), respectively.  σ  2  P  pop  
represents the variance for the different population pharmacokinetic parameter values, and 
 σ  2  C  obs  represents the variance of the observed plasma concentrations. Different studies have 
validated this approach to make individualized pharmacokinetic models of drugs in patients 
and have shown improvement of the predictive performance (future serum drug concentra-
tions) relative to the traditional methods of linear regression when the number of samples 
available from each patient was small. As the number of individual samples increases, the 
Bayesian solution approaches that obtained by the traditional least squares method.  

   16.9.3    Production  m edicine 

 The use of population pharmacokinetic/pharmacodynamic methods in food animals could 
vastly likely improve the conditions of herd drug usage in the near future. The earlier 
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examples of its application to feed and water drug administration illustrate this nicely. The 
ability of these methods to obtain valuable information from large populations in which 
each individual is sparsely sampled seems ideal for studying drug therapeutics in food 
animals. Differences in drug disposition across individuals could be related to disease 
conditions, nutrition, management practices, lactation status, or breed. This knowledge, 
together with a better assessment of the sources and magnitude of variance, will allow a 
more reasonable use of drugs in these animals. Differences in disposition can be related to 
individual characteristics and to subpopulation characteristics, such as breed of animals or 
crop groups in fi sh. Consequently, population pharmacokinetics and pharmacodynamics in 
production medicine could be applied both to individual and subgroup therapeutics. Use 
of Bayesian approaches to incorporate existing but imprecise data to predict drug disposi-
tion in a herd environment also deserves further attention. 

 As pointed out previously, veterinary medicine deals not only with companion species, 
but also with animal species that will ultimately serve as sources for human food products. 
In the latter case, the importance of accurately describing the disposition of drugs in animals 
according to clinical or production variables without designing extensive individual phar-
macokinetic studies is clearly evident. This is especially pertinent because of the infl uence 
that these variables may bear in the deposition of drug residues in those animals ’  tissues 
or food products (milk, eggs). Although there is great potential for the population approach 
to address drug tissue disposition and residue avoidance, adequate strategies for its imple-
mentation have yet to be explored. One of the obvious limitations of a tissue residue study 
is the lack of suffi cient tissue samples per individual (unless biopsies are performed) to 
individually characterize tissue - depletion kinetics (only one sample per animal and time 
point is usually available). 

 The strength of the population approach is that data collected from a wide variety of 
experimental protocols (effi cacy, safety, residues) can be pooled into a single model for the 
drug. The fi nal objective would be to estimate the probability of violative tissue residue 
levels in a herd undergoing drug therapy by considering the concomitant production vari-
ables (e.g., weight, daily gain, disease) and screening a reduced number of animals in the 
production unit. The situation for animal food products other than those derived from 
animal tissues (e.g., milk or eggs) is more straightforward. Serial samples can be obtained 
from these  “ compartments, ”  and consequently more accurate pharmacokinetic profi les can 
be determined for the depletion of drug from these compartments. 

 Another area worthy of exploration using the population approach is that of allometric 
interspecies scaling of pharmacokinetic parameters, given that this methodology can be 
used to directly model large pools of data (often unbalanced) from many individuals. A 
population analysis of data from several species, with body weight and enzymatic composi-
tion as covariates, has the potential to unveil allometric relationships that cannot be easily 
detected by other methods. Studies of this kind would provide veterinarians and compara-
tive pharmacologists with the ability to extrapolate serum and tissue data across species, 
taking into account the infl uence of important intraspecies and interspecies clinical factors.  

   16.9.4    Drug  d evelopment 

 Much can be gained from the application of population pharmacokinetic and pharmacody-
namic modeling methods and concepts during the process of drug development in veteri-
nary medicine. One of the main goals of drug development is to obtain knowledge about 
the pharmacokinetic – pharmacodynamic (PKPD)   characteristics of a drug in populations. 
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This was introduced in Chapter  13 . Although the clinical trial phase of the drug develop-
ment process seems to be best suited to population studies, very valuable information can 
be derived from the implementation of this approach at earlier stages. Population kinetics 
would be very useful in targeting the appropriate dose for clinical trials. 

 The main goal of population pharmacokinetics is to identify subpopulations of patients 
whose responses differ with respect to either location (mean) or variability, and to correlate 
those differences to some measurable covariate. During fi eld or clinical trials, population 
PKPD models would allow identifi cation of subpopulations that may require a different 
dosage regimen. This would provide a more effi cient way to determine dose ranges. Well -
 defi ned population PKPD models are useful to support supplemental applications (e.g., 
different dosage regimens, alternative indications, new routes of administration). Population 
PKPD is a useful tool for sponsors to provide the required labeling information with a 
minimum expenditure of resources. 

 Once a drug reaches the market, continued monitoring of the drug and completion of 
new population studies would provide additional information that, when compiled with 
previous information in an integrated database system, would help to defi ne even more 
precisely the PKPD characteristics of drugs in clinical use. Abbreviated protocols to adjust 
dosages of older approved drugs could be designed and conducted in a population frame-
work. In the case of drugs administered to food animals, this database would provide 
valuable information on adapting withdrawal times to specifi c clinical conditions. The 
extralabel use of drugs in food animals, as implemented by the Animal Medicinal Drug 
Use Clarifi cation Act (AMDUCA) regulations in 1997, would especially benefi t from this 
approach. Information from different sources on drug pharmacokinetics in edible tissues 
after different doses and clinical conditions would allow computation of better estimates 
of preslaughter withdrawal times. Overall, this would improve the safety of animal products 
destined for human consumption.   
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  17    Dosage Adjustments in Disease States  

  with   Jennifer     Davis       

     When considering the pharmacokinetics of drugs in clinical patients, one must take into 
account the effects of the disease being treated on drug absorption, distribution, metabolism, 
and elimination. Diseases that affect the kidneys, liver, cardiovascular system, and gastro-
intestinal tract can all have profound consequences on drug pharmacokinetics and therefore 
may affect drug dosing. Unfortunately, these effects are not always predictable or consistent 
among patients. Therefore, the best approach to modifying drug therapy is to (1) conduct 
individualized pharmacokinetic studies in patients and monitor progress using therapeutic 
drug monitoring techniques, (2) utilize Bayesian or population strategies linking dosage 
regimen construction to observable concomitant physiological variables, or (3) estimate a 
corrected dose from commonly available organ function tests and then monitor the patient 
for signs of drug effi cacy and toxicity. Since specifi c studies are not always available, 
particularly for veterinary patients, the latter strategy is the one most often implemented 
in the clinical setting. In addition to this, general guidelines can be used to predict new 
dosing regimens that would potentially be safe and effective in critically ill patients. The 
following is a review of potential alterations in drug pharmacokinetics based on specifi c 
organ dysfunction and guidelines for dosage adjustments based on those alterations.  

   17.1    RENAL DISEASE   

 One of the primary and most common factors that affect the disposition of a drug in the 
body is disease - induced changes in renal function. It is no surprise that renal disease has a 
profound impact on the disposition of a drug in the clinical setting. Many drugs are excreted 
primarily in urine as an unchanged pharmacologically active drug. Drugs excreted in this 
manner accumulate in the body during renal insuffi ciency as a direct result of decreased 
renal clearance. This must then be compensated for in clinical dosage adjustment regimens. 
In fact, this approach is implicit to the formulation of many population pharmacokinetic 
models presented in Chapter  16 . Renal disease can also infl uence drug disposition and effect 
by additional mechanisms listed in Table  17.1 . These effects complicate the establishment 
of safe and effi cacious regimens for drug therapy. As presented in Fig.  16.2 , a renal disease 
process not only will affect the mean clearance of the drug but also will often increase the 
interindividual variability, making treatment of the individual patient a challenge.   
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   17.1.1    Drug  d istribution in  r enal  f ailure 

 In renal disease, the degree of drug protein binding may be altered, which may signifi cantly 
affect the disposition and activity of a drug during renal insuffi ciency. The pharmacologic 
effect of a drug is dependent on the concentration of free drug in plasma, and a marked 
reduction in protein binding of some drugs can occur in uremia. This may result in a sig-
nifi cant alteration in drug disposition and activity if the fraction of total drug bound is 
normally greater than 90% and if the free drug has a relatively small volume of distribution 
( Vd   ). Examples of drugs that have decreased binding in human uremics are benzylpenicil-
lin, clofi brate, diazoxide, diazepam, dicloxacillin, fl uorescein, pentobarbital, phenobarbital, 
phenylbutazone, phenytom, salicylate, sulfonamides, thiopental, thyroxine, triamterene, 
and warfarin. 

 The decreased protein binding of drugs in uremia is greater than can be accounted for 
by the hypoalbuminemia that may accompany glomerular disease processes. A suspected 
mechanism is conformational change in albumin induced by the binding of  “ uremic toxins, ”  
endogenous metabolic by - products that accumulate in the body secondary to reduced renal 
clearance. These include free fatty acids, amino acids, and unidentifi ed small dialyzable 
organic acids. Uremic toxins could also compete with drugs for protein - binding sites as 
well as alter the affi nity of the receptor for the drug secondary to conformational changes. 
The result of this increased free - drug concentration is an increase in  Vd . For any measured 
concentration of total drug in the blood, there will be an increased fraction of free drug. 
Variable effects on the subsequent biotransformation of free drug may also occur. Drugs 
cleared by glomerular fi ltration will show an increased clearance, although subsequent 
tubular reabsorption may negate this. 

 The concept of changes in  Vd  of drugs in renal failure has been studied. In addition to 
the increased  Vd  of highly protein - bound drugs in uremia, distributional changes have also 
been documented for drugs that are not signifi cantly protein bound. The  Vd  of digoxin 
decreases, while that of some aminoglycosides has been shown to increase. The decreased 
 Vd  of digoxin is believed to be, in part, the result of decreased binding to kidney, liver, 
and myocardium. As discussed in Chapter  8  (Table  8.2 ), the decreased excretion of a drug 
may result in a decreased apparent  Vd  ( Vd  area ). This is a result of a mathematical dependence 
of some estimates of  Vd  on the magnitude of  K  el     . Estimates of  Vd  (i.e.,  Vd  ss ) that are inde-
pendent of  K  el  should be used so that true volume changes in renal disease states can be 
detected. The clinical signifi cance of altered  Vd  with renal failure is not known, and dosage 
adjustment regimens do not generally account for it. True estimates of the magnitude of 
 Vd  can be obtained only through an analysis of drug concentrations in blood.  

  Table 17.1    Possible effects of renal disease on drug pharmacokinetics, pharmacodynamics, and 
toxicity. 

  Decreased protein binding  
  Altered  Vd   
  Altered electrolyte balance  
  Altered drug disposition and/or activity secondary to acid – base or fl uid - balance abnormalities  
  Altered rate of biotransformation  
  Reduced renal clearance resulting in accumulation of parent drug and/or metabolites  
  Reduced activity of urinary tract antimicrobial agents secondary to reduced excretion or dilution in 

polyuric states  
  Enhanced drug activity or toxicity secondary to synergy with uremic complications  
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   17.1.2    Drug  m etabolism in  r enal  f ailure 

 Changes in the hepatic biotransformation of drugs during renal insuffi ciency and uremia 
have been documented. Sharp contrasts among species exist. Glycine conjugation, acetyla-
tion, and hydrolytic reactions are slowed in uremia. Notably, the biotransformation of 
cephalothin, cortisol, hydralazine, insulin, isoniazid, procaine, procainamide, salicylate, 
succinylcholine, and selected sulfonamides may be decreased in uremia, which could result 
in a decrease in the nonrenal clearance component of a drug ’ s elimination pattern, a factor 
(e.g., decreased  K  nr    from Eq.  8.24 , see Chapter  8 ) normally assumed to be unchanged in 
renal insuffi ciency. The result would be drug accumulation if the overall elimination rate 
constant,  K  el , were decreased. Uremia does not appear to alter microsomal oxidation, reduc-
tion, glucuronide synthesis, sulfate conjugation, or methylation pathways. In contrast, some 
oxidative reactions in human uremics are accelerated. Laboratory animals show markedly 
different effects of uremia on the disposition of some drugs; for example, a study of pen-
tobarbital disposition in nephrectomized dogs did not detect a different drug half - life from 
that measured in controls. Therefore, species differences are important, necessitating that 
drug therapy in diseased individuals be evaluated in each case. 

 An interesting effect of renal insuffi ciency on drugs eliminated by biotransformation is 
the accumulation of active metabolites. Examples of such drugs are allopurinol, cephalo-
thin, cephapirin, chlorpropamide, clofi brate, digitoxin, doxorubicin, lidocaine, mephobar-
bital, primidone, procainamide, and some sulfonamides. Intoxication and enhanced drug 
activity have been reported to occur by this mechanism. 

 The prudent course of action in uremic patients is thus to titrate the dose of suspect 
drugs to the observed response. The clinician must assume normal rates of metabolic clear-
ance in patients until defi nitive data are available for the specifi c drug and species being 
treated. The most obvious approach to accomplish this is to use pharmacokinetic principles 
to construct modifi ed dosage regimens to compensate for disease - induced alterations in a 
drug ’ s pharmacokinetic and pharmacodynamic profi les.  

   17.1.3    Drug  c learance in  r enal  f ailure 

 Current guidelines for constructing dosage regimens for renal insuffi ciency or failure com-
pensate only for decreased renal clearance of the parent drug and are based on the principles 
of dosage regimen construction presented in Chapter  12 . It is prudent to review these 
concepts and equations before continuing further with this discussion. There are no pub-
lished guidelines recommending dosage adjustments to compensate for changes in protein 
binding, altered drug biotransformation, active metabolite accumulations, or altered  Vd . 
This could only be accomplished using a completely defi ned pharmacokinetic model for 
the specifi c scenario at hand. 

 Recall that the total body clearance of a drug can be partitioned into renal and nonrenal 
parts as previously described. Therefore,

    Cl Cl ClB r nrmL/( min) = +         (17.1)  

where  Cl  r  is renal clearance and  Cl  nr  is nonrenal drug clearance. All clearances are normally 
expressed in terms of body weight or surface area. 

 The cornerstone of predicting drug disposition during renal failure in a clinical setting 
is based on the assumption that renal clearance is directly correlated to clinical measures 
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of glomerular fi ltration rate (GFR) as presented in Chapters  6  and  8  and incorporated as 
described above in the population pharmacokinetic models of Chapter  16 . This assumes 
that the intact nephron hypothesis holds and that a relative glomerulotubular balance is 
present. Renal clearance is thus a linear function of GFR, whether the drug is cleared by 
glomerular or tubular mechanisms.

    Cl Mr mL/ GFR( min) = ⋅     (17.2)  

where  M  is a proportionality constant. Substituting in Equation  17.1  results in this 
relation:

    Cl M ClB nrmL/ GFR( min) = ⋅ +     (17.3)   

 Total body clearance was defi ned in pharmacokinetic terms throughout Chapters  8  and 
 9 . From this point onward, a one - compartment model will be assumed to simplify discus-
sions. If Equation  17.3  is divided by  Vd  (recall  Cl / Vd     =     K  el ), the generally applicable 
relationship depicted in Equation  17.4  results:

    K K K M Kel r nr nr/ GFR( min)1 = + = ′ ⋅ +     (17.4)   

 This is the equation for a straight line with slope  M  ′  and  y  - axis intercept  K  nr . Remember 
that  K  nr  is assumed to be unchanged, as discussed previously.  K  el  represents the fraction of 
a drug ’ s distribution volume cleared per unit time. Recall that for a one - compartment 
model,  –  K  el  is equivalent to  –  K , the slope of the plasma concentration – time (C - T) profi le 
plotted on semilogarithmic paper (see Chapter  8 , Fig.  8.4 ). The relationship defi ned in 
Equation  17.4  has been shown to hold for most drugs studied when GFR has been estimated 
by creatinine clearance and actually provides the basis for its use in population pharmaco-
kinetic models. 

 The relationship in Equation  17.4  is graphically depicted on a Cartesian coordinate 
system in the top of Fig.  17.1 . Three drugs are shown all having the same  K  nr . The fi rst is 
primarily cleared by nonrenal mechanisms ( K  r     <     K  nr ). As creatinine clearance decreases, 
 K  el  is seen to remain relatively stable. In the second drug, eliminated from the body by renal 
and nonrenal mechanisms ( K  r     >     K  nr ), decreases in creatinine clearance result in a steady 
decline in  K  el , until  K  el     =     K  nr  at a creatinine clearance of zero (anephric patient). In the third 
drug, primarily eliminated by renal mechanisms ( K  r     >>     K  nr ), decreases in creatinine clear-
ance result in a great decrease in  K  el . Note that  K  el  still approaches  K  nr . If the drug was 
eliminated solely by renal mechanisms ( K     =    0),  K  el  would equal zero in the anephric patient.   

 A more practical approach to this problem for clinical use is to relate GFR to drug 
elimination half - life ( T   ½  ) in a similar fashion. However, this is not a linear relation but 
rather a hyperbolic function because of the inverse relationships,

    T
Vd

Cl K K K
½ (min)

. . .= = =
+

0 693 0 693 0 693

B el r nr

    (17.5)   

 A plot of GFR versus  T   ½   for the same three drugs is depicted in the lower half of Fig. 
 17.1 . This plot is clinically applicable because most dosage regimens are expressed in terms 
of  T   ½   (recall Eq.  12.14  in Chapter  12 ). If the drug is eliminated primarily by nonrenal 
mechanisms,  T   ½   remains relatively constant over varying degrees of renal function. 
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However, if the drug is excreted by renal mechanisms,  T   ½   is stable until creatinine clear-
ance is 30 – 40% of normal, at which point  T   ½   drastically increases. This is the basis for the 
general recommendation that dose adjustment in renal failure is necessary only when more 
than two - thirds of renal function is lost. If a drug is excreted almost entirely by the kidneys, 
then the  T   ½   approaches infi nity as creatinine clearance approaches zero. 

 An alternative method used to relate  T   ½   to GFR for drugs primarily eliminated by renal 
mechanisms is through the use of a dose fraction, ( K  f ), defi ned as:

    K f

Abnormal creatinine clearance

Normal creatinine clearanc
=

ee

abnormal

(normal)
B

B

= Cl

Cl

( )
    (17.6)   

 These relationships will now be applied to formulae designed to calculate dosage regi-
mens in animals with renal failure.  

   17.1.4    Calculation of  m odifi ed  d osage  r egimens 

 The approach in this section will be to modify dosage regimens that are appropriate in 
normal animals in proportion to decreases in renal function estimated by dose fraction. 
This method assumes that (1) a standard loading dose is administered; (2) drug absorption, 
 Vd , protein binding, extrarenal elimination, and tissue sensitivity (dose – response relation) 
are unchanged (major assumptions); (3) creatinine clearance is directly correlated to drug 
clearance; and (4) renal function is relatively constant over time. 

     Fig. 17.1     Relationship between elimination rate constant ( K  el ) or half - life ( T   ½  ) and creatinine clearance. 
The three drugs depicted are dependent on renal elimination ( K  r ) to varying degrees ( —   K  r     <     K  nr ; 
 -  -  -   K  r     >     K  nr ;  –   –   –    K  r     >>     K  nr ).  
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 The ultimate aim of dosage adjustment in renal disease is to fulfi ll the  fundamental 
therapeutic postulate that the C - T profi le should be as similar as possible to the normal 
situation . Recall from Chapter  12  that  ε , the ratio  τ / T   ½  , determines the fl uctuation in a 
multiple dose C - T profi le based on its infl uence on the value of  f  el  from Equation  12.5 . The 
dose ratio,  D / τ , determines the average steady - state plasma concentration (  Cp

avg). If  τ  is not 
adjusted in the face of an increasing  T   ½   in a patient with renal failure,   Cp

avg  will dramati-
cally increase, as can be seen from revisiting Equation  12.2 . This can be compensated for 
by either reducing  D  or increasing  τ  in this equation, which is the basis of the dose modi-
fi cation methods introduced below. However, the fl uctuations in these regimens are a 
function of  f  el , which in a renal disease patient is dependent on  ε . When constructing dosage 
regimens for patients with renal disease that have fundamentally altered pharmacokinetic 
parameters, both  D  and  τ  must be modifi ed to achieve a   Cp

avg  and  f  el , which are similar to 
those parameters in patients with normal renal function. 

   17.1.4.1    Dose -  r eduction  m ethod 

 Let us assume that one has already defi ned a safe and effective dosage regimen for use in 
a normal patient. This normal dosage regimen is then adjusted according to the dose frac-
tion by two basic procedures. The fi rst method, termed constant - interval, dose - reduction 
(DR), reduces the dose ( D ) by a factor of the dose fraction. Dose interval ( τ ) is the same 
as that used in the healthy animal.

    
D D Krenal failure normal f

renal failure normal

= ⋅
=τ τ

    
(17.7)

    

   17.1.4.2    Interval -  e xtension  m ethod 

 The second method, referred to as constant - dose, interval - extension (IE), extends the 
dosage interval by the inverse of the dose fraction, a value referred to as the dose - interval 
multiplier.

    
τ τrenal failure normal f

renal failure normal

/= ⋅
=

( )1 K

D D
    

(17.8)
   

 This type of dose adjustment strategy may also be implemented through the use of a 
nomogram (Fig.  17.2 ), in which the dosage interval multiplier for this IE regimen is simply 
read off a plot of creatinine clearance.     

   17.1.5    Implementation 

 The therapeutic goal is to maintain a constant product of (  T D½ ⋅ / τ ) in healthy animals and 
those with renal failure. When this product is constant, the average steady - state plasma 
concentration of a drug will remain unchanged. This is the approach followed in the DR 
and IE methods. A constant steady - state plasma concentration is achieved by the use of the 
dose fraction to compensate for changes in  T   ½   in the following manner:

    ( ) ( )T D K T D½ ½⋅ = ⋅/ /normal f renal failureτ τ     (17.9)   
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 When repeated doses of a drug are administered, accumulation occurs until steady - state 
plasma concentrations are achieved. Recall from Chapter  12  that this takes approximately 
four or fi ve  T   ½  s. The prolonged  T   ½   present in patients with renal insuffi ciency would cause 
excessive delay in attaining steady - state concentration. Therefore, an appropriate loading 
dose should always be administered so that a therapeutic concentration of the drug is 
immediately attained. If the constant - interval method is employed, this can be accom-
plished by giving the usual dose initially, followed by the calculated reduced dose. If the 
constant - dose method is used, the initial two doses should be given according to the usual 
interval. 

 Equations  17.7  and  17.8  hold for drugs that are excreted solely by the kidney, since the 
dose fraction adjusts dosages as if  K  nr  equaled zero. For drugs undergoing biotransforma-
tion, a measure of the percent nonrenal clearance is necessary. This proportion can be 
estimated by knowledge of the fraction of the absorbed dose of drug excreted unchanged 
in the urine (  f  ). Recall from Chapter  8  that the ratio  U   ∞  / D     =     K  r / K  el . The constant - interval 
method then becomes:

    
D D f Krenal failure normal f

renal failure normal

= ⋅ − +
=

[( ( )) ]1 1

τ τ
    

(17.10)
   

 For the constant - dose, increased - interval method:

    
τ τrenal failure normal f

renal failure normal

= ⋅ − +
=

[( ( )) ]f K

D D

1 1
    

(17.11)
   

     Fig. 17.2     Nomogram implementing an interval - extension dosage adjustment regimen based on cre-
atinine clearance in the dog.  
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 The fraction excreted unchanged in urine is not currently available for animals for most 
drugs. Additionally, if it is relatively small, then  K  is less than  K  nr , and  T   ½   will remain rela-
tively stable, avoiding the need to adjust dosages. 

 When creatinine clearance has not been available, the inverse of serum creatinine (mg/
dL) has been substituted. Since the relationship between  T   ½   and serum creatinine is not 
linear above 4   mg/dL, adjustment formulae may not accurately predict the dose fraction.  

   17.1.6    Selection of the  a ppropriate  m ethod of 
 d osage  a djustment 

 A great deal of controversy exists over the relative merits of the constant - dose and the 
constant - interval methods. These two regimens produce different C - T profi les, as is depicted 
in Fig.  17.3 . This hypothetical drug, primarily eliminated by renal processes, is dosed every 
four  T   ½  s. Creatinine clearance is one - sixth of normal ( K  f     =    1/6). The constant - dose regimen 
produces peak and trough concentrations similar to those seen in the healthy patient; 
however, there are prolonged periods of potentially subtherapeutic serum concentrations. 
This is preferred for drugs such as aminoglycoside antibiotics, whose toxicity correlates 
with high trough, rather than peak, concentrations. If the dose is decreased but the interval 
held constant, peak concentrations are lower and trough concentrations are greater than 
during the usual regimen. There are no periods of subtherapeutic concentrations. A com-
promise can be made by multiplying both the dose and the increased interval calculated in 
Equations  17.7  and  17.8  by a constant fraction, a procedure that does not alter the steady -
 state plasma concentration. An example is the half - dosage IE method in the nomogram of 
Fig.  17.2 .   

 The normal drug plasma C - T profi le can never be exactly duplicated in a patient with 
renal failure because the slopes of the elimination curves are not parallel due to different 
 T   ½  s. All dosage regimens are only approximations. This inability to match C - T profi les in 
normal and diseased animals was the driving force behind using deconvolution techniques 

     Fig. 17.3     Comparison of constant - dose ( —   — ) and constant - interval ( -  -  -  - ) regimens in renal failure 
( Cl  cr     =    one - sixth usual) with a normal dosage regimen ( — ) in a healthy patient.  τ  is the dosage interval.  
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to develop the computer - controlled infusion profi les depicted in Fig.  9.5  (see Chapter  9 ). 
This is the only approach that allows one to assess the inherent toxicity of a drug in healthy 
versus diseased animals independent of accumulation secondary to a prolonged terminal 
elimination slope. 

 An advantage of the fi xed - dose method is convenience. The recommended dose used 
in healthy animals is administered less frequently. If drugs available in fi xed dosage forms 
are used, the constant - dose method is clearly easier to administer. As discussed in Chapter 
 12 , the clinician should determine if drug effi cacy and/or toxicity is correlated to peak, 
trough, or average plasma concentrations and then select a regimen balancing effi cacy 
against potential toxicity. It should be noted that the most effective means of maintaining 
a constant plasma concentration of drug is by continuous infusion at a constant rate. Note 
that in animals with chronic renal failure whose nephrons are undergoing compensatory 
hypertrophy, the intact nephron hypothesis would predict that each individual surviving 
nephron would be exposed to a greater tubular load of drug per unit of whole kidney GFR 
than would a nephron in a healthy animal. Therefore, even if a drug dose is appropriately 
reduced according to decreased GFR, the toxic potential of a tubular nephrotoxin could be 
greater in the renal failure patient. 

 The most accurate method of adjusting a dosage regimen in renal failure is to calculate 
a dose, administer it, and monitor the resultant peak and trough serum concentrations by 
direct assay since interindividual differences in disposition cannot be accounted for using 
these nonpharmacokinetic approaches. A Bayesian approach can then be used to adjust 
subsequent drug dosage. The main advantage is that dose can be constantly adjusted so 
that changes in parameters assumed to be constant in the above formulae will be detected. 
This procedure, rooted in the principles of therapeutic drug monitoring protocols, is becom-
ing economically feasible, even in veterinary medicine. Chapter  16  should be consulted 
for details. The methods discussed assume stable renal function. In clinical states in which 
renal function is constantly changing, drug elimination is also changing, and accurate 
predictions are diffi cult.  

   17.1.7    Drug  c learance in  d ialysis 

 The importance of considering the effects of dialysis on drug therapy is to determine the 
dosage required to compensate for increased drug clearance due to peritoneal dialysis and 
hemodialysis. A simple way to approach this problem is to modify Equation  17.1  to include 
dialyzer clearance ( Cl  D ), allowing total body clearance to include all clearance mechanisms, 
both natural and artifi cial:

    Cl Cl Cl ClB r nr D= + +     (17.12)   

 The effect of increased elimination during dialysis is depicted in Fig.  17.4 , in which  T   ½   
during dialysis is a function of the elimination constant and the dialysis rate constant. This 
approach again assumes unchanged  Vd  and a one - compartment pharmacokinetic model. If 
 T   ½   before and during dialysis is known, the overall elimination constant can be calculated 
from similar blood C - T plots, and Equation  8.16  may be used to calculate total body clear-
ance in dialysis from elimination constant and  Vd . This value could then be used to calcu-
late the precise amount of drug removed during dialysis by the following:  

    Drug recovery dialysis durationB ss= ⋅ ⋅( ) ( ) ( )Cl C     (17.13)  
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where  C  ss  is the steady - state plasma concentration. When this estimate of total body clear-
ance during dialysis is obtained, dose fraction is determined by the following:

    K Cl Clf B creatinine/Normal =     (17.14)   

 If these values are calculated on a daily basis, total body clearance will be the average 
clearance and will refl ect time on and off dialysis. Dose fraction, analogous to dose fraction 
in renal insuffi ciency without dialysis, can then be used directly in Equations  17.7  and  17.8 . 
Alternatively, the preferred method would be to calculate the amount of drug lost during 
a dialysis period according to Equation  17.13 , and then give this dose postdialysis. The 
normal dose fraction is then used for interdialysis dosing. 

 If  Vd  is not known, but  T   ½   before and after dialysis is available, the fraction of drug 
removed during dialysis ( F ) can be calculated. 

    
′ = −
= ′ ⋅ − −

F T T T

F F e T

[ ( ) ( )] ( )
. / (

½ ½ ½

½

before dialysis / before
d1 0 693 iialysis duration of dialysis)×[ ]

    
(17.15)

   

 Dialyzer clearance can also be calculated solely for the dialysis process independent of 
body clearance mechanisms. With peritoneal dialysis,

    Cl C V CD D p/ dialysis duration= ⋅ ⋅[( ) ( )]    (17.16)  

where  C  D  is the concentration of drug in the dialysate fl uid after exchange,  V  is the total 
dialysate drainage volume, and  C  p  is the plasma concentration of drug at the midpoint of 
dialysis. 

 Hemodialysis and hemofi ltration clearance can be calculated using Fick ’ s law according 
to the relationship

    Cl Q C C CD in out in/= ⋅ ⋅[( ) ]     (17.17)  

where  Q  is the fl ow of blood through the dialyzer,  C  in  is the concentration of drug in plasma 
entering the dialyzer (arterial, infl ow), and  C  out  is the concentration of drug in plasma 

     Fig. 17.4     Semilogarithmic plot of serum concentration of drug as a function of time in a patient on 
and off dialysis.  K  e  is the elimination rate constant and  K  dialysis  is the dialysis rate constant.  
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exiting the dialyzer (venous, outfl ow). Some discrepancies in dialyzer clearance may occur 
when plasma concentration of drug is not representative of total blood concentration. This 
results because the concentration of drug is measured for plasma while the fl ow is measured 
for blood. Adjustments based on hematocrit can be made, or blood concentrations can be 
separated into erythrocyte and plasma water concentrations. Equation  17.17  may be written 
in terms of plasma and blood. The derivation and applications of Equations  17.12 – 17.17  
are based on an extension of the basic principles of clearance,  Vd , and elimination rate 
constants developed throughout this text, and closely parallel those used to describe organ 
clearance in the PBPK models of Chapter  11 .  

   17.1.8    Pharmacodynamics in  r enal  f ailure 

 The uremic patient is in a precarious state of fl uid, electrolyte, and acid – base homeostasis. 
For example, administration of antibiotic drugs containing sodium (ampicillin, 3   mEq/g; 
carbenicillin, 4.7   mEq/g; cephalothin, 2.5   mEq/g; penicillin G, 1.7   mEq/g) or potassium 
(penicillin G, 1.7   mEq/g) could result in serious electrolyte overload. Treatment with ant-
acids and laxatives could result in magnesium and aluminum intoxication. Penicillin and 
carbenicillin, functioning as nonreabsorbable anions in the distal tubules, can cause loss of 
hydrogen and potassium in the urine. Acidosis of renal insuffi ciency favors dissociation of 
salicylate and phenobarbital, thereby increasing drug concentrations in the brain. Acidosis 
also decreases sensitivity of adrenergic receptors. 

 Diuretics that produce prolonged polyuric states can decrease antibiotic concentrations 
in urine to subtherapeutic levels. This dilution effect, coupled with decreased renal clear-
ance of antimicrobial drugs secondary to renal insuffi ciency, can impair effi cacy in treat-
ment of urinary tract infections. Concentrations of antibiotics in renal parenchyma are often 
lower in severely diseased kidneys than in normal kidneys. 

 Drug toxicity may be potentiated if the drug ’ s action is synergistic with uremic compli-
cations. An example is the administration of anticoagulants, which may induce a bleeding 
disorder. Untoward gastrointestinal and neurological drug reactions can be more easily 
elicited when uremia has caused functional changes in these systems. An altered blood –
 brain barrier in uremia can result in elevated drug concentrations in the cerebrospinal fl uid. 
Sensitivity to opiates, barbiturates, and tranquilizers is increased by this mechanism, and 
decreased protein binding of these drugs accentuates the effect. 

 A number of additional complications may also occur with drug therapy in uremics. 
Erythrocytes collected from human patients who were in renal failure were more sensitive 
to development of a cephalothin - induced positive Coombs ’  test than were cells from 
healthy patients. The antianabolic activity of tetracycline and the catabolic action of corti-
costeroid hormones may worsen the degree of azotemia. The rate and extent of oral drug 
absorption can be affected by variation in gastrointestinal motility. Similarly, absorption 
from alimentary, muscular, and subcutaneous sites may be impaired due to decreased blood 
perfusion secondary to dehydration.   

   17.2    HEPATIC DISEASE 

 As discussed in Chapter  7 , the liver is the major drug metabolizing organ in the body. As 
such, disease states involving the liver may have a profound effect on drug bioavailability, 
metabolism, and elimination (Table  17.2 ). Unfortunately, there is no endogenous marker 
like creatinine used in renal failure, which can be employed to estimate hepatic clearance; 
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  Table 17.2    Possible effects of hepatic disease on drug pharmacokinetics, pharmacodynamics, and 
toxicity. 

      •      Increased oral bioavailability due to reduced fi rst - pass metabolism  
   •      Decreased bioavailability of fats and lipophilic drugs in cholestasis  
   •      Alterations in oral bioavailability and/or delayed drug absorption due to concurrent 

gastrointestinal disease  
   •      Altered (increased)  Vd  secondary to a decrease in plasma protein binding, resulting in an 

increased  f  u   
   •      Altered (increased) drug disposition secondary to ascites/edema  
   •      Reduction in hepatic clearance of high  E  H  drugs secondary to impaired hepatic blood fl ow  
   •      Reduction in hepatic clearance of low  E  H  drugs secondary to impaired  Cl  int   
   •      Reduced biliary clearance resulting in accumulation of parent drug and/or metabolites  
   •      Altered rate of phase I and phase II biotransformation reactions  
   •      Reduced renal elimination of drugs (hepatorenal syndrome)  
   •      Increased therapeutic effects of analgesics, anxiolytics, and sedatives  
   •      Decreased therapeutic effects of diuretics and  β  - adrenoreceptor antagonists  
   •      Increased toxicity of NSAIDs and ACE inhibitors     

  Table 17.3    Summary of dosing recommendations for patients with hepatic disease based on hepatic 
extraction ( E  H ). 

    E  H      Protein binding      Cl  sys      Dose adjustment     Example  

   < 0.3     > 90     ≈ f u     ·     Cl  int      ↓  D  M  based on  f  u     Clindamycin  
   < 0.3     < 90     ≈ f u     ·     Cl  int      ↓  D  M  based on total drug    Metronidazole  
  0.3 – 0.7     —      Q  H     ·    [ f  u     ·     Cl  int /

( Q  H     +     f  u     ·     Cl  int )]  
  Low normal  D  L  (oral);  ↓  D  M     Ciprofl oxacin  

   > 0.7     —      ≈  Q  H      ↓  D  L  (oral);  ↓  D  M     Morphine  

   Loading dose is  D  L  and maintenance dose is  D  M .   

therefore, dosage adjustments are not easily predicted. Furthermore, the degree of alteration 
in pharmacokinetics may differ based on the severity and type of hepatic disease process 
present. The effects on pharmacokinetics can be further infl uenced by the degree of hepatic 
extraction and degree of protein binding of each drug (Table  17.3 ). Despite these limita-
tions, guidelines can be developed for dosing regimens in patients with hepatic disease. 
However, careful attention should be paid to the pharmacodynamics and toxicity in indi-
vidual patients in order to provide adequate dosing.   

   17.2.1    Drug  a bsorption in  h epatic  d isease 

 Oral absorption and bioavailability may be affected through concurrent gastrointestinal 
disease, or through decreased presystemic or  “ fi rst - pass ”  metabolism. It is well documented 
in human patients that gastrointestinal disease frequently accompanies liver failure. This 
would include portal hypertensive gastropathy, gastritis, and gastrointestinal ulceration. 
The effects on drug absorption with these conditions are diffi cult to predict. Bioavailability 
may increase as a result of an increase in mucosal permeability, it may decrease as a result 
of a loss of functional enterocytes, or there may be no signifi cant change. One thing that 
is more consistent is a delayed absorption, or decreased rate of absorption, observed in 
liver disease patients. This is thought to be a result of delayed gastric emptying secondary 
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to a decrease in production of various gastrointestinal hormones including secretin, gluca-
gon, motilin, and cholecystokinin. This may have a signifi cant effect on drug absorption 
and effi cacy, particularly in the case of delayed release formulations. 

 As discussed briefl y in Chapter  2 , drugs absorbed from the gastrointestinal tract (with 
the exception of the oral cavity and rectum) enter the portal circulation and are therefore 
subject to hepatic metabolism and biliary excretion prior to entering the systemic circula-
tion. The fraction of the oral dose that is not metabolized during presystemic elimination 
( F  H ) can be calculated by the equation:

    F f EH H H= − ⋅( )1     (17.18)  

where  f  H  is the fraction of mesenteric blood fl ow passing through the nondiseased liver and 
 E  H  is the hepatic extraction ratio. As stated in Chapter  7  (see Eq.  7.7 ),  E  H  is also a function 
of hepatic blood fl ow ( Q  H ), the unbound fraction of drug in the blood ( f  u ) and the intrinsic 
clearance capacity of the liver ( Cl  int ). Therefore, the equation can be rewritten as:

    F Q f Cl f Q f ClH H u int H H u int/= + ⋅ − + ⋅[ ( )] [ ]1     (17.19)   

 Liver cirrhosis can therefore affect multiple aspects of fi rst - pass metabolism. With 
chronic disease, intra -  and extrahepatic shunting occurs, which diminishes  Q  H  and  f  H . The 
 Cl  int  is also decreased due to a decrease in hepatic drug metabolizing enzymes. This can 
result in a substantial increase in oral bioavailability, particularly in drugs with a moderate 
to high  E  H , as these drugs typically have low oral bioavailability in normal individuals. 
Some examples of high  E  H  drugs with an increased oral bioavailability secondary to a 
decreased fi rst - pass metabolism in liver disease include clomethiazole, carvedilol, meperi-
dine, metoprolol, midazolam, nifedipine, pentazocine, propranolol, and morphine. When 
using these drugs in patients with liver cirrhosis, it is recommended that dosage adjustments 
be made in both the loading and maintenance oral doses. To estimate the new dose, one 
can assume bioavailability has increased to 100% and adjust the dose using the equation:

    D D Fliver failure normal normal /= ⋅[ ] 100     (17.20)    

   17.2.2    Drug  d istribution in  h epatic  f ailure 

 Drug distribution in cirrhotic patients may be affected by alterations in fl uid balance due 
to ascites/edema as well as alterations in plasma protein binding. Either of these conditions 
can lead to an increased  Vd , particularly in hydrophilic drugs. Patients with ascites or edema 
may need an increase in the initial loading dose for hydrophilic drugs to compensate for 
this increased  Vd . Maintenance doses should be calculated based on total body weight, to 
take into account the increased fl uid volume present. It is important to remember that a 
drug ’ s  T   ½   is also related to the  Vd , as depicted in Equation  8.20 . Therefore, an increase in 
 Vd  may result in an increased  T   ½   in patients with ascites/edema. This has been shown for 
drugs such as furosemide, ceftazidime, and cefprozil, but the clinical signifi cance is 
questionable. 

 Alterations in protein binding during hepatic failure may be related to a decreased syn-
thesis of albumin and  α  1  acid glycoprotein (AAG), qualitative changes in albumin and 
AAG, or inhibition of protein binding by high concentrations of bilirubin. This decreased 
protein binding leads to an increased  Vd  and also affects the oral clearance ( Cl / F ) of high 
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 E  H  drugs as well as the oral and systemic clearance of low  E  H  drugs, as shown in Equations 
 7.6  and  7.7 . Therefore, to accurately interpret the effect of hepatic disease on  Cl  int , the 
change in  f  u  should be taken into account using the equation:

    Cl F Cl F f/ / /u u= ( )     (17.21)   

 This is particularly important for low  E  H  drugs with high protein binding, since hypo-
albuminemic patients may have a decreased total drug concentration, while the free 
(unbound) fraction remains the same. This fact necessitates therapeutic monitoring based 
on free drug concentrations and clinical pharmacodynamic parameters prior to dosage 
adjustments.  

   17.2.3    Drug  m etabolism and  e limination in  h epatic  f ailure 

 Chronic liver disease affects the intrinsic clearance capacity of the liver independent of 
hepatic blood fl ow. The  Cl  int  is, in turn, dependent on hepatic metabolic enzyme activity 
and the activity of sinusoidal and canalicular transporters. In cirrhotic patients, there is a 
decrease in liver cell mass, and a resulting decrease in enzyme activity that leads to a 
decrease in drug metabolism. Additionally, uptake of drugs across the endothelium may be 
reduced. The resulting effects on metabolism can then affect the pharmacokinetics and 
pharmacodynamics of the parent drug and any metabolites. 

 As discussed in Chapter  7 , hepatic metabolism consists of phase I (CYP   - mediated) and 
phase II (conjugation) reactions. Of these two processes, the phase I reactions are affected 
the most in hepatic disease. These reactions require NADPH and molecular oxygen for 
proper function. Portosystemic shunting as well as sinusoidal capillarization and resulting 
decreased liver perfusion results in a lack of oxygen and therefore decreased enzymatic 
functioning. As disease severity progresses, there is a correlated decrease in enzymatic 
activity; however, this appears to be selectively regulated. In early hepatic disease, there 
is a decreased clearance of drugs metabolized by CYP2C19 (i.e., mephenytoin). With 
intermediate disease, other enzyme activities become affected, with CYP2C19    >    CYP1A
2    >    CYP2D6    >    CYP2E1. In the late stages of hepatic disease, all enzymes systems are 
expected to be affected equally. CYP3A enzymes are extremely important in drug metabo-
lism in humans and account for the biotransformation of up to 50% of commonly used 
drugs. Individual pharmacokinetics studies of drugs metabolized by CYP3A4 and CYP3A5, 
including midazolam, nifedipine, and everolimus, have demonstrated a decreased clearance 
in patients with hepatic disease. 

 Phase II conjugation reactions are less commonly affected by hepatic disease. This is 
thought to be due to a compensatory upregulation of UDP   glucuronyltransferase activity 
by the remaining functional hepatocytes. In late stage cirrhosis, however, this compensatory 
mechanism is overcome, and glucuronidation reactions will become impaired.  

   17.2.4    Dosage  a djustments in  h epatic  d isease 

 Since there is currently no endogenous marker for determining the extent of reduction in 
hepatic clearance, determining the correct dosage in patients with hepatic dysfunction can 
be challenging. Serum bile acids may be useful for estimating the degree of hepatic shunt-
ing, but do not give an accurate refl ection of metabolism. Other endogenous and exogenous 
markers have been studied (Table  17.4 ), but have not been found to be particularly useful, 
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as they typically only test a certain aspect of the hepatic metabolism (i.e., blood fl ow vs. 
intrinsic clearance).   

 Clinical severity scores have also been investigated as guidelines for dosage adjust-
ments. The Child – Pugh severity score is the one most commonly used in human medicine. 
This scoring system is designed to assess the prognosis in cirrhotic patients by examining 
multiple clinical and laboratory parameters such as bilirubin and albumin concentrations, 
prothrombin time or the international normalized ratio (INR) of prothrombin time, and the 
presence or absence of ascites and hepatoencephalopathy. Patients assigned to Child – Pugh 
class A (least severe) should have their maintenance doses of drugs metabolized by the 
liver reduced by 50%, class B patients should have maintenance doses reduced by 75%, 
and patients in class C should, whenever possible, not receive drugs metabolized mainly 
by the liver unless there are existing data demonstrating the safety of these drugs in severe 
hepatic failure. No such scoring system exists for veterinary species; therefore, dosing 
recommendations based on disease severity do not exist. 

 In recognition of the diffi culty of determining the appropriate dose of drug in patients 
with liver disease, many regulatory agencies are now requiring pharmacokinetic studies on 

  Table 17.4    Endogenous and exogenous substances evaluated for the potential to estimate hepatic 
function and metabolism of drugs. 

        Metabolism/clearance     Comments  

   Endogenous substances   
  Serum bile acids    Phase II reactions; enterohepatic 

recycling  
  Estimate of portosystemic shunting  

  Serum bilirubin; 
serum AST/ALP    

      Increase with increasing severity 
of disease  

  Albumin; coagulation 
factors  

      Decrease with decreasing severity 
of disease  

   Exogenous substances   
   High E  H   (blood - fl ow limited model)   
  Galactose (IV  )    First - order elimination refl ecting 

functional hepatic capacity; 
limiting step is phosphorylation  

  Undergoes extrahepatic 
metabolism, making 
interpretation diffi cult  

  Indocyanine green (IV)    Biliary excretion    Estimate of hepatic blood fl ow  
  Lidocaine (IV)    CYP3A substrate      
  Propoxyphene (PO  )    Metabolized to norpropoxyphene 

and d - propoxyphene  
  Ratio of AUCs   of metabolites 

estimates portosystemic 
shunting and possibly 
hepatocyte function  

  Sorbitol (IV)        Estimate of hepatic blood fl ow  

   Intermediate E  H   
  Erythromycin (IV)    CYP3A    CO 2  exhalation test used to 

estimate CYP3A activity  

   Low E  H   (capacity - limited model)   
  Aminopyrine (PO, IV)    Multiple CYPs    CO 2  exhalation test used to 

estimate general CYP activity  
  Antipyrine (PO)    Multiple CYPs      
  Caffeine (PO/IV)    CYP1A2; n - acetyltransferase type 2    CO 2  exhalation test used to 

estimate CYP1A2 activity  

   AST, aspartate transaminase; ALP, alkaline phosphatase.   
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patients with hepatic dysfunction prior to new drug approval. While this has become com-
monplace in human medicine, no such requirements exist in veterinary medicine, therefore 
data are often lacking. 

 Cholestatic disease may impair clearance of drugs that undergo predominantly biliary 
elimination. It has also been shown to decrease the activity of CYP2C and CYP2E, which 
may impair phase I metabolism. Despite these potentially signifi cant effects on drug 
metabolism and elimination, little is known about the effects of cholestasis on drug phar-
macokinetics. Perhaps the most commonly studied class of drugs is the antineoplastic class. 
Recommendations have been made for dosage adjustment based on serum bilirubin and 
ALP   concentrations for drugs such as the vinca alkaloids, doxorubicin and dactinomycin 
in patients with cholestasis. 

 Renal function is often concurrently impaired in patients with cirrhosis (hepatorenal 
syndrome). Cirrhosis may lead to a decreased GFR and renal plasma fl ow in patients with 
or without evidence of ascites. In such patients, assessment of serum creatinine levels is 
not an accurate predictor of renal function, possibly due to a decreased muscle mass or 
decreased creatine synthesis. Creatinine clearance measured by the urinary excretion 
method may be more accurate, but would still tend to overestimate GFR. Other measures 
such as iohexal clearance or serum cystatin C may also be used. It is important to remember 
that renal dysfunction in cirrhosis may require dosage adjustments for drugs excreted pri-
marily through the kidney as well as for nephrotoxic drugs.  

   17.2.5    Pharmacodynamics in  h epatic  f ailure 

 Patients with liver cirrhosis are reported to have differences in drug pharmacodynamics 
that appear to be unrelated to any pharmacokinetic effect. The result may be an increased 
or decreased sensitivity to a drug ’ s actions and/or adverse effects. Angiotensin converting 
enzyme (ACE) inhibitors and nonsteroidal anti - infl ammatory drugs (NSAIDs) may inter-
fere with adaptive physiological processes induced by liver disease, such as the enhanced 
activity of the renin – angiotensin system in advanced liver disease. This leads to a high risk 
of excessive hypotension or acute renal failure with ACE inhibitors and NSAIDs, respec-
tively. These drugs should therefore be avoided in patients with cirrhosis. 

 The use of morphine and benzodiazepines in cirrhotic patients may produce severe 
sedative effects as well as precipitate encephalopathy. With morphine, this can occur even 
at doses lowered to compensate for the increased oral absorption and/or decreased clearance 
seen in liver failure. With benzodiazepines, encephalopathy can be induced even in patients 
administered drugs of this class that are not metabolized extensively by the liver, including 
oxazepam, temazepam, and triazolam. Some proposed mechanisms of the increased sen-
sitivity to benzodiazepines include an alteration in the blood – brain barrier leading to higher 
concentrations of the drug in the central nervous system (CNS)  , increased GABA - ergic 
tone, or an increased number of GABA receptors. These effects can be counteracted by the 
administration of the benzodiazepine antagonist fl umazenil, so some clinicians still recom-
mend their use in cirrhotic patients. 

 Conversely, a decreased therapeutic effect can be seen with diuretics and  β  - adrenoreceptor 
antagonists. Higher concentrations of loop diuretics, such as furosemide and bumetanide, 
are needed in the renal tubules to excrete the same amount of sodium as in healthy indi-
viduals. Patients with liver disease are also less sensitive to the chronotropic effects of 
isoproterenol, possibly due to a decreased density of  β  - adrenoreceptors in mononuclear 
cells. 
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 There may also be pharmacologic effects that overlap with pathophysiological responses 
in liver disease, such as increased portal pressure with calcium antagonists, or hypopro-
thrombinemia due to inhibited synthesis of vitamin K - dependent clotting factors by the 
beta - lactam antibacterials moxalactam and cefamandole. 

 Reduced drug metabolism in patients with liver disease does not seem to increase the 
frequency of hepatotoxicity. This may be because most cases of drug - induced hepatotoxic-
ity are idiosyncratic, rather than dose - related reactions. Dose - related hepatotoxicity can 
occur with methotrexate, isoniazid, and acetaminophen (paracetamol); therefore, these 
drugs should not be used in cirrhotic patients.   

   17.3    OTHER DISEASE STATES 

 Orally administered medications require absorption from the gastrointestinal tract prior 
to exerting a pharmacologic effect on the body; therefore, gastrointestinal disease can 
cause dramatic variability in oral drug absorption and enterohepatic recycling. Changes 
in luminal pH may result in ion trapping of compounds within the gut lumen, making 
them unavailable for systemic absorption. The majority of drugs are absorbed from the 
proximal small intestine, due to the increased surface area available. For this reason, any 
disease causing prolonged gastric emptying times, such as gastric impactions or pyloric 
outfl ow obstructions, will decrease the rate, although not necessarily the total amount 
of drug absorbed. Additionally, conditions leading to villus destruction will decrease 
the surface area available for drug absorption and affect bioavailability of orally admin-
istered drugs. 

 The gut is capable of biotransforming drugs through reactions similar to those found in 
the liver, such as acetylation and conjugation. Therefore, decreased intestinal motility may 
cause a decrease in the amount of drug absorbed, primarily by increasing the amount of 
time the drug is in contact with these metabolizing enzymes. The opposite may be true for 
drugs that do not undergo metabolism by these processes and the bioavailability may be 
higher due to an increased amount of time for absorption. Conversely, increased intestinal 
motility may decrease drug absorption secondary to decreased time for absorption and 
failure of drug dissolution. Certain drugs require metabolism by bacteria in the large colon 
prior to absorption. The classic example of this is sulfasalazine, a prodrug formulation used 
to deliver 5 - amino salicylic acid directly to the colon for the treatment of infl ammatory 
bowel disease. Gastrointestinal diseases resulting from or causing altered bacterial fl ora 
may cause a decrease in absorption of such drugs. 

 Cardiac dysfunction leading to circulatory failure can cause vasoconstriction in the 
peripheral tissues via sympathetic stimulation. Blood fl ow is subsequently redistributed to 
the brain and heart; therefore, toxic levels of drugs may be reached in these organs. In fact, 
the central  Vd  may be reduced by up to 90%. Absorption from extravascular routes may 
be impaired due to decreased perfusion in the tissues. The intravenous and intratracheal 
routes are therefore preferred for patients with cardiac dysfunction. Circulatory failure may 
also cause disruptions in drug metabolism and excretion. Reduced hepatic blood fl ow can 
decrease the clearance of highly extracted drugs and lead to hepatic hypoxia with subse-
quent hepatocellular dysfunction, which may further decrease the clearance of drugs metab-
olized by the liver. Impaired renal blood fl ow may result in decreased fi ltration and 
secretion as well as increased reabsorption. Careful therapeutic monitoring of patients with 
cardiac dysfunction should be performed until normal circulation has been reestablished. 
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 Chronic heart disease may also affect drug pharmacokinetics. Fluid retention and edema 
may occur, leading to an increased  Vd  of hydrophilic drugs. Patients with congestive heart 
failure often receive multiple drugs concurrently, many of which are designed to alter blood 
pressure and fl uid balance, leading to altered disposition of other drugs.  

   17.4    CONCLUSIONS 

 Disease states can profoundly alter drug pharmacokinetics, as well as affect the pharma-
codynamics and actions of the drug in the body. Whenever possible, adjustments in dosing 
should be made based on available data or sound pharmacologic/pharmacokinetic princi-
ples (Table  17.5 ), in order to avoid subtherapeutic or toxic plasma drug concentrations. 
Given the interindividual variability in drug pharmacokinetics in healthy and diseased 
patients, as well as species variations, one should never forget the importance of individual 
patient monitoring.    
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  18    Interspecies Extrapolations     

     The purpose of this chapter is to address how pharmacokinetic data may be extrapolated 
across species based on coupling the basic processes of distribution and elimination to 
physiological factors that vary as a function of body weight ( BW   ). A review of interspecies 
scaling could easily require multiple books; thus, this chapter will focus on basic principles 
and techniques that illustrate the strategies employed. 

 The ultimate aim of any interspecies extrapolation would be to predict drug activity or 
toxicity in a new species not previously studied. There are two sources of error inherent 
in such an extrapolation. The fi rst is that a drug ’ s pharmacokinetic profi le (especially excre-
tion, metabolism, and distribution) does not extrapolate across species without adjusting 
for some individual species characteristics. The second, which will always be problematic, 
is that the pharmacodynamic response of a drug may be very different between species and 
not at all related to pharmacokinetics. This latter concern may not be important for anti-
microbial drugs since the pathogenic organisms being treated should have susceptibilities 
that are pathogen and host independent. However, for drugs that interact with physiological 
functions that have species - specifi c receptor types and distributions, an estimate of phar-
macokinetic parameters may not be suffi cient to predict pharmacodynamic response. 
Although this issue will be touched upon in this presentation, the emphasis will be on 
extrapolating pharmacokinetic parameters across species. When such an extrapolation is 
made, the techniques of pharmacokinetic – pharmacodynamic (PK - PD) modeling presented 
in Chapter  13  could then be applied using species - specifi c PD parameters. 

 The optimal strategy to make interspecies extrapolations would be to derive a physiologi-
cally based pharmacokinetic (PBPK) model for the drug in question, as discussed in Chapter 
 11 . In this case, one models the disposition of a drug in terms of the major anatomical organs 
responsible for its distribution, metabolism, and excretion from the body. These organs are 
linked by the rate of blood fl ow to each organ. As can easily be appreciated, once a PBPK 
model is obtained for one species, knowledge of the second species ’  organ weights and blood 
fl ows may be input into the process and the disposition of the drug in this species simulated. 
This was accomplished with melamine data in pigs and rats in the model illustrated in Fig. 
 11.4 . Likewise, differences in plasma/tissue binding or pathways of biotransformation may 
be accounted for and input into the model. This approach to interspecies extrapolation was 
shown to be reasonably successful by DeBuck et al. ( 2007 )   for predicting the disposition 
of 26 human drugs from rat  in vivo  pharmacokinetic as well as  in vitro  metabolism data. 
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Factors such as interspecies differences in protein binding were important to take into con-
sideration. A PBPK model also lends itself to straightforward pharmacodynamic coupling 
with  in vitro  data collected in the target species. This approach has not been widely adopted 
primarily because of the paucity of complete PBPK studies published to date and the overall 
complexity of conducting such studies at early stages of drug development. Instead, the 
literature is replete with descriptive compartmental and noncompartmental studies that report 
on classic pharmacokinetic parameters (volume of distribution [ Vd ], clearance [ Cl  B   ], half - life 
 T   ½    ) collected from individual experiments in a species at a specifi c dose. How can these 
existing data be used to probe the differences in drug disposition across species?  

   18.1    PHARMACOKINETIC SCALING   

 There is a wealth of empirical observations that suggest that physiological functions such as 
O 2    consumption, renal glomerular fi ltration, and cardiac output, are not linearly correlated to 
the mass of an individual animal, both within and between species. That is, if one expresses 
any physiological function on a per kilogram of  BW  basis (e.g., glomerular fi ltration rate 
[GFR]/kg), an isometric relationship would suggest that the parameter is constant. However, 
in the case of these physiological functions, such a relationship does not hold since the param-
eter expressed on a milligram/kilogram basis still is species dependent and is not constant. A 
knowledge of  BW  does not allow one to determine the value of the parameter across species 
with different  BW s. However, if these parameters are expressed on a per unit surface area 
(SA) basis, then many parameters, including GFR, will show less variation across species. 

 More refi ned analyses suggest that the optimal scaling factor would be to a species ’  
basal metabolic rate (BMR). Empirical observations suggest that BMR is a function of  BW  
(in kilogram) raised to the 0.75 power   (BMR    =     f ( BW  kg ) 0.75 ); when expressed on body SA, 
the exponent is 0.67. An exponent of 0.75 is also theoretically predicted if metabolic func-
tions are based on a model in which substances in the body are transported through space -
 occupying fractal networks of branching tubes (e.g., the vascular system) that minimize 
energy dissipation and share the same size at the smallest level of structure (e.g., capillar-
ies). Whatever the mechanism, these approaches are well suited for extrapolating drug 
disposition across species. The focus of our discussions will be restricted to mammals since 
it is known that BMR is species specifi c across the fi ve Hainsworth energy groups, and 
separate relationships hold for different birds, mammals, marsupials, and fi sh. 

   18.1.1    Basis of  a llometry 

 Equations in which a parameter is related to a mathematical function (in this case a power 
function) of a metric such as  BW  is termed an allometric relationship. The extensive litera-
ture surrounding the question of how one  “ collapses ”  physiological parameters between 
species has created a fi eld of study called allometry. Since most drug pharmacokinetic 
parameters are dependent upon some physiological function, they may also be scaled across 
species using these strategies. The method for doing this is to correlate the parameter of 
concern (e.g., GFR,  Cl  B ) with  BW  using the following allometric equation:

    Y a BW b= ⋅( )       (18.1)  

where  Y  is the parameter of concern,  a  is the allometric coeffi cient, and  b  is the allometric 
exponent. The data are obtained using simple linear regression on log 10   Y  versus log 10   BW  
as depicted in Fig.  18.1 . The slope is the allometric exponent  b  and the intercept  a .   
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 There is uniform agreement that for most physiological processes, the allometric expo-
nent  b  ranges from 0.67 to 1.0. Note that if the parameter being modeled is an inverse 
function of a physiological process (e.g.,  T   ½  ), then the exponent will be 1    −     b  for that 
process. The coeffi cient  a  is actually the value of  Y  for a 1.0   kg  BW  animal ( b     =    0). These 
exponents are estimates that improve if good data is available. They should not be viewed 
as biological constants of nature! 

 This is also a good point at which to consider what happens if isometry is assumed. In 
this case,  b     =    1.0 and the parameter is a direct function of  BW  1 , which equals  BW . From 
this perspective,  if one adjusts dosages across species on the basis of kilogram of  BW 
 alone, one is implicitly assuming that  b     =      1 for the relationship between parameters , which 
we know is not correct from data such as the above.  

   18.1.2    Scaling of  h alf -  l ife 

 An example of an allometric analysis conducted in our laboratory is shown in Fig.  18.2 , with 
gentamicin  β  - elimination phase  T   ½   data collected after intravenous administration of 10   mg 
of gentamicin per kilogram of  BW  to animals ranging in size from the mouse to the horse. 
There is an excellent fi t based on analysis of this large data set, with  T   ½  β  (min)    =    42  BW  0.249 . 
This suggests that knowing the  T   ½  β   in any species, the corresponding value of this parameter 
can be estimated in another. In general, the  T   ½  β   will be shorter in small animals with a large 
BMR and ratio of SA to body mass than in larger animals, which have a smaller BMR and 
SA. The caveat in these types of analyses is that the pharmacokinetic parameters being 
estimated must have been properly determined. Points discussed in Chapter  8  on how  T   ½   is 
a function of the experimental design and pharmacokinetic model used to estimate it should 
be considered when conducting such analyses from widely different literature sources.   

 This equation has been extensively applied to numerous sets of pharmacokinetic data. 
The fi rst was demonstrated by Dedrick et al. ( 1970 )  , who analyzed methotrexate data and 
achieved results very similar to those of gentamicin depicted above. This is not surprising, 
since both compounds are primarily eliminated from the body by renal glomerular fi ltration, 
which scales with  b     ≈    0.75 based on BMR. Thus  T   ½   scales to 0.25 (1    −    0.75). 

 From the perspective of pharmacokinetics, the important parameters in a pharmacoki-
netic equation are both the  Cl  B  and the  Vd . When one scales  T   ½  , one is actually scaling to 

     Fig. 18.1     Basic log – log allometric plot of a biological parameter ( Y ) versus  BW  with slope  b  and 
intercept  a .  
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 Vd / Cl  B  in the exponent since  T   ½      =    0.693  Vd / Cl  B  (Eq.  8.20 , see Chapter  8 ). If  Vd  usually 
scales with  b     =    1 and  Cl  B  to 0.75, the exponent is now  BW  1    −    0.75 , which equals 0.25. In all 
of these studies, intravenous dosing must be used since formulation variables and differ-
ences in absorption would completely confound the analyses. When  Vd  and  Cl  B  scale with 
signifi cantly different parameters, this relationship to  T   ½   would not be expected to hold as 
well as it does for compounds cleared exclusively by the kidney and have a  Vd  restricted 
to extracellular space like gentamicin and methotrexate. For example, fl uoroquinolones 
showed dispersity in  T   ½   allometric scaling (Cox,  2007 ). The writings by Mahmood ( 2005, 
2010 )   listed in the Bibliography should be consulted for a further discussion of this point.  

   18.1.3    Scaling of  c learance 

 For clearances, the situation is more straightforward. Total body clearance ( Cl  B ) is actually 
the sum of all clearances ( Cl  B     =     Cl  renal     +     Cl  hepatic     +     Cl  other ) (Eq.  6.1 , see Chapter  6 ). Most 
drugs are primarily cleared by either the kidney or the liver. Overall renal and hepatic 
functions are determined by blood fl ow to these organs, which are dependent upon cardiac 
output. As mentioned earlier, cardiac output scales to  ≈  b  0.75 . Thus, for drugs cleared by the 
kidney, renal clearance scales to  b     ≈    0.75, and thus  T   ½   should scale to  b     ≈    0.25. This is 
even true of drugs excreted by active tubular transport (unless transport is saturated) since 
renal blood fl ow governs this function. 

 For the liver, the hepatic clearance ( Cl  hepatic ) of a drug has been previously expressed in 
Equation  7.2  (see Chapter  7 ) as:

    Cl Q Cl Q Clhepatic hepatic int hepatic int/= ⋅ +[ ( )]     (18.2)  

where  Cl  int  is the intrinsic metabolic clearance of a drug and  Q  hepatic  the hepatic blood fl ow, 
which is a constant fraction of cardiac output. If a drug ’ s  Cl  hepatic  is  “ fl ow limited ”  when 
the drug is a  “ high - extraction drug ”  ( Cl  int     >>     Q  hepatic ), its value approaches hepatic blood 
fl ow and thus scales with an allometric exponent of  b     ≈    0.75. However, if the drug is 
 “ capacity limited ”  and thus is a  “ low - extraction drug ”  ( Cl  hepatic     <<     Q  hepatic ), then clearance 

     Fig. 18.2     Allometric plot of log gentamicin half - life versus log  BW  in eight species.    
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is a function of the intrinsic metabolic capability of the individual and species, a value that 
is very dependent upon isoenzyme expression and other genetic factors that, as discussed 
in Chapter  7 , is very species specifi c. For these drugs, allometric scaling may not be fea-
sible. In fact, these drugs show the greatest interindividual variation in drug disposition.  

   18.1.4    Scaling of  v olume of  d istribution 

 The  Vd  of a drug generally is related to the fraction of body mass occupied by body water 
(see Chapter  5 ). If a drug distributes primarily through body water or primarily into one 
tissue that is a constant fraction of total body water, the allometric exponent is  ≈ 1.0 since 
body water is directly proportional to  BW . If the drug is limited to extracellular fl uid,  b  
becomes  ≈ 0.67. If one is looking at the volume of distribution at steady state ( Vd  ss ), which 
is a function of vascular, extracellular, and total body fl uid,  b  will be between 0.67 and 1.0. 
If the drug is lipophilic, allometric analysis does not produce consistent predictions. Most 
workers in this fi eld assume that  Vd  directly correlates to  BW  ( b     =    1.0); however, this may 
not be accurate. Note that if the species has relatively unique compartments into which 
drug may distribute and become sequestered or eliminated (e.g., rumen, equine cecum), 
interspecies extrapolations would fail.  

   18.1.5    Relationship between  p arameters 

 It is informative to illustrate scaling of all these parameters. An example for a common 
class of antimicrobials, the macrolides, was reported by Duthu ( 1985 ) using data from the 
mouse, rat, rabbit, dog, and cow. Individual allometric exponents for  Vd ,  Cl  B , and  T   ½   were 
calculated as: 

         Vd       Cl  B       T   ½    

  Erythromycin    0.73    0.69    0.14  
  Oleandomycin    0.64    0.76    0.14  
  Tylosin    0.75    0.68    0.18  

 Note for this drug, the  b  for  Vd     ≠    1.0 (as for gentamicin), and thus the aggregate  b  was 
not a simple combination of the allometric exponents for  Vd  and  Cl  B . By doing studies as 
above, more confi dence can be placed in the allometric extrapolations since data for a 
specifi c drug are utilized. Also, as discussed below, allometric techniques are more effective 
if there is a wide range of  BW  (e.g., from mouse to cow) because of the logarithmic trans-
formation involved. It would not be effective if data were, say, collected in pigs, goats, and 
sheep. Other approaches to modify these relationships are also discussed below (e.g., life 
span, brain weight). Finally, it cannot be overstressed that errors in estimation of pharma-
cokinetic parameters and model misspecifi cation will carry into empirical techniques such 
as allometry.   

   18.2    PROTEIN BINDING 

 This is a good point at which to consider the extent of protein binding of the drug that was 
discussed earlier in Chapters  5 ,  7 , and  10 . The magnitude of protein binding may have a 
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signifi cant effect on drugs cleared by  “ capacity limited ”  mechanisms if total protein binding 
is greater than 85 – 90%. Flow - limited drugs should be insensitive to protein binding, as 
should capacity - limited drugs with very low protein binding. Secondly, the magnitude of 
protein binding may also affect the  Vd , again with signifi cant levels of protein binding 
( > 85 – 90%) having the most impact. Species - specifi c differences in tissue binding, an area 
not well studied, would further introduce variability in  Vd , as can be appreciated from 
examining Equation  5.6  introduced in Chapter  5 . As will be demonstrated below, whenever 
possible, allometric scaling should be performed using the free fraction of drug. The major 
problem with drug protein binding is that there is, at present, no easy way to predict the 
extent of interspecies binding. However, many parameters are insensitive to protein binding, 
and thus allometric relationships are also insensitive to changes. 

 Many proteins besides albumin (e.g.,  α  1  - acid glycoproteins, lipoproteins, hormone 
carrier globulins) may bind to drugs, making interspecies extrapolation problematic in a 
limited number of cases. For example, our laboratory has studied the disposition of testos-
terone in pigs as a model for transdermal human drug delivery. Pigs, like rodents and 
carnivores, are defi cient in sex hormone - binding globulin compared to humans, primates, 
rabbits, goats, cows, and sheep. This results in an alteration of the species ’  ability to 
metabolize testosterone to dihydrotestosterone and estradiol. This difference in metabolic 
disposition could not be predicted on the basis of an allometric analysis.  

   18.3    APPLICATIONS 

 There is a great deal of empirical evidence to suggest that the allometric approach of 
expressing drug dosage scaled to a ( BW )  b   works. A number of workers used allometry to 
analyze the maximum tolerated dose (MTD) or  LD  10  of numerous antineoplastic drugs, 
which relates to the toxic potential of these chemicals across different species. Not surpris-
ingly,  b  approximated 0.75. For these compounds, this correlation simply supports the 
hypothesis that drug action or toxicity is correlated to the area under the curve (AUC  ), as 
presented throughout this text. This extrapolation holds for most subacute toxicities but 
does not work for predicting chronic toxicity or carcinogenesis. These effect models are 
much more complicated and are beyond the scope of the dose extrapolation problem 
addressed in this chapter. Chapter  13  should be studied for a detailed discussion of effect 
modeling. 

 A similar approach was used by our laboratory to estimate isonephrotoxic doses (i.e., 
doses that produce the same degree of kidney damage) for gentamicin across species. In 
this procedure, one calculates a proportion of the dose of drugs in two species based on a 
ratio of their respective half - lives. In the case of gentamicin, the allometric exponent 
 b     =    0.25 from Fig.  18.2  was used in the following equation to estimate species - equivalent 
doses:

    D D BW BWSpeciesA SpeciesB B A/= ⋅[ ] .0 25     (18.3)  

where  D  SpeciesB  is a dose of known nephrotoxicity in species B. This resulted in the follow-
ing isonephrotoxic doses (milligram/kilogram [species]): 20 (rat), 9 (dog), 5 (human), and 
3 (horse). These are confi rmed by the literature and illustrate why a large species such as 
the horse would appear more sensitive to a canine dose of 9   mg/kg. Equation  18.3  could 
be used to extrapolate the dose known to be effi cacious in one species and to estimate the 
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therapeutically equivalent dose in another, as suggested for selecting pilot pharmacokinetic 
trial doses in Equation  14.10  (see Chapter  14 ).  

   18.4    THE CONCEPT OF SPECIES - EQUIVALENT TIME AND 
SPECIES - INDEPENDENT CONCENTRATION - VERSUS -
 TIME PROFILES 

 There is another way to view allometric scaling as simply a method of changing the time 
coordinates of a serum/blood/plasma concentration – time (C - T) profi le from chronological 
or astronomical time to the more relevant physiological time. This allows one to use these 
relationships in more detailed pharmacokinetic models. Boxenbaum ( 1982 )   has strongly 
argued that physiological processes are linked to an internal biological clock that is a func-
tion of BMR and body size, as well as other species indicators including life span, length 
of gestation, and brain weight. These relationships are defi ned by the interaction of the 
animal with its environment, relative to energy conservation and biomechanical constraints 
(elasticity), which is related to the SA of interfacing membranes. Body size can be viewed 
as a regulating mechanism for a species ’  internal biological clock. Specifi cally, each species 
may have a fi nite number of heartbeats; thus a mouse, which has a shorter life span (because 
its BMR must be higher due to its small body size), will have a more rapid heart rate when 
measured in chronological time. Boxenbaum ( 1982 ) contends that each species has a fi nite 
quantity of  “ pharmacokinetic stuff ”  that also is consumed as a function of the species -
 unique  “ lifestyle ”  spread over its life span. 

 One approach to implement these concepts is to scale the time access of a C - T profi le 
in units that refl ect a species physiological clock. One such unit is the kallynochron, a unit 
of equivalent time across species equal to the amount of time any species clears the same 
volume of plasma per unit of  BW . This equals

    Kallynochron time /= −( ) ( )BW b1     (18.4)   

 What this effectively does is scale the time axis of a C - T plot by a measure of physiologi-
cal time. Thus, if  BW  scales with  b     =    0.75, then the time axis should be plotted using the 
above equation. Dedrick et al. ( 1970 ) earlier demonstrated this relationship with methotrex-
ate. Accordingly, this technique is often referred to as a Dedrick plot. However, this 
assumes that the  y  - axis (concentration) of a C - T profi le also scales  “ properly ” ; that is,  Vd  
scales to the same value of  b . If this is not true, then the  y  - axis may also be scaled, and a 
 “ complex ”  Dedrick plot results. Alternatively, the time access can be scaled to account for 
 Cl  and  Vd  using apolysichrons as the unit of equivalent time. 

 Other more complex units of species - equivalent time that scale for life span (dieneti-
chron) and brain weight (syndesichron) have been implemented for specifi c drugs. These 
have been shown to correlate to species - specifi c processes (e.g., life span to low capacity 
clearance processes, and brain weight to oxidative metabolism). This is conceptually 
similar to the approach suggested by Mahmood ( 2005, 2010 ), which uses life span and 
brain weight when scaling from small laboratory animals to humans in empirical allometric 
analyses. This is accomplished by modifying the basic allometric Equation  18.1  with 
parameters such as maximum life span and brain weight for specifi c drugs when indicated. 
A  “ rule of exponents ”  has been suggested that directs when these additional correction 
factors should be implemented. 
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 These approaches can be illustrated using doxycycline pharmacokinetic data generated 
in our laboratory. In this study, all species were given an intravenous dose of 10   mg/kg. In 
Fig. 18.3,  T   ½   is plotted against  BW  using our data and values from the literature. The typical 
allometric relation is demonstrated. Fig.  18.4  is a Dedrick plot of data generated solely 
from data in our laboratory. In this case, all samples were analyzed by the same high -
 performance liquid chromatographic assay, which should minimize analytical variation, 
and parameter estimates obtained by the same pharmacokinetic programs, which should 
minimize curve - fi tting errors. This plot transforms the time axis to kallynochrons and 
adjusts the plasma concentration (  y  - axis) to observed concentration divided by dose/
kilogram, thereby normalizing by dose (assumes that  b  for  Vd  equals 1.0).   

 The serum C - T profi le is relatively tight across species except for the data from cats, 
which tend to produce higher normalized concentrations than calves, pigs, and dogs. If free 
doxycycline is plotted (Fig.  18.5 ) from these same fi ve species using ultrafi ltered serum to 

     Fig. 18.4     Dedrick plot of total plasma doxycycline concentrations versus normalized  BW  in cats ( + ), 
dogs ( � ), pigs ( � ), mature Angus ( � ), and immature Holstein ( � ) calves administered a single 10   mg/
kg intravenous dose.  
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     Fig. 18.3     Allometric plot of log doxycycline half - life versus log  BW  in nine species.  
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estimate the doxycycline - free fraction, a true  “ species - independent ”  C - T profi le results, 
which describes the data for all species. The cat is the outlier in the total C - T profi le since 
it uniquely has a very high degree of protein binding ( ≅ 98%) compared to 90% for the 
other species. Thus, the concentration of free drug in the cat is fi vefold higher than other 
species.   

 This technique has tremendous  “ conceptual impact ”  since it clearly indicates that if free 
drug concentrations are expressed in kallynochrons, one C - T profi le adequately describes 
the disposition of drugs across widely disparate species. If one assumes that the action of 
a drug is correlated to some measure of its C - T profi le (e.g., AUC), then if one knows the 
AUC in one species, one would estimate it in all species by expressing it in terms of the 
appropriate physiological time. This approach to interspecies scaling is thus used to defi ne 
an effective AUC in species A and calculate a dose per unit  BW b  , which could be used for 
all species. In this case,  b  would be determined by analyzing available experimental data. 
This is another way of generating the isonephrotoxic doses of gentamicin referred to above, 
for this strategy works if dose is linearly correlated to AUC, an expected fi nding when the 
drug has fi rst - order pharmacokinetic properties. Similarly, for the problem of tissue resi-
dues presented in Chapter  19 , if tissue C - T profi les similarly scale, then withdrawal times 
for  “ well - behaved ”  drugs could be normalized to physiological time and a single parameter 
used in all species.  

   18.5    EXTRAPOLATION PITFALLS 

 There are a number of cases, too numerous to outline here, in which simple empirical 
interspecies extrapolations would not be expected to work because of complex disposition 
processes. Our group used the extensive Food Animal Residue Avoidance Databank 
(FARAD) compilation of 10,300 pharmacokinetic experiments with 419 drugs to assess 
how well allometry could be used to extrapolate drug disposition for veterinary drugs col-
lected in a database with a wide quality of reported data (Riviere et al.,  1997   ). In this 

     Fig. 18.5     Same plot as Fig.  18.4  except that free doxycycline concentrations were used, which resulted 
in better prediction of the cat data. Cats ( + ), dogs ( � ), pigs ( � ), mature Angus ( � ), and immature Holstein 
( � ) calves were administered a single 10   mg/kg intravenous dose.  
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analysis, 44 drugs had suffi cient data (intravenous administration, at least four species per 
drug) to conduct the allometric regression. Three groups of drugs were identifi ed from this 
meta - analysis. 

 Eleven of 44 drugs ( ≈ 25%) drugs (ampicillin, apramycin, carbenicillin, cephapirin, 
chlortetracycline, diazepam, erythromycin, gentamicin, oxytetracycline, prednisolone, and 
tetracycline) had statistically signifi cant allometric regressions, with  b  ranging from 0.10 
to 0.42. Signifi cantly, the mean value of the allometric exponent was 0.24    ±    0.09, with 
65% of the  b  being between 0.19 and 0.32. Thus, the rule of thumb quoted above that  b  
for  T   ½   of 0.25, based on a BMR scaling factor of 0.75, is a reasonable estimate for these 
 “ well - behaved ”  drugs. Plots of these drugs were very similar to the idealization presented 
in Fig.  18.1 . Drugs with this behavior are primarily antibiotics and are eliminated unchanged 
by the kidney. The only surprise was diazepam since it has a variable degree of protein 
binding and is cleared by a capacity - limited hepatic metabolic process. 

 Of these well - behaved drugs, the average number of species in the analysis was 6.2    ±    2.2, 
and the log  BW  ratio [log( BW  largest    /    BW  smallest )] averaged 8. This is consistent with workers 
who attempt to use two - species allometry to predict human drug disposition (e.g., rat to 
human, dog to human) that conclude that prediction of clearance is much improved if  ≥ 3 
species are used (Goteti et al.,  2010 ). The log  BW  ratio appears to be an excellent metric 
of how robust the data set is for analysis since a wide spread in log  BW s would increase 
the power of a log – log allometric regression. This analysis suggests that when one has a 
robust data set covering multiple species of differing masses, and the drug has relatively 
simple linear pharmacokinetics, allometric scaling is possible even from a multiple - source 
data set. 

 Nineteen drugs, although having similarly rich data sets and robust log  BW  ratios, did 
not have signifi cant allometric regressions. These drugs included many compounds metabo-
lized by capacity - limited hepatic biotransformation. The remainders of the drugs produced 
equivocal results but were characterized by a smaller species data set. Without further data, 
it was not possible to determine whether these compounds actually could not be analyzed 
with allometric principles or if the data set was simply inadequate. 

 This analysis and those of other workers highlight a number of factors, touched upon 
in the introduction, which at this point would preclude allometric pharmacokinetic extrapo-
lations. These will now be discussed. 

   18.5.1    Biotransformation 

 If a drug is eliminated primarily by capacity - limited hepatic biotransformation, total body 
clearance would be related to  Cl  intrinsic , which is dependent upon the intrinsic ability of that 
species and individual to metabolize drug. Numerous studies have demonstrated a great 
deal of heterogeneity in both phase I and phase II drug metabolism reactions, as discussed 
in Chapter  7 . For example, dogs are known to be defi cient acetylators, pigs are defi cient 
in sulfation capacity, and cats are defi cient in glucuronidation. If a drug is metabolized by 
one of these phase II pathways, extrapolation might be problematic. However, if the only 
result is to produce a sulfated rather than an acetylated inactive metabolite, and the C - T 
profi le of the parent drug and active phase I metabolites are not affected, allometry should 
still work. Of course, one must realize that the disposition of the parent drug between two 
species, if it is a fl ow - limited highly extracted drug, may be similar even if there are species -
 specifi c isozymes present which produce different metabolites. As mentioned above, 
species differences in oxidative metabolism may potentially be accounted for by including 
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brain weight in any allometric analysis, while low - capacity processes may be accounted 
for by including life span. These factors were not included in this simple analysis.  

   18.5.2    Genetic  p olymorphism 

 The largest and most important species differences relate to genetic differences in cyto-
chrome P450 isoenzyme makeup. Although cytochrome content scales to  BW , species 
differences in isoenzymes confound one ’ s ability to make predictions. A substantial amount 
of progress has been made on studying which genes are responsible for controlling P450 
expression. Chapter  7  should be consulted for specifi cs. For example, the P450 IIIA gene 
expresses isoenzymes in the rat, dog, and human, which show similar substrate specifi city 
and inhibitor selectivity, with sex differences being expressed only in the rat. If one knew 
a priori that the drug in question was metabolized by an isoenzyme under control of this 
gene (N - demethylation, steroids undergoing 6 hydroxylation), then allometry should work 
on extrapolating such drugs (fl unisolide, cyclosporine, dihydropyridine Ca  +  +   channel block-
ers). However, the database for which these data are available is sparse at best and, outside 
of the dog, contains no veterinary species. Secondly, some of these compounds may also 
be metabolized by isoenzymes controlled by the P450 IIC gene which, depending on rela-
tive substrate specifi cities between IIIA and IIC isoenzymes, will produce a different profi le 
of phase I metabolites. The situation becomes very complicated when other genes and 
noncytochrome P450 enzymes (e.g., fl avin monooxygenases) are also considered, and 
beyond simple understanding if the species specifi city in P - glycoprotein transporters are 
added into the equation.  

   18.5.3    Protein  b inding 

 As discussed with doxycycline, protein binding is almost impossible to extrapolate across 
species. Differences in protein binding would be expected to affect  Cl  B ,  Vd , and the fraction 
of a drug dose that can interact with receptors (only free fraction is available). This would 
be especially evident for orally administered drugs as the fi rst - pass hepatic metabolism 
would be different. A similar concern exists with extent of tissue binding as discussed 
earlier.  

   18.5.4    Saturation 

 If the effective dose in any of the species being analyzed produces concentrations that satu-
rate elimination mechanisms, nonlinear pharmacokinetics result, which makes allometry 
almost impossible. This should not be a problem for most pharmacological doses 
except where metabolic capacity for a specifi c pathway is limited (e.g., cats and 
glucuronidation).  

   18.5.5    Drug  i nduces  a lterations in  p hysiology 

 Up to this point, we have considered drugs to be pharmacologically inert. If the drug alters 
physiology (e.g., renal function, hepatic blood fl ow) in one species and not in another, then 
the allometric relation of physiology to  BW  will be broken and interspecies scaling will 
not work. In the doxycycline example discussed above, such a situation occurred when 
single - dose intravenous pharmacokinetic studies were attempted in the horse (note the 
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absence of equine data in these plots). When two horses were injected with this 10 - mg/kg 
dose, they immediately went into cardiac arrest and died, a phenomenon later attributed to 
the high lipophilicity of the doxycycline, which gave it immediate  “ access ”  to cardiac 
pacemaker cells. This illustrates again that pharmacokinetic data alone are not suffi cient 
to predict pharmacodynamic effect.  

   18.5.6    Interspecies  d ifferences in  e nterohepatic  r ecirculation 

 If a large fraction of a drug is cleared via the bile, and the species differences outlined in 
Chapter  7  result in changes in the fraction of biliary - excreted drug reabsorbed back into 
the circulation, pharmacokinetic parameters may not scale well across species. This does 
not appear to be a major problem since in the FARAD analysis discussed above, many 
tetracyclines potentially fall into this class, and these drugs were well behaved from the 
perspective of allometric regression. The same may not hold for drugs cleared primarily 
by this route.  

   18.5.7    Renal  t ubular  r eabsorption  s ensitive to  u rine  p  H  

 As discussed in Chapter  6 , the clearance of some weak acids and bases may be dependent 
upon distal renal tubular reabsorption, a process that would be sensitive to species differ-
ences in urine pH. Carnivores tend to have an acidic urine based on their normal protein -
 rich diet, while ruminants tend to have an alkaline urine. Depending upon the species 
included in an allometric analysis and the diets of the animals being studied, one could 
speculate that weak organic acids with pKa values from 3 to 7 may have a decreased  T   ½   
when urine is alkaline. The opposite would occur with weak bases. 

 There are probably a number of additional factors that could infl uence the effi cacy of 
an allometric regression analysis. For example,  BW  could be corrected for the volume of 
the gastrointestinal tract when ruminants and nonruminants are compared since the rumen 
may represent a substantial fraction of nonavailable body mass into which drug could not 
distribute.   

   18.6    CONCLUSION 

 As can be appreciated, scaling pharmacokinetic parameters using allometry is a powerful 
empirical tool to eliminate the infl uence of body mass on the value of pharmacokinetic 
parameters. This technique is applicable to data generated using compartmental and non-
compartmental models. However, as presently implemented, the resulting models lack 
mechanistic foundations and are an example of a purely empirical approach to data analy-
sis. The accuracy of such predictions are very sensitive to the actual experimental design 
of the studies from which data are collected as well as to the techniques of pharmacokinetic 
modeling that were used to generate the parameters being scaled. As was discussed early 
in this book in the context of QSPeR   modeling in Chapter  3 , interlaboratory variation may 
be signifi cant. In the case of allometry, differences in analytical methods, curve - fi tting 
techniques, and pharmacokinetic model misspecifi cation may generate large errors in the 
extrapolations. 

 These considerations underscore a major problem in the application of allometry to 
conduct interspecies extrapolations. Data are needed to make these analyses. It is wrong to 
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assume that a fi xed and magical exponent of 0.25 will work in all cases. The ability to suc-
cessfully use allometric scaling is a function of the underlying pharmacokinetics of the drug. 
Clearance and volume of distribution should be independently and properly estimated. The 
more detail that can be provided in the model, the more accurate is the prediction. This leads 
to approaches in modeling that take into account more specifi c pharmacokinetic models. 

 An optimal approach is to use PBPK techniques if the relevant experiments could be 
conducted to generate the necessary input parameters. An equally promising approach 
would be to use population - based models as presented in Chapter  16 . If these models are 
linked to normalized data such as presented in Fig.  18.5 , the power of using a properly 
parameterized pharmacokinetic model could be used to correlate unexplained variance to 
measurable physiological correlates, such as extent of protein binding, creatinine clearance, 
markers of hepatic blood fl ow, and rate of biliary secretion. This approach would also allow 
interindividual and intraindividual variation to be accounted for and quantitated.  

  BIBLIOGRAPHY 

    Boxenbaum ,  H.    1982 .  Interspecies scaling, allometry, physiological time, and the ground plan for pharma-
cokinetics .  Journal of Pharmacokinetics and Biopharmaceutics .  10 : 201  –  227 .  

    Boxenbaum ,  H.  , and   DiLea ,  C.    1995 .  First - time - in - human dose selection: allometric thoughts and perspec-
tives .  Journal of Clinical Pharmacology .  35 : 957  –  966 .  

    Boxenbaum ,  H.  , and   D ’ Souza ,  R.W.    1990 .  Interspecies pharmacokinetic scaling, biological design, and 
neoteny .  Advances in Drug Research .  19 : 139  –  196 .  

    Brown ,  S.A.  , and   Riviere ,  J.E.    1991 .  Comparative pharmacokinetics of aminoglycoside antibiotics .  Journal 
of Veterinary Pharmacology and Therapeutics .  14 : 1  –  35 .  

    Calabrese ,  E.J.    1983 .  Principles of Animal Extrapolation .  New York :  John Wiley & Sons .  
    Corvol ,  P.  , and   Bardon ,  C.W.    1973 .  Species distribution of testosterone binding globulin .  Biology of 

Reproduction .  8 : 277  –  282   .  
    Cox ,  S.K.    2007 .  Allometric scaling of marbofl oxacin, moxifl oxacin, danofl oxacin and difl oxacin pharma-

cokinetics: a retrospective analysis .  Journal of Veterinary Pharmacology and Therapeutics . 
 30 : 381  –  386 .  

    Davidson ,  I.W.F.  ,   Parker ,  J.C.  , and   Beliles ,  R.P.    1986 .  Biological basis for extrapolation across mammalian 
species .  Regulatory Pharmacology and Toxicology .  6 : 211  –  237 .  

    DeBuck ,  S.S.  ,   Sinha ,  V.K.  ,   Fenu ,  L.A.  ,   Nijsen ,  M.J.  ,   Mackie ,  C.E.  , and   Gilissen ,  R.A.H.J.    2007 .  Prediction 
of human pharmacokinetics using physiologically based modeling: a retrospective analysis of 26 clini-
cally tested drugs .  Drug Metabolism and Disposition .  35 : 1766  –  1780 .  

    Dedrick ,  R.L.  ,   Bischoff ,  K.B.  , and   Zaharko ,  D.S.    1970 .  Interspecies correlation of plasma concentration 
history of methotrexate (NSC - 740) .  Cancer Chemotherapy Reports Part 1 .  54 : 95  –  101 .  

    Duthu ,  G.S.    1985 .  Interspecies correlation of the pharmacokinetics of erythromycin, oleandomycin and 
tylosin .  Journal of Pharmaceutical Sciences .  74 : 943  –  946 .  

    Goteti ,  K.  ,   Garner ,  C.E.  , and   Mahmood ,  I.    2010 .  Prediction of human drug clearance from two species: a 
comparison of several allometric methods .  Journal of Pharmaceutical Sciences .  99 : 1601  –  1613 .  

    Hayton ,  W.L.    1989 .  Pharmacokinetic parameters for interspecies scaling using allometric principles .  Health 
Physics .  57 : 159  –  164 .  

    Hunter ,  R.P.    2010 .  Interspecies allometric scaling . In:   Cunningham ,  F.  ,   Elliott ,  J.  , and   Lees ,  P.   (eds.), 
 Comparative and Veterinary Pharmacology .  Heidelberg, Germany :  Springer , pp.  139  –  158 .  

    Mahmood ,  I.    2005 .  Interspecies Pharmacokinetic Scaling: Principles and Applications of Allometric 
Scaling .  Rockville, MD :  Pine House Publishers .  

    Mahmood ,  I.    2010 .  Theoretical versus empirical allometry: facts behind theories and application to phar-
macokinetics .  Journal of Pharmaceutical Sciences .  99 : 2927  –  2933 .  

    Mahmood ,  I.  ,   Martinez ,  M.  , and   Hunter ,  R.P.    2006 .  Interspecies allometric scaling. Part I. Prediction of 
clearance to large animals .  Journal of Veterinary Pharmacology and Therapeutics .  29 : 415  –  423 .  

    Mordenti ,  J.    1985 .  Pharmacokinetic scale - up: accurate prediction of human pharmacokinetic profi les from 
animal data .  Journal of Pharmaceutical Sciences .  74 : 1097  –  1099 .  



412 Comparative Pharmacokinetics

    Mordenti ,  J.    1986 .  Man versus beast. Pharmacokinetic scaling in mammals .  Journal of Pharmaceutical 
Sciences .  75 : 1028  –  1039 .  

    O ’ Flaherty ,  E.J.    1989 .  Interspecies conversion of kinetically equivalent doses .  Risk Analysis .  9 : 587  –  598 .  
    Reilly ,  J.J.  , and   Workman ,  P.    1993 .  Normalisation of anti - cancer drug dosage using body weight and surface 

area: is it worthwhile?   Cancer Chemotherapy Pharmacology .  32 : 411  –  418 .  
    Riond ,  J.L.  , and   Riviere ,  J.E.    2008 .  Allometric analysis of doxycycline pharmacokinetic parameters . 

 Journal of Veterinary Pharmacology and Therapeutics .  13 : 404  –  407 .  
    Riond ,  J.L.  ,   Riviere ,  J.E.  ,   Duckett ,  W.M.  ,   Atkins ,  G.E.  ,   Jernigan ,  A.D.  ,   Rikihisa ,  Y.  , and   Spurlock ,  S.L.   

 1992 .  Cardiovascular effects and fatalities associated with intravenous administration of doxycycline 
to horses and ponies .  Equine Veterinary Journal .  24 : 41  –  45 .  

    Riviere ,  J.E.    1985 .  Aminoglycoside - induced toxic nephropathy . In: Ash, S.R., and Thornhill, J.A. (eds.), 
 Handbook of Animal Models for Renal Failure .  Boca Raton, FL :  CRC Press , pp.  145  –  182 .  

    Riviere ,  J.E.  ,   Martin - Jim é nez ,  T.  ,   Sundlof ,  S.E.  , and   Craigmill ,  A.L.    1997 .  Interspecies allometric analysis 
of the comparative pharmacokinetics of 44 drugs across veterinary and laboratory animal species . 
 Journal of Veterinary Pharmacology and Therapeutics .  20 : 453463 .  

    Sawada ,  Y.  ,   Hanano ,  M.  ,   Sugiyama ,  Y.  ,   Harashima ,  H.  , and   Iga ,  T.    1984 .  Prediction of the volumes of 
distribution of basic drugs in humans based on data from animals .  Journal of Pharmacokinetics and 
Biopharmaceutics .  12 : 587  –  596 .  

    Sedwick ,  C.J.    1993 .  Allometric scaling and emergency care . In:   Fowler ,  M.E.   (ed.),  Zoo and Wild Animal 
Medicine ,  3rd Ed .  Philadelphia :  W.B. Saunders , pp.  34  –  37 .  

    Toutain ,  P.L.  ,   Ferran ,  A.  , and   Bousquet - M é lou ,  A.    2010 .  Species differences in pharmacokinetics and 
pharmacodynamics . In: Cunningham, F., Elliott, J., and Lees, P. (eds.),  Comparative and Veterinary 
Pharmacology .  Heidelberg, Germany :  Springer , pp.  19  –  48 .  

   United States Environmental Protection Agency .  1984 .  Proposed guidelines for carcinogen risk assessment . 
 Federal Register .  49 : 46294  –  46301 .  

    Voisin ,  E.M.  ,   Ruthsatz ,  M.  ,   Collins ,  J.M.  , and   Hoyle ,  P.C.    1990 .  Extrapolation of animal toxicity to humans. 
Interspecies comparisons in drug development .  Regulatory Toxicology and Pharmacology . 
 12 : 107  –  116 .  

    West ,  G.B.  ,   Brown ,  J.H.  , and   Enquist ,  B.J.    1997 .  A general model for the origin of allometric scaling laws 
in biology .  Science .  276 : 122  –  126 .   

  
 
 
 
    

 



  19    Tissue Residues and Withdrawal Times  

  with   Sharon     Mason       

     The fi nal application of pharmacokinetic principles will be to describe the tissue disposition 
of drugs after administration to food - producing animals. The concept of a withdrawal time 
(WDT) will be developed as an extension of the concept of half - life ( T     ½    ). This topic is of 
importance to veterinarians working in food animal medicine and scientists employed in 
the pharmaceutical and regulatory sectors who are charged with assessing the fate of drugs 
and chemicals that enter the human food chain via edible products (meat, milk, eggs) of 
food - producing animals. As can be appreciated by re - examining Fig.  1.3  (see Chapter  1 ), 
there is an additional constraint besides effi cacy and safety when drugs are used to treat 
diseases in food - producing animals. When an animal is slaughtered or its edible products 
collected, there is a legal requirement that drug concentrations not persist at a level greater 
than those established as safe by the relevant regulatory authority in the country of origin. 
In the United States, this level is termed the tolerance, while in many other countries it is 
referred to as the maximum residue level (MRL). 

 MRLs and tolerances are established by regulatory authorities based on many factors, 
including the safety of the animal product(s) to the consumer, the usage pattern of the 
compound in the fi eld (e.g., pesticides in the fi eld), and the sensitivity of the analytical 
methodology. The major determining factor for a tolerance level is food safety. However, 
from the perspective of pharmacokinetics, the method used to arrive at a tolerance or MRL 
is not important; rather the focus is on the length of time after discontinuation of a drug 
administration or chemical exposure required to allow animal tissues to deplete to a con-
centration below this legal limit. This time is the preslaughter meat WDT. If the matrix is 
milk, then the parameter of interest is the milk discard interval (MDI). Most discussion here 
will be focused on the WDT as the principles apply equally well to the MDI. Exceptions to 
this rule will be identifi ed as required. The reader is advised to consult relevant Web sites 
of regulatory agencies governing drug use in their regions for determining legal WDTs. The 
focus of this chapter is to illustrate the pharmacokinetic concepts behind the WDT. 

 What is the WDT? As with all pharmacokinetic parameters, the WDT has both kinetic 
and statistical properties. We will initially focus our discussion on the individual animal and 
consider the factors that determine the rate of depletion of drug concentrations in specifi c 
tissues. There are several steps that must be considered before a safe WDT is established. 
These steps include an understanding of the safety of the compound, establishing a safe 
tolerance for each compound and fi nally setting the WDT for the compound in a specifi c 
animal product. The next section will discuss the method to establish a tolerance.  
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   19.1    ESTABLISHMENT OF  A  TISSUE TOLERANCE   

 The tolerance is the target concentration in a residue depletion study. It should be estab-
lished purely on the basis of safety to the person consuming the tissue and has no pharma-
codynamic reality in the animal to which the drug has been administered. Tissue tolerances 
are normally established in fat, milk, muscle, liver, kidney, and skin, or their combination 
in edible tissues. 

 The fi rst step in calculating the tolerance of a compound is to determine the safe con-
centration of the total drug that could be consumed by individuals eating animal products. 
The way that this safe level is established is based on an acceptable daily intake (ADI) 
amount, which involves a risk assessment extrapolation from laboratory animal toxicology 
studies. The ADI is the maximum amount of chemical (mg/kg) that may be consumed daily 
over a lifetime without producing an adverse effect. ADI is estimated as a fraction of the 
no - observed - adverse - effect level (NOAEL) determined from standardized long - term labo-
ratory animal toxicological studies conducted in at least two animal species. The NOAEL 
is then divided by a safety factor ranging from 100 to 1000 depending on the nature of the 
compound ’ s toxicology or the strength of the data. Part of this factor is to account for 
the uncertainty of interspecies extrapolations (rodent to human) and to be conservative in 
the face of more acute and serious toxicity (e.g., teratogens, hypersensitivity). The current 
US Food and Drug Administration (FDA) safety factors are the following: 

  Type of toxicology study    Safety factor  
     Chronic    100  
     90 - day    1000  
  Reproductive/teratology    100 (only maternal effects)  

  1000 (other effects)  

 As can be appreciated from this tabulation, the safety factor is greater when there is 
evidence of teratogenic effects or when a more economical subchronic (90 - day) study is 
submitted in place of a more complete chronic study. This latter factor alone could result 
in a 10 - fold lower tolerance (and hence a longer WDT) being established for a product 
supported by 90 - day studies compared to the identical formulation supported by a chronic 
study. Thus, a subjective bias is directly built into the analysis that is independent of the 
actual toxicological properties of the compound. Additional toxicology tests (e.g., neuro-
toxicity, immunotoxicity, hormonal activity, mutagenic) have also been accepted for 
assessing potential toxicity (or lack thereof) and are handled similarly to the 90 - day data 
above. Other countries use similar approaches, although the safety factors applied at this 
stage of the analysis (determination of ADI) generally do not exceed 100. Recent research 
in the regulatory area is working to reduce the use of broad uncertainty factors and 
replace them with more specifi c uncertainty factors based on target tissue doses and 
mechanistic data. 

 If the compound is demonstrated to be a carcinogen, a  “ no - risk ”  requirement comes into 
effect. In this case, a risk assessment/extrapolation analysis will be done, using statistical 
analysis of the laboratory animal tumor data, to derive a concentration of residue ( S  0 ) that 
presents  no signifi cant risk of cancer . If there is no information on the compound concern-
ing the mechanism of carcinogenesis, the FDA uses a nonthreshold, linear low - dose extrap-
olation to determine the upper limit of the risk, which is set at 1   :   1,000,000. An exception 
to this rule is if the compound is a sex steroid, in which case the agents are assumed not 
to be genotoxic and at low residue levels do not present a risk for carcinogenesis in the 
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food - consuming public. Other countries adopt different policies for reproductively active 
compounds. 

 Based on the data, the ADI is established and applied to determine a safe concentration 
based upon the following equation:

    Safe concentration
ADI  body weight

food consumption fac
=

( ) ( )

ttor
      (19.1)  

where ADI is the acceptable daily intake, body weight is the average weight of humans 
consuming the product (usually assumed to be 60   kg), and the food consumption factor is 
the amount of edible product estimated to be consumed daily by an individual. The purpose 
of this equation is to distribute the ADI over different edible tissues on the basis of food 
consumption patterns. 

 The food consumption factor is based upon the average individual ’ s daily intake of dif-
ferent types of foods. The FDA and other regulatory agencies have tabulated food - specifi c 
consumption factors. Examples (in kilogram consumed per day) are 0.3 for muscle, 0.1 for 
liver, 0.05 for kidney, 0.05 for fat, and 1.5 for milk. The ADI for milk is especially high 
since the total diet for an infant may be entirely milk. These values calculated by FDA 
assume that a person were to eat all of these products with residues at the maximum safe 
level every day for life. Other countries use similar food consumption factors but distribute 
the ADI based on independent organ consumption data, specifi c to the eating habits of 
individuals living in that country. Other countries also include organs, such as the stomach, 
which is not frequently consumed in the United States. These factors are then used in 
Equation  19.1  to determine safe concentrations. 

 The fi nal step in this process is to establish the tolerance. The safe concentration is based 
upon the total concentration of drug (e.g., total residues), which includes the parent drug 
and any metabolites. Some special regulations apply for covalently bound residues. 
Depending on the drug, bound residues may be included as either a component of the total 
or a fraction removed from consideration. From these metabolites, a marker residue is now 
selected that has a defi ned relationship to the total residue amount. If the drug is not 
metabolized, the safe concentration becomes the tolerance. If the drug is metabolized, the 
tolerance will be set as a fraction of the safe concentration based on the relative amount 
of the marker residue to the parent drug and any other metabolites formed. Equation  19.1  
is then applied for each food source using the organ - specifi c consumption factor and toler-
ances established. As discussed below, the tolerance should also not be set to the analytical 
methods ’  lowest sensitivity, since if the tolerance is at or below the ability to detect the 
compound, the resulting WDT will be exceedingly conservative relative to food safety 
concerns. 

 The process of establishing MRLs in many other countries is very similar to the above 
process except that, as mentioned earlier, the safe concentration may be partitioned across 
various organs under the assumption that any one individual could never consume all foods 
with drug present at the maximum safe concentrations. There has also been movement by 
the Joint Expert Committee on Food Additives (JECFA)   in 2006 to substitute median 
concentration of residues for MRL to calculate ADI, or in the European Union, the theoreti-
cal maximum daily intake (TMDI) (WHO,  2006 ). It must be stressed that tolerances/MRLs 
are based on human food safety considerations for the consuming public and not on how 
long a WDT is required to achieve tolerance. Therefore, the established MRL may be lower 
than the ADI safe concentration in some countries.  
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   19.2    ESTIMATION OF A  WDT  

 Once the tolerance is set, a WDT necessary to ensure that the residue being monitored will 
fall below the established tolerance or MRL can be established. It is at this stage that phar-
macokinetics comes into play. Fig.  19.1  illustrates this relationship. Note that if the total 
residue is the marker residue, then the safe concentration is equal to the tolerance. A WDT 
must be determined for each of the major organs in which safe concentrations are established, 
with the fi nal WDT being set as the time at which all tissues will be below the established 
tolerance (i.e., the organ with the longest WDT). The FDA presently requires a repeated 
slaughter experiment in which groups of at least fi ve animals per sex are slaughtered at four 
different time periods in the terminal part of the tissue - depletion curve closest to the estab-
lished tolerance. A log - linear regression analysis is then performed on the data to determine 
the WDT such that  the WDT is the upper bound of the 99th percentile of the population 
established with 95% statistical confi dence (a probability of a type I error at 5%) . As can 
be appreciated from Fig.  19.2 , this essentially sets the offi cial WDT such that the 1 in 100 
animals with the most persistent residue profi le determine the acceptable tolerance.   

 Numerous experimental designs are used to establish the WDT. However, there are 
many assumptions behind these statistics, including a log - linear tissue depletion phase, a 
log - normal statistical distribution for all residue samples at each time point, homogeneous 
variance of residues across the various slaughter times, and statistical independence of each 
residue observation. The requirement for log - linear decay essentially restricts this analysis 
to compounds with fi rst - order kinetics. Many sponsors will increase the number of animals 
collected at any time point in order to narrow the 99th percentile window, which will result 
in a shorter WDT. 

 Some discussions among regulatory authorities outside the United States have focused 
on nonregression - based determination of WDTs. In these situations, a WDT is established 
as the slaughter time at which all animals are below the MRL. The actual WDT is being 
tested, not the slope of the tissue depletion, which is the parameter being modeled with 

     Fig. 19.1     Relationship between log - linear tissue depletion of total and marker residues and the estab-
lished safe concentration and tolerance in that tissue. The WDT is the time at which total residues drop 
below the upper safe concentration. This establishes the legal tolerance for the monitored marker residue. 
Note that if the total residue equals the marker residue, the safe concentration becomes the tolerance.  
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parametric approaches. Other workers have proposed various nonparametric statistics to 
implement this practice with more statistical confi dence. The factors involved in selecting 
the appropriate approach are actually identical to those used in selecting parametric versus 
nonparametric methods for population pharmacokinetic studies.  

   19.3    PHARMACOKINETICS APPLIED TO  WDTS  

 Whatever the fi nal method used to establish a WDT in an individual animal, the true WDT 
is closely related to the rate of elimination, and thus the  T   ½   of drug depletion in the specifi c 
tissue of interest. Based on linear pharmacokinetic principles developed in Chapter  8 , the 
problem of estimating a WDT is essentially that of calculating the time for a concentration 
to decline to a specifi c target concentration, which in our case is the tolerance. One can 
extend the logic presented in Equation  12.8  (see Chapter  12 ), which was used to calculate 
the length of a dosage interval  τ  to maintain a concentration – time profi le between defi ned 
peak ( Cp  max ) and trough ( Cp  min ) concentrations to calculate WDT. In this case, we assume 
linear fi rst - order decay in the tissue of interest, and we will express the equations in terms 
of target residue concentrations (TOL). Because this relation is central to the concept of 
WDT, we will follow through each step of its derivation. The  τ  we are thus calculating is 
the fi nal interval after dosing which is required to achieve a   Ct

min  equal to the established 
tolerance or MRL. Equation  12.8  may be originally written as

    ln( ) ( . )max minCp Cp T/ /= ⋅0 693 τ     (19.2)   

 This can be algebraically rearranged to solve for  τ  as

    τ = ln( ) ( . / )max minCp Cp T/ / 0 693 ½     (19.3)   

 If we now substitute WDT for  τ ,  C  0  for  Cp  max , and fi nally TOL for  Cp  min  ( C  now repre-
sents tissue concentrations), we obtain the relation

     Fig. 19.2     A statistical perspective of a drug depletion curve in tissue, whereby tolerance is established 
based on the upper 99% percentile of the distribution centered on the mean tissue depletion profi le.  
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 Note the similarity to Equation  12.9  for computing a dosage interval. Since we know 
that the slope of the tissue decay,  K  equals 0.693/ T   ½  , this equation can be also written as

    WDT /TOL /= ln( )C K0     (19.5)   

 Therefore, knowing the initial tissue concentration, tissue  T   ½   or  K , and the legal target 
tolerance, one should be able to calculate the WDT for a specifi c situation. If the disposi-
tion of the drug is described by a simple pharmacokinetic model,  C  0  can often be estimated 
from the administered dose using this data. Compilations of plasma and tissue depletion 
 T   ½   and  C  0  for many drugs in species of relevance to veterinary medicine have been pub-
lished most recently in the book by Craigmill et al  .  (2006) ,  Tabulation of FARAD 
Comparative and Veterinary Pharmacokinetic Data , listed in the Bibliography. 

 The problem of using this approach in the fi eld or a regulatory environment is that a 
priori knowledge of the tissue  T   ½   in a living animal is impossible to determine prior to 
slaughter. A population estimate (see Chapter  16 ) of tissue  T   ½   is required which, according 
to the regulatory philosophy, accurately predicts with statistical confi dence of  < 0.05, the 
 T   ½   that would be present in the 1% of the target population that has the slowest rate of 
drug decay in the tolerance - limiting tissue. The reader must realize that based on this defi -
nition, the approved WDT must account for all outliers in the treated animals to ensure 
that the probability of a violative residue in any animal treated with a drug is vanishingly 
small. One is therefore not interested in the estimate of the mean value of  T   ½  , which would 
be operative in the animal being treated, but rather the upper limit of 99% of the population 
estimated with a 95% confi dence interval of this value. As discussed below, the statistical 
assumptions used to estimate this limit are prone to error and are heavily dependent upon 
the yet unknown statistical distributions used to establish the WDT in the fi rst place.  

   19.4    LIMITATIONS TO CURRENT  WDT  DETERMINATIONS 

 Unfortunately, several limitations exist in the statistical and current sampling methods 
applied to the drug deposition data discussed above. In Chapters  14  and  16 , it is obvious 
that many statistical assumptions may not be valid in regard to WDTs. The most obvious 
problem is that a homogenous sample of healthy animals is required and, further, that this 
sample is representative of all animals to which the drug will be administered. As was seen 
in the discussion of population pharmacokinetic models, most populations of animals are 
not homogeneous, being composed of various subpopulations based on age, breed, and 
multiple disease states. Withdrawal studies are performed in healthy animals, but drugs are 
administered to the general population and often to ill or debilitated animals, which would 
be expected to have a larger variability in their pharmacokinetic parameters than healthy 
animals. Second, most statistics are based on determining the mean parameter of a distribu-
tion, and deviations from normality near the mean are minimal due to the central limit 
theorem. In contrast, WDTs are estimated based on defi ning the 99th percentile of the 
distribution (upper 1% of the population), which is estimated based on a small number of 
individuals relative to the population. And unlike the mean, this estimate is sensitive to the 
nature of the underlying variance model and requires a larger sample size to fully defi ne. 
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 Furthermore, homogenous variance of measured residue concentrations is also unlikely 
because, as analytical sensitivity approaches the tolerance, coeffi cients of variation often 
become larger than those seen at more reliably assayed higher concentrations. This scenario 
is especially troubling when the tolerance is set near the limit of quantitation (LOQ) for 
the assay being used, which is commonly done. Fig.  19.3  also illustrates the dilemma 
present when the LOQ is greater than tolerance or MRL. Due to the greater variability at 
the LOQ and the tolerance being set below this, extrapolation beyond the assay is required, 
which adds another layer of conservatism to the WDT, extending it further.   

 Another complicating factor is that the slopes of drug depletion in various tissues are 
often not parallel, as depicted in Fig.  19.3 . Log - linear terminal tissue decay is often 
assumed for all tissues; however, many factors, including tissue binding, redistribution and 
enterohepatic recycling, may change this decay rate, especially in some disease states. This 
is not surprising since most tissues are not in the  “ central compartment ”  and thus their 
depletion refl ects local distribution processes. Differential rates of tissue binding, decay 
were discussed in the context of Fig.  5.2  (see Chapter  5 ), which also illustrates the relation-
ship between drug decay in various tissues and the organ - specifi c tolerances set for each 
tissue. In this example, using gentamicin, although muscle concentrations fall below toler-
ance after 72   h, kidney and liver concentrations never decay in this short time frame due 
to the extensive tissue binding of aminoglycosides in these two organs. In this case, the 
typical log - linear decay is violated. Thus, the WDT must be set based on the kidney con-
centrations, which may require up to an 18 - month preslaughter WDT. In some countries, 
an option termed selective condemnation has been proposed, whereby the shorter muscle -
 based WDTs are allowed as long as the liver and kidney are discarded at slaughter.  

   19.5    GUESSTIMATING WITHDRAWAL INTERVALS  A FTER 
EXTRALABEL USE 

 The reason that these issues are important relates to the need to have knowledge of the 
tissue  T   ½   to modify the WDT in cases in which the drug is used in an extralabel manner. 

     Fig. 19.3     Nonparallel tissue depletion profi les and their relationship to the limit of detectability and 
tolerances. Note that as in this case, if the limit of detectability is greater than the tolerance based on 
food safety factors, the WDT subsequently established will be conservative.  
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This practice was approved by the FDA under the Animal Medicinal Drug Use Clarifi cation 
Act of 1994 (AMDUCA), which was published in 1996. In this scenario, drugs may be 
used in an extralabel manner if the veterinarian is able to establish a substantially extended 
withdrawal period prior to marketing of milk, meat, eggs, or other edible products. However, 
this WDT must be supported by appropriate scientifi c information. To accomplish this, the 
veterinarian must have some estimate of the relevant tissue  T   ½   that governs the WDT in 
the animal being treated and, further, how that  T   ½   relates to the legal WDT. 

 The most common fi eld scenarios are when the dose is increased in order to improve 
effi cacy and when a disease process is present that prolongs  T   ½  . Fig.  19.4  illustrates these 
relationships, assuming that the length of the WDT is directly related to the  T   ½   according 
to Equation  19.4 . If the dose is doubled,  C  0  doubles, and the WDT should be increased by 
one  T   ½  . However, if the  T   ½   doubles due to a systemic disease process, then the WDT should 
also be doubled. It has been estimated that for many drugs, one WDT comprises about fi ve 
 T   ½  s, allowing one to guesstimate how long a WDT should be extended to handle a doubling 
of dose.   

 One should immediately realize that the most serious threat to violative residues is when 
the underlying tissue  T   ½   changes, since this would most dramatically increase the true WDT 
in that animal. If such a disease process were not present in the animals in which the WDT 
was originally established, then the label - recommended WDT may be insuffi cient to guar-
antee residues lower than tolerance. In fact, this conclusion is supported by fi eld residue 
violation data in which a signifi cant number of violative residues are detected either in very 
young animals, such as veal calves or, alternatively, in culled dairy cows and other emergency 
slaughtered ruminants that are removed from production because of disease processes. 

 In the immature animal, excretory systems are often not matured, resulting in decreased 
systemic clearance ( Cl  B ), and thus a prolonged  T   ½   (Chapter  8 , Eq.  8.20 ). As discussed in 
Chapter  5 , volumes of distribution are often greater in very young animals and may be 
increased in certain diseased individuals, which would likewise prolong  T   ½  . To compound 
this situation, culled animals are often treated with drugs to cure their underlying diseases, 

     Fig. 19.4     Relationship between tolerance and tissue depletion. In a healthy animal ( — ), tissue deple-
tion often occurs at a time point shorter than the WDT established for the 99th percentile of the popula-
tion. In such an animal, if the dose is doubled, depletion ( -   -   -   - ) should only require one more half - life 
and would most likely still be within the established WDT. However, if the half - life doubles due to disease, 
depletion ( —   —   — ) would now require double the normal WDT and probably would result in violative 
residues.  
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and thus extralabel drug use would be expected to be greatest in these animals. In the 
healthy animal not receiving drugs, it is of little surprise that drug residues are not found! 

 These extrapolations are further complicated when the WDT is based on a marker 
residue and only information about the parent drug ’ s disposition is available. Disease pro-
cesses that alter the ratio of the parent drug to metabolite (in this case the marker residue) 
may not predict the alteration of WDT necessary to prevent residues. Processes that alter 
the expression of genes that modulate drug - metabolizing enzymes would have similar 
effects. Some disease states also change protein and/or tissue binding that alters the free 
fraction of the drug disproportionately to the marker residue. 

 The only solution, to precisely predict these effects, is to have a pharmacokinetic model 
that adequately predicts tissue concentrations as a function of administered dose. Based on 
the earlier chapters of this text, physiologically based or population pharmacokinetic 
models would be optimal due to their sensitivity to physiological and disease factors that 
might alter disposition. 

 For example, a physiological based pharmacokinetic (PBPK)   model for sulfamethazine 
was developed by Buur et al. ( 2006 )  , incorporating tissue - binding phenomena that produced 
data used to predict tissue WDTs in swine. Buur et al., in the abovementioned sulfametha-
zine model, used a Monte Carlo analysis to run 1000 simulations of the model with slight 
variations in the pharmacokinetic parameters that allowed a WDT to be calculated that 
complied with the FDA ’ s criteria of the upper tail of a 95% confi dence interval of the 99th 
percentile of the population. However, most PBPK models are generally based on relatively 
few individuals, thus making statistical inferences about 1% of the population problematic, 
and therefore, further steps must be taken to model a population, as was the case for sul-
famethazine. In contrast, population pharmacokinetic models can easily integrate the sta-
tistical properties of the population and assay methodology; however, they are generally 
of a simpler inherent structure, which may lack good estimates of plasma to tissue transfer 
constants. Fortunately, this approach may allow incorporation of fi eld residue monitoring 
data to improve the parameterization of the underlying model which could link clinical and 
production variables to the proper pharmacokinetic terms. This population - based pharma-
cokinetic modeling approach has been used by many sponsors to incorporate data into new 
drug applications from small clinical trial studies, mainly for humans. In veterinary medi-
cine, this modeling approach could be used to tailor withdrawal estimates to specifi c 
individual or herd conditions. 

 Other applications of these techniques to determine WDTs include multicompartmental 
hybrid models using applied parametric or nonparametric population approaches. In these 
withdrawal - based models, however, there is a need that the low concentrations or terminal 
portion of the curve be most accurately predicted by the model. Some published models 
used a hybrid computational approach combining statistical inference and one or more of 
the pharmacokinetic approaches presented throughout this book, which often can be used 
to model compartment drug uptake or transfer rates more accurately than PBPK or popula-
tion methods alone. These hybrid models may include a combination of techniques with a 
computational compartment or an initial uptake that is modeled differently than the rest of 
the body  . These methods may in some situations more accurately predict tissue depletion. 
Such complexities in tissue depletion profi les, including nonlinearities due to tissue seques-
tration, extensive tissue binding, or systemic multicompartmental behavior, are projected 
on the individual tissue depletion profi le. As discussed in Chapter  9 , stochastic modeling 
procedures including power function analysis may collapse these more complex kinetics 
into scaleable models that would reduce this complexity (see Fig.  9.7 ). The concept of 



422 Comparative Pharmacokinetics

random walk and Markov chain applications are mechanistically compatible with tissue 
residue modeling and should be applied in the future. 

 Unfortunately, the regulatory bodies are still grappling with how to apply these complex 
modeling techniques to their more restrictive environment. In the last 10 years, the FDA 
issued some guidelines on the use of population - based pharmacokinetic modeling tech-
niques as well as pharmacodynamic applications, but only as supporting evidence for the 
required studies. As a result, Bayesian design techniques are now adopted for initial esti-
mates in designing studies for regulatory agencies. However, the resulting slaughter data 
is still necessary to develop a safe WDT. These models do provide feedback to adjust the 
parameters of the original pharmacokinetic model and also provide further support for their 
future use in the regulatory arena. Furthermore, any drug concentrations obtained from 
fi eld/clinical studies and postmarket surveillance can improve the original model and 
provide for extended WDT in specifi c situations. 

 If the worker has reliable tissue depletion data available, and has a good estimate of the 
plasma pharmacokinetic model that would allow estimation of  C  0  after any therapeutic 
dose, Equations 19.4 or 19.5 may be directly used to calculate a safe WDT, assuming that 
the appropriate statistical inferences required by regulatory agencies are taken into 
consideration. 

 When an extravascular dose is being administered, an assessment must be made of the 
rate of absorption and bioavailability to assess whether a fl ip - fl op scenario is occurring that 
would make the absorption  T   ½   the relevant parameter for use in the above equations. Such 
adjustments would be expected with extended - release formulations. Similarly, when drugs 
are administered continuously in feed or in water, the rate of gastrointestinal input can be 
considered constant and thus modeled by a zero - order rate parameter, much like an intra-
venous infusion. However, the systemic bioavailability would be reduced to the actual 
absorbed dose. 

 All of these techniques are more easily applied to milk depletion data because this matrix 
is easily obtained and is directly assayed. Therefore, the individual animal can be monitored 
if a reliable analytical methodology is available. Furthermore, the veterinarian can estimate 
a milk withholding interval and then test its validity by direct cowside sampling. There are 
currently a number of commercially available screening assays that are designed to detect 
milk drug concentrations at greater - than - tolerance levels. These assays, based on enzyme 
methods, binding or enzyme competition, or microbial inhibition strategies, may be applied 
to the individual animal, individual dairy, or milk cooperative for testing. Due to the number 
of tests available, one drawback is determining which test to use. Many of these tests are 
available for milk and urine; however, with milk, the tolerance may be substantially lower 
than the LOQ for the test. Furthermore, there is a risk of false positives, which have a 
negative economic impact on producers and may not be conducive to protecting the food 
supply. Tests that measure urine of treated animals are also available; however, the assump-
tion with using these tests is that urine excretion profi les correlate to concentrations of drug 
in tissues. Without valid pharmacokinetic information to quantitate this relationship, extrap-
olation in the fi eld is diffi cult.  

   19.6    CONCLUSION 

 In conclusion, there is nothing unique about the use of pharmacokinetic principles to 
describe tissue depletion data. The challenge comes in integrating the science with the 
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requirements of regulatory authorities that have preestablished experimental protocols 
designed to ensure food safety for the consuming public. The design of the experiments 
discussed above is a result of considerable effort and dialogue among government, industry, 
and consumer groups. In the last decade, some regulatory authorities are trying to integrate 
newer pharmacokinetic design techniques into their protocols and modeling schemes; 
however, the experimental procedures practiced are still not optimized for defi ning or 
solving these models. Fortunately, the principles of pharmacokinetics continue to describe 
the behavior of drugs in tissues and are fundamentally applicable to interpreting drug 
withdrawal information.  
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protocol
chiral compounds in, 322–323

defi ning study population, 323
fed vs. fasted conditions, 321–322
multiple- vs. single-dose studies, 320–321
nonlinear pharmacokinetics, 319–320
parent drug vs. active metabolites, 322
selection of blood sampling times, 323

statistical analysis of bioavailability data, 326
with ANOVA, 328–329, 330
90% confi dence interval for, 329–331, 

330, 333
crossover design in, 326–328
data transformation in, 329
estimating sample size, 331, 331–334, 332

terminology in, 316–317
testing and analysis of dissolution data in, 

336–339, 337, 338
in vivo/in vitro correlations, 339

biomarkers
hyperthermia as, 270
for quantitative lameness, 279–280
role of, 269
selection of, 286

Biopharmaceutics Classifi cation System (BCS), 
43, 43, 339–341

biophase, defi ned, 256
biotransformation. See also hepatic 

biotransformation
cutaneous, 58
and interspecies extrapolation, 408–409
nonlinear models for, 22

blood-brain barrier, and drug distribution, 
76–77

blood concentration monitoring, 14
blood fl ow

and clearance, 128
and drug distribution, 74–76
and GFR, 95
and hepatic clearance, 130, 130
and maximal rate of clearance, 103
in PBPK modeling, 229, 230
renal clearance and, 108

blood pressure, and renin-angiotensin system, 
93

blood urea nitrogen (BUN)
for GFR estimate, 105–106
and renal function, 92

body fl uids, distribution of, 73–74
body weight, and PK variability, 354–355
brain weight, and interspecies extrapolation, 

405
“brick-and-mortar” model, 53, 54
bulk fl ow, process of, 23
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Caco model, 51
capillary permeability, drug-induced changes 

in, 234
capsules, absorption of, 45
carcinogens, “no-risk” requirement for, 414
cardiac dysfunction, and drug metabolism, 395
cats, drug metabolism in, 121
cellular membrane, model of, 16, 16–17
Center for Drug Evaluation and Research 

(CDER), of FDA, 318, 340
Center for Veterinary Medicine (CVM), of 

FDA, 315
cephaloridine, nephrotoxicity of, 97
cephalosporins, dosage regimens for, 252. See 

also antibiotics
chelation therapy, rationale for, 87
chemical equivalence, 317
Child-Pugh severity score, 393
chiral compounds, in BE studies, 322–323
cholestatic disease, 394
cholesterol, in biological membranes, 16, 

16–17
chromatography, analytical methodologies in, 5
cimitidine, inhibitory effects of, 127
cisplatin

covalent binding of, 79, 80
disposition of, 234
linear disposition of, 211, 211
preferential distribution of, 75–76, 76

clearance
concept of, 91
creatinine, 105
decreased systemic, 420
defi ned, 128, 151, 152
in dialysis, 387–389, 388
hepatic, 128–131, 129

blood fl ow and, 130, 130
total body, 130

infl uence of enzyme induction on, 220, 220
in interspecies extrapolation, 402–403
from IV infusions, 153–154
in noncompartmental model, 198, 199
in nonlinear models, 217–218
in one-compartment open model, 151–152
organ, 110
in PK/PD modeling, 258
probability distributions of, 356, 357
renal (Clrenal), 93

calculation of, 102, 103–104
defi nition of, 102–103, 104
determination of, 101
and GFR, 104–106, 105

and pinocytosis, 100
at subsaturation concentrations, 99
in two-compartment models, 171
urea, 105

in renal failure, 381–383, 383
total body, 382

clinical end points
measurement of, 286
in PK/PD model, 269–270, 270
selection of, 286

clinical equivalence, 317
clinical trials

of NSAIDs, 289
PK/PD data for, 285
PK/PD modeling in, 256, 257

coeffi cient of variation of residence times 
(CVRT), 197

coeffi cients of variation (CVs), 303
compartment

defi ning criteria for, 225
in pharmacokinetic models, 15

compartmental approach, 143
compartmental models, 184. See also 

noncompartmental models
multicompartmental models, 176, 176–180, 

177, 179
analysis in, 180, 181, 182, 182–184, 184
three-compartment model, 176, 176–177

one-compartment open model, 150, 150–151, 
151

absorptionin, 158, 158–163, 159, 163, 164
clearance from IV infusions in, 153–154
clearance in, 151–152
for drug disposition in body, 152
pharmacokinetic parameters, 152153
urine data in, 154–157, 155–157

two-compartment models, 164–165, 165
data analysis, 174–176, 175

absorption in, 172, 172–174, 173
clearance in, 171
derivation of rate equations in, 167–169
interpretation of parameters in, 171–172
nomenclature for, 165
volumes of distribution in, 169–171, 

170, 170
compound disappearance, rates of, 143
compounding techniques, effect on 

formulations of, 44
concentration-effect relationship, 262, 263

and drug sensitivity, 271, 271–272
and hysteresis, 274
slope of, 271, 271
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concentration-time (C-T) profi le
AUC for, 191, 191
biexponential nature of, 164
and biological effect, 291
blood, 159
defi ned, 159
and dosage regimens, 241–243, 242, 248, 

249–250
calculation, 246–248, 249
effi cacy, 251

estimating Michaelis-Menten parameters 
from, 212, 212–214, 213

for furosemide, 98
in linear systems deconvolution analysis, 200
model-predicted, 296, 296
monoexponential, 300, 300
in multicompartmental models, 165–166, 

166, 168, 176, 177
and noncompartmental analysis, 187
in one-compartment open model, 151, 151
parameters for, 295
in PBPK models, 231
quantitative description of, 199–200
in study design, 310
in urinalysis, 154–155, 155, 157

conjunctival route, drugs administered by, 67
CONSAAM software package, 182
constant-interval method, of dose adjustment, 

385, 386, 386
contaminants, drug metabolism induced by, 

122–123, 125
contraceptives, depot preparation of, 67
coprophagy, 50
creatinine clearance, 92

to estimate GFR, 105
in hepatic disease, 394

Crohn’s disease, 45
cross-validation, 369–370
curve fi tting, 190, 297–298. See also area under 

the curve
in chemical structure-based QSPeR, 33
computer examples, 307, 305–307, 306, 308, 

308, 309
goodness of fi t in, 298–301, 299, 300
model comparison, 303–305
principles, 295
properties of estimates, 302–303
residual plots, 301–302, 302

curve stripping, 305
cyclic adenosine monophosphate (cAMP), in 

bile acid-independent mechanism, 
134

CYP enzymes, 116
classifi cation of, 116–117
differences in induction mechanisms for, 

124, 125
genetic polymorphisms of, 117
MFO reactions of, 118–120
species comparisons for, 118

cytochrome p450 drug metabolizing enzymes, 
48, 117

Ah receptor-mediated induction of, 125, 126
in drug metabolism, 124
inductive effect of, 125, 126, 126, 126
and non-Cyt P450 induction, 125–126, 126, 

126
polycyclic aromatic hydrocarbon-related 

inducers of, 125, 125
cytosol, in drug metabolism, 115

data analysis, homogeneous variance in, 300. 
See also statistics; study design

data set splitting approach, in QSPeR model, 
33–34

data splitting partitions, 369
delivery systems. See also route of 

administration
dermatological, 55–56
transdermal, 55–56

“depot,” defi ned, 87
depot preparations

development of, 67
in food animals, 66

dermal poisoning, 52
dermatopharmacokinetics, 69
dermis, absorption and, 55. See also skin
diabetes, drug disposition altered by, 355–356
dialysis, drug clearance in, 387–389, 388
dialyzer clearance, 388–389
diffusion

drug passage across membranes by, 18–19
passive, 22, 27

and drug uptake into hepatocytes, 
135–136

and quantitative structure-permeability 
relationships, 28

diffusion-driven transport, increasing, 24
disease

dosage adjustments in, 379
hepatic, 389–391, 390, 392–394, 393
and pharmacokinetic variability, 355–356
renal, 379, 380–387, 383–386, 387–389, 388

disintegration, in absorption process, 42–43, 43, 
44, 44, 45
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disposition, drug
defi ned by pharmacokinetic studies, 160
and disease-induced changes, 379, 380
hepatic, 113
and interspecies extrapolation, 407–408
overview of, 13–15, 14
urinalysis in, 102

dissolution
in absorption process, 42–43, 43, 44, 44, 45
in BE studies, 336–339, 337, 338
determination of, 339–340

distribution, drug
assessment of, 87
consequences of, 87–88
factors affecting, 73, 85–87
in hepatic failure, 391–392
and lipid membranes, 17
and membrane barriers, 15, 15
and membrane transport, 27
in PBPK models, 225–226, 226
physiological determinants of, 72–76, 74, 75, 

76
plasma protein binding and, 360

analysis, 83–84
covalent binding, 79, 80
displacement, 84–85
ligand-protein interactions, 78–79, 81–82, 

82
noncovalent binding, 79–81
quantifi cation of, 81

process of, 13, 14
in renal failure, 380
role of metabolism in, 113
and route of administration, 86
tissue barriers to, 76–77
and tissue binding, 86
volume of distribution, 88

diuretic drugs, 93
furosemide, 98
kidney loop, 261
in liver disease, 394
in urinary tract infections, 389

documentation, of drug selectivity, 288
dogs

CYP genetic polymorphism in, 117
drug metabolism in, 120–121
gentamicin in, 170, 170, 176
PBPK data for, 229, 230
sulfonamide toxicity in, 120–121

dosage adjustment
in disease states, 379
fi xed-dose method, 387

in hepatic disease, 389–390, 390, 392–394, 
393

in renal failure, 384–387, 386, 386–387
rules for, 396
strategies for, 384

dosage regimens
calculation of, 244–245
descriptors, 241–243, 242
effi cacy and safety of, 249–252, 250, 251
formulae, 244–245

accumulation and, 245–246
calculation of, 246

in PD models, 269
PK/PD approach, 255

antibiotics, 289–291, 292
to selection of NSAIDs, 288–289, 289, 

290
and principle of superposition, 243–244
in renal disease, 383–384, 385
and steady state, 247–248

dose-effect relationship, 260
calculation of, 258, 259
modeling, 278, 279
vs. PK/PD modeling, 259

dose vs. exposure-effect relationship, 260
dose-ranging trial, 258, 259
dose-reduction method, of dose adjustment, 

384
dose-response relationship, and PD parameters, 

265
doses

effective vs.optimal, 256–258
in nonlinear models, 222
topical, 56

dose-titration study, design for, 256, 257
doxycycline

and interspecies extrapolaiton, 406, 406–407, 
407

pharmacokinetic data for, 350, 350, 351, 352
drug administration. See also route of 

administration
oral drug dosing, 52
primary therapeutic routes of, 65–66

drug administration sites, and fi rst-pass hepatic 
metabolism, 50

drug concentrations
drug intrinsic clearance and, 131
hepatic clearance and, 128–129

drug concentration-time profi le, 47, 47. See 
also concentration-time (C-T) profi le

drug delivery systems, unique, 49. See also 
delivery systems
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drug development, population PK model for, 
374–375

drug devices, remote-controlled 
microprocessor-embedded, 51

drug-membrane system, 27
drug protein binding, 22
drugs

diffusion of, 27 (see also diffusion)
effects of solvent on topical, 237–238
high- and low-extraction, 138–139, 139
hydrophilic, 25
lipid-soluble, 25
low- vs. high- extraction, 107–108
perfusion-limited, 108

drug therapy
in disease states, 379
in uremic patient, 389

effect, in PD models, 269
effect compartment model, 274, 275, 277
elderly, adverse drug effects in, 354
elimination. See also renal elimination

drug
biliary, 131–137, 132, 133, 135, 137
hepatic, 135
in hepatic failure, 392
in PBPK models, 225–226, 226

fi rst-order, 207, 214
and membrane transport, 27
nonlinear processes, 218, 218–221, 220
process of, 13, 14

elimination half-life, in nonlinear models, 215–
216, 216

Emax, 262
effect compartment model and, 277
inhibitory sigmoidal, 264, 266
in PK/PD models, 271, 271

emergent properties, 8
endocytosis, 23
endogenous compounds, in BE studies, 

335
endoplasmic reticulum (ER), in drug 

metabolism, 115
enteric coatings, delayed-release, 45
enterohepatic cycle, 136
enterohepatic recirculation, and interspecies 

extrapolation, 410
enterohepatic recycling, 47, 47
enzymatic reactions, proposed by Michaelis 

and Menten, 208–209, 209
enzyme induction, nonlinear models for, 219–

221, 220

enzymes, of intestinal epithelium, 42. See also 
CYP enzymes

enzyme-substrate complex, 208
erythromycin, inhibitory effects of, 127
ethanol, clearance of, 207
excretion, 23

and membrane barriers, 15, 15
and partitioning phenomenon, 21
role of metabolism in, 113

expectation maximization (EM), in population 
models, 361–362

experimental disease model, selection of, 
285–286

exponential equations
and concept of half-life, 149
derivation of, 148

extarction ratio, 138–139, 139
extended-release formulations/products, 45, 

317
extent, in pharmacokinetics, 143
extraction ratio, in PBPK modeling, 227, 230
extralabel use, and withdrawal intervals, 419–

422, 420
extrapolations, interspecies, 10, 421

applications, 404–405
and drug-induced alterations in physiology, 

409–410
for drug metabolism, 139
and enterohepatic recirculation, 410
goal of, 399
inference space and interpolation vs., 34
kallynochron, 405
metabolic induction and, 124
of metabolism data, 113
pitfalls, 407–410
protein binding in, 403–404
renal tubular reabsorption and, 410
scaling

basis of allometry in, 401, 400400–401
of clearance, 402–403
of half-life, 401–402, 402
relationship between parameters, 403
of volume of distribution, 403

sources of error in, 399
species-equivalent time, 405
and species-independent concentration-vs-

time profi les, 405–407, 406, 407
uncertainty of, 414

Fanconi syndrome, drug elimination modifi ed 
by, 100

FARAD, 407
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fats, absorption of dietary, 46
FDA/CVM Bioequivalence Guidance #35, 

329–330
ferriprotoporphyrin-9 (F-9), 116, 116
Fick’s law of diffusion

equation for, 18
and fi rst-order elimination, 207
and fi rst-order rate processes, 144
and hemodialysis and hemofi ltration 

clearance, 388
passive tubular reabsorption and, 106
PBPK modeling and, 227
permeability coeffi cient in, 28
renal clearance measurement with, 103
second, 18

fi rst order (FO), 360
fi rst order with conditional estimates (FOCE), 

360
fl ip fl op phenomenon, 160, 173, 312
fl uid mosaic model, of bilayer lipid membrane, 

16, 16
fl unixin, for lameness in horses, 271–272
fl uoroquinolones, dosage regimens for, 252. See 

also quinolones
fl uoroscopy, in drug absorption studies, 51
food

and ADI, 415
and drug absorption, 46
drug absorption and, 321–322

food additives, drug metabolism induced by, 
122–123, 125

Food and Drug Administration, US 
(USFDA)

CDER of, 318, 340
and determination of BE, 315
on tissue tolerance, 414
WDT requirements of, 416, 417

Food Animal Residue Avoidance Databank 
(FARAD), 407, 410, 418

food animals
population PK/PD methods in, 373–374
and withdrawal times, 248

food-by-drug interaction, 322
food interactions, interspecies differences in, 

48–49
food safety

BE studies and, 335–336, 336
and tolerance level, 413

forestomachs, and drug delivery, 49
formulations, drug

and absorption process, 44, 44, 45
time-release, 215

free energy relationship, development of, 35
F-test, 303–304, 304, 318
furosemide, diuretic action of, 98

gases, respiratory absorption of, 63
gastrointestinal disease, and drug therapy, 

395
gastrointestinal (GI) tract

absorption in, 41, 41–42
drug absorption and, 40–42
functional structure of, 39–40, 40
interspecies differences in, 39–40, 41

gender, and pharmacokinetic variability, 355
gender differences, in CYP expression, 117
Generic Animal Drug Patent Term Restoration 

Act (GADPTRA), 319
genetic differences, and interspecies 

extrapolation, 409
genetics, and pharmacokinetic variability, 355
gentamicin

isonephrotoxic doses, 404
multiexponential and power function analysis 

of, 178–179, 179
nephrotoxicity in dogs of, 200–201, 201
pharmacokinetic parameters for, 170, 170, 

177, 177
plasma concentration-vs-time profi les, 176, 

201, 201
preferential distribution of, 75, 75
urine excretion data for, 157

gentamicin decay, power function analysis of, 
202

glomerular fi ltration, 95, 95–96
glomerular fi ltration rate (GFR), 95

estimates of, 104–106, 105
in hepatic disease, 394
in one-compartment open model, 152
in renal failure, 381–382

glomerulus, 92
glucuronidation, hyperbilirubinemia associated 

with, 121
glucuronides, in hepatic drug metabolism, 136
glycopeptides, dosage regimens for, 252
gonadotropin-releasing hormone (GnRH)

in cows with ovarian cysts, 258, 260, 286
model of LH response to, 283, 284

goodness of fi t measures, 298–301, 299, 300
graphical representations, of rates, 145

half-life
concept of, 149
and distribution and clearance, 153
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in interspecies extrapolation, 401–402
in nonlinear models, 215–216, 216

heart disease
and drug metabolism, 395
and drug pharmacokinetics, 396

Henderson-Hasselbalch equations, 19, 28, 56, 
93–94, 99

hepatic biotransformation
metabolic induction in, 122–127, 123, 124, 

125, 126, 126
metabolism inhibition in, 127, 127–128
and pharmacological/toxicological activation, 

138
phase I reactions, 114–116, 114–120, 121
phase II reactions, 114, 114–115, 120–121, 

120–122, 122
hepatic clearance, 128–131, 129

blood fl ow and, 130, 130
defi ned, 128
total body, 130

hepatic disease
dosage adjustments in, 389–390, 390, 392–

394, 393
drug absorption in, 390–391

hepatic failure
drug distribution in, 391–392
drug elimination in, 392
drug metabolism in, 392
pharmacodynamics in, 394–395

hepatic function, estimating, 393
hepatocytes, drug uptake into, 135–136
hepatotoxicity, dose-related, 395
high-throughput screening (HTS) cycle assays, 

29
Hill equation, 251, 262, 263, 270

application of, 290
effect compartment model and, 277

homogeneous variance, 300
hormones, in BE studies, 335
horses, gastric retention in, 49
humans, PBPK data for, 229, 230
hybrid physiological pharmacokinetic models, 

in drug metabolism studies, 129, 129. 
See also physiologically based 
pharmacokinetic models

hydrogen binding, and plasma proteins, 80
hydrolysis

in drug metabolism, 115, 116
reactions, 119–120

hydrophobic binding, and plasma proteins, 81
hyperthermia, systemic blood fl ow and, 75
hypothetical effect compartment, 275–276, 277

hysteresis
clockwise, 273, 274
defi ned, 273
evidence of, 274
PK/PD models of, 274–277, 279, 284, 

287–284

Imax model, 264, 267
immaturity, and decreased systemic clearance, 

420
immunology, analytical methodologies in, 5
indirect response models, 274
individual bioequivalance (IBE) approach, 

334
infl ammation

drug disposition altered by, 355
paw, NSAIDs for, 280, 288–289, 289

inhalant medications
GI absorption of, 64
nasal administration of, 65

inhibitors, metabolism, mechanisms of, 127, 
127–128

injection sites. See also routes of administration
drug depots at, 66
physiology of, 67

instantaneous rates and derivative, 145
intact nephron hypothesis, 382
integration, and rate determination, 146, 

146–147
interspecies differences, of skin, 52
interspecies models, 234–235, 235–237, 237–

238. See also extrapolation, 
interspecies

interval-extension method, 384, 385
intestines. See also small intestine

drug absorption in, 41, 41–42
epithelial cells of, 42
as primary site of absorption, 46

intramuscular (IM) route of drug 
administration, 39, 65

intraperitoneal injection, 39, 67
intravaginal route, drugs administered by, 67
intravenous drug administration, 39, 66
intravenous infusions, clearance from, 153–154
inulin, fractional clearance of, 104–105, 105
in vitro/in vivo correlations (IVIVCs), 4
in vitro technology, 8
in vivo concentration-time profi les, in 

noncompartmental model, 201, 202
in vivo/in vitro correlation (IVIVC), in BE 

studies, 339
ionic binding, and plasma proteins, 80
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iontophoresis, transdermal delivery and, 60
ion trapping, and drug distribution, 77
IPPSF, 238
ivermectin, multicompartmental model of, 183, 

184

kallynochron, 405
kaolin, preclinical investigation of, 280
keratinocytes

and drug uptake, 23
of mammalian skin, 53

ketaconazole, inhibitory effects of, 127
kidney. See also renal disease; renal elimination

drugs metabolized by, 101
physiology of, 91–94, 92

Kinetica computer program, 287
kinetics. See also pharmacokinetics

capacity-limited, 215–218, 216, 217
metabolite disposition, 131
Michaelis-Menten, 96

kinetic space, defi ning criteria for, 225

laser Doppler velocimetry (LDV), 229
“leaky” cell-cell junctions, 15
lidocaine, transdermal iontophoretic delivery 

of, 203–204
life span, and interspecies extrapolation, 405
ligand-protein interactions

and drug distribution, 78–79
interpretation of, 81–82, 82

likelihood function, in population PK models, 
365–366

limit of quantitation (LOQ), 419
lincosamides, dosage regimens for, 252
linear systems deconvolution analysis, 200
Lineweaver-Burke equation/plot, 212, 212
link model, 274
lipid matrix

location of proteins in, 17
and membrane permeability, 27

lipids
absorption of, 46
in biological membranes, 16, 16–17

Lipinsky’s rule of fi ve, 37
lipophilic compounds, absorption and 

distribution of, 17–18
liquid dosage forms, absorption of, 45
liver

bile secretion in, 132, 132
functions of, 113

liver cirrhosis, and drug metabolism, 391
Loess regression, 306

logistic regression curve, 268, 268
log-transformed AUC values (LnAUC), 324
Loo-Riegelman technique, 163
lozenges, absorption of, 45
lymphatic system, in pharmacokinetic models, 

16

macrolides, dosage regimens for, 252
macropinocytosis, 23
MadonnaTM software package, 229
mammary gland route, drugs administered by, 

67
Markov Chain Monte Carlo (MCMC) method, 

in population models, 340, 421
mass action, law of, 83
mastitis, and pH partitioning phenomenon, 

20–21
mathematical models, 6, 7, 7–8

in compartmental approach, 143
for membrane transport, 27
QSPeR in, 35, 37

maximal velocity of metabolism (Vmax), hepatic 
clearance and, 128–128

maximum inhibition effect (Imax), in PD 
modeling, 264, 267

maximum residue level (MRL), 413, 415
maximum tolerated dose (MTD), allometric 

approach to, 404
MDR1 gene, 86–87
mean absorption time (MAT), 195–196
mean residence time (MRT)

calculation of, 188–189, 189
defi ned, 188
and drug persistence, 189–190
in skin absorption studies, 203

mean transit time (MTT), 195, 196–197
measurement errors, in experimental 

procedures, 30
melamine deposition, PBPK model of, 233–

234, 399
meloxicam, for lameness in horses, 271–272
membrane barriers

and diffusion, 18–19
in GI tract, 40, 41
importance of, 15, 15–18, 16
skin as, 52
stratum corneum, 53–54, 54, 55

membrane organization, concept of, 17
membrane transfer studies, 18
membrane transport

effects of pH on, 19–21, 20
and mathematical models, 27
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pathways for, 21–24, 22, 23
principles of, 24–25, 25

metabolism. See also hepatic biotransformation
cutaneous, 58
drug distribution and, 86
in multicompartmental model, 182–183
process of, 13, 14
roles of, 113–114

metabolism, drug
animal studies, 113
and hepatic clearance, 128–131, 129
in hepatic failure, 392
hybrid physiologically based 

pharmacokinetic model of, 129, 129
induction in, 122–127, 123, 124, 125, 126, 

126
inhibition of, 127, 127–128
metabolites resulting from, 114
pathways for, 114, 114
phase I reactions, 114, 114–115, 121–122, 

138
basic CYP MFO reactions, 118–120
CYP genetic polymorphism, 117
CYP nomenclature for, 116–117
CYP species comparisons, 118
hydrolysis, 115, 116
oxidation, 115, 115

phase II reactions, 114, 114–115, 120, 120–
122, 138

reactions, 114
in renal failure, 381

metabolites
disposition kinetics, 131
formation of, 322

metronidazole, dosage regimens for, 252
micelle formation, 46
Michaelis-Menten concepts, in PBPK models, 

227
Michaelis-Menten kinetics, 96, 214–215, 262. 

See also nonlinear models
Michaelis-Menten or affi nity constant (Km), 

hepatic clearance and, 128–128
Michaelis-Menten rate laws, 208–210, 209

estimating parameters from concentration-
time data, 212, 212–214, 213

testing for nonlinearity, 210, 210–211, 211
micropinocytosis, 23
microsphere techniques, in blood fl ow studies, 

229
microvilli, of small intestine, 41, 41–42
milk depletion data, 422
milk discard interval (MDI), 413

minimum inhibitory concentration (MIC), 4
in infectious disease therapy, 250–251, 251
in preexisting renal disease, 250

mixed-function oxidase (MFO) system
in phase I metabolism, 115
synthesis and degradation pathways for 

hepatic, 124
models

classifi cation of, 6
goodness of fi t of, 32
selecting appropriate, 8
structural identifi ability of, 175
types of, 7, 7

models, pharmacokinetic. See also specifi c 
models

noncompartmental models, 3
open compartmental models, 3

model simulation software, 311. See also 
specifi c software

molarity, metabolism and, 207–208
moments

calculation of, 190–195, 191, 192, 193, 194, 
194

and estimation of AUMC, 193–195
monocompartmental model, for d-tubocurarine 

disposition, 273
monooxygenase systems, 115

CYP-dependent, 115–116
fl avin-containing (FMOs), 115–116

Monte Carlo analysis, 340, 421
morphine, in cirrhotic patients, 394
mouse model, PBPK data for, 229, 230
mucosa structure, of GI tract, 40, 41
multicompartmental hybrid models, to 

determine WDTs, 421
multicompartmental models, nonlinear 

pharmacokinetics and, 221–222
multidrug resistance protein (MDRP1), 48
multiple chemical sensitivity syndrome, 65
multiple-dose studies, of bioequivalence, 

320–321

N-acetyltransferase (NAT) polymorphism, 
adverse drug reactions and, 120

NADPH-cytochrome 450 reductase, 118–119
“naive pooled data approach,” and dose-effect 

relationship, 260
National Academy of Science Bioequivalence 

Symposium, US, 318
nephron, 92

function of, 94
structure of, 92
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nephrotoxicity, of gentamicin C-T profi les in 
dogs, 200–201, 201

neural net methods, 368–369
NLME®, 360
noncompartmental models, 3

advantage of, 187
calculation of moments in, 190–195, 191, 

192, 193, 194, 194
for clearance, 198, 199
development of, 187
MAT in, 195–196
model-independent approaches, 199–203, 

201, 202
MTT in, 195, 196–197
statistical moment theory, 187, 188–190, 

189
for volume of distribution, 198–199, 199
VRT in, 195–196, 197

nonlinearity, testing for, 210, 210–211, 211
nonlinear models, 207–208, 221–222

for absorption, 218, 218–219
AUC in, 216–217
for clearance, 217–218
elimination half-life and, 215–216, 216
for enzyme induction, 219–221, 220
and Michaelis-Menten rate laws, 208–210, 

209
estimating parameters from concentration-

time data, 212, 212–214, 213
testing for nonlinearity, 210, 210–211, 211

pharmacokinetic implications of Michaelis-
Menten kinetics, 214–215

protein and tissue binding, 221
nonlinear pharmacokinetics, in BE studies, 

319–320
NONMEM (population pharmacokinetic tool), 

360
nonparametric estimator (NPEM), 367–368, 

368
nonparametric maximum likelihood (NPML), 

367
nonsteroidal anti-infl ammatory drugs (NSAIDs)

action of, 279
effective dose regimen for, 288–289, 289, 

290
in liver disease, 394
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PK/PD models of, 261, 269
potency and selectivity of, 269
suppression of lameness by, 276–278

no-observed-adverse-effect level (NOAEL), 
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nutrients, drug metabolism induced by, 122–
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AUC in, 216–217
in Michaelis-Menten processes, 217
nonlinear pharmacokinetics and, 221–222

one-compartment open model, 150, 150–151, 
151
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in analysis of urine data, 160–161
concept of curve stripping and, 159, 
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systemic bioavailability and, 161–162
Wagner-Nelson method, 162–163, 

164
clearance from IV infusions in, 153–154
clearance in, 151–152
pharmacokinetic parameters, 152153
urine data in, 154–157, 155–157
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opioids, tolerance to, 283
oral input function, determination of, 320
organic anion transports (OATs), 77
Ouabain, in hepatobiliary transport studies, 

136
oxidation reactions

in drug metabolism, 115, 115
nonmicrosomal, 119–120

para-amino hippurate (PAH), renal clearance 
for, 108

paracetamol, and phase II reactions, 120
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hepatic clearance of, 129
metabolic activation of, 138
in multicompartmental model, 182–183
percutaneous absorption of, 56, 56

parasiticides, PBPK model for, 278
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hepatic clearance of, 129
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metabolic pathways of, 121, 122
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percutaneous absorption of, 56, 56, 57, 218, 
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skin exposure to, 60
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parenteral drug administration, 66
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PB-PK-PD models, 232
PD models. See pharmacodynamic models
peak and trough plasma concentrations, of 

multiple-dose regimen, 241, 242
penicillins. See also antibiotics

dosage regimens for, 252
procaine penicillin, 66, 66
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pentachlorophenol, percutaneous absorption of, 
58, 59

P450 enzymes, 115, 116. See also cytochrome 
p450 drug metabolizing enzymes

peptides
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in absorption process, 48
and drug resistance, 77
normal expression of, 77
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transport systems, 22

pH
and drug absorption, 45–46
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species differences in urinary, 99–100
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pharmaceutical equivalents, 317
pharmacodynamic (PD) models

dependent variables of, 269–270, 270
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Hill model, 262, 263
parameters for, 265
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pharmacodynamics (PD), 3
effects of hepaticdisease on, 389–390, 390
effects of renal disease on, 380
in hepatic failure, 394–395
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pharmacokinetic models, 5–6, 6. See also 

population pharmacokinetic models
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therapy, 291
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models, 4, 232, 255
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PD models, 262–264, 263–266, 267–268
PK models, 272–273

clinical development of, 281
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and dosage regimen determination, 256, 257, 
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effective dosage regimens in
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Hill equation parameters, 270
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practical considerations, 285
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pharmacokinetics
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effects of hepatic disease on, 389–390, 390
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language of, 144

fi rst-order rates, 144
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145–146
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principles of, 9
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pharmacokinetic studies
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to defi ne drug disposition, 160
goal of, 140

pharmacology, clinical, 5
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Pharsight, 360
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impact on muscle relaxants of, 127
major inductive effect of, 125
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and warfarin, 84

Phoenix® computer program, 287, 305, 360
phonophoresis, transdermal delivery and, 60
physiologically based pharmacokinetic (PBPK) 

models, 4, 225, 225–226
advantages of, 226, 231–234
analysis of, 229–231, 230, 231, 232
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estimates of Rt in, 229–231, 231
fl ow-dependent processes in, 234
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hybrid model application, 234–235, 235–237, 
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physiological parameters for, 230
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pig models

drug metabolism in, 121
parathion in, 180, 181, 182, 182–184, 184
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218, 218
pilot studies, 222, 310, 312
pinocytosis, 23, 65, 100
PK/PD models. See pharmacokinetic/

pharmacodynamic models
planimetry, in noncompartmental analysis, 190
plasma, total body clearance calculated from, 

157, 157
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259–261
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biexponential curves, 299, 299
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strength of, 374
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for interspecies extrapolation, 411
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as percent of ligand bound, 84
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quantitative pharmacology, 4
quantitative structure-activity relationships 

(QSARs), 4, 28
quantitative structure-permeability relationships 

(QSPeR) analysis, 28, 35
active transport processes in, 51–52
applications of, 28–29
fundamental assumption of, 29
of gastrointestinal permeability, 37
with mathematical models, 35, 37



440 Index

quantitative structure-permeability relationships 
(QSPeR) model, 29

applicability domain, 34–35, 35
data collection for, 30
descriptor selection, 30–31
development of, 29
external validation for, 33–34
interlaboratory variation and, 410
model validation, 31–33
predictivity of, 30
skin penetration in, 57–58
statistical methods, 31, 32
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graphical representations of, 145–146
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relative dosage interval, 245
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and dosage adjustments, 379
in dialysis, 387–389, 388
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drug metabolism, 101
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tubular secretion and reabsorption, 96–99, 
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drug clearance in, 381–383, 383
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drug metabolism in, 381
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residence times. See also withdrawal times
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MRT, 188–190, 189, 203
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residual plots, 301–302, 302
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respiration, absorption via, 62–63
risk assessment, 9
route of drug administration, 39
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drug distribution and, 86
intramuscular, 39, 65
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subcutaneous, 39, 65
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ruminants, gastric retention in, 49

sample size
determination of, 311
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signal transduction, 17
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principles of, 310–312
statistics in, 295–297, 296
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PBPK model for, 421
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theoretical maximum daily intake (TMDI), 415
therapeutic equivalence, 317
therapeutic index, and in vivo drug selectivity, 

271, 271
thermodynamics, of membrane transport, 24
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concentrations

and drug disposition, 13–14, 14
interpretation of, 14
in PBPK models, 228

tissue depletion data
and pharmacokinetic principles, 422–423
and therapeutic effi cacy, 88

tissue residue study, limitations of, 374
tissue tolerance, establishing, 414–415
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toxicokinetics, 4
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transdermal drugs

absorption kinetics of, 238
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tubular secretion
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withdrawal times (WDTs), 301
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