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PREFACE

It is rumored that among students embarking on a
course of study in the medical sciences, biochemistry
is the most common cause of pretraumatic stress disor-
der: the state of mind into which people fall in anticipa-
tion of unbearable stress and frustration. No other part
of their preclinical curriculum seems as abstract, shape-
less, unintelligible, and littered with irrelevant detail as
is biochemistry. This prejudice is understandable. Bio-
chemistry is less intuitive than most other medical
sciences. Even worse, it is a vast field with an ever-
expanding frontier. From embryonic development to
carcinogenesis and drug action, biochemistry is becom-
ing the ultimate level of explanation.

This third edition of Principles of Medical Biochem-
istry is yet another attempt at imposing structure and
meaning on the blooming, buzzing confusion of this
runaway science. This text is designed for first-year
medical students as well as veterinary, dental, and phar-
macy students and students in undergraduate premedi-
cal programs. Therefore, its aim goes beyond the
communication of basic biochemical facts and con-
cepts. Of equal importance is the link between basic
principles and medical applications. To achieve this
aim, we enhanced this edition with numerous clinical
examples that are embedded in the chapters and illus-
trate the importance of biochemistry for medicine.

Although biochemistry advances at a faster rate than
most other medical sciences, we did not match the
increased volume of knowledge by an increased size of
the book. The day has only 24 hours, the cerebral cor-
tex has only 30 billion neurons, and students have to
learn many other subjects in addition to biochemistry.
Rather, we tried to be more selective and more concise.
The book still is comprehensive in the sense of covering
most aspects of biochemistry that have significant

medical applications. However, it is intended for day-
to-day use by students. It is not a reference work for
students, professors, or physicians. It does not contain
“all a physician ever needs to know” about biochemis-
try. This is impossible to achieve because the rapidly
expanding science requires new learning, and unlearn-
ing of received wisdom, on a continuous basis.

This book is evidently a compromise between the
two conflicting demands of comprehensiveness and
brevity. This compromise was possible because medical
biochemistry is not a random cross-section of the general
biochemistry that is taught in undergraduate courses and
PhD programs. Biochemistry for the medical professions
is “physiological” chemistry: the chemistry needed to
understand the structure and functions of the body
and their malfunction in disease. Therefore, we paid little
attention to topics of abstract theoretical interest, such
as three-dimensional protein structures and enzymatic
reaction mechanisms, but we give thorough treatments
of medically important topics such as lipoprotein meta-
bolism, mutagenesis and genetic diseases, the mole-
cular basis of cancer, nutritional disorders, and the
hormonal regulation of metabolic pathways.

| FACULTY RESOURCES

An image collection and test bank are available for
your use when teaching via Evolve. Contact your local
sales representative for more information, or go directly
to the Evolve website to request access: http://evolve.
elsevier.com.

Gerhard Meisenberg, PhD
William H. Simmons, PhD
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Chapter1
INTRODUCTION

TO BIOMOLECULES

Biochemistry is concerned with the molecular workings
of the body, and the first question we must ask is about
the molecular composition of the normal human body.
Table 1.1 lists the approximate composition of the pro-
verbial 75-kg textbook adult. Next to water, proteins
and triglycerides are most abundant. Triglyceride (aka
fat) is the major storage form of metabolic energy and
is found mainly in adipose tissue. Proteins are of more
general importance. They are major elements of cell
structures and are responsible for enzymatic catalysis
and virtually all cellular functions. Carbohydrates, in
the form of glucose and the storage polysaccharide gly-
cogen, are substrates for energy metabolism, but they
also are covalently linked components of glycoproteins
and glycolipids. Soluble inorganic salts are present in all
intracellular and extracellular fluids, and insoluble
salts, most of them related to calcium phosphate, give
strength and rigidity to human bones.

This chapter introduces the principles of molecular
structure, the types of noncovalent interactions between
biomolecules, and the structural features of the major
classes of biomolecules.

| WATER IS THE SOLVENT OF LIFE

Charles Darwin speculated that life originated in a
warm little pond. Perhaps it really was a big warm
ocean, but one thing is certain: We are appallingly
watery creatures. Almost two thirds of the adult human
body is water (see Table 1.1). The structure of water is
simplicity itself, with two hydrogen atoms bonded to an
oxygen atom at an angle of 105 degrees:

O

0Dy,

Water is a lopsided molecule, with its binding electron
pairs displaced toward the oxygen atom. Thus the oxy-
gen atom has a high electron density, whereas the
hydrogen atoms are electron deficient. The oxygen
atom has a partial negative charge (67), and the hydro-
gen atoms have partial positive charges (6"). Therefore
the water molecule forms an electrical dipole:

o6~ Negative pole
5+ O\ 8+
H H Positive pole
Unlike charges attract each other. Therefore the hydrogen

atoms of a water molecule are attracted by the oxygen
atoms of other water molecules, forming hydrogen bonds:

0]
N, y

These hydrogen bonds are weak. Only 29 kJ (7 kcal)
per mole is needed to break a hydrogen bond in water,
whereas 450 k] (110 kcal) per mole* is required to
break a covalent oxygen-hydrogen bond in the water
molecule itself. Breaking the hydrogen bonds requires
no more than heating the water to 100°C. The hydro-
gen bonds determine the physical properties of water,
including its boiling point.

The water in the human body always contains inor-
ganic cations (positively charged ions), such as sodium
and potassium, and anions (negatively charged ions),
such as chloride and phosphate. Table 1.2 lists the typ-
ical ionic compositions of intracellular (cytoplasmic)
and extracellular (interstitial) fluid. Interestingly, the
extracellular fluid has an ionic composition similar to
seawater. We carry a warm little pond with us, to pro-
vide our cells with their ancestral environment.

Predictably, the cations are attracted to the oxygen
atom of the water molecule, and the anions are attracted
to the hydrogen atoms. The ion-dipole interactions thus
formed are the forces that hold the components of soluble
salts in solution, as in the case of sodium chloride (table
salt):

*1 keal = 4.18 kJ.
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Table 1.1 Approximate Composition of a 75-Kg Adult

Substance Content (%)
Water 60
Inorganic salt, soluble 0.7
Inorganic salt, insoluble* 5.5
Protein 16
Triglyceride (fat)" 13
Membrane lipids 2.5
Carbohydrates 1.5
Nucleic acids 0.2
*In bones.

fIn adipose tissue.

Table 1.2 Typical lonic Compositions of Extracellular
(Interstitial) and Intracellular (Cytoplasmic) Fluids

Concentration (mmol/L)

Extracellular

lon Fluid Cytoplasm

Na* 137 10

K+ 47 141

Ca** 2.4 1074

Mg?* 1.4 31

crr 113 4

HPO,4* /H,PO4” 2 11

HCO5" 28" 107

Organic acids, 1.8 100
phosphate esters

pH 7.4 6.5-7.5

*Cytoplasmic concentration. Concentrations in mitochondria and
endoplasmic reticulum are much higher.

"The lower HCO3™ concentration in the intracellular space is caused by the
lower intracellular pH, which affects the equilibrium:

HCO3 +H™ = H,CO3 = CO, + H,0.

The calcium phosphates in human bones are not soluble
because the electrostatic interactions (“salt bonds”)
between the anions and cations in the crystal structure
are stronger than their ion-dipole interactions with water.

WATER CONTAINS HYDRONIUM IONS
AND HYDROXYL IONS

Water molecules dissociate reversibly into hydroxyl
ions and hydronium ions:

(1) H20 + Ho0 == H30* + OH~
Hydronium Hydroxyl
ion ion

In pure water, only about one in 280 million molecules
is in the H;0" or OH™ form:

(2) [H30*]=[OH"] =107 mol/L

The brackets indicate molar concentrations (mol/L or M).
Omne mole of a substance is its molecular weight in grams.
Water has a molecular weight close to 18; therefore, 18 g
of water is 1 mol. The hydronium ion concentration
[H30™] usually is expressed as the proton concentration
or the hydrogen ion concentration [H'], regardless of
the fact that the proton is actually riding on the free elec-
tron pair of a water molecule.

In aqueous solutions, the product of proton (hydro-
nium ion) concentration and hydroxyl ion concentra-
tion is a constant:

(3)  [H*] x [OH] = 1014 mol?/L2

The proton concentration [H"], otherwise measured in
moles per liter, is more commonly expressed as the pH
value, defined as the negative logarithm of the hydro-
gen ion concentration:

(4)  pH = —log[H*]

With Equations (3) and (4), the H" and OH™ concentra-
tions can be predicted at any given pH value (Table 1.3).

The pH value of an aqueous solution depends on the
presence of acids and bases. According to the Bronsted
definition, in aqueous solutions an acid is a substance
that releases a proton, and a base is a substance that
binds a proton. The prototypical acidic group is the

Table 1.3 Relationship among pH, [H*], and [OH]

pH [H]* [OHI*
4 107 10710
5 10°° 107°
6 107 1078
7 1077 1077
8 1078 107
9 107° 107
10 1071° 107

*[H*] and [OH] are measured in mol/L (M).

3
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carboxyl group, which is the distinguishing feature of
the organic acids:

(@) O

7 7

N
AN

—
Carboxylic acid

OH O
Carboxylate anion
(protonated form)

(deprotonated form)

The protonation-deprotonation reaction is reversible;
therefore, the carboxylate anion fits the definition of a
Bronsted base. It is called the conjugate base of the acid.

Amino groups are the major basic groups in biomol-
ecules. In this case, the amine is the base, and the
ammonium salt is the conjugate acid:

H
H
y |
R—N\ +H* —— R—N+—H
H |
H
Amine Ammonium salt

(deprotonated form) (protonated form)

Carboxyl groups, phosphate esters, and phosphodiesters
are the most important acidic groups in biomolecules.
They are mainly deprotonated and negatively charged
at pH 7. Aliphatic (nonaromatic) amino groups, includ-
ing the primary, secondary, and tertiary amines, are the
most important basic groups. They are mainly proto-
nated and positively charged at pH 7.

IONIZABLE GROUPS ARE CHARACTERIZED
BY THEIR pK VALUES

The equilibrium of a protonation-deprotonation reac-
tion is described by the dissociation constant (Kp). For
the reaction

R—COOH — R—COO~ + H*
the dissociation constant Ky, is defined as

_ [R—COO] x [H*]
®) ko= [R—COOH]

This can be rearranged to

[R—COOH]

[R—COO0]

The molar concentrations in this equation are the con-
centrations observed at equilibrium. Because the hydro-
gen ion concentration [H'] is most conveniently
expressed as the pH value, Equation (6) can be trans-
formed into the negative logarithm:

(6) [H]=Kpx

R—COOH
[R—COO]

= PK+ 108 IR —CO0H]

This equation is called the Henderson-Hasselbalch
equation, and the pK value is defined as the negative
logarithm of the dissociation constant. The pK value
is a property of an ionizable group. If a molecule has
more than one ionizable group, then it has more than
one pK value.

In the Henderson-Hasselbalch equation, pK is a con-
stant, whereas [R—COOH]/[R—COQO ] changes with
the pH. When the pH value equals the pK value, log
[R—COOHJ/[R—COO ] must equal zero. Therefore
[R—COOHJ/[R—COO™] must equal one: The pK
value indicates the pH value at which the ionizable
group is half-protonated. At pH values below their pK
(i.e., high [H*] or high acidity), ionizable groups are
mainly protonated. At pH values above their pK (i.e.,
low [H'] or high alkalinity), ionizable groups are
mainly deprotonated (Table 1.4)

CLINICAL EXAMPLE 1.1: Acidosis

Blood and extracellular fluids have to provide a constant
environment for our cells. Physiological levels of
inorganic ions have to be maintained, and maintenance
of a constant extracellular pH of 7.3 to 7.4 is required.
Deviations from the normal pH by as little as 0.5 pH
units can be fatal. An abnormally high pH of blood and
interstitial fluid is called alkalosis, and an abnormally
low pH is called acidosis. Many pathological processes
can lead to alkalosis or acidosis. Acidosis can be caused
by metabolic derangements leading to excessive
formation of acidic products from nonacidic substrates.
For example,

Glucose — Lactic acid
Triglyceride (fat) — B-Hydroxybutyric acid
Some toxins are converted into acids in the human
body, causing acidosis. For example,

Methanol — Formic acid

BONDS ARE FORMED BY REACTIONS
BETWEEN FUNCTIONAL GROUPS

Most biomolecules contain only three to six different ele-
ments out of the 92 that are listed in the periodic table.
Carbon (C), hydrogen (H), and oxygen (O) are always
present. Nitrogen (N) is present in many biomolecules,
and sulfur (S) and phosphorus (P) are present in some.
These elements form a limited number of functional
groups, which determine the physical properties and
chemical reactivities of the biomolecules (Table 1.5).
Many of these functional groups can form bonds through
condensation reactions, in which two groups join with the
release of water (Table 1.6). This type of reaction can link
small molecules into far larger structures (macromole-
cules). Bond formation is an endergonic (energy-requiring)
process. Therefore the synthesis of macromolecules from
small molecules requires metabolic energy.



Introduction to Biomolecules

Table 1.4 Protonation State of a Carboxyl Group and an Amino Group at Different pH Values
Carboxyl Group Amino Group
Percent of Group Percent of Group Percent of Group Percent of Group
pH Protonated (R—COOH) Deprotonated (R—COO~)  Protonated (R—NH3") Deprotonated (R—NH,)
pK + 3 0.1 99.9 0.1 99.9
pK + 2 1 99 1 99
pK + 1 10 90 10 90
pK 50 50 50 50
pK — 1 90 10 90 10
pK — 2 99 1 99 1
pK — 3 99.9 0.1 99.9 0.1
Table 1.5 Functional Groups in Biomolecules 4 and 20 J/mol (1 and 5 kcal/mol) for their formation,
and the same amount of energy is released during their
1. Hydrocarbon Groups hvdrolvsis. Anhvdride bond d thioester bonds. how-
~ CHa Methyl ydrolysis. Anhydride bonds and thioester bonds, how
— CHp—GHs Ethyl ever, havg .free energy contents greater than %O J/mol. They
— CHy— Methylene are classified, rather arbitrarily, as energy-rich bonds.
—CH= Methine
2. Oxygen-Containing Groups , ISOMERIC FORMS ARE COMMON IN
R—OH Hydroxyl (alcoholic) BIOMOLECULES
)>—OH Hydroxyl (phenolic) - - - -
The biological properties of molecules are determined
\C=O Keto not by their composition but by their geometry. Isomers
- are chemically different molecules with identical com-
H At position but different geometry. The three different
—C/ Aldehyde types of isomers are as follows:
\O 1. Positional isomers differ in the positions of func-
/O tional groups within the molecule. Examples include
_C\ Carboxyl the following:
OH

3. Nitrogen-Containing Groups
—NH,

AN
NH

Primary amine

Secondary amine

Tertiary amine

Quaternary ammonium salt

4. Sulfur-Containing Group
—SH

Sulfhydryl group

Cleavage of these bonds by the addition of water is

called hydrolysis. It is an exergonic (energy-releasing)
process that occurs spontaneously, provided it is cata-
lyzed by acids, bases, or enzymes. For example, the
digestive enzymes, which catalyze hydrolytic bond clea-
vages (see Chapter 19), work perfectly well in the
lumen of the gastrointestinal tract, where neither aden-
osine triphosphate (ATP) nor other usable energy
sources are available.

Some bonds contain more energy than others. Most
ester, ether, acetal, and amide bonds require between

(|DOO‘ (ﬁ COO-

HC—O0—P —O- H(|3 OH
‘ | ‘ i
o |

H,C — O—P—0"

O_

HaC —OH

2-Phosphoglycerate 3-Phosphoglycerate

CHO H,C —OH
HC —OH (‘3 =0
HaC — OH HC —OH
Glyceraldehyde Dihydroxyacetone

2. Geometric isomers differ in the arrangement of sub-
stituents at a rigid portion of the molecule. A typical
example is cis-trans isomers of carbon-carbon dou-

ble bonds:
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Table 1.6 Important Bonds in Biomolecules
Bond Structure Formed from Occurs in
Ether Ri—O—R; R;{—OH + HO —R; Methyl ethers, some
membrane lipids
(o)

Carboxylic ester

R1—C—OH ar HO—R2

Triglycerides, other lipids

R>,—O O—R3s Ro—0O
N/ . .
Acetal /C\ Ri—C—OH + HO—R;j Disaccharides,
R, H oligosaccharides, and
H polysaccharides (glycosidic
bonds)
o-

Mixed anhydride*

0 o
| |

R—C—OH + HO—P—0O"

©)

Some metabolic intermediates

O~ O

Phosphoanhydride* R—0—P—0—P—0 R—O—P—OH+HO —P—O" Nucleotides; most
I I I important: ATP
(0] (@) (@) (0]

Phosphate ester

Many metabolic intermediates,
phosphoproteins

Phosphodiester

R{—OH + HO—P—OH + HO—R;

Nucleic acids, phospholipids

(6] O
(o) o H
. I % . .
Unsubstituted || R—C—OH + H—N Asparagine, glutamine
amide R—C—NH; \H
(0]

Substituted amide

0
|

Ri—C—OH + H—N—R;

Polypeptides (peptide bond)

H H
(¢} (¢}
Thioester* || || Acetyl-CoA, other
Ri—C—S—R Ri—C—OH + HS—R; “activated” acids
Thioether Ri—S—R> R{—SH + HO—R, Methionine

ATP, Adenosine triphosphate; CoA, coenzyme A.

*“Energy-rich” bonds.

H H
AN / AN /
AN AN
R4 Ro R H
cis double bond trans double bond

The two forms are not interconvertible because there is
no rotation around the double bond. All substituents
(H, Ry, and R;) are fixed in the same plane. Also, ring
systems show geometric isomerism, with substituents

protruding over one or the other surface of the ring.
Geometric isomers are called diastereomers.

. Optical isomers differ in the orientation of substitu-

ents around an asymmetrical carbon: a carbon with
four different substituents. If the molecule has only
one asymmetrical carbon, the isomers are mirror
images. These mirror-image molecules are called
enantiomers. They are related to each other in the
same way as the left hand and the right hand; there-
fore, optical isomerism is also called chirality (from
Greek yelp meaning “hand”).
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Unlike positional and geometric isomers, which differ in
their melting point, boiling point, solubility, and crystal
structure, enantiomers have identical physical and chemi-
cal properties. They can be distinguished only by the
direction in which they turn the plane of polarized light.
They do, however, differ in their biological properties.

If more than one asymmetrical carbon is present in
the molecule, isomers at a single asymmetrical carbon
are not mirror images (enantiomers) but are geometric
isomers (diastereomers) with different physical and
chemical properties.

In the Fisher projection, the substituents above and
below the asymmetrical carbon face behind the plane
of the paper, and those on the left and right face the
front. The asymmetrical carbon is in the center of a tet-
rahedron whose corners are formed by the four substi-
tuents. For example,

Plane of
symmetry
I
I
CHO | CHO
I
B I =
HO m— C ——mmm H | H m— C —mm OH
B I B
| :
CH,OH : CH,OH
I

L-Glyceraldehyde D-Glyceraldehyde

I
COO~ : COO~
|
= | =
HaN e C —t H | H mm— C — NH3
B I B
I
CHj I CHs
I
I
L-Alanine D-Alanine

PROPERTIES OF BIOMOLECULES ARE
DETERMINED BY THEIR NONCOVALENT
INTERACTIONS

The functions of biomolecules require interactions with
other molecules. Molecules communicate with one
another, and, being incapable of speech, they have to com-
municate by touch. The surfaces of interacting molecules
must be complementary, and noncovalent interactions
must be formed between them. These interactions are
weak. They break up and re-form continuously; therefore,

noncovalent binding is always reversible. We can distin-
guish five types of noncovalent interaction:

1. Dipole-dipole interactions usually come in the form of
hydrogen bonds. A hydrogen atom is covalently bound
to an electronegative atom such as oxygen or nitrogen.
This hydrogen attracts another electronegative atom,
either in the same or a different molecule. Electronega-
tivity is the tendency of an atom to attract electrons.
For the atoms commonly encountered in biomolecules,
the rank order of electronegativity is as follows:

O>N>S>C>H
Examples:
| H
H—C—C—0O—H---0
| N

H H H

Hydrogen bond between
ethanol and water

T:O

O—Qe¢eeIT—2Z2

Ir—z=

Hydrogen bond between
two peptide bonds

2. Electrostatic interactions, or salt bonds, are formed
between oppositely charged groups:

o H
Y |
R4 —C\ H—"*N—R,
O_
H

3. Ion-dipole interactions are formed between a charged
group and a polarized bond, as in the case of a car-
boxylate anion and a carboxamide:

O O
R1_C< C_RQ

O +++H—N

W4

7
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. Hydrophobic interactions hold nonpolar molecules,
or nonpolar portions of molecules, together. There is
no strong attractive force between such groups. How-
ever, an interface between a nonpolar structure and
water is thermodynamically unfavorable because it
limits the ability of water molecules to form hydrogen
bonds with their neighbors. The water molecules are
forced to reorient themselves in order to maximize
their hydrogen bonds with neighboring water mole-
cules, thereby attaining a more ordered and energeti-
cally less favorable state. By clustering together,
nonpolar groups minimize their area of contact with
water.

. Van der Waals forces appear whenever two molecules
approach each other (Fig. 1.1). A weak attractive
force, caused by induced dipoles in the molecules, pre-
vails at moderate distances. However, when the mole-
cules come closer together, an electrostatic repulsion
between the electron shells of the approaching groups
begins to overwhelm the attractive force. There is an
optimal contact distance at which the attractive force
is canceled by the repulsive force. Because of van der
Waals forces, molecules whose surfaces have comple-
mentary shapes tend to bind each other.

Noncovalent interactions determine the biological
properties of biomolecules:

® Water solubility depends on hydrogen bonds and

ion-dipole interactions that the molecules form with
water. Charged molecules and those that can form
many hydrogen bonds are soluble, and those that
have mainly nonpolar bonds, for example, between
C and H, are insoluble. If a molecule can exist in
charged and uncharged states, the charged form is
more soluble.

® Higher-order structures of macromolecules, includ-
ing proteins (see Chapter 2) and nucleic acids
(Chapter 6), are formed by noncovalent interactions
between portions of the same molecule. Because
noncovalent interactions are weak, many of them
are needed to hold a protein or nucleic acid in its
proper shape.

® Binding interactions between molecules are the
essence of life. Structural proteins bind each other,
metabolic substrates bind to enzymes, gene regula-
tors bind to deoxyribonucleic acid (DNA), hormones
bind to receptors, and foreign substances bind to
antibodies.

After this review of functional groups, bonds, and non-
covalent interactions, the structures of the major classes
of biomolecules—triglycerides, carbohydrates, proteins,
and nucleic acids—can now be discussed. More details
about these structures are presented in later chapters.

TRIGLYCERIDES CONSIST OF FATTY
ACIDS AND GLYCEROL

The triacylglycerols, better known as triglycerides in
the medical literature, consist of glycerol and fatty
acids. Glycerol is a trivalent alcohol:

H2C|)— OH
HO —CH

HQC_ OH

Glycerol

Fatty acids consist of a long hydrocarbon chain with a
carboxyl group at one end. The typical chain length is
between 16 and 20 carbons. For example,

Force
H HH HH HH HH HH HH H O
0.5 \/ \/ \/ \/ \/ \/ \/ g
0.4 /\/\/\/\/\/\/\/
. 03 /\ /\/\ /\ /\ /\ /\ /\
%l 0.2 Palmltlc aC|d
? 0.1 \ Palmitic acid can also be written as
T T\/— Distance H3C — (CH2)14— COOH
0.1
5 o
©c 02
£ COOH
<

Figure 1.1 Attractive and repulsive van der Waals forces.

At the van der Waals contact distance (arrow), the opposing Fatty acids that have only single bonds between car-
forces cancel each other. bons are called saturated fatty acids. Those with at least
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one double bond between carbons are called unsatu-
rated fatty acids. For example,

H3C — (CH5)5 — CH=—=CH — (CH,); — COOH
Palmitoleic acid

Fatty acids have pK values between 4.7 and 5.0; there-
fore, they are mainly in the deprotonated (—COOQO™)
form at pH 7.

In the triglycerides, all three hydroxyl groups of glyc-
erol are esterified with a fatty acid, as shown in
Figure 1.2. The long hydrocarbon chains of the fatty acid
residues ensure that #riglycerides are insoluble in water. In
the body, triglycerides minimize contact with water by
forming fat droplets.

Collectively, nonpolar biomolecules are called lipids.
The triglycerides (“fat”) are used only as a storage form
of metabolic energy, but other lipids serve as structural
components of membranes (see Chapter 12) or as sig-
naling molecules (see Chapter 16).

MONOSACCHARIDES ARE POLYALCOHOLS
WITH A KETO GROUP OR AN ALDEHYDE GROUP

Monosaccharides are the building blocks of all carbo-
hydrates. They consist of a chain of carbons with a
hydroxyl group at each carbon except one. This carbon
forms a carbonyl group. Aldoses have an aldehyde
group, and ketoses have a keto group. The length of
the carbon chain is variable. For example,

® Triose: three carbons

® Tetrose: four carbons
® Pentose: five carbons

® Hexose: six carbons

® Heptose: seven carbons

D-Glyceraldehyde and dihydroxyacetone are the sim-
plest monosaccharides:

CHO H,C — OH
| |
H(|3 —OH T =0
HoC —OH H,C —OH

D-Glyceraldehyde
(an aldotriose)

Dihydroxyacetone
(a ketotriose)

The most important monosaccharide, however, is the
aldohexose D-glucose:

il
HCZ—OH
HO—C|)H
|3
HC4—OH
|
HTS—OH
H206—OH
D-Glucose

The carbons are conveniently numbered, starting with the
aldehyde carbon or, for ketoses, the terminal carbon clos-
est to the keto carbon. Carbons 2, 3, 4, and 5 of p-glucose
all have four different substituents. These four asymmetri-
cal carbons can form 16 optical isomers. Only one of them
is D-glucose. By convention, the “D” in D-glyceraldehyde
and p-glucose refers to the orientation of substituents
at the asymmetrical carbon farthest removed from the
carbonyl carbon (C-2 and C-5, respectively).

Monosaccharides that differ in the orientation of sub-
stituents around one of their asymmetrical carbons are
called epimers. In Figure 1.3, for example, b-mannose
is a C-2 epimer of glucose, and p-galactose is a C-4
epimer of glucose. Epimers are diastereomers, not enan-
tiomers. This means that they have different physical
and chemical properties.

| MONOSACCHARIDES FORM RING STRUCTURES

Most monosaccharides spontaneously form ring structures
in which the aldehyde (or keto) group forms a hemiacetal
(or hemiketal) bond with one of the hydroxyl groups. If
the ring contains five atoms, it is called a furanose ring; if
it contains six atoms, it is called a pyranose ring. The ring
structures are written in either the Fisher projection or the
Haworth projection, as shown in Figure 1.4.

In water, only one of 40,000 glucose molecules is in
the open-chain form. When the ring structure forms, car-
bon 1 of glucose becomes asymmetrical. Therefore two

PO S AAAAAAA

C—0O0—CH

VAN T VNAAN

i

Hzo_ojCV\/\/\/\/\/\/\/\

Triglyceride

Figure 1.2 Structure of a triglyceride (fat) molecule. Although the ester bonds can form some hydrogen bonds with water, the

long hydrocarbon chains of the fatty acids make fat insoluble.

9
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CHO QHO CHO
HO—CH HCQ—OH HC—OH
HO—CH HO—CSH HO—CH

HC—OH HC4—OH HO—CH
HC—OH HCS—OH HC—OH
H,C—OH HZCG—OH H,C—OH
D-Mannose D-Glucose D-Galactose
Figure 1.3 D-Mannose and p-galactose are epimers of p-glucose.
C‘HO HO—C|)H
HCZ—OH HC|)—OH
HO—CH S HO—Cl:H
HCA—OH HC—OH
HCS—OH Hé
HaC—OH H2C|)—OH
(Silicose | BoGlucopyanose - p-pGlusopyranose
H2$—OH HZC|—OH
CZ=O HO—C
HO—CH S " Ho—g% o 9"
3 — O = 5 H HO 2
HC—OH = HC—OH H N 7" CH,—OH
HC—OH Hc|: OH  H
H,C—OH H2C|)—OH
D-Fructose -D-Fructofuranose -D-Fructofuranose

(open-chain form) (modified Fisher projection) (Haworth projection)

Figure 1.4 Ring structures of the aldohexose p-glucose and the ketohexose p-fructose. The six-member pyranose ring is
favored in p-glucose, and the five-member furanose ring is favored in p-fructose.

H,C—OH H,C—OH

H
H O_ H H OH |
H N H —0
OH H OH H
HO OH HO
H OH H OH

H,C— OH

H O OH
. H
— OH H
HO H
H  OH

o-D-Glucopyranose D-Glucose B-p-Glucopyranose
(34%) open-chain form (66%)
(0.0025%)

Figure 1.5 Mutarotation of p-glucose. Closure of the ring can occur either in the o- or the B-configuration.

isomers, a-D-glucose and B-p-glucose, can form. These
two isomers are called anomers. In glucose, carbon 1
(the aldehyde carbon) is the anomeric carbon. In the
ketoses, the keto carbon (usually carbon 2) is anomeric.

Unlike epimers, which are stable under ordinary
conditions, anomers interconvert spontaneously. This

process is called mutarotation. It is caused by the occa-
sional opening and reclosure of the ring, as shown in
Figure 1.5. The equilibrium between the o- and B-anomers
is reached within several hours in neutral solutions, but
mutarotation is greatly accelerated in the presence of
acids or bases.
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COMPLEX CARBOHYDRATES ARE FORMED
BY GLYCOSIDIC BONDS

Monosaccharides combine into larger molecules by
forming glycosidic bonds: acetal or ketal bonds involv-
ing the anomeric carbon of one of the participating
monosaccharides. The anomeric carbon forms the bond
in either the a- or the B-configuration. Once the bond is
formed, mutarotation is no longer possible, and the
bond is locked in its conformation. For example, the
structures of maltose and cellobiose in Figure 1.6 differ
only in the orientation of their 1,4-glycosidic bond.

Structures formed from two monosaccharides are
called disaccharides. Products with three, four, five, or
six monosaccharides are called trisaccharides, tetrasac-
charides, pentasaccharides, and hexasaccharides, respec-
tively. Oligosaccharides (from Greek OAlyOc meaning
“a few”) contain “a few” monosaccharides, and polysac-
charides (from Greek mtOAvG meaning “many”) contain
“many” monosaccharides (Fig. 1.7).

Carbohydrates can form glycosidic bonds with non-
carbohydrates. In glycoproteins, carbohydrate is cova-
lently bound to amino acid side chains. In glycolipids,
carbohydrate is covalently bound to a lipid core. If the
sugar binds its partner through an oxygen atom, the
bond is called O-glycosidic; if the bond is through
nitrogen, it is called N-glycosidic.

Monosaccharides, disaccharides, and oligosacchar-
ides, commonly known as “sugars,” are water soluble
because of their high hydrogen bonding potential.
Many polysaccharides, however, are insoluble because
their large size increases the opportunities for intermo-
lecular interactions. Things become insoluble when
the molecules interact more strongly with one another
than with the surrounding water.

The carbonyl group of the monosaccharides has
reducing properties. The reducing properties are lost
when the carbonyl carbon forms a glycosidic bond. Of
the disaccharides in Figure 1.6, only sucrose is not a
reducing sugar because both anomeric carbons partici-
pate in the glycosidic bond. The other disaccharides
have a reducing end and a nonreducing end.

POLYPEPTIDES ARE FORMED FROM
AMINO ACIDS

Polypeptides are constructed from 20 different amino
acids. All amino acids have a carboxyl group and an
amino group, both bound to the same carbon. This car-
bon, called the a-carbon, also carries a hydrogen atom
and a fourth group, the side chain, which differs in the
20 amino acids. The general structure of the amino
acids can be depicted as follows,

o(1—-4)

glycosidic
Glucose e Glucose
CH,OH CH,OH

B(1—4)

glycosidic
Glucose bond Glucose
CH,OH CH,OH

Maltose
B(1—4)
glycosidic
Galactose bond Glucose
r A r
CH,OH CH,OH

Lactose

Cellobiose
1 CH,OH
H 2 H
H
Glucose 4
OH H
HO
L H OH | ap’(1-2)
O glycosidic
_ bond
CH,OH o
Fructose §
ructose H H HO CH,OH
L OH H
Sucrose

Figure 1.6 Structures of some common disaccharides. By convention, the nonreducing end of the disaccharide is written on

the left side and the reducing end on the right side.

11
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=0

- ..

non-reducing

reducing
end

end

o(1—4)
glycosidic
A bond

B bond

o(1-6)
glycosidic
bond

o—

H
o(1-4)
glycosidic
C bond

Figure 1.7 Structures of some common polysaccharides. A, Amylose is an unbranched polymer of glucose residues in a-1,
4-glycosidic linkage. Together with amylopectin—a branched glucose polymer with a structure resembling glycogen—it forms
the starch granules in plants. B, Like amylose, cellulose is an unbranched polymer of glucose residues. As a major cell wall
constituent of plants, it is the most abundant biomolecule on earth. The marked difference in the physical and biological
properties between the two polysaccharides is caused by the presence in cellulose of B-1,4-glycosidic bonds rather than «-1,
4-glycosidic bonds. C, Glycogen is the storage polysaccharide of animals and humans. Like amylose, it contains chains of

glucose residues in a-1,4-glycosidic linkage. Unlike amylose, however, the molecule is branched. Some glucose residues in the
chain form a third glycosidic bond, using their hydroxyl group at carbon 6.

Ri R

(@]
O
Q
e O
O
Q

H5N — CH—C00~ + H3N — CH—COO~

N e NN
T
9
I

anlll © e

HJ§N — e NHg
: H>O
R R
L-Amino acid D-Amino acid

f— Peptide bond
where R (residue) is the variable side chain. The a-carbon

is asymmetrical, but of the two possible isomers, only the Ry o R

l-amino acids occur in polypeptides. | || |
Dipeptides are formed by a reaction between the car- HAN — CH— C—N-—CH— COO0O~

boxyl group of one amino acid and the amino group of H

another amino acid. The substituted amide bond thus

formed is called the peptide bond: Dipeptide
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Chains of “a few” amino acids are called oligopeptides,
and chains of “many” amino acids are called polypeptides.

| NUCLEIC ACIDS ARE FORMED FROM NUCLEOTIDES

H

The nucleic acids consist of three kinds of building blocks: _ .
B-D-Ribose B-D-2-deoxyribose

1. A pentose sugar, which is ribose in ribonucleic acid
(RNA) and 2-deoxyribose in 2-deoxyribonucleic 2. Phosphate, which is bound to hydroxyl groups of the

acid (DNA): sugar.

Cytidine

CH3
OH H OH H
B 2-deoxyadenosine 2-deoxythymidine
NH2 NH;
N
NZ ‘ T>
O~ (O} o~ KN N

“0—P—0—P—0—P—0—CH,

I I I
o) o) o

OH H

Adenosine monophosphate 2-deoxyadenosine triphosphate
(AMP) (dATP)

Figure 1.8 Structures of some nucleosides and nucleotides. A prime symbol () is used for the numbering of the carbons in

the sugar to distinguish it from the numbering of the ring carbons and nitrogens in the bases. A, Examples of ribonucleosides.

B, Examples of deoxyribonucleosides. C, Examples of nucleotides.

13
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3. The bases adenine, guanine, cytosine, uracil (only in
RNA), and thymine (only in DNA). Chemically, cyto-
sine, thymine, and uracil are pyrimidines, containing
a single six-member ring, whereas adenine and gua-
nine are purines, consisting of two condensed rings:

NH, O

-6 N N

Ty

2 4 9 )\\

SK N H,oN N N
H 2 H

Adenine Guanine

NH.,
CHj
NG s HN HN
A T T
O N o} N o} N
H H H
Cytosine Uracil Thymine

A nucleoside is obtained when C-1 of ribose or 2-
deoxyribose forms an N-glycosidic bond with one of the
bases (Fig. 1.8). Nucleotides consist of sugar, base, and
up to three phosphate groups bound to C-5 of the sugar.
They are named as phosphate derivatives of the nucleo-
sides. Thus adenosine monophosphate (AMP), adenosine
diphosphate (ADP), and adenosine triphosphate (ATP)
contain one, two, and three phosphates, respectively.

Nucleic acids are polymers of nucleoside monophos-
phates. The phosphate group forms a phosphodiester
bond between the 5'- and 3'-hydroxyl groups of adja-
cent ribose or 2-deoxyribose residues (Fig. 1.9). Most
nucleic acids are very large. DNA can contain many
millions of nucleotides.

| MOST BIOMOLECULES ARE POLYMERS

The carbohydrates, polypeptides, and nucleic acids illus-
trate how nature generates molecules of large size and
almost infinite diversity by linking simple-structured
building blocks into long chains. The macromolecules
formed this way are called polymers (from Greek tOA\vG
meaning “many” and Greek pepOc meaning “part”),
whereas their building blocks are called monomers
(from Greek pnOvOG meaning “single”).

Structural diversity is greatest when more than one kind
of monomer is used. Polypeptides, for example, are con-
structed from 20 different amino acids, and DNA and
RNA each contains four different bases. Like colored
beads in a necklace, these components can be arranged in
unique sequences; 20'°° different sequences are possible
for a protein of 100 amino acids, and 4'% different
sequences are possible for a nucleic acid of 100 nucleotides.

Base

Base

Nucleoside
monophosphate

Base

Figure 1.9 Structure of ribonucleic acid (RNA).
Deoxyribonucleic acid (DNA) has a similar structure, but it
contains 2-deoxyribose instead of ribose. The nucleic acids
are polymers of nucleoside monophosphates.

SUMMARY

Biomolecules interact with one another and with water
through noncovalent interactions. Their water solubility
depends on their ability to form hydrogen bonds or
ion-dipole interactions with the surrounding water
molecules. Hydrophobic interactions, on the other hand,
reduce water solubility. These interactions are reversible,
and they are far weaker than the covalent bonds that
hold the atoms within the molecules together.

There are several classes of biomolecules. Triglycer-
ides consist of glycerol and three fatty acids linked by
ester bonds; carbohydrates consist of monosaccharides
linked by glycosidic bonds; proteins consist of amino
acids linked by peptide bonds; and nucleic acids con-
sist of nucleoside monophosphates linked by phos-
phodiester bonds. Polysaccharides, polypeptides, and
nucleic acids are polymers: long chains of covalently
linked building blocks. Forming the bonds in these
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large molecules requires metabolic energy, whereas
cleavage of the bonds releases energy.

Many biomolecules have ionizable groups. Mole-
cules with free carboxyl groups or covalently bound
phosphate carry negative charges at neutral pH, and
those with aliphatic (nonaromatic) amino groups carry
positive charges. These charges make the molecules

water soluble, and they permit the formation of salt
bonds with inorganic ions and with other biomolecules.
The tendency of an ionizable group to accept or donate
protons (positively charged hydrogen ions) is described
by its pK value. If the pK value is known, then the per-
centage of an ionizable group that is in the protonated
or deprotonated state at any given pH can be predicted.

QUESTIONS

o-

1. The molecule shown here (2,3-
bisphosphoglycerate [BPG]) is present in red
blood cells, in which it binds noncovalently to
hemoglobin. Which functional groups in
hemoglobin can make the strongest
noncovalent interactions with BPG at a pH
value of 7.0?

A. Sulfhydryl groups

B. Alcoholic hydroxyl groups
C. Hydrocarbon groups

D. Amino groups

E. Carboxyl groups

COOH O

O—C—CHgs

2. The molecule shown here is acetylsalicylic acid
(aspirin). What kind of electrical charge does

aspirin carry in the stomach at a pH value of 2
and in the small intestine at a pH value of 7?

A. Negatively charged in the stomach; positively
charged in the intestine

B. Negatively charged both in the stomach and the
intestine

C. Uncharged in the stomach; negatively charged in
the intestine

D. Uncharged both in the stomach and the intestine

E. Uncharged in the stomach; positively charged in
the intestine

3. Inorganic phosphate, which is a major anion in

the intracellular space, has three acidic
functions with pK values of 2.3, 6.9, and 12.3,
as shown below. In skeletal muscle fibers, the
intracytoplasmic pH is about 7.1 at rest and 6.6
during vigorous anaerobic exercise. What does
this mean for inorganic phosphate in muscle
tissue?

A. Phosphate molecules absorb protons when the
pH decreases during anaerobic exercise.

B. On average, the phosphate molecules carry more
negative charges during anaerobic contraction
than at rest.

C. Phosphate molecules release protons when the
pH decreases during anaerobic exercise.

D.The most abundant form of the phosphate
molecule in the resting muscle fiber carries one
negative charge.

OH OH OH O

‘ pK=2.3 ‘ pK=6.9 ‘ pK=12.3 ‘
R N I

O O O O
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Chapter 2

STRUCTURE

INTRODUCTION TO PROTEIN

Proteins are the labor force of the cell. Membrane pro-
teins join hands with the fibrous proteins of the cyto-
plasm and the extracellular matrix to keep cells and
tissues in shape, enzyme proteins catalyze metabolic
reactions, and DNA-binding proteins regulate gene
expression.

Proteins consist of polypeptides: unbranched chains
of amino acids with lengths ranging from less than
100 to more than 4000 amino acids. They form com-
plex higher-order structures that are held together by
noncovalent interactions, and they can consist of more
than one polypeptide. Some proteins can fold into
abnormal conformations that cause aggregation. Such
abnormal protein aggregates are an important cause
of neurodegenerative diseases and other age-related
disorders.

This chapter discusses the 20 amino acids that occur
in proteins, the noncovalent higher-order structures of
proteins, their physical properties, and the diseases
related to abnormal protein folding.

| AMINO ACIDS ARE ZWITTERIONS

All amino acids have an a-carboxyl group, an a-amino
group, a hydrogen atom, and a variable side chain R
(“residue”) bound to the a-carbon. This structure
forms two optical isomers:

COO~ COO-
HiNmme— C —= H  Or  H i C —mm NH}
R R
L-Amino acid D-Amino acid

Only the r-amino acids occur in proteins. D-Amino
acids are rare in nature, although they occur in some
bacterial products.

The pK of the a-carboxyl group is always close to
2.0, and the pK of the a-amino group is near 9 or 10.
The protonation state varies with the pH (Fig. 2.1).

At a pH below the pK of the carboxyl group, the amino
acid is predominantly a cation; above the pK of the
amino group, the amino acid is an anion; and between
the two pK values, the amino acid is a zwitterion (from
German zwitter meaning “hermaphrodite”), that is, a
molecule carrying both a positive and a negative
charge. The isoelectric point (plI) is defined as the pH
value at which the number of positive charges equals
the number of negative charges. For a simple amino
acid such as alanine, the pI is halfway between the pK
values of the two ionizable groups. Note that whereas
the pK is the property of an individual ionizable group,
the pl is a property of the whole molecule.

The pK values of the ionizable groups are revealed
by treating an acidic solution of an amino acid with a
strong base or by treating an alkaline solution with a
strong acid. Any ionizable group stabilizes the pH at
values close to its pK because it releases protons when
the pH in its environment rises, and it absorbs protons
when the pH falls. The titration curve shown in
Figure 2.2 has two flat segments that indicate the pK
values of the two ionizable groups. In the body, the ion-
izable groups of proteins and other biomolecules stabi-
lize the pH of the body fluids.

The titration curves of amino acids that have an
additional acidic or basic group in the side chain show
three rather than two buffering areas. The pI of the
acidic amino acids is halfway between the pK values
of the two acidic groups, and the pI of the basic amino
acids is halfway between the pK values of the two basic
groups (Fig. 2.3).

AMINO ACID SIDE CHAINS FORM MANY
NONCOVALENT INTERACTIONS

The 20 amino acids can be placed in a few major
groups (Fig. 2.4). Their side chains form noncovalent
interactions in the proteins, and some form covalent

bonds:

1. Small amino acids: Glycine and alanine occupy lit-
tle space. Glycine, in particular, is found in places
where two polypeptide chains have to come close
together.
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COOH COO~ COO-

H§N—(|3—H — H§N—C|)—H — H2N—C|)—H
CHs

pH =11.0

CHs CHs
pH=1.0 pH = 6.1

pK of a-carboxyl =2.3  pK of a-amino = 9.9

Figure 2.1 Protonation states of the amino acid alanine.
The zwitterion is the predominant form in the pH range
from 2.3 to 9.9.

ml NaOH added

Figure 2.2 Titration curve of the amino acid alanine. The two
level segments are caused by the buffering capacity of the
carboxyl group (at pH 2.3) and the amino group (at pH 9.9).

2. Branched-chain amino acids: Valine, leucine, and
isoleucine have hydrophobic side chains.

3. Hydroxyl amino acids: Serine and threonine form
hydrogen bonds with their hydroxyl group. They
also form covalent bonds with carbohydrates and
with phosphate groups.

4. Sulfur amino acids: Cysteine and methionine are
quite hydrophobic, although cysteine also has weak
acidic properties. The sulfhydryl (—SH) group of
cysteine can form a covalent disulfide bond with
another cysteine side chain in the protein.

5. Aromatic amino acids: Phenylalanine, tyrosine, and
tryptophan are hydrophobic, although the side chains
of tyrosine and tryptophan can also form hydrogen
bonds. The hydroxyl group of tyrosine can form a
covalent bond with a phosphate group.

6. Acidic amino acids: Glutamate and aspartate have a
carboxyl group in the side chain that is negatively
charged at pH 7. The corresponding carboxamide
groups in glutamine and asparagine are not acidic
but form strong hydrogen bonds. Asparagine is an
attachment point for carbohydrate in glycoproteins.

7. Basic amino acids: Lysine, arginine, and histidine
carry a positive charge on the side chain, although
the pK of the histidine side chain is quite low.

8. Proline amino acid is a freak among amino acids, with
its nitrogen tied into a ring structure as a secondary
amino group. Being stiff and angled, it is often found
at bends in the polypeptide.

The pK values of the ionizable groups in amino acids
and proteins are summarized in Table 2.1. Most nega-
tive charges in proteins are contributed by the side
chains of glutamate and aspartate, and most positive
charges are contributed by the side chains of lysine
and arginine.

PEPTIDE BONDS AND DISULFIDE BONDS
FORM THE PRIMARY STRUCTURE OF PROTEINS

The amino acids in the polypeptides are held together
by peptide bonds. A dipeptide is formed by a reaction
between the a-carboxyl and a-amino groups of two
amino acids. For example,

H3N—CH—COOH H3N—CH— COO-

pH = 1.0 pH = 2.95 pH = 6.95
A pK of a-carboxyl: 2.0  pK of B-carboxyl: 3.9

NH; NH3 NHZ

(CHz)4 == (CHz)4 = (CHz)4

H3N— CH—COOH H3N— CH—CO0O0~

pH = 1.0 pH =5.7
B pK of a-carboxyl: 2.2 pK of a-amino: 9.2

H3N—CH— COO-

HoN—CH— COO-

pH = 10.0
pK of e-amino: 10.8

Figure 2.3 Prevailing
ionization states of the amino
acids aspartate (A) and lysine
(B) at different pH values. The
isoelectric points of aspartate
and lysine are 2.95 and 10.0,
respectively.

C|)OO‘
CHa
H,N—CH— COO-

pH = 11.0

pK of a.-amino: 10.0

NH

(CHa)4
H,N—CH— COO~

—_
—

pH = 12.0
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HiN— CH,—CO0~ + H3N — CH— COO~ —L>

HO o

CH3

CH3

H3N—CH,—C —N —CH— COO-

Glycine Alanine
H
Glycyl-alanine
Small H CH3
amino \
acids H;N—CH— COO~ H3N—CH— COO-
Glycine Alanine
H3C\C CH3 CHj
HsC.  CHg ‘H HeC.  CHy
. N/ N\
Branched-chain CH CH» CH
amino acids |
HIN—CH— COO~ HiN—CH— COO~ HiN—CH— COO~ ?Hs
Valine Leucine Isoleucine S
OH HeC_ OH ol CH,
| N/ | |
Hydroxyl CH» CH Sulfur CH» CH,
amino acids o | amino acids | |
HzN—CH—COO~- H3zN—CH— COO~ HzN—CH— COO~ H3zN—CH— COO~
Serine Threonine Cysteine Methionine
OH
H
N
Aromatic CH, CH, CH,
amino acids N | N | . |
H3N—CH— COO~ HzN—CH— COO~ H3zN—CH— COO~
Phenylalanine Tyrosine Tryptophan
) [
0 Co0 C—NH,
Acidic [ | \
amino acids (‘300_ ?* NH; ?Hz (‘3H2
and their
derivatives (‘:HZ ?H2 (‘:HZ ?HZ
HIN—CH— COO~ H3N—CH—COO~ HIN—CH—COO~ HIN—CH— COO~
Aspartate Asparagine Glutamate Glutamine
l‘\lHE NH3
|
C‘:Hz H‘N—C— NH,
CH2 CH2 N=— \
Basic NH
amino acids ?Hz ?Hz %/
CH, CH» CH,
\ \ Cyclic amino acid
HIN—CH— COO- HiN—CH— COO- HiN—CH— COO- HAN COO-
Lysine Arginine Histidine Proline

Figure 2.4 Structures of the amino acids in proteins.
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Table 2.1 pK Values of Some Amino Acid Side Chains*

Side Chain
Amino Acid Protonated Form Deprotonated Form pK
Glutamate —(CHy), — COOH ——(CHy), — COO- 4.3
Aspartate —CH,— COOH —CH,— COO- 39
Cysteine —CH,— SH —CH,— &~ 8.3
Tyrosine —CHZ—@— OH —CHZ@— O 10.1
Lysine —(CH2)4—NH3+ _(CH2)4—NH2 10.8
NH," NH

Arginine — (CHg)3— NH— C—NH; —(CHp)3— NH—C —NH;, [
Histidine

—CHy 4</\J\\IH+
N

a-Carboxyl (free amino acid)
a-Amino (free amino acid)
Terminal carboxyl (peptide)
Terminal amino (peptide)

—CH, 4(/N\JI 6.0
t

1.8-2.4
~9.0-10.0
~3.0-4.5
~7.5-9.0

*In proteins, the side chain pK values may differ by more than one pH unit from those in the free amino acids.

Adding more amino acids produces oligopeptides and
finally polypeptides (Fig. 2.5). Each peptide has an amino
terminus, conventionally written on the left side, and a
carboxyl terminus, written on the right side. The peptide
bond is not ionizable, but it can form hydrogen bonds.
Therefore peptides and proteins tend to be water soluble.

Many proteins contain disulfide bonds between the side
chains of cysteine residues. They are formed in a reductive
reaction in which the two hydrogen atoms of the sulfhy-
dryl groups are transferred to an acceptor molecule:

o "
| |
HC — CHp — SH + HS — CH,— CH
HN c=0
l l
2H
c|::o HN
| |
HC— CHp,—S—S—CHp—CH
HN

T
o]

The disulfide bond can be formed between two cysteines
in the same polypeptide (intra-chain) or in different poly-
peptides (inter-chain). The reaction takes place in the
endoplasmic reticulum (ER), where secreted proteins
and membrane proteins are processed. Therefore most
secreted proteins and membrane proteins have disulfide
bonds. Most cytoplasmic proteins, which do not pass
through the ER, have no disulfide bonds.

The enzymatic degradation of disulfide-containing
proteins yields the amino acid cystine:

. .

c—O HN

HC — CHp,—S—S— CH, —CH

HN Cc=—0

Proteolytic
enzymes

COO~ NH3

HC — CHp —S — S—CH, —CH

NH3 COO-
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Figure 2.5 Structure of

polypeptides. Note the polarity of A;'r::iir;o
the chain, with a free amino group at ke
one end of the chain and a free T !
carboxyl group at the opposite end. R+ " i F|12 (") i Flis (ﬁ |:|¥n_1 (o) Rn
I
H§N—CH—C—E—III—CH—C—l—lil—CH—C—-----—III—CH—C—N— CH — COO~
. I
Amino . H 'H H H Carboxyl
terminus L R J terminus
Peptide bonds
The covalent structure of the protein, as described by its D a-Carbon
amino acid sequence and the positions of disulfide 9 Carbonyl carbon
bonds, is called its primary structure. Hydrogen
9 Nitrogen
PROTEINS CAN FOLD THEMSELVES Y
O Side chain

INTO MANY DIFFERENT SHAPES

The peptide bond is conventionally written as a single
bond, with four substituents attached to the carbon
and nitrogen of the bond:

A C—N single bond, like a C—C single bond, should
show free rotation. The triangular plane formed by the
O=C—Cu1 portion should be able to rotate out of the
plane of the Ca2—N—H portion. Actually, however,
the peptide bond is a resonance hybrid of two structures:

N N O
C—N — C—N
/ AN / AN
Coﬂ H Coc1 H

Its “real” structure is between these two extremes.
One consequence is that, like C=C double bonds (see
Chapters 12 and 23), the peptide bond does not rotate.
Its four substituents are fixed in the same plane. The two
a-carbons are in trans configuration, opposite each other.
The other two bonds in the polypeptide backbone,
those involving the a-carbon, are “pure” single bonds
with the expected rotational freedom. Rotation around
the nitrogen—a-carbon bond is measured as the @ (phi)
angle, and rotation around the peptide bond carbon—
a-carbon bond as the s (psi) angle (Fig. 2.6). This rota-
tional freedom turns the polypeptide into a contortionist
that can bend and twist itself into many shapes.
Globular proteins have compact shapes. Most are water
soluble, but some are embedded in cellular membranes or
form supramolecular aggregates, such as the ribosomes.
Hemoglobin and myoglobin (see Chapter 3), enzymes

>

Q
e
\

¢

J

—

Plane of the
peptide bond ~—

Figure 2.6 Geometry of the peptide bond. The ® and
angles are variable.

(see Chapter 4), membrane proteins (see Chapter 12),
and plasma proteins (see Chapter 15) are globular proteins.
Fibrous proteins are long and threadlike, and most serve
structural functions. The keratins of hair, skin, and fin-
gernails are fibrous proteins (see Chapter 13), as are the
collagen and elastin of the extracellular matrix (see
Chapter 14).

o-HELIX AND -PLEATED SHEET ARE THE MOST
COMMON SECONDARY STRUCTURES IN
PROTEINS

A secondary structure is a regular, repetitive structure
that emerges when all the ® angles in the polypeptide
are the same and all the | angles are the same.
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Only a few secondary structures are energetically
possible.

In the a-helix (Fig. 2.7), the polypeptide backbone
forms a right-handed corkscrew. “Right-handed” refers
to the direction of the turn: When the thumb of the
right hand pushes along the helix axis, the flexed fin-
gers describe the twist of the polypeptide. The threads
of screws and bolts are right-handed, too. The a-helix
is very compact. Each full turn has 3.6 amino acid resi-
dues, and each amino acid is advanced 1.5 angstrom units
(AO) along the helix axis (1 A=10"nm=10"* pm =
10”7 mm). Therefore a complete turn advances by
3.6 x1.5=5.4A, or 0.54 nm.

The o-belix is maintained by bydrogen bonds
between the peptide bonds. Each peptide bond C—O
is hydrogen bonded to the peptide bond N—H four
amino acid residues ahead of it. Each C—O and each
N—H in the main chain are hydrogen bonded.
The N, H, and O form a nearly straight line, which
is the energetically favored alignment for hydrogen
bonds.

The amino acid side chains face outward, away from
the helix axis. The side chains can stabilize or destabi-
lize the helix, but they are not essential for helix

Rights were not granted to include this figure in electronic media.
Please refer to the printed publication.

Figure 2.7 Structure of the a-helix.
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R—C—H R—C—H R—C—H
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R—C—H R—C—H R—C—H
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Figure 2.8 Structure of the parallel and antiparallel
B-pleated sheets. A, The parallel B-pleated sheet. B, The
antiparallel B-pleated sheet. Arrows indicate the direction
of the polypeptide chain.

formation. Proline is too rigid to fit into the a-helix,
and glycine is too flexible. Glycine can assume too
many alternative conformations that are energetically
more favorable than the o-helix.

The B-pleated sheet (Fig. 2.8) is far more extended
than the o helix, with each amino acid advancing by
3.5 A. In this stretched-out structure, hydrogen bonds
are formed between the peptide bond C—O and
N—H groups of polypeptides that lie side by side.
The interacting chains can be aligned either parallel or
antiparallel, and they can belong either to different
polypeptides or to different sections of the same
polypeptide. Blanketlike structures are formed when
more than two polypeptides participate. The a-helix
and B-pleated sheet occur in both fibrous and globular
proteins.

GLOBULAR PROTEINS HAVE
A HYDROPHOBIC CORE

Many fibrous proteins contain long threads of a-helix
or B-pleated sheets, but globular proteins fold them-
selves into a compact tertiary structure. Sections of sec-
ondary structure are short, usually less than 30 amino
acids in length, and they alternate with irregularly
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Pyruvate kinase domain 1

Figure 2.9 Structures of globular protein

domains containing both a-helical (corkscrew) and
B-pleated sheet (arrow) structures. These short sections
of secondary structure are separated by nonhelical
portions.

folded sequences (Fig. 2.9). Unlike the o-helix and
B-pleated sheet, tertiary structures are formed mainly
by bydrophobic interactions between amino acid side
chains. These amino acid side chains form a hydropho-
bic core.

Quaternary structures are defined by the interactions
between different polypeptides (subunits). Therefore
only proteins with two or more polypeptides have a
quaternary structure. In some of these proteins, the sub-
units are held together only by noncovalent interac-
tions, but others are stabilized by inter-chain disulfide
bonds.

Glycoproteins contain covalently bound carbohy-
drate, and phosphoproteins contain covalently bound

phosphate. Other nonpolypeptide components can be
bound to the protein, either covalently or noncova-
lently. They are called prosthetic groups (Fig. 2.10).
Many enzymes, for example, contain prosthetic
groups that participate as coenzymes in enzymatic
catalysis.

|
1
HC|)—CH2—O—F‘>—O*
HN o
A
H,C—OH n
0 I
A% O—CH2—C|H
OH (|3=o
i
(‘::o
B CHs
H,C—OH . H,L
0
NH—C—CHZ—(|3H
OH =
b ¢—o
HN
|
‘c:o
C CHs
i
C
b 1 i
HCr g CH—(CHa)—C—N—(CHz)s— | H
c=0
D !

Figure 2.10 Examples of posttranslational modifications in
proteins. A, A phosphoserine residue. Aside from serine,
threonine and tyrosine can form phosphate bonds in
proteins. B, An N-acetylgalactosamine residue bound to a
serine side chain. Serine and threonine form O-glycosidic
bonds in glycoproteins. C, An N-acetylglucosamine residue
bound to an asparagine side chain by an N-glycosidic bond.

D, Some enzymes contain a covalently bound prosthetic group.
As a coenzyme (see Chapter 5), the prosthetic group participates
in the enzymatic reaction. This example shows biotin, which is
bound covalently to a lysine side chain.
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PROTEINS LOSE THEIR BIOLOGICAL ACTIVITIES
WHEN THEIR HIGHER-ORDER STRUCTURE IS
DESTROYED

Peptide bonds can be cleaved by heating with strong
acids and bases. Proteolytic enzymes (proteases) achieve
the same effect but in a gentle way, as occurs during
protein digestion in the stomach and intestine. Disulfide
bonds are cleaved by reducing or oxidizing agents:

T:O HN

HC — CH; —SH + HS — CH, —CH

HN C=—=0
. j Reduction .
[H]
C=0 HN
H(}) —CH,—S—S—CH,—CH
HN C=0
. Oxidation /_\[O] :

' |
8 1
HC —CH;,—S—0 +0—S—CH,—CH
| H | |

HN © © c=0

However, the noncovalent interactions are so weak that
the bigher-order structure of proteins can be destroyed
by heating. Within a few minutes of being heated above
a certain temperature (often between 50°C and 80°C),
the higher-order structure collapses into a messy tangle-
work known as a random coil. This process is called
heat denaturation.

Denaturation destroys the protein’s biological prop-
erties. Stated another way, the biological properties
of proteins require intact higher-order structures.
Also the physical properties of the protein change dra-
matically with denaturation. For example, water solu-
bility is lost because the denatured polypeptide chains
become irrevocably entangled. Generally, protein dena-
turation is irreversible. A boiled egg does not become
unboiled when it is kept in the cold. Only a few simple-
structured proteins can be renatured under carefully
controlled laboratory conditions.

Not only heat but anything that disrupts noncovalent
interactions can denature proteins. Many detergents and
organic solvents denature proteins by disrupting hydro-
phobic interactions. Being nonpolar, they insert them-
selves between the side chains of hydrophobic amino
acids. Strong acids and bases denature proteins by chang-
ing their charge pattern. In a strong acid, the protein loses
its negative charges; in a strong base, it loses its positive
charges. This deprives the protein of intramolecular salt
bonds. Also, high concentrations of small hydrophilic
molecules with high hydrogen bonding potential, such
as urea, can denature proteins. They do so by disrupting
the hydrogen bonds between water molecules. This limits
the extent to which water molecules are forced into a
thermodynamically unfavorable “ordered” position at
an aqueous-nonpolar interface, weakening the hydropho-
bic interactions within the protein.

Heavy metal ions (e.g., lead, cadmium, and mercury)
can denature proteins by binding to carboxylate groups
and, in particular, sulfhydryl groups in proteins. This
affinity for functional groups in proteins is one reason
for the toxicity of heavy metals.

The fragility of life is appalling. A 6°C rise of the
body temperature can be fatal, and the blood pH must
never fall below 7.0 or rise above 7.7 for any length of
time. These subtle changes in the physical environment
do not cleave covalent bonds, but they disrupt nonco-
valent interactions. It is because of the vulnerability of
noncovalent higher-order structures that living beings
had to evolve homeostatic mechanisms for the mainte-
nance of their internal environment.

THE SOLUBILITY OF PROTEINS DEPENDS
ON pH AND SALT CONCENTRATION

Unlike fibrous proteins, most globular proteins are
water soluble. Their solubility is affected by the salt con-
centration. Raising the salt concentration from 0% to
1% or more increases their solubility because the salt
ions neutralize the electrical charges on the protein,
thereby reducing electrostatic attraction between neigh-
boring protein molecules (Fig. 2.11, A and B). Very high
salt concentrations, however, precipitate proteins
because most of the water molecules become tied up in
the hydration shells of the salt ions. Effectively, the salt
competes with the protein for the available solvent.
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Figure 2.11 Effects of salt

and pH on protein solubility.

A, Protein in distilled water. Salt
bonds between protein molecules
cause the molecules to aggregate.
The protein becomes insoluble.
B, Protein in 5% sodium chloride
(NaCl). Salt ions bind to the
surface charges of the protein
molecules, thereby preventing
intermolecular salt bonds. C, The
effect of pH on protein solubility.
The formation of intermolecular
salt bonds is favored at the
isoelectric point. At pH values
greater or less than the p/, the
electrostatic interactions between
the molecules are mainly
repulsive.

Cl- +

OO0
olee;
A ~ ~~ ~~

e =
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The addition of a water-miscible organic solvent
(e.g., ethanol) can precipitate proteins because the
organic solvent competes for the available water. Unlike
denaturation, precipitation is reversible and does not
permanently destroy the protein’s biological properties.

The pH value is also important. When the pH is at
the protein’s pl, the protein carries equal numbers of
positive and negative charges. This maximizes the
opportunities for the formation of intermolecular salt
bonds, which glue the protein molecules together into
insoluble aggregates or crystals (Fig. 2.11, A and C).
Therefore the solubility of proteins is minimal at their
isoelectric point.

| PROTEINS ABSORB ULTRAVIOLET RADIATION

Proteins do not absorb visible light. Therefore they are
uncolored unless they contain a colored prosthetic
group, such as the heme group in hemoglobin or retinal
in the visual pigment rhodopsin. They do, however,
absorb ultraviolet radiation with two absorption max-
ima. One absorbance peak, at 190 nm, is caused by
the peptide bonds. A second peak, at 280 nm, is caused
by aromatic amino acid side chains. The peak at
280 nm is more useful in laboratory practice because
it is relatively specific for proteins. Nucleic acids, how-
ever, have an absorbance peak at 260 nm that overlaps
the 280-nm peak of proteins (Fig. 2.12).

/— Nucleic acid

Protein

Absorbance

T T T T T T
220 240 260 280 300 Wavelength

Figure 2.12 Typical ultraviolet absorbance spectra of
proteins and nucleic acids. The protein absorbance peak at
280 nm is caused by the aromatic side chains of tyrosine and
tryptophan. Nucleic acids absorb at 260 nm because of the
aromatic character of their purine and pyrimidine bases.

PROTEINS CAN BE SEPARATED BY THEIR
CHARGE OR THEIR MOLECULAR WEIGHT

Dialysis is used in the laboratory to separate proteins
from salts and other small contaminants. The protein
is enclosed in a little bag of porous cellophane
(Fig. 2.13). The pores allow salts and small molecules
to diffuse out, but the large proteins are retained.
Electrophoresis separates proteins according to their
charge-mass ratio, based on their movement in an
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Protein with
low-molecular-weight
contaminants

Water or
buffer solution

S [ r

Figure 2.13 Use of dialysis for protein purification. Only
small molecules and inorganic ions can pass through the
porous membrane.

electrical field. At pH values above the protein’s pl, the
protein carries mainly negative charges and moves to
the anode; at pH values below the protein’s pl, it carries
mainly positive charges and moves to the cathode. At
the pl, the net charge is zero, and the protein stays put.

Electrophoresis on cellulose acetate foil, starch gel,
and other carrier materials is the standard method for
separation of plasma proteins and detection of abnormal
proteins in the clinical laboratory (Fig. 2.14, A). When a
structurally abnormal protein differs from its normal
counterpart by a single amino acid substitution, #he elec-
trophoretic mobility is changed only if the charge pattern
is changed. For example, when a glutamate residue is
replaced by aspartate, the electrophoretic mobility remains
the same because these two amino acids carry the
same charge. However, when glutamate is replaced by an

CLINICAL EXAMPLE 2.1: Hemodialysis

Between 40% and 50% of the blood volume is occupied
by blood cells. The remaining fluid, called plasma, is a
solution containing about 0.9% inorganic ions, 7%
protein, and low concentrations of nutrients including
0.1% glucose. Water-soluble waste products such as
urea (containing nitrogen from amino acid breakdown)
and uric acid (from purine nucleotides) also are present,
but their concentrations are low because they are
removed continuously by the kidneys. In patients with
kidney failure, these waste products accumulate to
dangerous levels. The standard treatment is
hemodialysis. In this procedure, the patient’s blood is
passed along semipermeable membranes. The pores in
these membranes are small enough to allow the
passage of low-molecular-weight waste products (but
also salts and nutrients), but plasma proteins and blood
cells are retained. The blood is dialyzed not against
distilled water (which would lead to a malpractice suit)
but against a solution with physiological concentrations
of nutrients and inorganic ions.

anode

pH =86

- - - —<start—=>-

(protein
== mix) -

A cathode

cathode — -

start

B anode +

Figure 2.14 Protein separation by electrophoresis. A, On

a wet cellulose acetate foil, the proteins are separated
according to their net change. If an alkaline pH is used, as
in this case, the proteins are negatively charged and

move to the anode. B, Electrophoresis in a cross-linked
polyacrylamide gel. Although small molecules can move in
the field, larger ones “get stuck” in the gel. Under suitable pH
conditions, this method separates on the basis of molecular
weight rather than charge.

uncharged amino acid such as valine, one negative charge
is removed, and the two proteins can be separated by
electrophoresis.

Electrophoresis can be performed in a cross-linked
polyacrylamide or agarose gel that impairs the movement
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of large molecules. At a pH at which all proteins move to
the same pole, the molecules are separated mainly by their
molecular weight rather than their charge-mass ratio
(Fig. 2.14, B).

ABNORMAL PROTEIN AGGREGATES
CAN CAUSE DISEASE

Ordinarily, proteins that have lost their native confor-
mation are destroyed by proteases, either within or out-
side the cells. In some cases, however, misfolded proteins
arrange into fibrils that are difficult to degrade. A typical
pattern is seen in this process. A globular protein that
has a rather flexible higher-order structure in its normal
state spontaneously refolds into a state with a high con-
tent of B-pleated sheet. In some cases, stretches of a-helix
rearrange into stretches of B-pleated sheet. Unlike the
a-helix, which is strictly intramolecular, the B-pleated
sheet can form extended structures that involve two or
more polypeptides. Therefore these refolded proteins
are prone to aggregate into fibrillar structures with short
stretches of B-pleated sheet that run perpendicular to the
axis of the fibril (Fig. 2.15). Because its histological
staining properties resemble those of starch, this fibrillar
material is called amyloid.

Refolding Mﬁj
—_—
Fibril
formation

\m::b
=

Figure 2.15 Formation of amyloid from a globular protein.
In many cases, the a-helical structure (barrels) is lost and is
replaced by the B-pleated sheet structure (arrows).

Table 2.2 Some Forms of Amyloidosis

Although amyloid is not very toxic and causes no
immune response, it can damage the organs in which
it deposits. About 20 different diseases are caused by
amyloid deposits. In classic cases the amyloid is formed
from a secreted protein and accumulates in the extracel-
lular space.

Amyloid can be formed from a number of proteins
(Table 2.2). One of them is transthyretin, a plasma
protein whose function is the transport of thyroid
hormones and retinol in the blood (see Chapter 15).
Transthyretin-derived amyloid in heart, blood vessels,
and kidneys is a frequent incidental autopsy finding
in people who die after age 80. In severe cases, how-
ever, the amyloid causes organ damage. Heart failure
and arrhythmias resulting from cardiac amyloidosis
are a frequent cause of sudden death in centenarians.

Some structurally normal proteins cause amyloidosis
when they are overproduced. The most common situa-
tion is the chronic overproduction of immunoglobulin
light chains by an abnormal plasma cell clone. This
is seen in many otherwise healthy old people (see
Chapter 15). The amyloid can deposit in any organ sys-
tem except the brain, with widely varying clinical con-
sequences. A similar situation is observed for serum
amyloid A (SAA) protein, which is normally associated
with plasma lipoproteins. SAA is overproduced in
inflammatory conditions, sometimes by as much as
100-fold. In chronic inflammatory diseases, SAA can
form amyloid in the spleen and elsewhere. It also facil-
itates amyloid formation by other proteins because it
binds tightly to the amyloid fibrils and thereby acceler-
ates their formation or impairs their breakdown.

In advanced stages of type 2 diabetes mellitus, a
small (37 amino acids) polypeptide known as amylin
or islet amyloid polypeptide (IAPP) forms amyloid in
the islets of Langerhans. Amylin is a hormone that is
released by the pancreatic B-cells together with insulin.
Possibly as a result of chronic oversecretion in the early
stages of type 2 diabetes, amylin eventually deposits as
amyloid in the islets of Langerhans. It is thought to con-
tribute to the “burnout” of B-cells in the late stages of
the disease.

Amyloidosis can be caused by a structurally abnor-
mal protein. For example, normal transthyretin forms

Type Offending Protein

Sites of Deposition

Cause

Transthyretin
Immunoglobulin light
chains

Transthyretin amyloidosis
AL amyloidosis

AA amyloidosis Serum amyloid A protein
Dialysis-associated B2-microglobulin
amyloidosis

Islet amyloid polypeptide
B-amyloid precursor
protein

Type 2 diabetes mellitus
Alzheimer disease

Heart, kidneys, respiratory tract
Systemic (excluding brain),

sometimes local foci
Systemic (excluding brain)
Bones, joints

Pancreatic islets
Brain

Old age

Plasma cell dyscrasias (see
Chapter 15)

Chronic inflammation

Hemodialysis

Oversecretion?
Age-related, inherited mutation,
Down syndrome
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amyloid only late in life. However, some people are
born with a point mutation that leads to a structurally
abnormal transthyretin having a single amino acid sub-
stitution. More than 80 such mutations have been
described, and most of them are amyloidogenic. Car-
riers of such mutations develop amyloidosis that leads
to death in the second to sixth decade of life.
Hemodialysis is yet another setting in which amyloidosis
can develop. In this case the culprit is B,-microglobulin,
a small cell surface protein that is involved in immune
responses. To some extent, Pp-microglobulin detaches
from the cells and appears in the blood plasma. Being small
and water soluble, it is cleared mainly by the kidneys.

CLINICAL EXAMPLE 2.2: Alzheimer Disease

However, its removal by hemodialysis is inefficient, and
its level can rise 50-fold in patients undergoing long-term
hemodialysis. Under these conditions, B,-microglobulin
deposits as amyloid in bones and joints, causing painful
arthritis.

NEURODEGENERATIVE DISEASES ARE CAUSED
BY PROTEIN AGGREGATES

Most forms of amyloidosis spare the central nervous
system because the offending proteins are rejected
by the blood-brain barrier. However, aggregates of mis-
folded proteins can form in the brain itself, eventually

Alzheimer disease is the leading cause of senile
dementia, affecting about 25% of people older than

75 years. Autopsy findings include senile plaques
consisting of B-amyloid (AB) in the extracellular spaces
and degenerating axons known as neurofibrillary
tangles that are filled with aggregates of excessively
phosphorylated tau protein.

AB is formed by the proteolytic cleavage of B-amyloid
precursor protein (APP), a membrane protein that
traverses the lipid bilayer of the plasma membrane by
means of an a-helix. After an initial cleavage that is
catalyzed by the protease B-secretase, another protease
called y-secretase cleaves the remaining polypeptide
within the lipid bilayer of the plasma membrane, creating
an intracellular fragment and the extracellular AB
(Fig. 2.16). y-Secretase cleavage is imprecise, and
extracellular polypeptides of 40 and 42 amino acids can
be formed. Less than 10% of the product is AB-42, but
this form is far more amyloidogenic than Ap-40. It folds
into a form that contains a parallel B-pleated sheet
with two stretches of 10 to 12 amino acids each.

This structure polymerizes into amyloid fibrils, forming
the senile plaques.

Small aggregates of AB can interfere with membranes and
therefore are toxic for the neurons. Through unknown
mechanisms, AB appears to cause the abnormal
phosphorylation and aggregation of tau protein in the axons.

Neurofibrillary tangles rather than senile plaques are
most closely related to the severity of the disease, but AB
seems to initiate the disease process. APP is encoded by a
gene on chromosome 21, which is present in three instead
of the normal two copies in patients with Down syndrome.
Many patients with Down syndrome develop Alzheimer
disease before the age of 50 years, probably because of
overproduction of APP. Early-onset Alzheimer disease can
be inherited as an autosomal dominant trait, caused by
point mutations either in APP or in subunits of the y-
secretase complex. In many cases these mutations lead to
overproduction of AB-42. The development of drugs that
inhibit B-secretase or shift the cleavage specificity of y-
secretase away from the formation of AB-42 has not yet
been successful, and Alzheimer disease still is incurable.

o-secretase vy-secretase

Figure 2.16 Degradation of B-amyloid
precursor protein (APP). A, Cleavage by
a-secretase followed by y-secretase produces
only innocuous products. B, Cleavage by

/7 B-secretase followed by y-secretase produces
Membrane - - j B-amyloid. In Alzheimer disease, B-amyloid
\A polymerizes into aggregates and eventually forms
A A;P — AICD insoluble fibrils. AICD, B-Amyloid precursor
protein intracellular domain.
B-secretase y-secretase /7 B-amyloid
Membrane - ] “
B APP AICD
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killing the neurons. Because the brain has little extracel-
lular space, most of these protein deposits are intracel-
lular, and they do not always have the classic amyloid
structure.

One example is tau protein, which stabilizes the
microtubules in the axons of neurons. Its affinity for
microtubules is regulated by reversible phosphorylation
and dephosphorylation of serine and threonine side
chains. In several neurodegenerative diseases, includ-
ing Alzheimer disease and frontotemporal dementia,
excessively phosphorylated (“hyperphosphorylated”)
tau protein forms filamentous aggregates in the axons,
causing their eventual demise. Some people are born
with a structurally abnormal tau protein that is more
prone to abnormal phosphorylation, detaches more
easily from the microtubules, or is more prone to aggre-
gation after it has been phosphorylated and has
detached from the microtubules. Most of these patients
develop an inherited form of frontotemporal dementia
with parkinsonism.

Another problem protein is a-synuclein, a small (140
amino acids), unstably folded, membrane-associated
intracellular protein that can aggregate into cytoplas-
mic granules called Lewy bodies. Most patients with
Parkinson disease have Lewy bodies in their ailing
dopamine neurons. Parkinson disease is a motor disor-
der manifested as tremor, rigor, and akinesia. It is the
second most common neurodegenerative disease after
Alzheimer disease, affecting 1% to 3% of people older
than 65 years. People who are born with structurally
abnormal variants of a-synuclein or who overproduce
structurally normal o-synuclein as a result of gene

CLINICAL EXAMPLE 2.3: Kuru

duplication or triplication can develop early-onset
forms of Parkinson disease.

| PROTEIN MISFOLDING CAN BE CONTAGIOUS

An unusual type of neurodegeneration is caused by
aggregates of the prion protein (PrP). The normal cellu-
lar prion protein (PrP€) is an abundant protein in the
nervous system, where it is tethered to the outer surface
of the plasma membrane by a glycosylphosphatidylino-
sitol anchor (see Chapter 12). Smaller amounts are
present in other organs and in blood and cerebrospinal
fluid. Little is known about its normal function,
although knockout mice lacking PrP have mild to mod-
erate neurological abnormalities.

Creutzfeldt-Jacob disease (CJD) is a rare disease
(incidence one per million per year) of middle-aged
and old people in whom mental deterioration pro-
gresses to death within weeks or months. At autopsy
the brain is found to be riddled with holes; therefore,
this type of disease is characterized as a spongiform
encephalopathy.

CID develops when the normal PrPC refolds itself
into the abnormal PrP5 (Sc stands for “scrapie”),
which forms aggregates in the brain. Most cases are
sporadic, but some are inherited as an autosomal dom-
inant trait. The offending point mutations increase the
likelihood that PrP refolds itself into the aggregation-
prone form.

What sets prion diseases apart from other protein
misfolding diseases is their potentially infectious nature.
Not only does PrP* join hands with other molecules of

During the 1950s, health officers in a remote part of
Papua New Guinea became aware of a deadly disease
that afflicted women and teenage girls of the local Fore
tribe. The disease was known as kuru, after the local word
for “trembling.” The victims developed tremors, became
unable to walk, sometimes laughed compulsively, and
died within 1 year after the onset of symptoms. The
similarity of the brain pathology with that of the sheep
disease scrapie was soon noted, but the origin of the
disease remained a mystery. Finally, its transmissibility to
nonhuman primates could be shown. Unlike a virus, the
infectious agent contained no nucleic acid. Therefore the
term “prion” (proteinaceous infectious only) was coined
for this novel pathogen.

The Fore had adopted the custom of mortuary
cannibalism in the early years of the twentieth century:
They honored their dead by eating them. Through this
practice, kuru was transmitted. Actually, the main route
of infection was not through the gastrointestinal tract.

Like other proteins, prions are destroyed by enzymes in
the stomach and intestine, and intact proteins are not
readily absorbed. Most likely women and girls acquired
the infection through small cuts in the skin while
preparing the meals. Kuru was rare in parts of the
country where the bodies were stewed on hot stones
before they were carved up. Prions lose their infectivity
after thorough heating because, like other proteins, they
are subject to heat denaturation.

Most likely the kuru epidemic originated with a person
who had died of spontaneous or inherited CJD. This
person’s prions were transmitted to the body’s eaters, or
more likely to the cooks, and then to the next set of cooks
and eaters. Kuru was acquired by cannibals the same way
that vCJD was acquired by Britons who were too intimate
with the meat of cattle that were afflicted by mad cow
disease. In both cases the disease is triggered when a few
molecules of PrP>¢ enter the body and then induce the
person’s own PrP¢ to fold into the disease-causing PrP°c.
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PrP* to form insoluble aggregates, it also induces
neighboring molecules of PrP® to refold into PrP*
leading to a chain reaction. CJD is not normally trans-
mitted among humans, but the sheep equivalent of
CJD, known as scrapie, can be naturally transmitted
among sheep. During the 1980s, when cattle in Britain
were fed insufficiently heated meat-and-bone meal
prepared from sheep carcasses, many cattle developed
the bovine equivalent of CJD and scrapie, known as
bovine spongiform encephalopathy or “mad cow dis-
ease.” Some humans developed variant Creutzfeldt-
Jacob disease (vCJD) after consuming the meat of
infected cattle. Kuru is a transmissible spongiform
encephalopathy in humans.

SUMMARY

Proteins consist of 20 different amino acids held
together by peptide bonds. The covalent structure of
the protein, defined by the amino acid sequence, disul-
fide bonds, and other covalent bonds, is called its pri-
mary structure. Higher-order structures are formed by
noncovalent interactions.

Regular, repetitive folding patterns are called sec-
ondary structures. The most important secondary
structures are the o-helix and B-pleated sheet, both
stabilized by hydrogen bonds between the peptide
bonds. The tertiary structure, which is prominent in
globular proteins, is the overall folding pattern of the
polypeptide. It is stabilized mainly by hydrophobic
interactions between amino acid side chains. Some pro-
teins consist of two or more polypeptides (subunits).
Their subunit composition and interactions define the
protein’s quaternary structure.

Disulfide bonds between cysteine side chains can be
formed within the polypeptide (intra-chain) or between
polypeptides (inter-chain). Nonpolypeptide compo-
nents, known as prosthetic groups, also are present in
many proteins.

The noncovalent higher-order structure of proteins
can be destroyed by heating, detergents, nonpolar
organic solvents, heavy metals, and extreme pH. This
process of denaturation destroys the protein’s biological
properties. Many laboratory methods for the separation
of proteins from biological samples are available.

Some proteins are prone to misfolding, thus forming
structures with a high content of B-pleated sheets that
aggregate into insoluble fibrils. Extracellular protein
deposits of this kind, known as amyloid, accumulate
in old age and in many diseases. When formed in the
brain, either within or outside the cells, misfolded pro-
teins can lead to neurodegenerative diseases including
Alzheimer and Parkinson disease. Prion protein, once
in a misfolded state, can even bend other prion protein
molecules into the pathogenic conformation.
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QUESTIONS

1.

The component of a water-soluble globular
protein that is most likely to be present in the
center of the molecule rather than on its
surface is

A. A glutamate side chain

B. A histidine side chain

C. A phenylalanine side chain

D. A phosphate group covalently linked to a serine
side chain

E. An oligosaccharide covalently linked to an
asparagine side chain

. The following structure is an oligopeptide that

is acetylated at its amino end and amidated
at its carboxyl end, making the terminal groups
nonionizable. This oligopeptide has a p/ close to

Acetyl-Ala-Glu-Ser-Lys-Gly-amide

A. 43
B. 5.1
C. 6.0
D.7.5
E. 10.8

. Human blood plasma contains about 7%

protein. These plasma proteins have pK values
close to 4 or 5. In the test tube, these proteins
will form an insoluble precipitate after all of
the following treatments except

A. Boiling the serum for 5 minutes

B. Adding sodium chloride to a concentration of
35%

C. Adjusting the pH to 4.5

D. Boiling the serum with 6N hydrochloric acid for
10 hours

E. Mixing one volume of plasma with two volumes
of pure alcohol

4.

5.

A genetic engineer wants to produce athletes
with increased hemoglobin concentration in
the erythrocytes, to improve oxygen supply to
the muscles. To do so, the water solubility of
the hemoglobin molecule must be increased.
Which of the following amino acid changes on
the surface of the hemoglobin molecule is
most likely to increase its water solubility?

A.Arg — Lys
B. Leu — Phe
C. Gln — Ser
D.Ala — Asn
E. Ser — Ala

Your grandmother has become increasingly
forgetful during the past 2 years. Last week she
actually got lost on the way back from the
grocery store a few blocks down the road.
One treatment that could perhaps help her
would be a drug that

A. Reduces the synthesis of transthyretin

B. Reduces the formation of immunoglobulins
C. Inhibits the activity of B-secretase

D. Reduces the formation of a-synuclein

E. Adds phosphate groups to tau protein

. While attending your great-grandfather’s

100th birthday, he tells you that his doctor
warned him that his heart is getting weak. The
most likely cause of this is an abnormally
folded form of

A. Serum amyloid A protein
B. B>-microglobulin

C. B-amyloid

D. Prion protein

E. Transthyretin



Chapter 3

OXYGEN TRANSPORTERS:
HEMOGLOBIN AND MYOGLOBIN

The human body consumes about 500 g of molecular
oxygen per day. This amount of oxygen cannot be
transported physically dissolved in blood plasma. At
the oxygen partial pressure of 90 torr that prevails in
the lung capillaries, 1L of plasma can dissolve only
2.8 ml (4.1 mg) of O,. Without oxygen-binding pro-
teins, the 8000 L of blood that the heart pumps to the
tissues every day would be able to supply only about
30 g of oxygen, which is 6% of the total requirement.
Fortunately, human blood contains 150 g of the oxy-
gen-binding protein hemoglobin per liter, locked up in
the erythrocytes. Thanks to hemoglobin, 1 L of blood
can dissolve 280 mg of oxygen, about 70 times more
than hemoglobin-free blood plasma. The binding of
oxygen to hemoglobin, known technically as oxygena-
tion, is reversible:

owygenation

Protein + O, Protein O5

Deoxygena’{\o(\

Therefore oxygen binds to oxygen-binding proteins
when oxygen is plentiful, and is released when it is
scarce.

THE HEME GROUP IS THE OXYGEN-BINDING
SITE OF HEMOGLOBIN AND MYOGLOBIN

None of the functional groups in the common amino
acids can bind molecular oxygen. Therefore oxygen
binding to hemoglobin and its close relative myoglobin
requires the prosthetic group heme.

Heme consists of a porphyrin, called protoporphyrin
IX, with a ferrous iron chelated in its center (Fig. 3.1).
Protoporphyrin IX contains four five-member, nitrogen-
containing pyrrole rings, held together by methine
(—CH=) bridges and decorated with methyl (—CH3;),
vinyl (—CH=CH,), and propionate (—CH,—CH,—
COO") side chains. The most important part of the

heme group is its iron. Like other heavy metals, ionized
iron can form coordination bonds with the free electron
pairs of oxygen and nitrogen atoms. The iron in heme is
bound to the nitrogen atoms of the four pyrrole rings.
In hemoglobin and myoglobin, the iron forms a fifth
bond with a nitrogen atom in a histidine side chain of
the apoprotein. This histidine is called the proximal his-
tidine. An optional sixth bond can be formed with
molecular oxygen:

|
/N\
\T/

Fe

/ N\
His
Iron can exist in a ferrous (Fe*") and a ferric (Fe™)
state. Ferric iron is the more oxidized form because it

can be formed from ferrous iron by the removal of an
electron:

e

Fe2* Fe3+
-
Ferrous iron Ferric iron

(reduced form) (oxidized form)

By definition, the removal of an electron qualifies as
oxidation. The heme iron in hemoglobin and myoglo-
bin is always in the ferrous state. Even during oxygen
binding it is not oxidized to the ferric form. It becomes
oxygenated but not oxidized.
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CLINICAL EXAMPLE 3.1: Cyanosis

The porphyrin ring system contains conjugated double
bonds (double bonds alternating with single bonds),
which absorb visible light. These double bonds are
responsible for the color of human blood. The color of
oxygenated hemoglobin is red, and the color of
deoxyhemoglobin is blue. Conditions in which hemoglobin
becomes deoxygenated to an abnormal extent lead to blue
discoloration of the lips and other mucous membranes.
Pulmonary and circulatory failure lead to cyanosis, as does
severe anemia. A less serious situation is cold exposure,
which leads to peripheral vasoconstriction, slows the flow
of blood through the capillaries, and thereby leads to more
complete deoxygenation.

Propionate
/ group

c\oo— £o0"
Ct e
Methyl C\HZ /CH2
HEAN N /g\ /C\
C C CHs
HC—C | \/:/

rrole \C_’L N—=C
& rinlg 4// \ / \\

CH
AN NV
o=N N—C_
MO, (|: (|: Nc—CcH,
/o \C/ No” \C/
Vinyl cﬁs \C=CH2
group H
Heme

Figure 3.1 Structure of the heme group in hemoglobin and
myoglobin. Note that the upper part of the group is
hydrophilic because of the charged propionate side chains,
whereas the lower part is hydrophobic. The conjugated
double bonds in the ring system are responsible for its color.
Oxyhemoglobin is red, and deoxyhemoglobin blue.

MYOGLOBIN IS A TIGHTLY PACKED
GLOBULAR PROTEIN

Myoglobin is a relative of hemoglobin but occurs only
in muscle tissue, where its function is short-term stor-
age of oxygen for muscle contraction. It consists of a
single polypeptide with 153 amino acids and a tightly
bound heme group (molecular weight 17,000 D
[17 kDal). About 75% of the amino acid residues par-
ticipate in a-helical structures. Eight o-helices with
lengths between 7 and 23 amino acids are connected
by nonhelical segments (Fig. 3.2). Starting from the
amino terminus, the helixes are designated by capital

letters A through H. The positions of the amino acid
residues are specified by the helix letter and their posi-
tion in the helix. For example, the proximal histidine,
which is in position 93 of the polypeptide counting
from the amino end, is designated His F8 because it is
the eighth amino acid in the F helix.

Many of the a-helices are amphipathic, with hydro-
phobic amino acid residues clustered on one edge and
hydrophilic residues on the other. The hydrophilic edge
contacts the surrounding water, and the hydrophobic
edge faces inward to the center of the molecule. The
interior of myoglobin is filled with tightly packed non-
polar side chains, and hydrophobic interactions are the
major stabilizing force in its tertiary structure.

The heme group is tucked between the E and F heli-
ces, properly positioned by hydrophobic interactions
with amino acid side chains and the bond between the
iron and the proximal histidine. On the side opposite
the proximal histidine, the heme iron faces the distal
histidine (His E7) without binding it. The cavity
between the distal histidine and the heme iron is just
large enough to accommodate an oxygen molecule.

Like most cytoplasmic proteins, myoglobin contains
no disulfide bonds. Its tertiary structure is maintained
only by noncovalent forces.

THE RED BLOOD CELLS ARE SPECIALIZED
FOR OXYGEN TRANSPORT

Hemoglobin is found only in erythrocytes, or red blood
cells (RBCs). Erythrocytes are released from the bone
marrow and then circulate for about 120 days before
they are scavenged by phagocytic cells in the spleen
and other tissues. Erythrocytes have no nucleus and
therefore are no longer able to divide and to synthesize
proteins; they are dead. Their hemoglobin is inherited
from their nucleated precursors in the bone marrow.
They also lack mitochondria and therefore do not con-
sume any of the oxygen they transport. They cover their
modest energy needs by the anaerobic metabolism of
glucose to lactic acid. In essence, erythrocytes are bags
filled with hemoglobin at a concentration of 33%,
physically dissolved in the cytoplasm.

| THE HEMOGLOBINS ARE TETRAMERIC PROTEINS

Whereas myoglobin consists of a single polypeptide
with its heme group, hemoglobin has four polypeptides,
each with its own heme. Humans have several types of
hemoglobin (Table 3.1). Hemoglobin A (HbA), which
contains two a-chains and two B-chains, is the major
adult hemoglobin. The minor adult hemoglobin
(HbA;) and fetal hemoglobin (HbF) also have two
a-chains, but instead of the B-chains, HbA, has 8-chains
and HbF has y-chains.

The o-chains have 141 amino acids, and the B-, y-,
and d-chains have 146 amino acids. All of these chains
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Myoglobin

Hemoglobin B-chain

Figure 3.2 Tertiary structures of myoglobin and the B-chain of hemoglobin. Only the a-carbons are shown. The amino acid
residues are designated by their position in one of the eight helices (A through H, starting from the amino terminus) or
nonhelical links. For example, the proximal histidine F8, is the eighth amino acid in the F helix, counting from the amino end.

Table 3.1 Most Important Human Hemoglobins*

Subunit
Type Structure Importance
Major adult o2B2 97% of adult hemoglobin
(HbA)
Minor adult 08> 2%-3% of adult hemoglobin
(HbA,)
Fetal (HbF) 0oY2 Major hemoglobin in second and

third trimesters of pregnancy

*See also Chapter 9.

are structurally related. The a- and B-chains are identical
in 64 of their amino acids. The B- and y-chains differ
in 39 their 146 amino acids, and the B- and 8-chains
differ in 10.

Although hemoglobin chains are distant relatives of
myoglobin, only 28 amino acids are identical in a-chains,
B-chains, and myoglobin. These conserved amino acids
include the proximal and distal histidines and some of
the other amino acids contacting the heme group. Many
of the nonconserved amino acid positions are “conserva-
tive” substitutions. This means that corresponding amino
acids have similar physical properties.

Each hemoglobin subunit folds itself into a shape that
strikingly resembles the tertiary structure of myoglobin
(see Fig. 3.2). Therefore hemoglobin looks like four

myoglobin molecules glued together. Like myoglobin,
each hemoglobin subunit has a hydrophobic core and a
hydrophilic surface. The subunits interact mainly through
hydrogen bonds and salt bonds, without any disulfide
bonds.

OXYGENATED AND DEOXYGENATED
HEMOGLOBIN HAVE DIFFERENT QUATERNARY
STRUCTURES

The subunits of deoxyhemoglobin are held together by
eight salt bonds between the polypeptides as well as by
hydrogen bonds and other noncovalent interactions.
Upon oxygenation, the salt bonds break and a new set of
hydrogen bonds forms. Subunit interactions are weaker
in oxyhemoglobin than in deoxyhemoglobin. Therefore
the conformation of deoxyhemoglobin is called the T
(tense, or taut) conformation, and that of oxyhemoglobin
is called the R (relaxed) conformation (Fig. 3.3).

The conformation of hemoglobin changes with oxy-
genation because the bond distances between the heme
iron and the five nitrogen atoms with which it is com-
plexed shorten when oxygen binds. This distorts the
shape of the heme group and pulls on the F helix to
which the proximal histidine (F8) belongs. The interac-
tions with the other subunits are destabilized, and the
shape of the whole molecule is shifted toward the R
conformation.
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CLINICAL EXAMPLE 3.2: Microcytic

Hypochromic Anemia

Between 38% and 53% of the blood volume consists of
RBCs (or erythrocytes). This percentage can be
determined by centrifuging the blood for some minutes.
Because of their high protein content, RBCs have a higher
density than plasma and settle to the bottom. The
percentage of the total volume occupied by this cellular
sediment of red cells is called the hematocrit (Table 3.2).
Patients whose blood hemoglobin falls below
the normal range of 12% to 17% are said to have
anemia. They usually have a reduced hematocrit
as well. Chronic anemia can have many causes,
including hemolysis (destruction of RBCs), bone
marrow failure (aplastic anemia), and impaired DNA
synthesis and cell division in RBC precursors
(megaloblastic anemia).

Table 3.2 Characteristics of Red Blood Cells and
Hemoglobin

Diameter of RBCs 7.3 um
Lifespan of RBCs 120 days
No. of RBCs 4.2-5.4 million/mm?
(female)
4.6-6.2 million/mm?
(male)
Intracorpuscular hemoglobin 33%

concentration
Hematocrit* 38%-46%
42%-53%
12%-15%
14%-17%

female)
male)
female)
male)

Hemoglobin in whole blood

— —~ —~ —

RBC, Red blood cell.
*Hematocrit = percentage of blood volume occupied by blood cells;
measured by centrifugation of whole blood.

Conditions that impair hemoglobin synthesis lead to
microcytic hypochromic anemia. Causes include the
inability to synthesize enough a-chains or B-chains,
inability to synthesize the porphyrin portion of heme, or
iron deficiency. The most common cause is iron
deficiency due to poor nutrition and/or chronic blood loss
(see Chapter 29). Other conditions (e.g., vitamin Bg
deficiency) impair the synthesis of the porphyrin. In the
group of genetic diseases called the thalassemias, the
synthesis of hemoglobin a-chains or B-chains is impaired
(see Chapter 9). Because RBCs are little more than bags
filled with hemoglobin, reduced hemoglobin synthesis
leads to cells that both are too small (microcytosis) and
have a reduced hemoglobin concentration (hypochromia).

The most important biological difference between the
two conformations is their oxygen-binding affinity.
The R conformation binds oxygen 150 to 300 times
more tightly than does the T conformation.

Proteins that can assume alternative higher-order
structures are called allosteric proteins. The alternative
conformations of an allosteric protein interconvert

O ’
\ Q_l
“Pure” T 02
conformation
O
r 2
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0o
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Figure 3.3 Simplified model of the transition from T to R
conformation during successive oxygenations of hemoglobin.
Partially oxygenated hemoglobin spends most of its time in
intermediate conformational states. In actuality, different
conformations ranging from “pure” T to “pure” R exist in
equilibrium in each oxygenation state.

spontaneously, and their equilibrium is affected by ligand
binding. A ligand (from Latin /igare meaning “to bind”)
is any small molecule that binds reversibly to a protein.

Erythrocytes contain the enzyme methemoglobin
reductase, which uses the coenzyme NADH (the reduced
form of nicotinamide adenine dinucleotide) to reduce
methemoglobin back to hemoglobin. Inherited defi-
ciency of this enzyme is another rare cause of congenital
methemoglobinemia.

OXYGEN BINDING TO HEMOGLOBIN IS
COOPERATIVE

The oxygen-binding curve describes the fractional satura-
tion of the heme groups at varying oxygen partial pres-
sures. The oxygen partial pressure (pO;) is about
100 torr in the lung alveoli, 90 torr in the lung capillaries,
and between 30 and 60 torr in the capillaries of most
tissues. In contracting muscles, pO; can fall to 20 torr.
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CLINICAL EXAMPLE 3.3: Methemoglobinemia

Only ferrous iron (Fe?*) binds molecular oxygen. Ferric
iron (Fe>") does not. Oxidation of the heme iron in
hemoglobin to the ferric state produces methemoglobin,
which is useless for oxygen transport. Methemoglobin is
responsible for the brown color of dried blood. Normally
less than 1% of the circulating hemoglobin is in the form
of methemoglobin, but aniline dyes, aromatic nitro
compounds, inorganic and organic nitrites, and other
oxidizing chemicals can cause excessive methemoglobin
formation. Methemoglobinemia is treated with reducing
agents (e.g., methylene blue), which reduce the ferric
iron back to the ferrous state.

The heme iron is somewhat protected from oxidant
attack by its binding to the apoprotein, which leaves
only one side of the iron accessible for oxygen and other
oxidizing agents. Structural abnormalities of
hemoglobin that lead to “loose” binding of the heme
group cause congenital methemoglobinemia. This
happens, for example, when the proximal histidine is
replaced by a tyrosine residue.

Figure 3.4 shows that myoglobin binds oxygen far tighter
than does hemoglobin. Myoglobin is half-saturated with
oxygen at 1 torr, whereas hemoglobin requires 26 torr.
This difference in oxygen affinity facilitates the transfer
of oxygen from the blood to the tissue.

The shapes of the oxygen-binding curves differ as well.
The myoglobin curve is hyperbolic, which is expected for
a simple equilibrium reaction of the following type:

Mb + O, = Mb e O,

The binding curve of hemoglobin is sigmoidal. Why?
Completely deoxygenated hemoglobin is mainly in the
T conformation, which has a very low oxygen affinity. This
accounts for the flat part of the curve below about 10 torr.
However, with increasing oxygen partial pressure, the first
heme nevertheless becomes oxygenated. Oxygenation of
the first heme destabilizes the T conformation and shifts
the structure toward the R conformation. This repeats
itself after binding of the second and third oxygen mole-
cules. Oxygen binding to a heme group in hemoglobin
increases the oxygen affinities of the remaining heme
groups. This is called positive cooperativity.
Cooperativity improves hemoglobin’s efficiency as
an oxygen transporter. Without cooperativity, an
81-fold increase of pO, would be required to raise the
oxygen saturation from 10% to 90%. For hemoglobin,
however, a 4.8-fold increase is sufficient to do the same.
Due to positive cooperativity, hemoglobin is about
96% saturated in the lung capillaries (pO, = 90 torr)
but only 33% saturated in the capillaries of working
muscle (pO, = 20 torr). Less oxygen is extracted in
other tissues so that the mixed venous blood is still
60% to 70% oxygenated. Although this oxygen is use-
less under ordinary conditions, it can keep a person
alive for a few minutes after acute respiratory arrest.

Oxygen O, partial pressures in
saturation __ extrapulmonary tissues
(00 de————==————— e
| |
| |
| |
. | |
Myoglobin : Pso myoglobin = 1 torr :
50% ‘\Pso hemoglobin = 26 torrI
| |
| Hemoglobin |
| |
| |
| |
| |
| |
I I I I I
10 20 30 40 50

pO, (torr)

Figure 3.4 Oxygen-binding curves of hemoglobin and
myoglobin. Psq is defined as the oxygen partial pressure at
which half of the heme groups are oxygenated.

2,3-BISPHOSPHOGLYCERATE IS A NEGATIVE
ALLOSTERIC EFFECTOR OF OXYGEN BINDING TO
HEMOGLOBIN

2,3-Bisphosphoglycerate (BPG) is a small organic mole-
cule that is present in RBCs at a concentration of about
5 mmol, roughly equimolar with hemoglobin:

R
HC —O0—P —O0-
Pl

O—P— O—CH, 2,3-BPG

o-

Most of it is noncovalently bound to hemoglobin. One
molecule of BPG is positioned in a central cavity between
the subunits, forming salt bonds with positively charged
amino acid residues in the two B-chains. BPG binds to
the T conformation but not the R conformation of hemo-
globin. Therefore it stabilizes only the T conformation,
favoring it over the R conformation (Fig. 3.5). Because
the T conformation has the lower oxygen affinity, BPG
decreases the oxygen-binding affinity.

BPG is a physiologically important regulator of
oxygen binding to hemoglobin. The BPG concentration
in RBCs increases in hypoxic conditions, including lung
diseases, severe anemia, and adaptation to high alti-
tude. This barely affects oxygenation in the lung capil-
laries, but it enbances the unloading of oxygen in the
tissues whose oxygen partial pressures are in the steep
part of the oxygen-binding curve (Fig. 3.6).

BPG is described as a negative allosteric effector with
regard to oxygen binding to hemoglobin because it low-
ers the oxygen affinity. A positive allosteric effector
increases the oxygen affinity.
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Figure 3.5 Effect of 2,3-bisphosphoglycerate (BPG) on the
equilibrium between the T and R conformations of
hemoglobin. The salt bonds between BPG and the B-chains
stabilize the T conformation.
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Figure 3.6 Effect of 2,3-bisphosphoglycerate (BPG) on the
oxygen-binding affinity of hemoglobin (Hb).

Hemoglobin is not the only allosteric protein. Allo-
steric enzymes are regulated by positive and negative
allosteric effectors that enhance or inhibit enzymatic
catalysis, respectively (see Chapter 4). These effectors
bind to regulatory sites on the enzyme that are outside
of the catalytic sites. Most allosteric proteins consist
of more than one subunit, and the subunit interactions
are affected by ligand binding.

FETAL HEMOGLOBIN HAS A HIGHER
OXYGEN-BINDING AFFINITY THAN DOES
ADULT HEMOGLOBIN

In HbA, BPG forms salt bonds with the amino termini of
the B-chains and with the side chains of Lys EF6 and His
H21 in the B-chains. In the y-chains of HbF, His H21 is
replaced by an uncharged serine residue. Therefore BPG
binds less tightly to HbF than to HbA, and it reduces the
oxygen affinity of HbF less than that of HbA. Thus HbF
has a higher oxygen affinity than does HbA. It is half-
saturated at 20 torr compared to 26 torr for HbA. This
facilitates the transfer of oxygen from the maternal blood
to the fetal blood in the capillaries of the placenta.

CLINICAL EXAMPLE 3.4: Carbon Monoxide

Poisoning

Carbon monoxide (CO) is a product of incomplete
combustion, and a small amount is even formed in the
human body (see Chapter 27). CO binds to the ferrous
iron in hemoglobin and myoglobin with 200 times higher
affinity than O,. This kind of interaction is called
competitive antagonism because CO and O, compete
for the same binding site. In addition to keeping O, off
the heme iron, bound CO greatly increases the oxygen-
binding affinities of the remaining heme groups. This
further impairs oxygen transport.

Despite its high affinity, CO binding is reversible. In a
normally breathing patient with CO poisoning, O,
gradually displaces the CO from the heme iron. The CO
is exhaled through the lungs, and the patient recovers
slowly in the course of several hours. Carbon monoxide
poisoning can be treated with hyperbaric oxygen, which
accelerates this process.

Acute CO poisoning is seen after attempted suicide by
inhaling car exhaust gas and in people trapped in
burning buildings. Throbbing headache, confusion, and
fainting on exertion occur when 30% to 50% of the
heme groups are occupied by CO, and a CO saturation of
80% is rapidly fatal. Patients with CO poisoning are not
cyanotic because CO hemoglobin has a bright cherry-red
color. Smokers have 4% to 8% of their hemoglobin in
the CO form. Therefore smoking is not a good habit for
patients who suffer from poor tissue oxygenation, such
as those with angina pectoris (myocardial ischemia).

| THE BOHR EFFECT FACILITATES OXYGEN DELIVERY

Metabolic activity can acidify the environment by two
mechanisms. One is the formation of carbon dioxide
(CO,), which reacts with water to form carbonic acid:

C02 + Hzo = H2003 — HCOS_ + H+

The other mechanism is the formation of lactic acid
from glucose or glycogen, which is the only way cells
can make at least some ATP (adenosine triphosphate)
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without consuming oxygen. Lactic acid is formed in
exercising muscles and under oxygen-deficient condi-
tions (see Chapter 21).

An acidic environment reduces the oxygen affinity of
hemoglobin, resulting in the release of bound oxygen.
This is called the Bohr effect. It occurs because protons
(H™) are released from hemoglobin when oxygen binds:

Hemoglobin + O, == Hemoglobin « O, + nH*

In the backward reaction, oxygen is released when pro-
tons bind to hemoglobin. About 0.7 protons bind when
one oxygen molecule leaves. An increased proton
concentration pushes the reaction to the left, releasing
oxygen from hemoglobin.

In addition to its acidifying action, CO, reduces the
oxygen affinity of hemoglobin by covalent binding to
the terminal amino groups of the a- and B-chains. This
reaction forms carbamino hemoglobin:

Hemoglobin —— NH, + CO»

s

Hemoglobin NH C O +H*

This reversible reaction proceeds spontaneously, with-
out the need for an enzyme. Carbamino hemoglobin
has a lower oxygen affinity than does unmodified
hemoglobin. Like the pH effect, the CO, effect ensures
that oxygen is most easily released in actively metabo-
lizing tissues where it is most needed.

CLINICAL EXAMPLE 3.5: 2,3-BPG and Blood
Banking

Blood for transfusion can be stored at 2°C to 6°C for
about 4 weeks. Whole blood is used for patients who
have suffered from severe blood loss after accidents
or surgery. Anemic patients are best treated with
packed RBCs.

Among the adverse changes that occur in
erythrocytes during storage is the loss of 2,3-BPG. As
much as 90% of BPG is lost after storage for 3 weeks,
resulting in an abnormally high oxygen affinity of
hemoglobin. After transfusion it takes up to 24 hours to
restore BPG to a normal level.

Simply adding 2,3-BPG to the stored blood is
ineffective because BPG, like other phosphorylated
compounds, does not cross the erythrocyte membrane.
BPG synthesis requires glycolytic intermediates and
ATP. To prevent ATP depletion, blood is stored in the
presence of glucose, which is the only fuel for
erythrocytes. Adenine also is added in most cases.
Phosphate and glycolytic intermediates, such as
dihydroxyacetone or pyruvate, can be added to the
blood to minimize the depletion of BPG.

MOST CARBON DIOXIDE IS TRANSPORTED
AS BICARBONATE

CO, has a higher water solubility compared to O,;
therefore, some of it is transported physically dissolved
in plasma. Another portion is transported as the carb-
amino group by hemoglobin and by plasma proteins.
However, 80% of the CO, is transported from the
peripheral tissues to the lungs as inorganic bicarbonate
(Fig. 3.7). CO, diffuses into the erythrocyte, where
the enzyme carbonic anhydrase rapidly establishes
equilibrium among CO,, H,0, and carbonic acid.
Most of the carbonic acid dissociates into a proton
and the bicarbonate anion. Although the proton binds
to hemoglobin as part of the Bohr effect, the bicarbon-
ate leaves the cell in exchange for a chloride ion. This
exchange requires an anion channel in the membrane.
The bicarbonate is now transported to the lungs, phys-
ically dissolved in the plasma. In the lung capillaries, all
of these processes run in reverse while the CO, is

exhaled.

Hgo COZ

CO,

Carbonic
anhydrase
Hemoglobin HoCO3

\ H+‘)+\’ HCOs~

CO, CO»

Carbonic
anhydrase
Hemoglobin H2CO3
\» A o
H* kb HCO3_

Figure 3.7 Major mechanism of carbon dioxide transport.
Note that all processes are reversible. Their direction is
determined by the concentrations of the involved substances in
the extrapulmonary tissues (A) and in the lung capillaries (B).
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SUMMARY

Oxygen-binding proteins are required because molecu-
lar oxygen is poorly soluble in body fluids. Hemoglobin
in RBCs and myoglobin in the muscles are structurally
related proteins that use heme as a prosthetic group.
Myoglobin consists of a single polypeptide with a single
heme group. Hemoglobin has four polypeptides, each
with its own heme. Adult hemoglobin (HbA) has two
a-chains and two B-chains, and fetal hemoglobin
(HbF) has two a-chains and two y-chains. Myoglobin
has a far higher oxygen-binding affinity compared to

the hemoglobins, and HbF has a slightly higher oxy-
gen affinity than does HbA.

Hemoglobin (but not myoglobin) has allosteric
properties. Positive cooperativity between the heme
groups leads to a sigmoidal oxygen-binding curve.
BPG and protons are negative allosteric effectors that
decrease the oxygen-binding affinity. Hemoglobin defi-
ciency, clinically known as anemia, occurs in many clin-
ical conditions. Hemoglobin can also be poisoned by
substances that oxidize the ferrous heme iron to the fer-
ric state and by the competitive antagonist CO, which
blocks the oxygen-binding site on the heme iron.

QUESTIONS

1. A pharmaceutical company is trying to develop
a drug that improves tissue oxygenation by
increasing the percentage of oxygen that is
released from hemoglobin during its passage
through the capillaries of extrapulmonary
tissues. It is hoped this drug will become a
popular doping agent for athletes. The
company should try a drug that

A. Binds to the heme iron

B. Inhibits the degradation of 2,3-BPG, thereby
increasing its concentration in erythrocytes

C. Binds to ion channels in the RBC membrane,
thereby increasing the intracellular pH

D.Binds to the R conformation of hemoglobin but
not the T conformation

E. Induces the synthesis of hemoglobin y-chains in
adults

2. A worker in a chemical factory loses
consciousness a few minutes after falling into
a vat containing the aromatic nitro compound
nitrobenzene. This loss of consciousness may
be caused by an action of nitrobenzene on
hemoglobin, most likely resulting from

A. Competitive inhibition of oxygen binding

B. Oxidation of the heme iron to the ferric state

C. Reductive cleavage of disulfide bonds between
the hemoglobin subunits

D. Hydrolysis of peptide bonds in hemoglobin a- and
B-chains

E. Inhibition of hemoglobin synthesis

3. The oxygen-binding curve of hemoglobin is

sigmoidal because

A. The binding of oxygen to a heme group increases
the oxygen affinities of the other heme groups
B. The heme groups of the a-chains have a higher
oxygen affinity than do the heme groups of the

B-chains

C. The distal histidine allows the hemoglobin
molecule to change its conformation in response
to an elevated carbon dioxide concentration

D.The subunits are held in place by interchain
disulfide bonds

E. The solubility of the hemoglobin molecule
changes with its oxidation state



Chapter 4

ENZYMATIC REACTIONS

The living cell is a cauldron in which thousands of
chemical reactions proceed at the same time. Hardly
any of these reactions would proceed at any noticeable
rate if their starting materials, or substrates, were sim-
ply mixed in a test tube by an overoptimistic chemist.
The chemist could possibly force the reactions by
increasing the temperature or by using a nonselective
catalyst, such as a strong acid or a strong base. But
the human body is not in this lucky position because
body temperature and pH must be kept within narrow
limits.

Therefore living things depend on highly selective
catalysts called enzymes. By definition, a catalyst is a
substance that accelerates a chemical reaction without
being consumed in the process. Because it is regenerated
at the end of each catalytic cycle (Fig. 4.1), a single
molecule of the catalyst can convert many substrate
molecules into product. Only a tiny amount of the cat-
alyst is needed.

The thermodynamic properties of a reaction are
related to energy balance and equilibrium, whereas
kinetic properties are related to the speed (velocity, or
rate) of the reaction. Enzymes do not change the equi-
librium of a reaction or its energy balance; they only
make the reaction go faster. Enzymes change the
kinetic but not the thermodynamic characteristics of
the reaction.

THE EQUILIBRIUM CONSTANT DESCRIBES
THE EQUILIBRIUM OF THE REACTION

In theory, all chemical reactions are reversible. The
reaction equilibrium can be determined experimentally
by mixing substrates (or products) with a suitable cata-
lyst and allowing the reaction to proceed to completion.
At this point, the concentrations of substrates and prod-
ucts can be measured to determine the equilibrium con-
stant K.q,, which is defined as the ratio of product
concentration to substrate concentration at equilib-
rium. For a simple reaction

A—8B

the equilibrium constant is

Bl

Keau=Ta]

[B] and [A] are the molar concentrations of product B
and substrate A at equilibrium.

When more than one substrate or product partici-
pate, their concentrations have to be multiplied. For
the reaction

A+B=—=C+D
the equilibrium constant is
_[C]x D]
S A% [B]

The alcohol dehydrogenase (ADH) reaction provides an
example:

(1) H3C—CH,0OH + NAD*
Ethanol

—— H3C—CHO + NADH + H*
Acetaldehyde

NAD™ (nicotinamide adenine dinucleotide) is a coenzyme
that accepts hydrogen in this reaction (see Chapter 5).
The equilibrium constant of the reaction is
[Acetaldehyde] x [NADH] x [H*]

[Ethanol] x [NAD*]
=10"1"M

From Equation (2) we can calculate the relative con-
centrations of acetaldehyde and ethanol at equilibrium
when [NADH] = [NAD*] and pH = 7.0:

(2> Kequ =

(3) [Acetaldehyde] 1
[Ethanol] -

[NAD*] 1
X X
INADH] ~ [H*]

011 M

=10""Mx 1 x 107

=104
There is 10,000 times more ethanol than acetaldehyde
at equilibrium!

Under aerobic conditions, however, NAD™ is far more
abundant than NADH in the cell. When [NAD ] is 1000
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Enzyme

Product \ /- Substrate

Enzyme ¢ Product Enzyme ¢ Substrate

Figure 4.1 The catalytic cycle. The substrate has to bind to
the enzyme to form a noncovalent enzyme-substrate
complex (EnzymeeSubstrate). The actual reaction takes place
while the substrate is bound to the enzyme. Note that the
enzyme is regenerated at the end of the catalytic cycle.

times higher than [NADH], Equation (3) assumes the
numerical values of

[Acetaldehyde] -10-11 x 1000 x 107
[Ethanol]
=101
1

1

The pH also is important. At pH of 8.0 and [NAD™}/
[NADH] ratio of 1000, for example, Equation (3)
yields

Acetaldehyde
[Acetaldenyde] _ 16-11 x 1000 x 108
[Ethanol]
=100
=1

This example shows that a reaction can be driven toward
product formation by raising the concentration of a sub-
strate or lowering the concentration of a product.

To adapt the equilibrium constant to physiological
conditions, a “biological equilibrium constant,” K'cqq,
is used. In the definition of K'¢qu, a value of 1.0 is
assigned to the water concentration if water partici-
pates in the reaction, and a value of 1.0 to a proton
concentration of 10~” mol/L (pH = 7.0) if protons par-
ticipate in the reaction. The K'cq, of the alcohol dehy-
drogenase reaction, for example, is not 10~!! mol/L but
10~* mol/L. At a pH of 8.0 in the preceding example,
the proton concentration would be given a numerical
value of 10"

THE FREE ENERGY CHANGE IS THE DRIVING
FORCE FOR CHEMICAL REACTIONS

During chemical reactions, energy is either released or
absorbed. This is described as the enthalpy change AH:

(4) AH=AE +P x AV

AE is the heat that is released or absorbed. It is
measured in either kilocalories per mole (kcal/mol) or
kilojoules per mole (kJ/mol, where 1 kcal = 4.184 kJ).
By convention, a negative sign of AE means that heat
is released; a positive sign indicates that bheat is
absorbed. P is the pressure, and AV is the volume
change. P x AV is the work done by the system. It
can be substantial in a car motor when the volume in
the cylinder expands against the pressure of the piston,
but volume changes are negligible in the human body.
Therefore AH ~ AE. The enthalpy change describes
the difference in the total chemical bond energies
between the substrates and products.

Reactions are driven not only by AH but by the
entropy change (AS) as well. Entropy is a measure of
the randomness or disorderliness of the system. A clut-
tered desk is often cited as an example of a high-
entropy system. A positive AS means that the system
becomes more disordered during the reaction. Entropy
change and enthalpy change are combined in the free
energy change AG:

5) AG=AH—T x AS

where T = absolute temperature measured in Kelvin.

AG is the driving force of the reaction. Like AE and
AH in Equation (4), it is measured in kilocalories per
mole (kcal/mol) or kilojoules per mole (kJ/mol). A neg-
ative sign of AG defines an exergonic reaction. It can
proceed only in the forward direction. A positive sign
of AG signifies an endergonic reaction. It can proceed
only in the backward direction. At equilibrium, AG
equals zero.

Equation (5) shows that a reaction can be driven by
either a decrease in the chemical bond energies of the
reactants (negative AH) or an increase in their random-
ness (positive T x AS). Low energy content and high
randomness are the preferred states. Like most stu-
dents, Nature tends to slip from energized order into
energy-depleted chaos.

Entropy changes are small in most biochemical reac-
tions, but diffusion is an entropy-driven process
(Fig. 4.2, A). There is no making and breaking of chemi-
cal bonds during diffusion. Therefore the enthalpy change
AH is zero. This leaves the T x AS part of Equation (5) as
the only driving force. Thus diffusion can produce only a
random distribution of the dissolved molecules.

The human body is a very orderly system. To main-
tain this improbable and therefore thermodynamically
disfavored state of affairs, biochemical reactions must
antagonize the spontaneous increase in entropy.
Equation (5) shows that a reaction can reduce entropy
(negative T x AS) only when it consumes chemical
bond energy (negative AH). In other words, the human
body must consume chemical bond energy to maintain
its low-entropy state.

In the example of Figure 4.2, B and C, the cell main-
tains a sodium gradient across the membrane by pumping
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Figure 4.2 Diffusion as an entropy-driven process. A, In a
hypothetical two-compartment system, molecules diffuse
until their concentrations are equal. This is the state of
maximal entropy. B, The living cell maintains a gradient of
sodium ions across its plasma membrane. The cell can
maintain this gradient, which represents a low-entropy state,
only by “pumping” sodium out of the cell. The pump is fueled
by the chemical bond energy in adenosine triphosphate
(ATP). ADP, Adenosine diphosphate; P;, inorganic phosphate.
C, The dead cell lacks ATP; therefore, it cannot maintain its
sodium gradient. A high-entropy state develops
spontaneously, with intracellular [Na™] = extracellular [Na™].

sodium out of the cell (negative T x AS). Sodium pump-
ing is driven by the hydrolysis of adenosine triphosphate
(ATP) to adenosine diphosphate (ADP) and inorganic
phosphate (P;) (negative AH). Without ATP the gradient
dissipates, the entropy of the system increases, and the cell
dies. That is what death and dying are all about: a sharp
rise in the entropy of the body.

THE STANDARD FREE ENERGY CHANGE
DETERMINES THE EQUILIBRIUM

The free energy change AG is affected by the relative
reactant concentrations. It is not a property of the reac-
tion as such. To describe the energy balance of a reac-
tion, the standard free energy change, AG”, must be
defined: AGY is the free energy change under standard

conditions. Standard conditions are defined by a con-
centration of 1 mol/L for all reactants (except protons
and water) at a pH of 7.0. As in the definition of K'cq,
values of 1 are assigned both to the water concentration
and to the proton concentration at pH 7.

For the reaction

A+B—-C+D

the standard free energy change AG” is related to the
real free energy change AG by Equation (6):

[C] x [D]
[A] x [B]
[C] x [D]
[A] x [B]

where R = gas constant, and T = absolute temperature
measured in Kelvin. The numerical value of R is 1.987
x 1072 keal x mol™ x K~'. At a “standard tempera-
ture” of 25°C (298K), Equation (6) assumes the form of

g [C] x [D]
[A] x [B]

At equilibrium, AG = 0, and Equation (7) therefore
yields

(6) AG=AGY + Rx T x loge

=AGY + Rx Tx2.303 x log

(7) AG=AGY+1.364 x lo

[C] x [D]
[A] x [B]

The reactant concentrations under the logarithm are
now the equilibrium concentrations. Their ratio defines
the biological equilibrium constant K'cq,

CIx[D] _ .
= Requ

[A]l x [B]

Substituting Equation (9) into Equation (8) yields

(8) AGY =-1.364 x log

©)

(100 AGY = —1.364 x log K

equ

There is a negative logarithmic relationship between AG”
and the equilibrium constant K'oq, (Table 4.1). When
AGY is negative, product concentrations are higher than
substrate concentrations at equilibrium; when it is posi-
tive, substrate concentrations are higher.

| ENZYMES ARE BOTH POWERFUL AND SELECTIVE

There is no compelling reason why only proteins should
catalyze reactions, and catalytic ribonucleic acids
(RNAs) are known to exist. By and large, however,
almost all enzymes are globular proteins.

Enzymes can accelerate a chemical reaction enor-
mously. Many reactions that proceed within minutes
in the presence of an enzyme would require thousands
of years to reach their equilibrium in the absence of a
catalyst. The turnover number describes the catalytic
power of the enzyme. It is defined as the maximal

1
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Table 4.1 Relationship between the Equilibrium Constant
K'equ and the Standard Free Energy Change AGY

K equ AGY (kcal/mol)
10°° 6.82
104 5.46
103 4.09
1072 2.73
107" 1.36
1 0

10 -1.36
102 -2.73
103 —4.09
10% —5.46
10° —-6.82

Table 4.2 Approximate Turnover Numbers of Some
Enzymes

Enzyme Turnover Number (s~")*
Carbonic anhydrase 600,000
Catalase 80,000
Acetylcholinesterase 25,000
Triose phosphate isomerase 4,400
a-Amylase 300
Lactate dehydrogenase (muscle) 200
Chymotrypsin 100
Aldolase 11
Lysozyme 0.5
Fructose 2,6-bisphosphatase 0.1

*Turnover numbers are measured at saturating substrate concentrations.
They depend on the assay conditions, including temperature and pH.

number of substrate molecules converted to product by
one enzyme molecule per second. Table 4.2 lists the
turnover numbers of some enzymes.

Another key property of enzymes is their substrate
specificity. Typically, each reaction requires its own
enzyme. For example, when an enzyme is inhibited by
a drug or is deficient because of a genetic defect, only
one reaction is blocked.

THE SUBSTRATE MUST BIND TO ITS ENZYME
BEFORE THE REACTION CAN PROCEED

Enzymatic catalysis, like sex, requires intimate physical
contact. It starts with the formation of an enzyme-
substrate complex:

E+S—E-S

where E = free enzyme, S = free substrate, and E-S =
enzyme-substrate complex.

In the enzyme-substrate complex, the substrate is
bound noncovalently to the active site on the surface
of the enzyme protein. The active site contains the func-
tional groups for substrate binding and catalysis. If a
prosthetic group participates in the reaction as a coen-
zyme, it is present in the active site.

Active
site

>
A/_>
A

3
< 5

B

Figure 4.3 Two models of enzyme-substrate binding.
A, Lock-and-key model. B, Induced-fit model. S, Substrate.

According to the lock-and-key model, substrate and
active site bind each other because their surfaces are
complementary. In many cases, however, substrate
binding induces a conformational change in the active
site that leads to further enzyme-substrate interactions
and brings catalytically active groups to the substrate.
This is called induced fit (Fig. 4.3).

The enzyme’s substrate specificity is determined by
the geometry of enzyme-substrate binding. If the sub-
strate is optically active, generally only one of the iso-
mers is admitted. This is to be expected because the
enzyme, being formed from optically active amino
acids, is optically active itself. A three-point attachment
(shown schematically in Fig. 4.4) is the minimal
requirement for stereoselectivity.

RATE CONSTANTS ARE USEFUL FOR DESCRIBING
REACTION RATES

The rate (velocity) of a chemical reaction can be
described by a rate constant k:

ALB

In this one-substrate reaction, the reaction rate is

defined by
(11) V=kx[A]

The rate constant has the dimension s™' (per second),
and the velocity V is the change in substrate concentra-
tion per second.

For a reversible reaction, the forward and backward
reactions must be considered separately:

ki
A—8B
k4

(12)
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Figure 4.4 Three-point attachment is the minimal
requirement for stereoselectivity. In this hypothetical
example, the enzyme-substrate complex is formed by a salt
bond, a hydrogen bond, and a hydrophobic interaction. The
substrate binds, whereas its enantiomer (bottom), is not able
to form an enzyme-substrate complex.

Viorwara = K1 X [A]

13
( ) Vbackward = K—1 X [B]

At equilibrium, Viyrward = Viackward- Therefore the net
reaction is zero:

(14) k¢ x [A] =k_4 x [B]
Bl _ ki _
(15) A ke

Equation (15) shows that the equilibrium constant
Kequ, previously defined as [B]/[A] at equilibrium, is
also the ratio of the two rate constants.

The forward reaction in Equation (12) is a first-
order reaction. In a first-order reaction, the reaction
rate is directly proportional to the substrate concentra-
tion. When the substrate concentration [A] is doubled,
the reaction rate V is doubled as well. Uncatalyzed
one-substrate reactions follow first-order kinetics. A
classic example is the decay of a radioactive isotope.

When two substrates participate, the reaction rate is
likely to depend on the concentrations of both sub-
strates. This is called a second-order reaction. For

A+B—X>c+D

the following is obtained:
(16) V =k x [A] x [B]

Doubling the concentration of one substrate doubles
the reaction rate; doubling the concentrations of both
raises it fourfold.

A zero-order reaction is independent of the substrate
concentration. No matter how many substrate mole-
cules are present in the test tube, only a fixed number
is converted to product per second:

17) V=k

Zero-order Rinetics are observed only in catalyzed reac-
tions when the substrate concentration is bhigh, and the
amount and turnover number of the catalyst, rather
than the substrate availability, is the limiting factor.

ENZYMES DECREASE THE FREE ENERGY
OF ACTIVATION

Reactions with a negative AG can occur. In reality,
however, many of these reactions do not occur at a per-
ceptible rate. The reason is that in both catalyzed and
uncatalyzed reactions, the substrate must pass through
a transition state before the product is formed. The
structure of the transition state is intermediate between
substrate and product, but its free energy content is
higher. Therefore it is unstable and decomposes almost
instantly to form either substrate or product. The for-
mation of the transition state is the rate-limiting step
in the overall reaction.

The overall reaction shown in Figure 4.5 is exer-
gonic because the product has lower free energy content
than the substrate, but the formation of the transition
state from the substrate is endergonic. The free energy
difference between substrate and transition state is
called the free energy of activation (AG,.). It is an
energy barrier that must be overcome by the kinetic

Transition
state

AG,t uncatalyzed

} AG, catalyzed

Substrate
AGreaction

Product

Progress of the reaction

Figure 4.5 Energy profile of a reaction. The enzyme
facilitates the reaction by decreasing the free energy content
of the transition state. —, Uncatalyzed reaction; —, catalyzed
reaction. AG,, free energy of activation.
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energy of the reacting molecules as they collide with
each other.

Most chemical systems are meta-stable, that is, they
are thermodynamically unstable but kinetically stable.
The human body is meta-stable in an oxygen-contain-
ing atmosphere. CO, and H,O have lower free energy
than do molecular oxygen and the organic molecules
in the human body, but humans do not self-combust
spontaneously because the free energy of activation is
too high.

Enzymes stabilize the transition state and decrease its
free energy content. As a result, the enzyme increases
the reaction rate by decreasing the free energy of activa-
tion. Forward and backward reactions are accelerated
in proportion; therefore, the equilibrium of the reaction
remains unchanged.

MANY ENZYMATIC REACTIONS CAN BE
DESCRIBED BY MICHAELIS-MENTEN KINETICS

In Michaelis-Menten kinetics, a few simple (or simplis-
tic) assumptions are made about enzymatic catalysis:

1. The reaction has only one substrate.

2. The substrate is present at much higher molar con-
centration than the enzyme.

3. Only the initial reaction rate is considered, at a time
when product is virtually absent and the backward
reaction negligible.

4. The course of the reaction is observed for only a very
short time period; the changes in substrate and prod-
uct concentrations that take place as the reaction
proceeds are neglected.

Enzymatic reactions proceed in three steps:

O] ) ®
E+S<——E-S<—E-P=—E+P

The conversion of enzyme-bound substrate to enzyme-
bound product E.-S — E.P requires the formation
of the transition state. Therefore it is usually the rate-
limiting step. At low product concentration, the back-
ward reactions in steps 2 and 3 can be neglected. In
addition, steps 2 and 3 can be lumped together to yield
E+S—lp.gfet , £up
k4

The velocity or rate (V) of product formation, which
defines the rate of the overall reaction, is

(18) V = keat ¥ [E - S]

where k., is the catalytic rate constant. The upper limit
of Vis approached when the substrate concentration is
high and nearly all enzyme molecules are present as
enzyme-substrate complex. Therefore the maximal
reaction rate (Viax) 18

(1 9) Vmax = Keat X [ET]

where [Et] = concentration of total enzyme, and k., =
turnover number of the enzyme.

The tightness of binding between enzyme and sub-
strate in the enzyme-substrate complex is described by
the “true” dissociation constant. This is the equilibrium
constant for the reaction

E-S—E+ S:

ko = JEIXIST _ Ky

(20) [E-S] Ky

Besides decomposing back to free enzyme and free sub-
strate, the enzyme-substrate complex can undergo catal-
ysis. Under steady-state conditions, the concentration of
the enzyme-substrate complex is constant, and its rate of
formation equals its rate of decomposition. For

k k
E+S—E.S—= 5 E4+P
k4
the following is obtained:
ki x [E]x[S] = k4 x[E-8] + KeatX[E-S]
(21 ) Rate of formation Rate of dissociation Rate of product
of E-S of E-StoE+ S formation
which yields
@2) ki x [E] x [S] = (k_1 + Keat) X [E - S]
and
E] x [S K4 +K
g TELXIS] _ krthea _

[E-S] ki

This is the definition of the Michaelis constant, K.
Because k., usually is far smaller than k_;, K, is
numerically similar to the true dissociation constant of
the enzyme-substrate complex [Equation (20)].

The meaning of K, becomes clear
Equation (23) is remodeled to yield

when

4y —EL _ Knm
[E-S] [S]
or
_ ST
(25) [E-S]=[E] x -

m

These equations show that when the substrate concen-
tration [S] = K., the concentration of the enzyme-
substrate complex E-S equals that of the free enzyme
E: K., is the substrate concentration at which the
enzyme is half-saturated with its substrate. Because
the reaction rate is proportionate to the concentration
of the enzyme-substrate complex [Equation (18)], K,,
is also the substrate concentration at which the reaction
rate is half-maximal.
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The total enzyme (Et) is present as free enzyme and
enzyme-substrate complex:

(26) [E]+[E-S] = [Eq]
or
(27) [E]l=[Ef]+[E-S]

To obtain the Michaelis-Menten equation, Equations (24)
and (27) are first combined:

[Er]-[E-S] _ Kn

(28)
[E-S] [S]
This becomes
(29) [ET] - = Km
[E-S] [S]
and
ao) (B _ Kn i Kn  IS] _ KntIS]
[E-S]  [S] [S1  [S] [S]
Combining Equations (18) and (19) yields
(31) Vinax _ [ET] X Kcat _ (ET]

V  [E-S]xkwt [E-S]

Equations (30) and (31) now can be combined to
obtain the Michaelis-Menten equation:

(32) Vinax _ Km +[S]
4 [S]

or

(33) V= 5]

Vv -
max X K. +[S]

| K AND V0 CAN BE DETERMINED GRAPHICALLY

The derivation of K, and V,,,, is not merely a joyful
intellectual exercise for the student. These kinetic prop-
erties can actually be used to predict reaction rates at
varying substrate concentrations.

Figure 4.6 shows what happens when a fixed amount
of enzyme is incubated with varying concentrations of
substrate. At substrate concentrations far below K,
the reaction rate is almost directly proportionate to the
substrate concentration, and the reaction shows first-
order kinetics. Eventually, however, the reaction rate
approaches V... At substrate concentrations far higher
than K, the reaction becomes nearly independent of the
substrate concentration and shows zero-order kinetics.
Almost all enzyme molecules are present as enzyme-
substrate complex, and the reaction is limited no longer
by substrate availability but by the amount and turnover
number of the enzyme. K, is the point on the x-axis that
corresponds to %2V .., on the y-axis.

In a double-reciprocal plot, known as the Lineweaver-
Burk plot (Fig. 4.7), the relationship between 1/V and

Vinax]

1
QVmax'

T | EE S
3
&

Figure 4.6 Relationship between reaction rate (V) and
substrate concentration ([S]) in a typical enzymatic reaction.
K, Michaelis constant; V., maximal reaction rate.

<l=

Viax X

max

\

_1
Km [S]

Figure 4.7 Lineweaver-Burk plot for a typical enzymatic
reaction. It is derived from the equation 1/V = 1/Vjax + K/
Vinax X 1/[8]. K, Michaelis constant; V, reaction rate; Vinax,
maximal reaction rate.

1/[S] becomes a straight line. It corresponds to the
equation

oy Lottt
[S]

V. Vimax
which is obtained by turning the Michaelis-Menten
equation [Equation (33)] upside down. The intersection
of this line with the y-axis is 1/V ., and its intersection
with the x-axis is —1/K,.

The transition from first-order to zero-order kinetics
with increasing substrate concentration can be com-
pared to ticket sales in a bus terminal. When passengers
are scarce, the number of tickets sold per minute
depends directly on the number of passengers: Tickets
are sold with first-order kinetics. However, during rush
hour, when a line forms, the rate of ticket sales is no
longer limited by passenger availability but by the turn-
over number of the ticket clerk. No matter how long
the line, it progresses at a constant rate, V... Tickets
are now sold with zero-order kinetics.

Vm ax
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SUBSTRATE HALF-LIFE CAN BE DETERMINED
FOR FIRST-ORDER BUT NOT ZERO-ORDER
REACTIONS

Figure 4.8 shows how the substrate of an irreversible
reaction gradually disappears by being converted to
product. The slope of the curve is the reaction rate.
The rate of a zero-order reaction remains constant over
time; therefore, we get a straight line. The first-order
reaction, in contrast, slows down as less and less sub-
strate is left, and its rate approaches zero asymptotically.

The half-life is the time period during which one half
of the substrate is consumed in a first-order reaction.
Zero-order reactions do not have a half-life.

Many drugs are metabolized by enzymes in the liver.
The drug concentration usually is so far below the K,
of the metabolizing enzyme that it is metabolized with
first-order kinetics. Consequently, the drug’s half-life
can be determined by measuring its plasma concentra-
tions at different points in time.

Alcohol metabolism is very different. The alcohol
level is so high after a few drinks that the metabolizing
enzyme, alcohol dehydrogenase, is almost completely
saturated. Therefore a constant amount of about 10 g/hr
is metabolized no matter how drunk a person is (Fig. 4.9).

Kcat/ K PREDICTS THE ENZYME ACTIVITY
AT LOW SUBSTRATE CONCENTRATION

Vmax depends directly on the enzyme concentration
[Equation (19)]: Doubling the enzyme concentration dou-
bles the reaction rate. Therefore the amount of an enzyme
is most conveniently determined by measuring its activity
at saturating substrate concentrations. This is done in the
clinical laboratory when serum enzymes are determined
for diagnostic purposes (see Chapter 15). Enzyme activ-
ities can be expressed as international units (IUs). One
IU is defined as the amount of enzyme that converts one

Substrate
concentration

100%

50% F--=-—-—-=

25% b e b=
2257 O) | —— :. _______ (I

Time

Figure 4.8 Disappearance of substrate is traced for a zero-
order reaction (—) and a first-order reaction (—). The half-
life (T+,) is defined as the time period during which half of
the substrate is converted to product in the first-order
reaction.

Blood
alcohol
concentration
(g/L) Absorption
from Gl tract
1.5 Y

1.0

0.5

First-order
kinetics

Time after
ingestion
(hours)

Figure 4.9 Blood alcohol concentration after the ingestion
of 120 g of ethanol. The linear decrease of the alcohol level
2 to 10 hours after ingestion shows that a zero-order reaction
limits the rate of alcohol metabolism. G/, Gastrointestinal.

micromole (umol) of substrate to product per minute.
Because Vi, depends on temperature, pH, and other fac-
tors, the incubation conditions must be specified.

However, most enzymes in the living cell work with
substrate concentrations far below their K,,. At these
low substrate concentrations, the k., /K., ratio is the
best predictor of the actual reaction rate. This is appar-
ent when Equations (18) and (25) are combined:

kca

(35) V=—2- x[E] X [$]

Km

When the substrate concentration is far below K,
almost all the enzyme molecules are present as free

enzyme rather than enzyme-substrate complex, and
[E] ~ [E7]
Therefore Equation (35) yields

kcat
Km

It now is evident that at a very low substrate concentra-
tion, the reaction rate depends directly on enzyme con-
centration [Et], substrate concentration [S], and k., /K.
K, is a measure of the affinity between enzyme and
substrate, where a low K., signifies high affinity, and k.,
is the turnover number of the enzyme.

(36) V= X [Er] X [S]

ALLOSTERIC ENZYMES DO NOT CONFORM
TO MICHAELIS-MENTEN KINETICS

Not all enzymes show simple Michaelis-Menten kinet-
ics. For example, the sigmoidal relationship between
substrate concentration and reaction rate (Fig. 4.10) is
typical for an allosteric enzyme with more than one
active site and positive cooperativity between the active
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Vmax

(S]

Figure 4.10 Plot of velocity (V) against substrate
concentration ([S]) for an allosteric enzyme with positive
cooperativity. Line A, Enzyme alone; line B, with positive
allosteric effector; line C, with negative allosteric effector;
Vimax, Maximal reaction rate.

sites. This curve would not yield a straight line in the
Lineweaver-Burk plot.

More important are the responses of enzymes to
allosteric effectors. Positive allosteric effectors activate
the enzyme, and negative allosteric effectors inhibit it.
These regulatory molecules bind to sites other than
the substrate-binding site. Their binding is noncovalent
and therefore reversible. Allosteric effectors can change
both the enzyme’s affinity for substrate (K;,) and its
turnover number (k...

Allosteric enzymes occupy strategic locations in met-
abolic pathways where they are regulated by substrates
or products of the pathway.

ENZYME ACTIVITY DEPENDS
ON TEMPERATURE AND pH

Chemical reactions are accelerated by increased tempera-
ture. The greater the activation energy AG,; of the reac-
tion, the greater is its temperature dependence. The Qqq
value is the factor by which the reaction is accelerated when
the temperature rises by 10°C. Most uncatalyzed reactions
have Q19 values between 2 and 5. Enzymatic reactions have
lower activation energies, so their Qo values are most com-
monly between 1.7 and 2.5. At very high temperatures,
however, enzymes become irreversibly denatured. This
produces the relationship shown in Figure 4.11.

The temperature dependence of enzymatic reactions
contributes to the increased metabolic rate during fever.
Presumably it also is responsible for the fact that humans
cannot tolerate body temperatures higher than 42°C to
43°C. The most sensitive enzymes already start denatur-
ing at temperatures above this limit. Protein denatur-
ation is time dependent, and an enzyme that survives a
temperature of 45°C for some minutes may well dena-
ture gradually during the course of several hours.

Hypothermia is far better tolerated than hyperther-
mia, and the temperature of the toes can fall close to
0°C on a cold winter day. This temperature blocks
nerve conduction and muscle activity, but it does not

10 20 30 40 50
Temperature (°C)

Figure 4.11 Temperature dependence of a typical
enzymatic reaction. V, Reaction rate.

kill the cells. However, the metabolic rate is depressed
at low temperatures. Therefore a slowdown in the vital
functions of the brain and heart limits a person’s toler-
ance of hypothermia. Also, a vicious cycle develops
when decreased metabolism reduces heat production
during hypothermia. Hypothermia makes cells and tis-
sues more resistant to hypoxia because it decreases their
oxygen consumption. Organs used for transplantation
can be preserved in the cold for many hours.

Enzymes are also affected by pH (Fig. 4.12), mainly
because the protonation state of catalytically active
groups in the enzyme depends on pH. The pH values
of tissues and body fluids are tightly regulated to satisfy
the pH requirements of the enzymes. Deviations of
more than 0.5 pH units from the normal blood pH of
7.4 are fatal. Inside the cells, typical pH values are 6.5
to 7.0 in the cytoplasm, 7.5 to 8.0 in the mitochondrial
matrix, and 4.5 to 5.5 in the lysosomes.

DIFFERENT TYPES OF REVERSIBLE ENZYME
INHIBITION CAN BE DISTINGUISHED
KINETICALLY

Competitive inhibitors are structurally related to the nor-
mal substrate of the enzyme. They compete with the sub-
strate by binding noncovalently to the active site of the

) Alkaline
Pepsin phosphatase

/ Lysozyme /
/

6 8 10

\

pH

Figure 4.12 pH dependence of some enzymes. V, Reaction
rate.
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enzyme. For example, the mitochondrial enzyme succinate
dehydrogenase (SDH) catalyzes the following reaction:

H H
-O0C —C — C —COO~ +FAD
H H
Succinate
SDH
H H

~O0C —C=C —COO~ + FADH>

Fumarate

CLINICAL EXAMPLE 4.1: Methanol Poisoning

Methanol is sometimes swallowed by people who read
“methyl alcohol” on a label and mistake it for the real
stuff. Methanol itself is not very obnoxious, but it is
converted to the toxic metabolites formaldehyde and
formic acid in the body (Fig. 4.13). Formaldehyde
(otherwise used to preserve cadavers) is chemically
reactive, and formic acid causes acidosis. Blindness and
death can result from methanol poisoning.

H O~
H ADH \C o H—C/
H=C—OH (Gen ~— N
H H o}
Methanol Formaldehyde Formic acid
H O
H H H H
H—C—C—OH £H> H—C—C/ — H—C—C/
H H (liver) HoON H N\
(e} (0]
Ethanol Acetaldehyde Acetic acid
Metabolic
pathways

(N —>CO, + H,O

Figure 4.13 Role of alcohol dehydrogenase (ADH) in the
metabolism of methanol and ethanol. The two substrates
compete for the enzyme. Therefore ethanol inhibits the
formation of toxic formaldehyde and formic acid from
methanol.

The methanol-metabolizing enzyme alcohol
dehydrogenase can metabolize ethanol as well. It actually
has a higher affinity (lower K;,,) for ethanol than for
methanol. However, whereas methanol metabolites
accumulate in the body, ethanol metabolites are
channeled smoothly into the major metabolic pathways
where they are rapidly oxidized to carbon dioxide and
water. They do not accumulate to toxic levels. When
ethanol is administered to a patient with methanol
poisoning, the formation of the toxic methanol metabolites
is delayed because ethanol competes with methanol for
the enzyme. The patient remains drunk but alive.

This reaction is competitively inhibited by malonate:

H
-00C — C — COO-
H

Malonate

Malonate binds to the enzyme by the same electrostatic
interactions as the substrate succinate, but it cannot be
converted to a product.

In other cases, such as Clinical Example 4.1, the
inhibitor is converted to a product: Two alternative
substrates can compete for the enzyme.

Competitive inhibitors do not change V.
because inhibitor binding is reversible and can be over-
come by high concentrations of the substrate. However,
substrate binding to the enzyme is impaired, and the
apparent binding affinity is decreased. Therefore com-
petitive inhibitors increase K, (Fig. 4.14).

Vv
Vmax(A, B)f-===========-———————— - - oo
A
1 B
EvmaX(Av B A———">7 1
Vv 1 1
max(C) -~ - ros<e-- Fosmmmmmmmmmmeoe-
} I C
VimaD) /- 35 ke m e et e e e -
R _°
) } 8]
K K
A (D) (A, Q) (B)
1 / /
Vv
D c 4
A
1
B [S]

Figure 4.14 Effects of inhibitors on enzymatic reactions.
Line A, Uninhibited enzyme; line B, competitive inhibitor; /ine
C, noncompetitive inhibitor; /ine D, uncompetitive inhibitor.
For noncompetitive inhibition, it is assumed that the inhibitor
binds equally well to the free enzyme and the enzyme-
substrate complex (see text for discussion). The kinetic
effects of irreversible inhibitors resemble those shown for the
noncompetitive inhibitor. A, Reaction rate (V) plotted against
substrate concentration ([S]). B, In the Lineweaver-Burk plot,
the effects of inhibitors on V., (maximal reaction rate) and
Km (Michaelis constant) are reflected in changes of the
intercepts with the y-axis and x-axis, respectively.
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Noncompetitive inhibitors are structurally unrelated
to the substrate and bind to the enzyme protein outside
of the substrate-binding site. They do not necessarily
prevent substrate binding, but they block enzymatic
catalysis. If the noncompetitive inhibitor binds equally
well to the free enzyme and the enzyme-substrate com-
plex, it reduces V. without changing K.

Uncompetitive inhibitors bind only to the enzyme-
substrate complex but not to the free enzyme. They
thereby reduce both K, and V... Unlike competitive
inhibitors, which are most effective at low substrate
concentrations, uncompetitive inhibitors work best
when the substrate concentration is high.

COVALENT MODIFICATION CAN INHIBIT
ENZYMES IRREVERSIBLY

Competitive, noncompetitive, and uncompetitive inhi-
bitors bind noncovalently to the enzyme. Therefore
their actions are reversible. Enzyme activity is fully
restored when the inhibitor is removed, for example,
by extensive dialysis in the test tube, or by metabolic
inactivation or renal excretion in the body. Irreversible
inhibitors, however, form a covalent bond with the
enzyme. The chemically modified enzyme is dead, and
this type of inhibition can be overcome only by the syn-
thesis of new enzyme.

ENZYMES ARE CLASSIFIED ACCORDING
TO THEIR REACTION TYPE

Enzymes are most commonly named after their substrate
and their reaction type, with the suffix -ase at the end.
For example, monoamine oxidase is an enzyme that
oxidizes monoamines, and catechol-O-methyltransferase
transfers a methyl group to an oxygen in a catechol.

According to their reaction type, enzymes are
grouped into the following six classes.

Oxidoreductases

Oxidoreductases catalyze oxidation-reduction reac-
tions: electron transfers, hydrogen transfers, and reac-
tions involving molecular oxygen.

Dehydrogenases transfer hydrogen between a sub-
strate and a coenzyme, most commonly NAD (nicotin-
amide adenine dinucleotide), NADP (nicotinamide
adenine dinucleotide phosphate), FAD (flavin adenine
dinucleotide), or FMN (flavin mononucleotide). These
enzymes are named after the substrate from which
hydrogen is removed. For example,

CLINICAL EXAMPLE 4.2: Organophosphate

Poisoning

Organophosphates are irreversible inhibitors of
acetylcholinesterase, the enzyme that degrades the
neurotransmitter acetylcholine at cholinergic synapses
(see Chapter 16). The organophosphate inactivates
acetylcholinesterase by forming a covalent bond with an
essential serine residue in its active site:

c=0 ¢ CH
| [ s
HC —CH, —OH + F—P—0 —CH
| | N

CH

HN CHj °

Serine residue Sarin

(in acetylcholinesterase)
Hs

| | %
HC—CH, — O —P—0O —CH + HF

| | e
HN CHs s

Without the free hydroxyl group of the serine side chain, the
enzyme is completely inactive. Acetylcholine is no longer
degraded and accumulates at cholinergic synapses in
skeletal muscles, the autonomic nervous system, and the
brain. Overstimulation of acetylcholine receptors leads to
paralysis, autonomic dysfunction, and delirium.

Organophosphates have two uses. Those that are most
potent on the acetylcholinesterase of insects are used as
agricultural pesticides, and those that work best on the
human enzyme are “nerve gases” that are of interest to
terrorists and the military.
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H H
H—C—C—OH + NAD*
H H
Ethanol
Alcohol
dehydrogenase

H
H /
H—C—C

H \o

Acetaldehyde

+ NADH + H*

Oxygenases use molecular oxygen as a substrate. Diox-
ygenases incorporate both oxygen atoms of O, into
their substrate; monooxygenases incorporate only one.
Most hydroxylases are monooxygenases:

Substrate —H + O, + NADPH + H*

!
Substrate— OH + NADP* + H,O

In this reaction, the second oxygen atom reacts with the
reduced coenzyme NADPH to form water.

Peroxidases use hydrogen peroxide or an organic
peroxide as one of their substrates. Catalase is techni-
cally a peroxidase. It degrades hydrogen peroxide to
molecular oxygen and water:

H202 —_— HQO +% Og

Transferases

Transferases transfer a group from one molecule to
another.

Kinases transfer phosphate from ATP to a second
substrate. They are named according to the substrate
to which the phosphate is transferred. For example,

Other examples of transferases include phosphorylases,
which cleave bonds by the addition of inorganic phos-
phate; glycosyl transferases, which transfer a monosac-
charide to an acceptor molecule; the transaminases (see
Chapter 26); and the peptidyl transferase of the ribo-
some (see Chapter 6).

Hydrolases

Hydrolases cleave bonds by the addition of water. Diges-
tive enzymes and lysosomal enzymes are hydrolases.
Their names indicate the substrates or bonds on which
they act. Examples include peptidases (proteases),
esterases, lipases, and phosphatases. For example, acetyl-
cholinesterase cleaves an ester bond in acetylcholine.

If the substrate is polymeric, the cleavage specificity
of the enzyme is indicated by the prefixes endo- (from
Greek meaning “inside”) and exo- (from Greek meaning
“outside”). For example, an exopeptidase cleaves amino
acids from the end of a polypeptide, and an endopepti-
dase cleaves internal peptide bonds.

Lyases

Lyases remove a group nonhydrolytically, forming a
double bond. Examples are the dehydratases:

H H

Ri— C— C —Ry

H OH

Ri— C=C — Rz + H20
H,C — OH H,C — OH
‘ Glycerol ‘
kinase
HO—CH + ATP ————> HO — CH (‘)— + ADP
HQC_OH HQC_O_P_O_
o]
Glycerol Glycerol

3-phosphate
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and decarboxylases:
0]

/
AN

Many lyase reactions proceed in the opposite direction,
creating a new bond and obliterating a double bond
in one of the substrates. These enzymes are called
synthases.

R—C R—H+0=—=C=0

OH

Isomerases

Isomerases interconvert positional, geometric, or opti-
cal isomers.

Ligases

Ligases couple the hydrolysis of a phosphoanhydride
bond to the formation of a bond. These enzymes are
often called synthetases. For example, glutamine syn-
thetase couples ATP hydrolysis to the formation of the
amide bond in glutamine:

COO-
(CHy)
+ NH3 + ATP
HiN — CH — COO-
Glutamate
Glutamine
synthetase
O
C— NHz
(CH2)2

‘ + ADP+ P;

HsN — CH — COO-

Glutamine

DNA ligase and aminoacyl-tRNA synthetases (see
Chapter 6) are other examples. The biotin-dependent

carboxylases (see Chapter 21) also are classified as
ligases.

| ENZYMES STABILIZE THE TRANSITION STATE

Enzymes can stabilize the transition state of the reac-
tion by making its formation a more likely event,
thereby increasing the entropy of the transition state,
or by forming energetically favorable noncovalent inter-
actions with the transition state, thereby reducing its
enthalpy. Four mechanisms of enzymatic catalysis can
be distinguished:

1. Entropy effect: The transition state can form only when
the substrates of a two-substrate reaction collide in the
correct geometric orientation and with sufficient energy
to bring them to the transition state. The enzyme
increases the likelihood of such an event by binding
the two substrates to its active site in close proximity
and in the correct geometric orientation.

2. Stabilization of the transition state: The enzyme
forms favorable interactions with the transition state
of the reaction, thereby reducing its free energy con-
tent and the free energy of activation.

3. General acid-base catalysis: Catalysis requires ioniz-
able groups on the enzyme that accept or donate
protons during the reaction. Enzymes can also pro-
vide electron pair donors and acceptors, which are
known as Lewis bases and Lewis acids, respectively.
Because the ionizable groups on the enzyme must
be in the correct protonation state, general acid-base
catalysis is the most important reason for the pH
dependence of enzymatic reactions. For example, if
the reaction requires a deprotonated glutamate side
chain with a pK of 4.0 as a general base and a proto-
nated histidine side chain with a pK of 6.0 as a gen-
eral acid, only pH values between 4.0 and 6.0 will
allow high reaction rates.

4. Covalent catalysis: The enzyme forms a transient
covalent bond with the substrate. The serine pro-
teases described in the following paragraph are the
most prominent example.

CHYMOTRYPSIN FORMS A TRANSIENT
COVALENT BOND DURING CATALYSIS

The serine proteases cleave peptide bonds with the help
of a serine residue in their active site. The pancreatic
enzyme chymotrypsin is a typical example. When chy-
motrypsin binds its polypeptide substrate, it forms a
hydrophobic interaction with an amino acid side chain
in the substrate. The peptide bond that is formed by
the carboxyl group of this hydrophobic amino acid is
targeted for cleavage. This peptide bond is placed right
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Figure 4.15 Catalytic mechanism of chymotrypsin, a typical serine protease.

on the hydroxyl group of the catalytic serine residue in
the active site, Ser-195 (Fig. 4.15).

In addition to Ser-1935, catalysis requires a deproto-
nated histidine residue, His-57, and a deprotonated
aspartate residue, Asp-102. The numbers indicate the
positions of the amino acids in the polypeptide, count-
ing from the N-terminus. Although widely separated
in the amino acid sequence of the protein, these three
amino acids are hydrogen bonded to each other in the
active site of the enzyme.

Chymotrypsin cleaves the bond in a sequence of two
reactions. In the first reaction, the peptide bond in the
substrate is cleaved, and one of the fragments binds
covalently to the serine side chain to form an acyl-
enzyme intermediate. In the second reaction, this inter-
mediate is cleaved hydrolytically.

The acyl-enzyme intermediate does not qualify as a
transition state because it occupies a valley in the free
energy graph, rather than a peak (Fig. 4.16). The transi-
tion states in both reactions are negatively charged



Enzymatic Reactions
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Acyl-enzyme
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Figure 4.16 Energy profile for the reaction of a serine
protease. G, Free energy.

tetrahedral intermediates that are stabilized by hydrogen
bonds with two N-H groups in the main chain of the
enzyme.

To form the negatively charged transition state, a
proton must be transferred from the bhydroxyl group
of Ser-195 to His-57. Asp-102 remains negatively
charged throughout the catalytic cycle. It forms a salt
bond with the protonated but not the deprotonated
form of His-57, thereby stabilizing the protonated form
and increasing the proton affinity of the histidine.

The serine proteases are a large family of enzymes
that includes the digestive enzymes trypsin, chymotryp-
sin, and elastase, and blood clotting factors including
thrombin. They all use the same catalytic mechanism
but have different substrate specificities. Chymotrypsin
cleaves peptide bonds on the carboxyl side of large
hydrophobic amino acids. Trypsin contains a
negatively charged aspartate residue in its substrate-
binding pocket and therefore prefers peptide bonds
formed by positively charged amino acids. Elastase

cleaves bonds formed by glycine. Thrombin is highly
selective for a small number of plasma proteins, includ-
ing fibrinogen.

SUMMARY

Chemical reactions proceed to an equilibrium state at
which the rates of the forward and backward reactions
are equal, driven by the free energy change that
accompanies the reaction. Enzymes cannot change
the equilibrium of the reaction. They can only increase
the reaction rate.

Enzymatic catalysis starts with the formation of a
noncovalent enzyme-substrate complex. While bound
to the enzyme, the substrate is converted to an unsta-
ble transition state that decomposes almost immedi-
ately to form either substrate or product. The enzyme
accelerates the reaction by making the formation of
the transition state more likely and by stabilizing the
transition state energetically.

The Michaelis constant K, is the substrate concentra-
tion at which the reaction rate is half-maximal. It is deter-
mined mainly by the binding affinity between enzyme and
substrate. At substrate concentrations far lower than K,
the reaction rate increases almost linearly with increasing
substrate concentration. The reaction shows first-order
kinetics. However, at substrate concentrations far higher
than K,,,, the reaction rate can hardly be increased by fur-
ther increases of the substrate concentration because most
of the enzyme is already present as enzyme-substrate com-
plex. The reaction shows zero-order kinetics.

The rate of enzymatic reactions increases with
increasing temperature, typically with a doubling of
the reaction rate for a temperature increase of about
10°C. The pH also is important because most enzymes
use ionizable groups for catalysis. These groups must
be in the proper protonation state.

Many drugs and toxins act as specific enzyme inhi-
bitors. Some bind to the enzyme reversibly, through
noncovalent interactions. Others form a covalent bond
with the enzyme, thereby destroying its catalytic activ-
ity permanently.

QUESTIONS

1. During a drug screening program, you find a
chemical that decreases the activity of the
enzyme monoamine oxidase. A fixed dose of
the chemical reduces the catalytic activity of
the enzyme by the same percentage at all
substrate concentrations, with a decrease in
Vmax- Km is unaffected. This inhibitor is

A. Definitely a competitive inhibitor
B. Definitely a noncompetitive inhibitor
C. Definitely an irreversible inhibitor

D. Either a competitive or an irreversible inhibitor
E. Either a noncompetitive or an irreversible inhibitor

2. The irreversible enzymatic reaction

Oxaloacetate + Acetyl — coenzyme A (CoA)
— Citrate + CoA—SH

is inhibited by high concentrations of its own product
citrate. This product inhibition can be overcome, and a
normal V,,,., can be restored, when the oxaloacetate
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concentration is raised but not when the acetyl-CoA
concentration is raised. This observation suggests that
citrate is
A. An irreversible inhibitor reacting with the
oxaloacetate binding site of the enzyme
B. A competitive inhibitor binding to the acetyl-CoA
binding site of the enzyme
C. A competitive inhibitor binding to the
oxaloacetate binding site of the enzyme
D. A noncompetitive inhibitor binding to the
acetyl-CoA binding site of the enzyme
E. A noncompetitive inhibitor binding to the
oxaloacetate binding site of the enzyme

3. An enzymatic reaction works best at pH
values between 6 and 8. This is compatible
with the assumption that the reaction
mechanism requires two ionizable amino acid
side chains in the active site of the enzyme,
possibly

A. Protonated glutamate and deprotonated
aspartate

B. Protonated histidine and deprotonated lysine

C. Protonated glutamate and deprotonated histidine

D. Protonated arginine and deprotonated lysine

E. Protonated cysteine and deprotonated histidine

4. A biotechnology company has cloned four
different forms of the enzyme money
synthetase, which catalyzes the reaction

Garbage + ATP — Money + ADP
+ Phosphate + H'

The K., values of these enzymes for garbage and the
Vmax Values are as follows:
Enzyme 1: K, = 0.1 mmol/L, V., = 5.0 mmol/min
Enzyme 2: K, = 0.3 mmol/L, V,.x = 2.0 mmol/min
Enzyme 3: K,,, = 1.0 mmol/L, V,,ax = 5.0 mmol/min
Enzyme 4: K, = 3.0 mmol/L, V,,.x = 20 mmol/min
Which of the four enzymes is fastest at a saturating
ATP concentration and a garbage concentration of
0.01 mmol/L?
A. Enzyme 1
B. Enzyme 2
C. Enzyme 3
D.Enzyme 4

5. Which of the four forms of money synthetase is
fastest at a saturating ATP concentration and a
garbage concentration of 10 mmol/L?

A.Enzyme 1
B. Enzyme 2
C. Enzyme 3
D.Enzyme 4

6. If the money synthetase reaction is freely
reversible, which of the following manipulations
would be best to favor money formation over
garbage formation and to increase the [Moneyl/
[Garbage] ratio at equilibrium?

A. Decreasing the pH value

B. Adding another enzyme that destroys ADP
C. Using a very low concentration of ATP
D.Increasing the temperature

E. Adding a noncompetitive inhibitor



Chapter 5
COENZYMES

Coenzymes are nonpolypeptide components that partic-
ipate in enzymatic reactions. They are required because
only a limited number of functional groups are available
in polypeptides. For example, there are no groups that
can easily transfer hydrogen or electrons and none that
can bind molecular oxygen, and there are no energy-rich
bonds. Whenever such structural features are required
for enzymatic catalysis, a coenzyme is needed. Each
coenzyme is concerned with a specific reaction type,
such as hydrogen transfer, methylation, or carboxyla-
tion. Thus, test-savvy students can predict the coenzyme
of a reaction from the reaction type.

There are two types of coenzymes. A cosubstrate is
promiscuous, associating with the enzyme only for the
purpose of the reaction. It becomes chemically modified
in the reaction and then diffuses away for a next liaison
with another enzyme. A true prosthetic group, in con-
trast, is monogamous. It is permanently bonded to the
active site of the enzyme, either covalently or noncova-
lently, and stays with the enzyme after completion of
the reaction.

Some coenzymes can be synthesized in the body de
novo (“from scratch”), but others contain a vitamin
or are vitamins themselves. Reactions that depend on
such a coenzyme are blocked when the vitamin is defi-
cient in the diet.

ADENOSINE TRIPHOSPHATE HAS
TWO ENERGY-RICH BONDS

Metabolic energy is generated by the oxidation of car-
bohydrate, fat, protein, and alcohol. This energy must
be harnessed to drive endergonic chemical reactions,
membrane transport, and muscle contraction. Nature
has solved this task with a simple trick: Exergonic reac-
tions are used for the synthesis of the energy-rich com-
pound adenosine triphosphate (ATP), and the chemical
bond energy of ATP drives the endergonic processes. In
this sense, ATP serves as the energetic currency of the
cell (Fig. 5.1).

ATP is a ribonucleotide, one of the precursors for
ribonucleic acid (RNA) synthesis. It does not contain
a vitamin, and the whole molecule can be synthesized

from simple precursors (see Chapter 28). Its most
important part is a string of three phosphate residues,
bound to carbon 5 of ribose and complexed with a
magnesium ion (Figs. 5.2 and 5.3).

The first phosphate is linked to ribose by a phos-
phate ester bond, but the two bonds between the phos-
phates are energy-rich phosphoanbydride bonds. The
free energy changes shown in Figure 5.2 apply to stan-
dard conditions. The actual free energy change for the
hydrolysis of ATP to ADP + inorganic phosphate (P;)
depends on pH, ionic strength, and the concentrations
of ATP, ADP, phosphate, and magnesium. It is close to
—11 or —12 kcal/mol under “real-cell” conditions.
ATP can be hydrolyzed to ADP and phosphate:

Adenine

|
®—®—®—Ribose

[ H20

Adenine

|
(P)—(P) —Ribose +P,

Carbohydrate
Fat
Protein

ADP + P; Biosynthesis,
membrane transport,
muscle contraction

ATP

CO, + H,0

Catabolic
pathways

Figure 5.1 The function of adenosine triphosphate (ATP) as
the “energetic currency” of the cell. ADP, Adenosine
diphosphate; P; inorganic phosphate.
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Figure 5.3 Magnesium complexes formed by adenosine
triphosphate (ATP). Complexes are the actual substrates of
ATP-dependent enzymes.

or to adenosine monophosphate (AMP) and inorganic
pyrophosphate (PP;):

Adenine

®—®—®—Rib|ose

[ HQO

Adenine

(P) —Ribose +PP,



Coenzymes

The PP; formed in the second reaction still contains an
energy-rich phosphoanhydride bond:
O O

-O—P—Q0—P—0O"
(0] (0]
PP; is rapidly hydrolyzed by pyrophosphatases in the
cell. Because this removes PP; from the reaction

equilibrium, the cleavage of ATP to AMP + PP; releases
far more energy than the cleavage to ADP + phosphate.

ATP IS THE PHOSPHATE DONOR
IN PHOSPHORYLATION REACTIONS

Table 5.1 lists the most important uses of ATP. Only
phosphorylation reactions and the coupling to ender-
gonic reactions are considered here.

Phosphorylation is the covalent attachment of a
phosphate group to a substrate, most commonly by
the formation of a phosphate ester bond. Assume that
the cell is to convert glucose to glucose-6-phosphate, a
simple phosphate ester:

HoC — OH H,C—O0—P—0O"
0
o
H A H
OH H
HO OH
H OH

Glucose

Glucose-6-phosphate

One possibility is to synthesize glucose-6-phosphate by
reacting free glucose with P;:

Glucose 6-phosphatase

Glucose + P; >
Glucose-6-phosphate + H,O

The enzyme glucose-6-phosphatase really exists, but
the AGY of the reaction is +3.3 kcal/mol. This trans-
lates into an equilibrium constant (Kcq,) of about 4 x
1073 L/mol. At an intracellular phosphate concentra-
tion of 10 mmol/L, there would be 25,000 molecules
of glucose for each molecule of glucose-6-phosphate!
Things look better when ATP supplies the phosphate

group:

Hexokinase

Glucose + ATP >
Glucose-6-phosphate + ADP

Table 5.1 Uses of ATP

Process Function

Precursor
Phosphate donor
Energy source
Energy source
Energy source
Energy source

RNA synthesis

Phosphorylation

Coupling to endergonic reactions
Active membrane transport
Muscle contraction

Ciliary motion

RNA, Ribonucleic acid.

The AGY of this reaction is —4.0 kcal/mol. The differ-
ence in the AG” values of the hexokinase and glucose-
6-phosphatase reactions (7.3 kcal/mol) corresponds to
the free energy content of the phosphoanhydride bond
in ATP. Now the equilibrium constant is about 10°.
When the cellular ATP concentration is 10 times higher
than the ADP concentration, there are 10,000 molecules
of glucose-6-phosphate for each molecule of glucose at
equilibrium!

ATP HYDROLYSIS DRIVES ENDERGONIC
REACTIONS

Phosphorylations are not the only reactions driven in
the desired direction by ATP. For example, the follow-
ing reaction takes place in the mitochondria:

(@)
" O=—=C—CO0O0O~
HiC—C — S — CoA + +H:0
HC— COO~
Acetyl-CoA Oxaloacetate
Citrate
synthase
H,C — COO
HO —C—COO™ + HS—CoA +H*
H,C—COO™
Citrate Coenzyme A

The AGY of this reaction is —8.5 kcal/mol. Therefore it
is essentially irreversible in the direction of citrate for-
mation. In the cytoplasm, however, the enzyme ATP-
citrate lyase couples this reaction to ATP synthesis:

Acetyl-CoA + Oxaloacetate + ADP + P; —
Citrate + Coenzyme A + ATP

The AGY of this reaction is —1.2 kcal/mol, which is the
sum of the free energy changes for citrate formation
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(—8.5 kcal/mol) and ATP synthesis (+7.3 kcal/mol).
The reaction now is reversible and can, under suitable
conditions, make oxaloacetate from citrate.

CELLS ALWAYS TRY TO MAINTAIN
A HIGH ENERGY CHARGE

ATP can reach a cellular concentration of 5§ mmol/L
(2.5 g/L, or 0.25%) in some tissues, but the life expec-
tancy of an ATP molecule is only about 2 minutes.
Although the total body content of ATP is only about
100 g, 60 to 70 kg is produced and consumed every day.

In the cell, the enzyme adenylate kinase (adenylate =
AMP) maintains the three adenine nucleotides in
equilibrium:

Adenylate kinase

ATP + AMP 2 ADP

The energy status of the cell can be described either as
the [ATP]/[ADP] ratio or as the energy charge:

[ATP] + - [ADP]
Energy charge =

[ATP] + [ADP] + [AMP]

The energy charge can vary between 0 and 1. Healthy
cells always maintain a high energy charge, with
[ATP]/[ADP] ratios of 5 to 200 in different cell types.
The energy charge drops when either ATP synthesis is
impaired, as in hypoxia (oxygen deficiency), or ATP
consumption is increased, as in contracting muscle.
When the energy charge approaches zero, the cell is
dead.

The nucleotides guanosine triphosphate (GTP), uridine
triphosphate (UTP), and cytidine triphosphate (CTP) are
present at lower concentrations than ATP. GTP rather
than ATP is used as an energy source in some enzymatic
reactions. UTP activates monosaccharides for the synthe-
sis of complex carbohydrates (see Chapter 14), and CTP
plays a similar role in phospholipid synthesis (see
Chapter 24). The monophosphate, diphosphate, and tri-
phosphate forms are in equilibrium through kinase
reactions:

Nucleoside
GMP monophosphate GDP
kinases
—_
UMP ; + ATP ~ UDP ¢+ ADP
CMP CDP
and
Nucleoside
GDP dlph_osphate GTP
kinase
—_
UDP ¢+ ATP ~ UTP ;+ ADP
CDP CTP

DEHYDROGENASE REACTIONS REQUIRE
SPECIALIZED COENZYMES

In redox reactions, electrons are transferred from one
substrate to another, either alone or along with protons.

The cosubstrates nicotinamide adenine dinucleotide
(NAD) and nicotinamide adenine dinucleotide phosphate
(NADP) accept and donate hydrogen (electron + proton)
in debhydrogenase reactions. Nicotinamide, which is
derived from the vitamin niacin (see Chapter 29), is the
hydrogen-carrying part of these coenzymes (Fig. 5.4).
The additional phosphate in NADP does not affect the
hydrogen transfer potential, but it is a recognition site
for enzymes. Most dehydrogenases use either NAD alone
or NADP alone.

Both coenzymes acquire two electrons and a proton
during catabolic reactions, but NADH feeds its elec-
trons into the respiratory chain of the mitochondria,
and NADPH feeds them into biosynthetic pathways.
Therefore NADH is required for the synthesis of ATP,
and NADPH is required for the synthesis of reduced
products, such as fatty acids and cholesterol, from more
oxidized precursors (Fig. 5.5).

Some dehydrogenases use flavin adenine dinucleotide
(FAD) or flavin mononucleotide (FMN) instead of NAD
or NADP (Fig. 5.6). Unlike NAD and NADP, the flavin
coenzymes are tightly bound to the apoprotein either
noncovalently or by a covalent bond. These proteins
are called flavoproteins (from Latin flavus meaning
“yellow”) because the oxidized flavin coenzymes are
yellow.

| COENZYME A ACTIVATES ORGANIC ACIDS

Coenzyme A (CoA) is a soluble carrier of acyl groups
(Fig. 5.7). The business end of the molecule is a sulthy-
dryl group, and its structure is abbreviated as CoA-SH.
The sulfhydryl group forms energy-rich thioester bonds
with many organic acids (e.g., acetic acid):

O
CoA—S —C —CHj;
Acetyl-CoA
and fatty acids:
O
CoA—S —C —(CHy)14—CHgs
Palmitoyl-CoA

The thioester bonds have free energy contents between
7 and 8 kcal/mol. In biosynthetic reactions, the acid is
transferred from CoA to an acceptor molecule. For
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Figure 5.4 Structures of nicotinamide adenine dinucleotide (NAD") and nicotinamide adenine dinucleotide phosphate
(NADP™). A, Structures of the coenzymes. For NAD*, R = —H; for NADP*, R = —PQO32~. B, The reversible hydrogenation of the

nicotinamide portion in NAD and NADP.

Nutrients Biosynthetic products
ATP Catabolic
Ho0 pathways . .
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chain
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2
ADP, P, CO, Metabolic intermediates

Figure 5.5 Metabolic functions of nicotinamide adenine dinucleotide (NAD) and nicotinamide adenine dinucleotide

phosphate (NADP).

example, this occurs during acetylation reactions (the
“A” in “coenzyme A” stands for “acetylation”) and in
the synthesis of triglycerides (see Chapter 23).

S-ADENOSYL METHIONINE DONATES
METHYL GROUPS

Methylation reactions transfer a methyl group (—CH3;)
to an acceptor molecule. The donor of the methyl group
is in most cases S-adenosyl methionine (SAM) (Fig. 5.8),
which can be synthesized from ATP and the amino acid
methionine. The methylation reaction converts SAM to
S-adenosyl homocysteine (SAH), which can be converted

back to SAM in a sequence of reactions (see Chapter 26).
Like CoA, SAM is a cosubstrate rather than a prosthetic
group.

Several other coenzymes participate in enzymatic
reactions. These coenzymes, summarized in Table 5.2,
will be discussed in the context of the metabolic reac-
tions in which they participate.

| MANY ENZYMES REQUIRE A METAL ION

Some enzymes contain a transition metal such as iron,
zinc, copper, or manganese in their active site. These
metals can easily switch between different oxidation states
and therefore are suitable for electron transfer reactions:



60 PRINCIPLES OF MOLECULAR STRUCTURE AND FUNCTION

Dimethyl isoalloxazine

A
r N\
(0] (0]
N N
Hsc:@i X NH HaC~ AN NH
c \ /L H C/ \ /L
3 ’l\‘ N O 3 T N (0]
r o
HC—OH HC—OH =
| | N \ Adenine
Ribitol < HC—OH Ribitol < HC—OH
HC—OH HC OH
- HQC_O_® - HgC o— ® ® o— T% \‘
Flavin mononucleotide
A (FMN) Ribose
OH OH
Flavin adenine dinucleotide
(FAD)
H (0]
2[H] "
/L HaC~~ /L
2[H] s N N ©
H
H R
B Oxidized flavin Reduced flavin

Figure 5.6 Flavin mononucleotide (FMN) and flavin adenine dinucleotide (FAD) as hydrogen carriers. A, Structures of the
coenzymes. The structure formed from the dimethyl isoalloxazine ring and ribitol is called riboflavin (vitamin B,). B, Hydrogen
transfer by the dimethyl isoalloxazine ring of FMN and FAD.
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Figure 5.7 Structure of coenzyme A. Pantothenic acid is a vitamin, and cysteamine is derived from the amino acid cysteine.
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Figure 5.8 S-Adenosyl methionine (SAM) as a methyl group donor. A, Structure of the coenzyme. B, Formation
of a methoxyl group in a SAM-dependent methylation.

Table 5.2 Summary of the Most Important Coenzymes

Coenzyme Present as Functions in Vitamin*
Adenosine triphosphate (ATP) Cosubstrate Energy-dependent reactions =
Guanosine triphosphate (GTP) Cosubstrate Energy-dependent reactions =
Uridine triphosphate (UTP) Cosubstrate Activation of =
monosaccharides
Cytidine triphosphate (CTP) Cosubstrate Phospholipid synthesis =
Nicotinamide adenine dinucleotide (NAD) and Cosubstrate Hydrogen transfers Niacin
nicotinamide adenine dinucleotide phosphate (NADP)
Flavin adenine dinucleotide (FAD) and flavin Prosthetic group Hydrogen transfers Riboflavin

mononucleotide (FMN)

Coenzyme A Cosubstrate Acylation reactions Pantothenic acid
S-Adenosyl methionine (SAM) Cosubstrate Methylation reactions =

Heme Prosthetic group Electron transfers =

Biotin Prosthetic group Carboxylation reactions Biotin
Tetrahydrofolate (THF) Cosubstrate One-carbon transfers Folic acid
Pyridoxal phosphate (PLP) Prosthetic group Amino acid metabolism Be

Thiamin pyrophosphate (TPP) Prosthetic group Carbonyl transfers Thiamin (B4)

Lipoic acid

Prosthetic group

Oxidative decarboxylations

*The vitamins are discussed in Chapter 29.

In this case, the electron density on the oxygen of a
water molecule is increased by binding to a zinc
ion. This makes the water more reactive for a nucle-

e

L

3+ 2+ L
Fe < Fe ophilic attack on the carbon of CO,.
o
Ho+ H
\ 5+
Cu2+ —\\— Cut 95‘/H o/
Enzyme-+Zn2* ( =0 — Enzyme'--zn2+.-- \
i 0= ~C—~0-H

In other cases the metal acts as a Lewis acid, or elec- o”

tron-pair acceptor. This occurs in many oxygenase reac-
tions, when ferrous iron (Fe*") or monovalent copper
(Cu™) binds molecular oxygen. Another example is
the carbonic anhydrase reaction shown in Figure 5.9.

Figure 5.9 Catalytic mechanism of carbonic
anhydrase. This enzyme catalyzes the reversible reaction
CO; + H,0 = H,COs.
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SUMMARY

Some coenzymes are tightly bound to the enzyme as
prosthetic groups, whereas others are soluble cosub-
strates. They are required because they offer structural
features and chemical reactivities that are not present
in simple polypeptides. Many coenzymes are specialized

1. Protein kinases are enzymes that

phosphorylate amino acid side chains of
proteins in ATP-dependent reactions. A protein
kinase can be classified as

A. Oxidoreductase
B. Hydrolase

C. Isomerase

D. Lyase

E. Transferase

2. Cyanide is a potent inhibitor of cell respiration

that prevents the oxidation of all nutrients.
Therefore cyanide will definitely reduce the
cellular concentration of

A. Heme groups
B. FADH,

C. CoA

D.ATP

E. SAM

for different reaction types. The more important coen-
zymes include ATP for energy-dependent reactions;
NAD, NADP, FAD, and FMN for hydrogen transfers;
coenzyme A for activation of organic acids; and SAM
for methylation reactions. Some enzymes catalyze their
reaction with the help of a heavy metal in their active
site.

QUESTIONS

3. The reaction

Succinyl-CoA + GDP + P;
— Succinate + CoA-SH + GTP

has a standard free energy change AG” of

—0.8 kcal/mol. If the free energy content of a
phosphoanhydride bond in GTP is 7.3 kcal/mol,
what would be the standard free energy change
of following reaction?

Succinyl-CoA + H,O — Succinate + CoA-SH

A. —8.1 kcal/mol
B. +6.5 kcal/mol
C. +8.1 kcal/mol
D.-6.5 kcal/mol
E. +0.8 kcal/mol
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DNA, RNA, AND PROTEIN

SYNTHESIS

A typical human cell contains about 10,000 different
proteins, which are synthesized according to instructions
that are sent from the chromosome to the ribosome
in the form of messenger ribonucleic acid (mRNA).
Therefore gene expression requires two steps (Fig. 6.1):

1. Transcription is the synthesis of an mRNA molecule
in the nucleus. The mRNA is the carbon copy of a
deoxyribonucleic acid (DNA) strand.

2. Translation is the synthesis of the polypeptide by the
ribosome, guided by the base sequence of the mRNA.

A gene is a length of DNA that directs the synthesis of a
messenger RNA and polypeptide, or of a functional
RNA that is not translated into a polypeptide. It consists
of a transcribed sequence and regulatory sites. A chromo-
some is a very long DNA molecule with hundreds or
thousands of genes.

As it is expressed, the genetic message is amplified.
A single gene can be transcribed into thousands of mRNA
molecules, and each mRNA can be translated into
thousands of polypeptides. For example, a red blood cell
contains 5 x 10% copies of the hemoglobin B-chain, but
the nucleated red blood cell precursors that make the
hemoglobin have only two copies of the B-chain gene.

ALL LIVING ORGANISMS USE DNA AS THEIR
GENETIC DATABANK

Living things are grouped into two major branches on the
basis of their cell structure. The prokaryotes include bacte-
ria, actinomycetes, blue-green algae, and archaea, and the
eukaryotes include protozoa, plants, and animals. Only
eukaryotic cells are compartmentalized into organelles by
intracellular membranes. Structures that are present in
eukaryotic but not prokaryotic cells include the following:

1. A nucleus surrounded by a twofold membrane.

2. Mitochondria, with a twofold membrane, are the
powerhouses of the cell. They turn food and oxygen
into adenosine triphosphate (ATP).

3. The endoplasmic reticulum, bounded by a single
membrane, processes membrane proteins, membrane
lipids, and secreted proteins.

4. The Golgi apparatus is a sorting station that sends
secreted proteins, lysosomal enzymes, and mem-
brane components to their proper destinations.

5. Lysosomes are vesicles filled with hydrolytic enzymes.
They degrade many cellular macromolecules as well
as substances that the cell engulfs by endocytosis.

6. Peroxisomes contain enzymes that generate and
destroy toxic hydrogen peroxide.

7. Cytoskeletal fibers give structural support to the cell.
They are also required for cell motility and intracel-
lular transport.

Differences between prokaryotes and eukaryotes are
summarized in Figure 6.2 and Table 6.1. Despite these
differences, all living cells have three features in common:

1. All cells are surrounded by a plasma membrane, which
is a flimsy, fluid, flexible structure that forms a diffu-
sion barrier between the cell and its environment.

2. All cells generate metabolic energy, which they use
for biosynthesis, maintenance of cell structure, and
cell motility.

3. All cells store genetic information in the form of
DNA, which the cells use to reproduce themselves
and to direct the synthesis of RNA and protein.

This chapter describes DNA replication and protein
synthesis in prokaryotes. The corresponding processes
in eukaryotes (see Chapter 7) are similar but are often
more complex.

| DNA CONTAINS FOUR BASES

DNA is a polymer of nucleoside monophosphates (also
called nucleotides) (Fig. 6.3, B). Its structural backbone
consists of alternating phosphate and 2-deoxyribose
residues that are held together by phosphodiester bonds
involving carbon-3 and carbon-5 of the sugar. Carbon-1
forms a B-N-glycosidic bond with one of the four bases
shown in Figure 6.4.

One end of the DNA strand has a free hydroxyl
group at C-5 of the last 2-deoxyribose. The other end
has a free hydroxyl group at C-3. The carbons of
2-deoxyribose are numbered by a prime (') to distinguish
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Figure 6.1 Expression of genetic information. In all organisms, the DNA of the gene is first copied into a single-stranded
molecule of messenger RNA (mMRNA). This process is called transcription. During ribosomal protein synthesis, the base
sequence of the mMRNA specifies the amino acid sequence of a polypeptide. This is called translation. A, In prokaryotic cells,
translation starts before transcription is completed. B, Eukaryotic cells have a nuclear membrane. Therefore transcription
and translation take place in different compartments: transcription in the nucleus and translation in the cytoplasm.
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Figure 6.2 Typical elements of prokaryotic and eukaryotic cell structure. A, Typical bacterial (prokaryotic) cell.
B, Typical human (eukaryotic) cell. ER, Endoplasmic reticulum; EV, endocytotic vesicle; G, Golgi apparatus; L, lysosome;
MIT, mitochondrion; P, peroxisome; R, ribosome; SV, secretory vesicle.
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Table 6.1 Typical Differences between Prokaryotic and

Eukaryotic Cells

Property Prokaryotes Eukaryotes
Typical size 0.4-4 pm 5-50 pm
Nucleus - +
Membrane-bounded — =+
organelles
Cytoskeleton - +
Endocytosis and — +
exocytosis
Cell wall + (some —) + (plants)
— (animals)
No. of chromosomes 1 (+plasmids)  >1
Ploidy Haploid Haploid or
diploid
Histones - +
Introns — +
Ribosomes 70S 80S

them from the carbon and nitrogen atoms of the bases;
therefore, each strand has a 5’ end and a 3’ end. By con-
vention, the 5’ terminus of a DNA (or RNA) strand is
written at the left end and the 3’ terminus at the right
end. Thus the tetranucleotide in Figure 6.4 can be writ-
ten as ACTG but not GTCA.

The variability of DNA structure is produced by its
base sequence. With four different bases, there are 4°
(or 16) different dinucleotides and 4° (or 64) different
trinucleotides, and 4'°° possibilities exist for a sequence
of 100 nucleotides.

| DNA FORMS A DOUBLE HELIX

Cellular DNA is double stranded, and almost all of it is
present as a double helix, as first described by James
Watson and Francis Crick in 1953. The most prominent
features of the Watson-Crick double helix (Figs. 6.5
to 6.7) are as follows:

Adenine
(A)

A

B

Guanine
(G)

OH H
3-D-2-deoxyribose

OH

2-deoxy-AMP
(dAMP)

O
CHgy
j\ ‘
© N
H
Cytosine Thymine

(©) (T)
O
I

-0— IlD—OH
o-
Phosphate

Figure 6.3 The building blocks of DNA. A, Structures of the four bases, 2-deoxyribose, and phosphate. The bases A and G are
purines, and C and T are pyrimidines. B, Structure of 2-deoxy-adenosine monophosphate (dAMP), one of the four
2-deoxyribonucleoside monophosphates (also called 2-deoxynucleotides) in the repeat structure of DNA. Note that a nitrogen
atom of the base is bound by a B-N-glycosidic bond to C-1 of 2-deoxyribose, whereas C-5 forms a phosphate ester bond.
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Figure 6.4 Structure of the (2-deoxy-)tetranucleotide ACTG. The DNA strands in chromosomes are far larger, with lengths
of many million nucleotide units. A, Adenine; C, cytosine; G, guanine; T, thymine.

1. The two strands of the double helix have opposite
polarity, meaning they run in opposite directions.
Base pairing is always antiparallel, not only in the
DNA double helix but also in other base-paired
structures formed by DNA or RNA.

2. The 2-deoxyribose/phosphate backbones of the two
strands form two ridges on the surface of the mole-
cule. The phosphate groups are negatively charged.

3. The bases face inward to the helix axis, but their
edges are exposed. They form the lining of two
grooves that are framed by the ridges of the sugar-
phosphate backbone. Because the N-glycosidic bonds
are not exactly opposite each other (see Fig. 6.7), the
two grooves are of unequal size. They are called
the major groove and the minor groove.

4. In each of the two strands, successive bases lie flat,
one on top of the other, like a stack of pancakes.
The flat surfaces of the bases are hydrophobic, and

successive bases in a strand form numerous van der
Waals interactions.

. Bases in opposite strands interact by bydrogen bonds.

Adenine (A) always pairs with thymine (T) in the
opposite strand, and guanine (G) with cytosine (C).
Therefore the molar amount of adenine in the
double-stranded DNA always equals that of thymine,
and the amount of guanine equals that of cytosine.
A-T base pairs are held together by two hydrogen
bonds, and G-C base pairs by three. Most important,
the base sequence of one strand predicts exactly the
base sequence of the opposite strand. This is essential
for DNA replication and DNA repair.

. The double strand is wound into a right-handed

belix. Each turn of the helix has about 10.4 base
pairs and advances about 3.4 nm along the helix
axis. The double helix is rather stiff, but it can be
bent and twisted by DNA-binding proteins.
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Figure 6.5 Schematic view of the DNA double strand. Note
that the strands are antiparallel and that only A-T and G-C
base pairs are permitted. Therefore the base sequence of one
strand predicts the base sequence of the opposite strand.

A, Adenine; C, cytosine; G, guanine; P, phosphate; T, thymine.

| DNA CAN BE DENATURED

Like other noncovalent structures, the Watson-Crick
double helix disintegrates at high temperatures. Heat
denaturation of DNA is also called melting. Because
A-T base pairs are held together by two hydrogen
bonds and G-C base pairs by three, A-T-rich sections
of the DNA unravel more easily than G-C-rich regions
when the temperature is raised (Figs. 6.8 and 6.9). At
physiological pH and ionic strength, this typically hap-
pens between 85°C and 95°C.

Heat denaturation decreases the viscosity of DNA solu-
tions because the single strands are more flexible than the
stiff, resilient double helix. It also increases the ultraviolet
light absorbance at 260 nm, which is caused by the bases,
because base pairing and base stacking are disrupted.

Other ways to denature DNA include decreased salt
concentration, extreme pH, and chemicals that disrupt
hydrogen bonding or base stacking.

When cooled slowly, denatured DNA “renatures”
spontaneously. This process is called annealing. Whereas
small DNA molecules anneal almost instantaneously,
large molecules require seconds to minutes.

| DNA IS SUPERCOILED

Many naturally occurring DNA molecules are circular.
When a linear duplex is partially unwound by one
or several turns before it is linked into a circle, the

Major
groove < Sugar-phosphate

backbone

Minor
groove

G

Figure 6.6 Space-filling model of the Watson-Crick double
helix (B-DNA).

number of base pairs per turn of the helix is greater
than the usual 10.4. The torsional strain in this mole-
cule leads to supercoiling of the duplex around its
own axis, much as a telephone cord twists around
itself. This is called a negative supertwist. The oppo-
site situation, in which the helix is overwound, is
called a positive supertwist.

Most cellular DNAs are negatively supertwisted,
with 5% to 7% fewer right-handed turns than expec-
ted from the number of their base pairs. This under-
wound condition favors the unwinding of the double
belix during DNA replication and transcription.

The supertwisting of DNA is regulated by
two types of topoisomerase. Type I topoisomerases
cleave one strand of the double helix, creating a
molecular swivel that relaxes supertwists passively.
Type II topoisomerases are more complex. They cleave
both strands and allow an intact helix to pass
through this transient double-strand break, before
resealing the break. Type II topoisomerases hydrolyze
ATP to pump negative supertwists into the DNA
(Fig. 6.10).
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Figure 6.7 Cross-sections through an adenine-thymine (A-T) and a guanine-cytosine (G-C) base pair in the DNA duplex.
The A-T base pair is held together by two hydrogen bonds [---] and the G-C base pair by three.

| DNA REPLICATION IS SEMICONSERVATIVE

| DNA IS SYNTHESIZED BY DNA POLYMERASES

DNA makes identical copies of itself, which are transmit-

ted to the daughter cells during mitosis and even to the

next generation through the gametes. In this sense, DNA

is the only immortal molecule in the body. The organism

is best understood as an artificial environment, created

by genes for the benefit of their own continued existence.
DNA is replicated in two steps (Fig. 6.11):

1. The double helix unwinds to produce two single
strands. This requires ATP-dependent enzymes to
break the hydrogen bonds between bases. DNA
unwinding creates the replication fork. This is the
place where the new DNA strands are synthesized.

2. A new complementary strand is synthesized for each
of the two old strands. This is possible because the
base sequence of each strand predicts the base
sequence of the complementary strand.

DNA replication is called semiconservative because one
strand in the daughter molecule is always old and the
other strand is newly synthesized.

The steps in DNA replication are best known in Escherichia
coli, an intestinal bacterium that has enjoyed the unfal-
tering affection of generations of molecular biologists.

The key enzymes of DNA replication in E. coli, as in
all other cells, are the DNA polymerases. DNA poly-
merases synthesize the new DNA strand stepwise,
nucleotide by nucleotide, in the 5'—3' direction. The
precursors are the deoxyribonucleoside triphosphates:
deoxy-adenosine triphosphate (dATP), deoxy-guano-
sine triphosphate (dGTP), deoxy-cytosine triphosphate
(dCTP), and deoxy-thymidine triphosphate (dTTP).
DNA polymerase elongates DNA strands by linking
the proximal phosphate of an incoming nucleotide to
the 3’-hydroxyl group at the end of the growing strand
(Fig. 6.12). The pyrophosphate formed in this reaction
is rapidly cleaved to inorganic phosphate by cellular
pyrophosphatases.

Prior unwinding of the double helix is required be-
cause the DNA polymerases require a single-stranded
DNA as a template. While synthesizing the new strand
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Figure 6.8 Melting of DNA.
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Figure 6.9 Melting of DNA, monitored by the increase of
ultraviolet light absorbance at 260 nm. The melting
temperature increases with increased guanine-cytosine (G-C)
content of the DNA. It is also affected by ionic strength and
pH. The melting temperature is the temperature at which the
increase in ultraviolet absorbance is half-maximal.

in the 5'—3’ direction, the enzyme moves along the
template strand in the 3'—5’ direction.

DNA polymerases are literate enzymes. They read
the base sequence of their template and make sure that
each base that they add to the new strand pairs with the

OO0
(PP
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Figure 6.10 Relaxation of positive supertwists in DNA by a
type Il topoisomerase.

base in the template strand. Therefore the new strand is
exactly complementary to the template strand. The
DNA polymerases are lacking in creative spirit. They
are like the scribe monks in medieval monasteries,
who worked day and night copying old manuscripts
without understanding their content.

BACTERIAL DNA POLYMERASES HAVE
EXONUCLEASE ACTIVITIES

A nuclease is an enzyme that cleaves phosphodiester
bonds in a nucleic acid. Deoxyribonucleases (DNases)
cleave DNA, and ribonucleases (RNases) cleave RNA.
Nucleases that cleave internal phosphodiester bonds
are called endonucleases, and those that cleave bonds
at the 5’ end or the 3’ end are called exonucleases.

Nobody is perfect, and even DNA polymerase some-
times incorporates a wrong nucleotide in the new
strand. This can create a lasting mutation, which can
be deadly if it leads to the synthesis of a faulty protein.
To minimize such mishaps, the bacterial DNA poly-
merases are equipped with a 3’-exonuclease activity
that they use for proofreading. When the nucleotide
that has been added to the 3’ end of a growing chain
fails to pair with the base in the template strand, it is
removed by the 3’-exonuclease activity (Fig. 6.13). This
proofreading mechanism reduces the error rate from 1
in 10* or 1 in 10° to less than 1 in 107

Most bacterial DNA polymerases also have a
5’-exonuclease activity (see Fig. 6.13). This activity is
not used for proofreading, but it cleaves damaged
DNA strands during DNA repair and erases the RNA
primer during DNA replication.

Escherichia coli has three DNA polymerases. They
differ in their affinity for the DNA template and con-
sequently in their processivity, the number of nucleotides
they polymerize before dissociating from the template:
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Figure 6.12 Template-directed synthesis of DNA by DNA polymerases. A, Adenine; C, cytosine; G, guanine; P, phosphate;

T, thymine.
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Figure 6.13 Exonuclease activities of bacterial DNA

polymerases. The products of these cleavages are nucleoside

5’-monophosphates. A, 3'-Exonuclease activity. Only +

mismatched bases are removed from the 3’ end of the newly

synthesized DNA strand. This activity is required for

proofreading. B, 5'-Exonuclease activity. Base-paired

nucleotides are removed from the 5’ end. This activity is

required to erase the RNA primer during DNA replication and Figure 6.14 Rep“cation of the circular chromosome of

to remove damaged portions of DNA during DNA repair. Escherichia coli. Replication proceeds bidirectionally from a
single replication origin (oriC). Dashed lines indicate new

® Poly I has low processivity and falls off its template  strands.

after polymerizing only a few dozen nucleotides.

30 minutes 20 minutes

This enzyme is used for DNA repair (see Chapter 9) Once the strands have been separated in the replica-
and plays only an accessory role in DNA replication. tion fork, they associate with a single-stranded DNA

® Poly II has a somewhat higher processivity. It is  binding protein (SSB protein). This keeps them in the
involved with DNA repair as well. single-stranded state.

® Poly III is the major enzyme of DNA replication.
With the help of a specialized clamp protein, it binds CLINICAL EXAMPLE 6.1: Gyrase Inhibitors
tightly to its template and polymerizes hundreds
of thousands of nucleotides in one sitting, at a rate of
about 800 nucleotides per second.

Chemotherapeutic agents are weapons of mass destruction
that doctors use to exterminate undesirable life forms, such
as bacteria, fungi, parasites, and cancer cells. To be used
effectively in the patient, chemotherapeutic agents must

UNWINDING PROTEINS PRESENT A SINGLE- perform their mission without collateral damage to normal
STRANDED TEMPLATE TO THE DNA cells. As a rule, bacteria are more easily killed in the human
POLYMERASES body than are fungi and parasites because they are more

different from human cells than are the eukaryotic
pathogens. Cancer cells are most difficult to eradicate
because they are too similar to the normal cells from which
they evolved.

DNA replication is an attractive target because it is
essential for the continued existence of all cells.
Several chemotherapeutic agents are inhibitors of
topoisomerases. Ciprofloxacin and nalidixic acid
are important antibiotics. They inhibit bacterial
type Il topoisomerases, including gyrase. Human
topoisomerases are sufficiently different from the
bacterial enzymes to be unaffected.

Drugs that inhibit human type Il topoisomerases,
including etoposide and doxorubicin, are used for
cancer treatment. They have some selectivity for cancer
cells because cancer cells divide more rapidly than
normal cells and have more replication-associated
topoisomerase action. The commonly used drugs do not
prevent the initial DNA double-strand cleavage by the
topoisomerase, but they delay or prevent the
reconnection of the broken ends.

Escherichia coli has a single circular chromosome with
4.6 million base pairs and a length of 1.3 mm. This is
1000 times the diameter of the cell. The replication of
this chromosome starts at a single site, known as oriC.
The 245 base-pair sequence of oriC binds multiple
copies of an initiator protein that triggers the unwind-
ing of the double helix. This creates two replication
forks that move in opposite directions. Unwinding
and DNA synthesis proceed bidirectionally from oriC
until the two replication forks meet at the opposite side
of the chromosome (Fig. 6.14). The replication of the
whole chromosome takes 30 to 40 minutes.

Strand separation is achieved by an ATP-dependent
helicase enzyme. The E. coli helicase that is in charge
of DNA replication is known as the dnaB protein.

The unwinding of the DNA causes overwinding of
the double helix ahead of the moving replication fork.
To prevent a standstill, positive supertwisting is relieved
by DNA gyrase, a type II topoisomerase. DNA gyrase
relaxes positive supertwists passively and induces nega-
tive supertwists by an ATP-dependent mechanism.



ONE OF THE NEW DNA STRANDS IS
SYNTHESIZED DISCONTINUOUSLY

None of the known DNA polymerases can assemble the
first nucleotides of a new chain. This task is left to pri-
mase (dnaG protein), a specialized RNA polymerase
that is tightly associated with the dnaB helicase in
the replication fork. Primase synthesizes a small piece
of RNA, only about 10 nucleotides long. This small
RNA, base paired with the DNA template strand, is
the primer for poly 111 (Fig. 6.15, A).

DNA polymerases synthesize only in the 5'—3’ direc-
tion, reading their template 3’—5’. Because the parental
double strand is antiparallel, only one of the new DNA
chains, the leading strand, can be synthesized by a poly
I molecule that simply travels with the replication
fork. The other strand, called the lagging strand, has to
be synthesized piecemeal.

This requires the repeated action of the primase, fol-
lowed by poly III. Together they produce DNA strands
of about 1000 nucleotides, each with a tiny piece of
RNA at the 5’ end. The pieces are called Okazaki
fragments. The RNA primer is soon removed by the
5'-exonuclease activity of poly I, and the gaps are filled
by its polymerase activity.

Poly I cannot connect the loose ends of two Okazaki
fragments. This is the task of a DNA ligase, which links
the phosphorylated 5’ terminus of one fragment with

DNA, RNA, and Protein Synthesis

the free 3’ terminus of another. The hydrolysis of a
phosphoanhydride bond in NADH (in bacteria) or ATP
(in humans) is required for this reaction (Fig. 6.16).

Figure 6.15, B, shows that the enzymes of DNA rep-
lication are aggregated in large complexes. The helicase
is associated with the primase to ensure that strand
separation is followed almost immediately by synthesis
of the new strand. DNA is synthesized by DNA poly-
merase III holoenzyme, a large complex with two
copies of the catalytically active core enzyme (subunit
structure o€0) held together by two t subunits. One
copy of the core enzyme synthesizes the leading strand,
and the other synthesizes the lagging strand. This
dimeric core enzyme associates with other polypeptides
and finally with the clamp protein B to form the holo-
enzyme with a subunit structure of (0:€6),727208 B2
and a molecular weight of 900,000.

| RNA PLAYS KEY ROLES IN GENE EXPRESSION

There are only two strictly chemical differences
between DNA and RNA: RNA contains ribose instead
of 2-deoxyribose, and it contains uracil instead of
thymine. Thymine and uracil are distinguished only by
a methyl group. Because this methyl group does not
participate in base pairing, both wuracil and thymine
pair with adenine (Table 6.2).

3 5

Unwinding of

T

Poly | (erases
primer, fills gap)

DNA ligase
(connects
loose ends)\

the replication fork

3 5

J>Rna
/primers

Leading
strand/
™ Okazaki 3
fragment in 5
lagging strand

’ R 4
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Figure 6.15 Replication fork of Escherichia coli. A, Because new DNA can be synthesized only in the 5'—3’ direction, one of
the two new strands (the “lagging strand”) is synthesized piecemeal. The primer has to be removed from the lagging strand
by DNA polymerase | (Poly /), and the Okazaki fragments have to be connected by DNA ligase. B, Model for the actual assembly
of proteins in the bacterial replication fork. Note that the DNA template for the lagging strand has to spool through the B clamp
backward to account for the direction of DNA synthesis. 8, Clamp protein; y, clamp loader; dnaB, helicase; dnaG, primase;

Poly Iil, DNA polymerase Ill.
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Figure 6.16 Reaction of DNA ligase. The two DNA strands have to be base paired with a complementary strand in a DNA
duplex. AMP, Adenosine monophosphate; ATP, adenosine triphosphate; NAD™, nicotinamide adenine dinucleotide; NMN,
nicotinamide mononucleotide (contains nicotinamide + ribose + phosphate); PP, inorganic pyrophosphate.

RNA can form a double helix with dimensions simi-
lar to those of DNA but is present in single-stranded
form in cells. RNA strands can nevertheless fold back
on themselves to form short antiparallel double-helical
segments between complementary sequences. Most
RNA molecules contain both unpaired and base-paired

Table 6.2 Differences between DNA and RNA

Property DNA RNA

Sugar 2-Deoxyribose Ribose

Bases AGCT A G CU

Strandedness in vivo Double strand Single strand

Typical size Often >10° base 60-20,000
pairs bases

Function Genetic information  Gene expression

A, Adenine; C, cytosine; DNA, deoxyribonucleic acid; G, guanine; RNA,
ribonucleic acid; 7, thymine; U, uracil.

Table 6.3 Properties of rRNA, tRNA, and mRNA

portions. RNA can also base pair with DNA to form a
DNA-RNA hybrid. Hybridization is the base pairing
(or annealing) of different kinds of nucleic acid (e.g.,
messenger RNA with genomic DNA) or of nucleic acids
from different origins (e.g., human DNA with chimpan-
zee DNA).

Most RNAs play roles in gene expression and
protein synthesis, but only mRNA is translated into
protein. Ribosomal RNA (rRNA) is a major constituent
of the ribosome, and transfer RNAs (tRNAs) are small
cytoplasmic RNAs that bind amino acids covalently
and deliver them to the ribosome for protein synthesis
(Table 6.3). More than 80% of all RNA in E. coli is
rRNA and only 3% is mRNA, although about one
third of the RNA synthesized in this organism is
mRNA. This is because bacterial mRNA has an average
lifespan of only 3 minutes. Most human mRNAs, on
the other hand, live for 1 to 10 hours before they suc-
cumb to cellular nucleases.

Property rRNA

Relative abundance
Molecular weight (in
Escherichia coli)

Location (in eukaryotes)
Function

Most abundant

1.2 x 10°

0.55 x 10°

3.6 x 10*
Ribosomes, nucleolus

Structure of ribosomal subunits, peptidyl

transferase activity

tRNA mRNA

Less abundant Least abundant
2-3 x 10* Heterogeneous
Cytoplasm Nucleus, cytoplasm

Transmits information for
protein synthesis

Brings amino acids to
the ribosome

mRNA, Messenger ribonucleic acid; rRNA, ribosomal ribonucleic acid; tRNA, transfer ribonucleic acid.



| THE o SUBUNIT RECOGNIZES PROMOTERS

RNA is synthesized by RNA polymerase (Table 6.4).
Bacterial RNA polymerase consists of a core enzyme
with the subunit structure o,ff'® and a o (sigma) sub-
unit that is only loosely bound to the core enzyme. The
o subunit recognizes transcriptional start sites, and the
core enzyme synthesizes RNA.

Before starting transcription, RNA polymerase has to
bind to a promoter, a sequence of about 60 base pairs at
the start of the gene. The promoter is recognized by the
o subunit, which binds to the promoter and positions
the core enzyme over the transcriptional start site.

The RNA polymerase then separates the DNA dou-
ble helix over a length of about 18 base pairs, starting
at a conserved A-T-rich sequence about 10 base pairs
upstream of the transcriptional start site. Strand separa-
tion is essential because transcription, like DNA repli-
cation, requires a single-stranded template.

The o subunit separates from the core enzyme after
the formation of the first 5 to 15 phosphodiester bonds.
This marks the transition from the initiation phase to
the elongation phase of transcription. The core enzyme
now moves along the template strand of the gene while
synthesizing the RNA transcript at a rate of about 50
nucleotides per second.
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The promoters of different genes look quite differ-
ent. Only two short segments, located about 10 base
pairs and 35 base pairs upstream of the transcriptional
start site, are similar in all promoters. Even these
sequences are variable, but we can define a consensus
sequence of the most commonly encountered bases

(Fig. 6.17).

This diversity is required because genes must be tran-
scribed at different rates. Some are transcribed up to 10
times per minute, whereas others are transcribed
only once every 10 to 20 minutes. The rate of trans-
criptional initiation depends on the base sequence of
the promoter. In general, the more the promoter
resembles the consensus sequence, the higher is the rate

of transcription.

| DNA IS FAITHFULLY COPIED INTO RNA

RNA synthesis resembles DNA synthesis in most
respects (Fig. 6.18). ATP, GTP, CTP, and uridine tri-
phosphate (UTP) are the precursors, and RNA is
synthesized in the 5'—3' direction (Fig. 6.19). However,
unlike the DNA polymerases, RNA polymerase can do
without a primer. It starts a new chain simply by plac-
ing a nucleotide in the first position.

Table 6.4 Comparison of Bacterial DNA Polymerases and RNA Polymerase

DNA Polymerase IlI

RNA Polymerase

Property DNA Polymerase |
Subunit structure Single polypeptide
Molecular weight ~103,000

Substrates dATP, dGTP, dCTP, dTTP
Direction of synthesis 53/

Template required DNA

Primer required Yes

Speed (bases/s) 10-20

3’-Exonuclease activity Yes

5’-Exonuclease activity Yes

8 Subunits
~170,000%*

dATP, dGTP, dCTP, dTTP

5 -3
DNA

Yes
600-1000
Yes

No

oo B oo
~450,000

ATP, GTP, CTP, UTP
53

DNA

No

~50

No

No

ATP, Adenosine triphosphate, CTP, cytosine triphosphate; dATP, deoxy-adenosine triphosphate, dCTP, deoxy-cytosine triphosphate; dGTP, deoxy-
guanosine triphosphate; DNA, deoxyribonucleic acid; dTTP, deoxy-thymidine triphosphate; GTP, guanosine triphosphate; RNA, ribonucleic acid;

UTP, uridine triphosphate.

*Core enzyme (o + € + 0 subunits) only. Several other polypeptides are associated with this core enzyme in vivo.

Pr CGGCATGATATTGACTTATTGAATAAAATTGGG TAAATTTGACTCAACG
T7Al AAAAGAGTTGACTTAAAGTCTAACCTATAG GATACTTACAGCCAT
lac ACCCCAGGCTTTACACTTTATGCTTCCGGCTCGTATGTTGTGTGGAATT
araC GCCGTGATTATAGACACTTTTGTTACGCGTTTT TGTCATGGCTTTGGTC
trp AAATGAGCTGTTGACAATTAATCATCGAACTAG TTAACTAGTACGCAAG
bioB CATAATCGACTTGTAAACCAAATTGAAAAGATT TAGGTTTACAAGTCTA
tRNAy, CAACGTAACACTTTACAGCGGCGCGTCATTTGA TATGATGCGCCCCGCT
Str TGTATATTTCTTGACACCTTTTCGGCATCGCCC TAAAATTCGGCGTCCT
Tet ATTCTCATGTTTGACAGCTTATCATCGATAAGC TTTAATGCGGTAGTTT
Consensus TTGACA TATAAT

sequence

Figure 6.17 Consensus
sequence for promoters in
Escherichia coli. All of these
promoters are recognized by
the major o subunit of E. coli.
Some belong to E. coli genes,
and others belong to
bacteriophages infecting

E. coli. Only the base sequence
of the coding strand
(nontemplate strand) is
shown. Colored bases to the
right of the TATAAT consensus
indicate start of transcription.
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Figure 6.18 Formation of the first phosphodiester bond during transcription. The nucleotide at the 5’ terminus of the RNA
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Figure 6.19 Elongation phase of transcription. RNA polymerase separates the double helix on a length of about 18 base pairs
to form a “transcription bubble.” Only one of the two DNA strands is used as a template. A, Adenine; C, cytosine; G, guanine;
P, phosphate; T, thymine; U, uracil.
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Figure 6.20 Termination sequence of a viral gene that is transcribed by the bacterial RNA polymerase. A, Sequence of DNA
double strand. B, RNA transcript forms a hairpin loop. A, Adenine; C, cytosine; G, guanine; T, thymine; U, uracil.

The template strand of the DNA is antiparallel and
complementary to the RNA. The opposite DNA strand,
which has the same polarity and base sequence as the
RNA transcript (T replacing U), is called the coding strand
(see Fig. 6.19). RNA polymerase has no proofreading
nuclease activity, and thus it bas an error rate of about
1 per 10,000, which is 1000 times higher than the error
rate of poly III. This can be tolerated because the damage
caused by a single faulty RNA molecule is not nearly as
great as the damage caused by a faulty DNA.

Transcription continues until the RNA polymerase
runs into a terminator sequence at the end of the gene.
Most terminators contain a palindrome, which is a type
of symmetrical sequence in which the base sequence of
one DNA strand traced in one direction from the sym-
metry axis is the same as the sequence of the opposite
strand traced in the opposite direction. A palindrome
is a word or sentence that reads the same in both direc-
tions, as in “Madam, ’'m Adam.”

When a palindrome is transcribed, the RNA tran-
script forms a hairpin loop by internal base pairing
(Fig. 6.20), causing the RNA polymerase to dissociate
from the DNA template and release the RNA.

CLINICAL EXAMPLE 6.2: Rifampicin

Rifampicin inhibits transcription by tight binding to the
B subunit of bacterial RNA polymerase. This does not kill
the bacteria, but it prevents their growth: The effect is
bacteriostatic, not bactericidal. Rifampicin causes no
collateral damage because eukaryotic RNA polymerases
are not affected.

Rifampicin can be used for the treatment of bacterial
infections, including tuberculosis. Its main limitation is
the rapid development of drug resistance, because a
point mutation that changes the rifampicin binding site
on the B subunit can make the bacteria resistant.

Drug resistance mutations are not induced by the
drug. They pop up randomly in bacterial populations but
remain at very low frequency because they offer no
advantage (or even a slight disadvantage) in the absence
of the drug. However, when the bacteria are exposed to
the drug and the susceptible cells are killed, the few
drug-resistant mutants survive and take over the
ecosystem. This is evolution in action, with organisms
changing rapidly through mutation and selection. It
makes the drug treatment of infectious diseases an
arms race between pharmaceutical chemists designing
new drugs and bacteria evolving resistance to the drugs.

CLINICAL EXAMPLE 6.3: Actinomycin D

Transcription can be inhibited by the microbial toxin
actinomycin D. A planar phenoxazone ring in the
molecule (Fig. 6.27) becomes intercalated (sandwiched)

O O
| |
7 I
L-Methylvaline  L-Methylvaline
Methylglycine ~ Methylglycine
I I
L-Proline L-Proline
D-\llaline D-Valline
— L-Threonine L-Threonine —
C=0 0O=C
N\ NH;
Phenoxazone ring
O
CHs CHs

Figure 6.21 Structure of actinomycin D.

Continued
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CLINICAL EXAMPLE 6.3: Actinomycin D—cont’d

between two G-C base pairs in double-stranded
DNA, and two oligopeptide tails in the molecule
clamp the drug to the minor groove of the double
helix. RNA polymerase cannot transcribe past the
bound drug.

Human and bacterial DNA have the same structure.
Therefore actinomycin D binds equally to human
and bacterial DNA, and it cannot be used for the
treatment of bacterial infections. However, for
unknown reasons, it is very effective in the treatment
of Wilms tumor (nephroblastoma), a rare childhood
cancer.

SOME RNAs ARE CHEMICALLY MODIFIED
AFTER TRANSCRIPTION

The chemical modification of RNA after its synthesis
by RNA polymerase is called posttranscriptional pro-
cessing. Of the three major RNA types, mRNA is rarely
processed in prokaryotes. It is translated as soon as it is
synthesized, leaving no time for posttranscriptional
modifications. In fact, ribosomes attach to the 5' end
of bacterial mRNA and start translation long before
the synthesis of the mRNA has been completed. In
eukaryotes, however, mRNA is processed extensively
(see Chapter 7).

Ribosomal RNA is modified posttranscriptionally in
both prokaryotes and eukaryotes. Each bacterial ribo-
some contains three molecules of rRNA: 5S, 16S, and
23S RNA. The “S” refers to the behavior of the molecule

in the ultracentrifuge, and its numerical value is roughly
related to its size.

These ribosomal RNAs are derived from a single
long precursor RNA, which is cleaved into the three
rRNAs by specific endonucleases. The ribosome con-
tains a single copy of each rRNA, and this mechanism
of synthesis guarantees that the three rRNAs are pro-
duced in equimolar amounts. Eukaryotes use a similar
strategy for the synthesis of their rRNA (Fig. 6.22).

Bacterial rRNA contains methylated bases, and
eukaryotic rRNA contains methylated ribose residues.
Eukaryotic rRNA also contains a rather large amount
of pseudouridine (Fig. 6.23). The methylation of bases
and ribose residues requires S-adenosyl methionine
(SAM) as a methyl group donor.

tRNA is modeled from the original transcript by the
concerted action of endonucleases and exonucleases,
and chemically modified bases are formed by the action
of enzymes on the tRNA or tRNA precursors, both in
prokaryotes and in eukaryotes (see Fig. 6.23).

THE GENETIC CODE DEFINES THE RELATIONSHIP
BETWEEN BASE SEQUENCE OF mRNA AND
AMINO ACID SEQUENCE OF POLYPEPTIDE

mRNA has only four bases, but polypeptides contain
20 amino acids. Therefore a single base in the mRNA
cannot specify an amino acid in a polypeptide. A sequence
of two bases can specify 4> (16) amino acids, and a
sequence of three bases can specify 4° (64) amino acids.
In fact, a sequence of three bases on the mRNA
codes for an amino acid. The ribosome reads these base
triplets, or codons, in the 5'—3’ direction, the same
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Figure 6.22 Processing of ribosomal RNA (rRNA) precursors in prokaryotes and eukaryotes. A, In Escherichia coli. B, In Homo

sapiens. tRNA, Transfer RNA.
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Figure 6.23 Some posttranscriptional modifications in transfer RNA (tRNA) and ribosomal RNA (rRNA). Hypoxanthine is
introduced into tRNA by replacement of adenine. The other unusual bases shown here are produced by the enzymatic

modification of existing bases.

direction in which the mRNA is synthesized by RNA
polymerase. As the ribosome moves along the mRNA
in the 5'—3' direction, it synthesizes the polypeptide
in the amino— carboxyl terminal direction.

The important properties of the genetic code (Fig. 6.24)
are as follows:

1. It is colinear. The sequence of amino acids in the
polypeptide, from amino end to carboxyl end, corre-
sponds exactly to the sequence of their codons in the
mRNA, read from 5’ to 3'.

2. Itis nonoverlapping and “commaless.” The codons are
aligned without overlap and without empty spaces in
between. Each base belongs to one and only one codon.

. It contains 61 amino acid coding codons and the three

stop codons UAA, UAG, and UGA. One of the amino
acid coding codons, AUG, is also used as a start codon.

. It is unambiguous. Each codon specifies one and

only one amino acid.

. It is degenerate. More than one codon can code for

an amino acid.

. It is universal. With the minor exception of the start

codon AUG, which determines N-formyl methionine
in prokaryotes and methionine in eukaryotes, the code
is identical in prokaryotes and eukaryotes. Other
minor variations occur in the small genomes of mito-
chondria and chloroplasts and in some single-celled
eukaryotes.
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Figure 6.24 The genetic code. A, Adenine; Alg, alanine; Arg,
arginine; Asn, asparagine; Asp, aspartate; C, cytosine; G, guanine;
Cys, cysteine; Gln, glutamine; Glu, glutamate; Gly, glycine; His,
histidine; /le, isoleucine; Leu, leucine; Lys, lysine; Met,
methionine; Phe, phenylalanine; Pro, proline; Ser, serine; Thr,
threonine; Trp, tryptophan; Tyr, tyrosine; U, uracil; Val, valine.

The near universality of the genetic code shows that all
surviving life on earth is descended from a common
ancestor. There is no way that a complex and arbitrary
system such as the genetic code could have evolved
independently in two lineages. Aliens from other pla-
nets would also need replicating genetic molecules
because inheritance is an essential attribute of life, but
there is no reason to expect that they would use the ter-
restrial genetic code. It is even doubtful that they would
use DNA.

The universality of the code is also interesting for
genetic engineers. It implies that coding sequences of
eukaryotic genes that are artificially introduced into
prokaryotic cells can be expressed correctly.

One final problem is the three possible reading frames
for a colinear, nonoverlapping, and commaless triplet
code. The ribosome decides among these three possibili-
ties by searching the 5'-terminal region of the mRNA for
the initiation codon AUG. Starting with AUG, it then
reads successive base triplets as codons until it reaches a
stop codon that signals the end of the polypeptide. This
implies that the 5" and 3" ends of the mRNA are not trans-
lated (Fig. 6.25).

DNA template

RNA polymerase

Start
AUG

Ribosome
recognition

~

5

5’-untranslated
B region

Translated sequence

Stop
UAA
or UAG
or UGA

3’-untranslated
region

Figure 6.25 Reading frame of messenger RNA (mRNA) and importance of the start and stop codons. A, Determination of the
reading frame. The ribosome identifies the start codon AUG, then reads successive base triplets as codons. The cotranscriptional
initiation of translation depicted here is specific for prokaryotes. B, Overall structure of mRNA. mRNAs have a 5'-untranslated
sequence upstream of the start codon and a 3’-untranslated sequence downstream of the stop codon. The 5’-untranslated

region is required for initial binding of the mRNA to the ribosome during the initiation of translation. A, Adenine; C, cytosine;

G, guanine; T, thymine; U, uracil.



TRANSFER RNA IS THE ADAPTER MOLECULE
IN PROTEIN SYNTHESIS

DNA, RNA, and Protein Synthesis

AMINO ACIDS ARE ACTIVATED BY AN ESTER
BOND WITH THE 3’ TERMINUS OF THE tRNA

The tRNAs are small RNAs, about 80 nucleotides long,
that present amino acids to the ribosome for protein
synthesis. Some of their common structural and func-
tional features (Fig. 6.26) are as follows:

1. The molecule is folded into a cloverleaf structure,
with three base-paired stem portions and three loops
whose bases are unpaired.

2. The 3 terminus is the attachment site for an amino
acid. Tt ends with the sequence CCA, and the amino
acid is bound to the ribose of the last nucleotide.

3. One of the three loops of the cloverleaf contains the
anticodon. The three bases of the anticodon pair with
the codon on the mRNA during protein synthesis.

The unique feature of tRNA is that it possesses both
an anticodon to recognize the codon on the mRNA
and a covalently bound amino acid. Thus the tRNA
matches the amino acid to the appropriate codon on
the mRNA.

A cytoplasmic aminoacyl-tRNA synthetase attaches an
amino acid to the 3’ end of the tRNA, thereby convert-
ing it into an aminoacyl-tRNA (Fig. 6.27). The balance
of the reaction is

Amino acid + tRNA + ATP

!
Aminoacyl-tRNA + AMP + PP;

where AMP = adenosine monophosphate, and PP; =
inorganic pyrophosphate. The ester bond between
amino acid and tRNA is almost as energy rich as a
phosphoanhydride bond in ATP, but the reaction is
nevertheless irreversible because the pyrophosphate
is quickly hydrolyzed in the cell.

Aminoacyl-tRNA synthetases must be highly accu-
rate because attachment of the wrong amino acid to a
tRNA leads to the incorporation of a wrong amino acid

3'[A]
= Acceptor
i 75 stem
. [
S A
|6 C]
|C €]
GI-C| 70
61—
5[A1Y]
UH, loop (U A] TyC loop
[U—A
U

Anticodon
loop

A Anticodon

UH, loop

Acceptor stem
TyC loop

56

Anticodon
stem

Figure 6.26 Structure of a typical transfer ribonucleic acid (tRNA), yeast tRNAPhe. Note the wide separation between the
amino acid binding site (“acceptor stem”) and the anticodon. A, “Cloverleaf” structure. Conserved bases are indicated by dark
color. B, Tertiary structure. The three stem-loop structures of the cloverleaf are shown in orange. A, Adenine; C, cytosine;

G, guanine; T, thymine; U, uracil. Modified nucleosides: 2, Pseudouridine; Cm, 2'-O-methyl cytidine; Gm, 2'-O-methylguanosine;
m2G, 2-methylguanosine; m2G, 2,2-dimethylguanosine; m°C, 5-methylcytidine; mCA, 6-methyladenosine; m’G,
7-methylguanosine; UH,, dihydrouridine; Y, “hypermodified” purine.
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Figure 6.27 Activation of the amino acid for protein synthesis. The activation reactions are catalyzed by highly selective
aminoacyl-tRNA synthetases in the cytoplasm. The aminoacyl-tRNA is the immediate substrate for ribosomal protein synthesis.
AMP, Adenosine monophosphate; ATP, adenosine triphosphate; P;, inorganic phosphate; PP, inorganic pyrophosphate.

in the protein. In fact, aminoacyl-tRNA synthetases
make only about one mistake in every 40,000 cou-
plings. When a mutation alters the specificity of an
aminoacyl-tRNA synthetase, causing it to attach the
wrong amino acid to a tRNA, the result will be a change
in the genetic code. A mutation in the anticodon of a
tRNA changes the genetic code as well, but such muta-
tions are rarely observed because they are rapidly fatal.

MANY TRANSFER RNAs RECOGNIZE MORE
THAN ONE CODON

During protein synthesis, the codon of the mRNA base
pairs with the anticodon of the tRNA in an antiparallel
orientation. With strict Watson-Crick base pairing, at least

61 different tRNAs would be needed for the 61 amino
acid coding codons. However, most bacteria have fewer
than 61 different tRNAs, and human mitochondria have
only 22.

This is possible because the rules of base pairing are
relaxed for the third codon base. Uracil at the 5" end of
the anticodon can pair not only with adenine (A) but also
with guanine (G) at the 3’ end of the codon, and a G in
this position can pair with cytosine (C) or uracil (U).
Some tRNAs have hypoxanthine as their first anticodon
base (the corresponding nucleoside is called inosine).
Hypoxanthine can pair with A, U, or C. This freedom
of base pairing is called wobble.

Wobble contributes to the degeneracy of the genetic
code. As shown in Figure 6.24, codons specifying the



same amino acid usually differ in the third codon
base. This is the “wobble position,” and in many cases
the alternative codons are indeed read by the same
tRNA.

RIBOSOMES ARE THE WORKBENCHES FOR
PROTEIN SYNTHESIS

Although they enjoy the prestigious status of organelles,
ribosomes are not surrounded by a membrane and
do not form a separate cellular compartment. They
are merely large, catalytically active ribonucleoprotein
particles. In bacteria, they are either free floating in
the cytoplasm or attached to the plasma membrane. In
eukaryotes they are either free floating in the cytoplasm
or attached to the membrane of the endoplasmic reticu-
lum. Escherichia coli contains about 16,000 ribosomes,
whereas a typical eukaryotic cell has more than one
million.

Ribosomes consist of a large subunit and a small
subunit. According to their sedimentation rate in the
ultracentrifuge, bacterial ribosomes are described as
70S ribosomes, with 30S and 50S subunits. The ribo-
somes in the cytoplasm and on the endoplasmic reticu-
lum of eukaryotes are a bit larger: 80S, with 40S and
60S subunits.

The composition of bacterial and eukaryotic ribo-
somes is summarized in Table 6.5. Each ribosomal
RNA molecule and, with one exception, each ribo-
somal protein is present in only one copy per ribosome.
The components are held together noncovalently, and
ribosomal subunits can be assembled in the test tube
by mixing ribosomal proteins and RNAs. In the cell,

Table 6.5 Features of Prokaryotic and Eukaryotic
Ribosomes

Escherichia  Homo sapiens

Property coli (Cytoplasmic)*
Diameter (nm) 20 25
Mass (kD) 2700 4200
Sedimentation coefficient”

Complete ribosome 70S 80S

Small subunit 30S 40S

Large subunit 50S 60S
RNA content 65% 50%
Protein content 35% 50%

rRNA, small subunit 16S 18S

rRNA, large subunit 5§, 23S 5S, 5.8S, 28S
No. of proteins

Small subunit 21 34

Large subunit 34 50

RNA, Ribonucleic acid; rRNA, ribosomal ribonucleic acid.

*For mitochondrial ribosomes, see Chapter 7.

fs, Svedberg unit, describes the behavior of particles in the
ultracentrifuge. Higher S values are associated with heavier particles,
but they are not additive.

DNA, RNA, and Protein Synthesis

ribosomes are assembled in the cytoplasm (prokar-
yotes) or the nucleolus (eukaryotes).

Some features of ribosomal protein synthesis are as
follows:

1. To start protein synthesis, the ribosome binds to a
site near the 5’ terminus of the mRNA.

2. mRNA is read in the 5'—3’ direction while the
polypeptide is synthesized in the amino—carboxyl
terminal direction.

3. The ribosome has a binding site for the tRNA that
carries the growing polypeptide chain (P site) and
another binding site for the incoming aminoacyl-
tRNA (A site).

4. The ribosome forms the peptide bond, while pepti-
dyl-tRNA and aminoacyl-tRNA are bound to these
sites.

5. Energy-dependent steps in ribosomal protein synthe-
sis require GTP, not ATP.

6. Some steps in protein synthesis require soluble cyto-
plasmic proteins known as initiation factors, elonga-
tion factors, and termination factors.

7. Each ribosome synthesizes only one polypeptide at a
time, but an mRNA molecule is read simultaneously
by many ribosomes.

THE INITIATION COMPLEX BRINGS TOGETHER
RIBOSOME, MESSENGER RNA, AND INITIATOR
tRNA

Positioning the mRNA correctly on the ribosome requires
the conserved Shine-Dalgarno sequence in the 5'-untrans-
lated region of the mRNA (consensus: AGGAGGU),
about 10 nucleotides upstream of the AUG start codon.
It base pairs with a complementary sequence on the 16S
RNA in the small ribosomal subunit. Now the initiator
tRNA can bind to the small ribosomal subunit while pair-
ing its anticodon with the AUG start codon of the mRNA
(Fig. 6.28). The initiator tRNA carries the modified amino
acid N-formylmethionine (fMet), and therefore all bacte-
rial proteins are synthesized with fMet at the amino
terminus.

This 30S initiation complex also contains three initia-
tion factors. IF-1 and IF-3 prevent the ribosomal
subunits from associating into a complete 70S ribosome.
IF-2, which contains a bound GTP molecule, is required
for binding of fMet-tRNA to the 30S initiation complex.

The 70S initiation complex is formed when the 50S
ribosomal subunit binds to the 30S initiation complex.
The initiation factors are released while the bound
GTP is hydrolyzed to GDP and inorganic phosphate.

The binding site for the initiator tRNA on the ribo-
some is called the P site because it is occupied by a
peptidyl-tRNA during the elongation phase. A second
tRNA binding site, the A site (A = aminoacyl-tRNA, or
acceptor) is still empty. It receives incoming aminoacyl-
tRNA molecules during the elongation phase.
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Figure 6.28 Formation of the 70S initiation complex in prokaryotes. AUG is the intiation codon. fMet, N-formylmethionine; IF-7,
IF-2, and IF-3, initiation factors 1, 2, and 3, respectively; mRNA, messenger RNA; P, inorganic phosphate; tRNA, transfer RNA.

POLYPEPTIDES GROW STEPWISE FROM
THE AMINO TERMINUS TO THE CARBOXYL
TERMINUS

To start the elongation cycle of protein synthesis
(Fig. 6.29), an aminoacyl-tRNA is placed in the A site of
the ribosome along with the GTP-binding elongation
factor Tu (EF-Tu). If (and only if) codon and anticodon
match, the bound GTP is hydrolyzed to GDP, and EF-Tu
with its bound GDP vacates the ribosome. The aminoacyl-
tRNA remains in the A site, ready for peptide bond
formation.

The first peptide bond is formed when fMet is trans-
ferred from the initiator tRNA to the amino acid residue
on the aminoacyl-tRNA in the A site (Fig. 6.30). This
reaction requires no external energy source because the
free energy content of the ester bond in the fMet-tRNA
(=7 kcal/mol) exceeds that of the peptide bond
(=1 kcal/mol). The peptidyl transferase of the large ribo-
somal subunit that catalyzes peptide bond formation is
not a ribosomal protein, but it is an enzymatic activity

of the 23S RNA in the large ribosomal subunit. Therefore
the ribosome is an RNA enzyme, or ribozyme.

Peptide bond formation leaves a free tRNA in the
P site and a peptidyl-tRNA in the A site. The free tRNA
moves from the P site to an E site (E = exit) on the large
ribosomal subunit before leaving the ribosome alto-
gether, and the peptidyl-tRNA moves from the A site
into the P site. Codon-anticodon pairing remains intact.
Therefore the ribosome moves along the mRNA by
three bases. This step is called translocation. It requires
the GTP-binding elongation factor EF-G and is accom-
panied by the hydrolysis of the bound GTP (see
Fig. 6.29). The speed of ribosomal protein synthesis is
about 20 amino acids per second, and the error rate is
about 1 for every 10,000 amino acids.

The stop codons UAA, UAG, and UGA have no match-
ing tRNAs. Instead they are recognized by proteins called
termination factors or release factors, which induce cleav-
age of the bond between polypeptide and tRNA. GTP
hydrolysis takes place during translational termination.
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Figure 6.29 First elongation cycle of ribosomal protein synthesis, which introduces the second amino acid (AA>). EF-G,
Elongation factor G; EF-Tu, elongation factor Tu; fMet, N-formylmethionine; GDP, guanosine diphosphate; GTP, guanosine
triphosphate; tRNA, transfer ribonucleic acid.
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CLINICAL EXAMPLE 6.4: Streptomycin Resistance

Cells stop growing immediately when their protein
synthesis is inhibited, and they die slowly when worn-out
cellular proteins can no longer be replaced by new ones.
Therefore it is not surprising that many of the antibiotics
that microorganisms have invented for chemical warfare
against their competitors are inhibitors of ribosomal
protein synthesis.

These antibiotics bind to various sites on the ribosome
and interfere with individual steps in protein synthesis
(Table 6.6). Most are very selective, inhibiting protein
synthesis in either prokaryotes or eukaryotes but not in both.

Bacteria can become resistant to ribosomally acting
antibiotics by mutations that change the target of drug
action. For example, streptomycin resistance can be
produced by mutations in the gene for S12, a protein of
the small ribosomal subunit to which this antibiotic
binds. Even streptomycin-dependent bacterial mutants
can be selected in the laboratory. In other cases of
ribosomally acting antibiotics, mutations that alter the
sequence of one or another ribosomal RNA can make the
bacterium drug resistant.

Table 6.6 Some Antibiotic Inhibitors of Ribosomal Protein Synthesis

Drug Target Organisms Ribosomal Subunit Bound Effect on Protein Synthesis

Streptomycin Prokaryotes 30S Inhibits initiation, causes misreading of mRNA
Tetracycline Prokaryotes 30S Inhibits aminoacyl-tRNA binding
Chloramphenicol Prokaryotes 50S Inhibits peptidyl transferase

Cycloheximide Eukaryotes 60S Inhibits peptidyl transferase

Erythromycin Prokaryotes 50S Inhibits translocation

Puromycin Prokaryotes, eukaryotes 50S, 60S Terminates elongation

mRNA, Messenger ribonucleic acid; tRNA, transfer messenger ribonucleic acid.
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Figure 6.30 Formation of the first peptide bond in the peptidyl transferase reaction. fMet, N-Formylmethionine; tRNA, transfer

ribonucleic acid.

PROTEIN SYNTHESIS IS ENERGETICALLY
EXPENSIVE

GTP hydrolysis during initiation and termination are
one-time expenses, but each elongation cycle requires
the recurrent expense of two GTP bonds: one for

placement, and the other for translocation. This adds
to the two high-energy phosphate bonds in ATP that
are expended for the synthesis of each aminoacyl-tRNA.

Therefore at least four high-energy bonds are con-
sumed for the synthesis of each peptide bond. Rapidly



growing bacteria devote 30% to 50% of their total meta-
bolic energy to protein synthesis, but the human body
spends only about 5% of its energy for this purpose.

| GENE EXPRESSION IS TIGHTLY REGULATED

Some proteins are needed at all times, so the genes that
encode them are transcribed at a fairly constant rate at
all times. These proteins are called constitutive pro-
teins, and their genes are called housekeeping genes
because they have to work continuously. Inducible pro-
teins, in contrast, are synthesized only when they are
needed. Their genes are transcribed only in response
to external stimuli that signal a requirement for the
encoded protein.

Bacteria have to adjust their metabolic activities to
the nutrient supply. When a bacterium falls into a glass
of milk, in which lactose is the major carbohydrate, the
bacterium needs enzymes for lactose metabolism. In a
glass of lemonade, in which sucrose is abundant, the
bacterium needs enzymes of sucrose metabolism. In a
glass of beer, the bacterium needs enzymes for alcohol
oxidation. In short, having the enzymes for a catabolic,
energy-generating pathway makes sense only when the
substrate of the pathway is available.

The enzymes of a biosynthetic pathway, on the other
hand, are required only when the end product is not avail-
able from external sources. For example, the enzymes of
tryptophan synthesis are required only when the cell has
to grow on a tryptophan-free medium.

Humans have to adjust their metabolism not only to
nutrient supply and need for biosynthetic products, but
also according to cell type. All cells of the body have the
same genes, but different cells make different proteins.

DNA, RNA, and Protein Synthesis

For example, hemoglobin is synthesized by erythroid pre-
cursor cells in the bone marrow but not by neurons in
the cerebral cortex. Such differences are the result of
cell-specific gene expression.

A REPRESSOR PROTEIN REGULATES
TRANSCRIPTION OF THE LAC OPERON IN E. COL/

Escherichia coli can use the disaccharide lactose (milk
sugar) as a source of metabolic energy. Lactose is first
transported across the plasma membrane by the mem-
brane carrier lactose permease, then it is cleaved to free
glucose and galactose by the enzyme B-galactosidase
(Fig. 6.31). A third protein, B-galactoside transacetylase,
is not required for lactose catabolism, but it acetylates
several other B-galactosides. It probably is involved in the
removal of nonmetabolizable B-galactosides from the cell.

As an intestinal bacterium, E. coli needs these three
proteins only when its host drinks milk. In the absence
of lactose, the cell contains only about 10 molecules of
B-galactosidase, but several thousand molecules are
present when lactose is the only carbon source. The
levels of the permease and the transacetylase parallel
exactly those of B-galactosidase.

The genes for these three proteins are lined up head
to tail in the bacterial chromosome. They are regulated
in concert because they are transcribed from a single
promoter. The product of transcription is a polycis-
tronic mRNA (from cistron meaning “gene”). The ribo-
some can synthesize three different polypeptides from
this large mRNA because the stop codons of the first
two genes are followed by a Shine-Dalgarno sequence
and a start codon at which the synthesis of the next
polypeptide is initiated.

CH,OH CH,OH

HO e °
OH O\ oH o
OH
OH OH

Lactose
r‘ H20

CH,OH CH,OH

HO e OH <
+
OH OH
HO OH
OH OH

Galactose Glucose

CH,OH

0
HO O—CH,
-
OH

0
OH Ho \{" OH
OH

1,6-Allolactose

Figure 6.31 [-Galactosidase reaction. A small percentage of the substrate is not hydrolyzed but rather is isomerized to

1,6-allolactose in a minor side reaction.
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The array of protein-coding genes, shared promoter,
and associated regulatory sites is called an operon, and
the protein-coding genes of the operon are called struc-
tural genes.

Wedged between the three structural genes and their
shared promoter is an operator (Fig. 6.32), a short
regulatory DNA sequence that binds the lac repressor.
The repressor binding site (operator) overlaps with the
binding site for RNA polymerase (promoter). Therefore
the RNA polymerase cannot bind to the promoter when
the lac repressor is bound to the operator.

The lac repressor is a tetrameric (from Greek tetpa
meaning “four” and pepoc meaning “part”) protein
with four identical subunits, encoded by a regulatory
gene that is constitutively transcribed at a low rate. This
gene is located immediately upstream of the lac operon.

In the absence of lactose, the lac repressor binds
tightly to the operator and prevents transcription of
the structural genes. In the presence of lactose, however,
a small amount of 1,6-allolactose is formed. This minor
side product of the p-galactosidase reaction (see
Fig. 6.31) binds tightly to the lac repressor, changing
its conformation by an allosteric mechanism. The
repressor-allolactose complex no longer binds to the

operator, and the structural genes can be transcribed.
Thus 1,6-allolactose functions as an inducer of the lac
operon.

ANABOLIC OPERONS ARE REPRESSED
BY THE END PRODUCT OF THE PATHWAY

The tryptophan (¢rp) operon of E. coli codes for a set
of five enzymes that are required for the synthesis of
tryptophan. Thus the bacteria can synthesize their
own tryptophan, but this energetically expensive bio-
synthetic pathway is required only when external tryp-
tophan is not available.

The repressor of the trp operon is a dimeric protein
that binds to an operator site about 20 to 30 nucleo-
tides upstream of the transcriptional start site, in the
middle of the promoter. It thereby prevents the binding
of RNA polymerase (Fig. 6.33).

Unlike the lac repressor, the trp repressor cannot
bind its operator without outside help. It is an allosteric
protein that becomes an active repressor only when it
binds tryptophan. Therefore the #rp operon is repressed
when tryptophan is abundant. In this system, the re-
pressor protein is called an aporepressor, and tryptophan

Structural genes
A

r

I [ PO z

&

Y
Lactose operon

Figure 6.32 Structure of the lactose (lac) operon of Escherichia coli. Promoter (P), operator (0), and structural genes are
contiguous in all bacterial operons. The regulatory gene that encodes the /ac repressor (/) may or may not be located next to the
operon. A, Gene for B-galactoside transacetylase; Y, gene for lactose permease; Z, gene for B-galactosidase.
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Figure 6.33 Regulation of the tryptophan (trp) operon of Escherichia coli. A, Tryptophan is absent. The aporepressor does
not bind to the operator, and the structural genes are transcribed. B, Tryptophan is abundant. The “holorepressor” (aporepressor
+ tryptophan) binds to the operator. The binding of RNA polymerase is prevented, and the structural genes are not transcribed.
O, Operator; P, promoter; R, regulatory gene.



is called a corepressor. This regulatory strategy is typical
for biosynthetic operons.

GLUCOSE REGULATES THE TRANSCRIPTION
OF MANY CATABOLIC OPERONS

When given the choice between glucose and lactose, E. coli
metabolizes glucose first. The levels of B-galactosidase and
the other products of the lac operon are very low as long as
both sugars are present in the medium, and the enzymes of
lactose metabolism are induced only when glucose is
depleted (Fig. 6.34).

Glucose is the favored tasty treat of bacteria because
it is more easily metabolized than lactose. The thrifty
(or lazy) bacterium saves the expense for the synthesis
of lactose-metabolizing enzymes by metabolizing glu-
cose first. Not only the lac operon but also many other
catabolic operons are repressed in the presence of glu-
cose. This is called catabolite repression.

Catabolite repression is mediated by cyclic adenosine
monophosphate (cAMP). This small molecule serves as
a second messenger of hormone action in humans (see
Chapter 17), but in bacteria it is regulated by glucose.
The intracellular cAMP level is low when glucose is
plentiful and high when it is scarce.

When glucose is depleted and cAMP is abundant,
cAMP binds to the dimeric catabolite activator protein

DNA, RNA, and Protein Synthesis
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Figure 6.34 Growth of Escherichia coli bacteria on a mixture
of glucose and lactose.

(CAP). CAP alone does not bind to DNA, but the CAP-
cAMP complex binds at the promoters of many cata-
bolic operons, including the lac operon (Figs. 6.35
and 6.36, A). The DNA-bound CAP-cAMP complex
provides additional sites of interaction for RNA poly-
merase, thereby facilitating its binding to the promoter
and the initiation of transcription.
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Figure 6.35 Mechanism of catabolite repression. The promoter of the /ac operon is intrinsically weak and permits a high rate
of transcription only when the complex of catabolite activator protein (CAP) and cyclic adenosine monophosphate (cAMP) is

bound to the DNA of the promoter. The cAMP level is low in the presence of glucose but rises in the absence of glucose when
the cAMP-forming enzyme adenylate cyclase is activated. The CAP binds the promoter only when it is complexed with cAMP.
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Figure 6.36 Regulation of the lactose operon. A, Binding sites for RNA polymerase, repressor, and catabolite activator protein
(CAP)-cyclic AMP (cAMP). B, Lactose absent, glucose present. RNA polymerase cannot start transcription. C, Lactose present,
glucose present. Weak binding of RNA polymerase to the promoter. D, Lactose present, glucose absent. Strong binding of RNA
polymerase to promoter; high rate of transcription.

TRANSCRIPTIONAL REGULATION DEPENDS ON and translation also occur, especially in eukaryotes, but

DNA-BINDING PROTEINS transcriptional regulation is of prime importance.

2. Prokaryotes coordinate the transcription of function-
ally related genes by arranging them in operons. Eukar-
yotes, however, do not use this strategy. They work

1. Gene expression is most commonly regulated at the with monocistronic mRNAs, and functionally related
level of transcription. Regulation of mRNA processing genes need not be close together in the genome.

The lac operon and the #rp operon illustrate the follow-
ing important features of transcriptional regulation:



3. Transcription is controlled by proteins that bind
to regulatory DNA sequences in the vicinity of the
transcriptional start site. The proteins can recognize
these sites because the edges of the DNA bases are
exposed in the major and minor grooves of the
double helix.

4. Many transcriptional activators and repressors are
allosterically controlled by small molecules such as
1,6-allolactose, cAMP, and tryptophan. However,
other control mechanisms are possible. These include
interactions with other regulatory proteins and cova-
lent modification by protein phosphorylation.

5. DNA-binding gene regulator proteins act as either
activators or repressors. This action is called positive
control or negative control of transcription, res-
pectively. The stimulation of transcription by CAP-
cAMP is an example of positive control, and the
actions of the lac repressor and the trp repressor
are examples of negative control.

6. Many transcriptional regulators are either dimers
(CAP, trp repressor) or larger oligomers (lac repressor)
with identical or slightly different subunits. Therefore
their structures are symmetrical. The symmetry of the
proteins is reflected in the DNA sequences to which
they bind, which in many cases are palindromic
(Fig. 6.37). The oligomeric nature of the gene regula-
tors facilitates allosteric changes in their conforma-
tion, and their responses to effector molecules can be
accentuated by positive cooperativity.

Start of

transcription Symmetry axis

5’- TGTGTGGAATTGTGAGC?GATAACAATTTCACACA-3’
3-ACACACCTTAACACTCGCCTATTGTTAAAGTGTGT -5
A

Start of

Symmetry axis transcription

5’-CGAACTAGTT.AACTAGTACGCAAG -3’
B 3-GCTTGATCAATTGATCATGCGTTC -5

Symmetry axis

58 CGCAATTAATGTGAGTT.AGCTCACTCATTAGG -3

3-GCGTTAATTACACTCAATCGAGTGAGTAATCC-5
C

Figure 6.37 Incomplete palindromic sequences in the
binding sites of transcriptional regulator proteins. Most
transcriptional regulators bind their cognate DNA sites in a
dimeric form, each subunit interacting with one leg of the
palindrome left and right of the symmetry axis. A, The lac
operator. B, The trp operator. C, The catabolite activator
protein-cAMP binding site of the /ac operon. A, Adenine;

C, cytosine; G, guanine; T, thymine.
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SUMMARY

DNA as it occurs in cells is a large double-stranded
molecule with a length of several million nucleotides.
It contains the four bases adenine (A), guanine (G),
cytosine (C), and thymine (T), bound to a backbone
of 2-deoxyribose and phosphate. Bases in opposite
strands interact, forming A-T base pairs and G-C base
pairs. Therefore the base sequence of one strand pre-
dicts the base sequence of the opposite strand.

For replication, the parental DNA double helix is
unwound and new complementary strands are synthe-
sized; one of the old strands is always used as a tem-
plate. The new strands are synthesized by DNA
polymerases, with deoxyribonucleoside triphosphates
as precursors.

For gene expression, DNA is copied into RNA by
RNA polymerase. This process is called transcription.
The gene is defined as the length of DNA that codes
for a polypeptide or for a functional RNA in cases in
which the RNA is not translated into protein (e.g.,
rRNA and tRNA). The RNA transcript of a protein-
coding gene is called a messenger ribonucleic acid
(mRNA).

The most important principle discussed so far is
that all nucleic acid synthesis requires a DNA tem-
plate. DNA is the sovereign master of the organism
because it alone controls the synthesis of DNA,
RNA, and proteins.

The correspondence between the base sequence of
the mRNA and the amino acid sequence of the
encoded polypeptide is called the genetic code. The
amino acids are specified by base triplets called
codons. There are 61 amino acid coding codons and
three stop codons. The amino acid coding codons are
recognized by tRNAs during protein synthesis, and
each tRNA presents the appropriate amino acid to
the ribosome. During protein synthesis, the ribosome
moves along the mRNA in the 5'—3’ direction while
polymerizing the polypeptide in the amino—carboxyl
terminal direction.

Genes contain regulatory DNA sequences near the
transcriptional start site that bind regulatory proteins.
The enhancement of transcription by a DNA-binding
protein is called positive control, and the inhibition
of transcription is called negative control.
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translation is
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. The high fidelity of DNA replication in E. coli

would not be possible without

A. The high processivity of DNA polymerase |l

B. The S subunit of DNA polymerase |

C. The 5-exonuclease activity of DNA polymerase |

D. The 3’-exonuclease activity of DNA polymerase IlI

E. The extremely high accuracy of the aminoacyl-
tRNA synthetases

. Stop codons are present on

A. The coding strand of DNA, where they signal the
end of transcription

B. The template strand of DNA, where they signal
the end of transcription

C. The mRNA, where they signal the end of
translation

D.The tRNA, where they signal the end of
translation

E. Termination factors, where they signal the end of
translation
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QUESTIONS

1. The base triplet 5-GAT-3’ on the template 4. As a result of a mutation, an E. coli cell

produces an aberrant aminoacyl-tRNA
synthetase that attaches not leucine but
isoleucine to one of the leucine tRNAs. This
kind of mutation would lead to

A. A disruption of codon-anticodon pairing during
protein synthesis

B. Premature chain termination during ribosomal
protein synthesis

C. Impaired initiation of ribosomal protein synthesis

D. Inability of the aminoacyl-tRNA to bind to the
ribosome

E. A change in the genetic code

. Like lactose, the pentose sugar arabinose can

be used as a source of metabolic energy by

E. coli. The most reasonable prediction for the
regulation of the arabinose-catabolizing
enzymes would be that

A. Enzymes of arabinose catabolism are induced
when glucose is plentiful

B. A repressor protein prevents the synthesis of
arabinose-catabolizing enzymes in the absence of
arabinose

C. The catabolite activator protein prevents the
synthesis of arabinose-catabolizing enzymes in
the absence of arabinose

D. Arabinose acts as a corepressor that is required
for the binding of the repressor to the operator

E. Arabinose stimulates the synthesis of arabinose-
catabolizing enzymes by raising the cellular CAMP
level



THE HUMAN GENOME

Although the clockwork of life is similar in prokaryotes
and eukaryotes, eukaryotes are more complex. Prokary-
otes must be mean and lean to ensure fast reproduc-
tion. Therefore they keep their genomes small and
regulate gene expression in simple yet efficient ways.
Eukaryotes, however, require genetic complexity to
control their complex cellular and organismal struc-
tures and sophisticated lifecycles.

Humans, for example, have 700 times more DNA
than Escherichia coli, but they have only six times more
genes (Table 7.1). This disparity comes from the fact
that 90% of E. coli DNA, but only 1.3% of human
DNA, codes for proteins.

Gene regulation is more important than gene
number. Multicellular eukaryotes have (almost) the
same genes in every cell of the body, but different
genes are expressed in different cell types and at differ-
ent stages during the development of the organism.
This requires control mechanisms of extraordinary
complexity.

| CHROMATIN CONSISTS OF DNA AND HISTONES

The prokaryotic chromosome is a naked circular DNA
double helix with a length of about 1 mm. Eukaryotic
chromosomes consists of a single linear DNA double
helix with a length of several centimeters, which is
tightly packaged with a set of histone proteins.

The histones are small basic proteins, with numerous
positive charges on the side chains of lysine and argi-
nine residues. These positive charges bind to the nega-
tively charged phosphate groups of the DNA, and
they neutralize at least 60% of the negative charges
on DNA.

Eukaryotic cells have five major types of histones
(Table 7.2). With the exception of histone H1, whose
structure varies in different species and even in different
tissues of the same organism, the histones are well con-
served throughout the phylogenetic tree. For example,
histones H3 and H4 from pea seedlings and calf thymus
differ in only four and two amino acid positions,
respectively. Presumably, the histones were invented
by the very first eukaryotes, perhaps as early as 2 billion

years ago, and have served the same essential functions
ever since.

Chromatin, named for its affinity for basic dyes such
as hematoxylin and fuchsin, contains roughly equal
amounts of DNA and histones. Euchromatin has a
loose structure, whereas heterochromatin is more
tightly condensed and deeper staining. Genes are
actively transcribed in euchromatin but are repressed
in heterochromatin.

THE NUCLEOSOME IS THE STRUCTURAL
UNIT OF CHROMATIN

Under the electron microscope, euchromatin looks like
beads on a string. The “string” is the DNA double
helix, and the “beads” are nucleosomes, which are little
disks formed from two copies each of histones H2A,
H2B, H3, and H4. One hundred forty-six base pairs of
DNA are wound around the histone core in a left-handed
orientation. The DNA between the nucleosomes, typi-
cally 50 to 60 base pairs in length, can associate with
a molecule of histone H1 (Fig. 7.1). This happens espe-
cially during the formation of higher-order chromatin
structures.

Beads on a string are typical for euchromatin, but
transcriptionally silent heterochromatin is present
mainly in the form of the 30-nm fiber (Fig. 7.1, B).
The 30-nm fiber is about 40 times more compact than
the stretched-out DNA double helix. Further compac-
tion occurs during the formation of mitotic and meiotic
chromosomes, when the 30-nm fiber attaches to chro-
mosomal scaffold proteins, forming long loops
(Fig. 7.1, C). Metaphase chromosomes are about 200
times more compact than the 30-nm fiber.

COVALENT HISTONE MODIFICATIONS REGULATE
DNA REPLICATION AND TRANSCRIPTION

Transcription can take place only when the 30-nm fiber
has disintegrated into the loose structure of euchroma-
tin, and histones have been displaced from the DNA.
Whereas prokaryotic genes are transcribed wunless
transcription is prevented by a repressor, eukaryotic
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Table 7.1 Genomes of Various Organisms

Species Type of Organism Genome Size (Mega Base Pairs) Gene Number
Prokaryotes

Escherichia coli Intestinal bacterium 4.639 4289
Mycoplasma genitalium Genitourinary pathogen 0.58 468
Mycobacterium tuberculosis Tubercle bacillus 4.447 4402
Rickettsia prowazekii Typhus bacillus 1.111 834
Treponema pallidum Syphilis spirochete 1.138 1041
Helicobacter pylori Stomach ulcer bacterium 1.667 1590
Eukaryotes

Saccharomyces cerevisiae Baker’s yeast 12.069 6300
Caenorhabditis elegans Roundworm 97 19000
Drosophila melanogaster Fruit fly 137 14000
Homo sapiens Pride of creation 3000 25000

Table 7.2 Five Types of Histones

Type Size (Amino Acids) Location

H1 215 Linker

H2A 129 Nucleosome core
H2B 125 Nucleosome core
H3 135 Nucleosome core
H4 102 Nucleosome core

genes are silent unless the histones are removed from
the DNA. The association between histones and DNA
is regulated by covalent modifications of the histones:

1. Acetylation of lysine side chains in histones destabi-
lizes chromatin structures and favors transcription.
Acetylation eliminates the positive charges on the
lysine side chains, thereby weakening the binding of
the histones to DNA.

2. Methylation of some lysine side chains in histones
favors the formation of tightly condensed hetero-
chromatin and reduces transcription, whereas
methylations on other lysine and arginine side chains
have the opposite effect. These effects probably are
mediated by nonhistone proteins that bind to the
methylated histone.

3. Phosphorylation of a threonine side chain in histone
H2A is characteristic of mitosis and meiosis, although
its role in these processes is not well understood.

4. ATP-dependent chromatin remodeling complexes
can loosen the nucleosome structure temporarily to
facilitate transcription. Little is known about the
constituents, regulation, and biological functions of
these complexes.

These histone modifications are controlled by sequence-
specific DNA binding proteins that regulate transcription
(“transcription factors”) and by DNA methylation.

| DNA METHYLATION SILENCES GENES
About 3% of the cytosine in human DNA is methylated:

I I
C CH3
E Y
C CH C CH
O/ \T ~ O/ \I\|l/
R R
Cytosine 5-Methylcytosine

Methylcytosine is found in palindromic 5'-CG-3’
sequences, which carry the methyl mark on the cyto-
sines of both strands. 5-Methylcytosine causes chroma-
tin condensation and geme silencing, most likely by
recruiting histone deacetylases. The methyl groups are
introduced by two types of DNA methyltransferase:
de novo DNA methyltransferases, which attach methyl
groups to previously unmethylated CG sequences;
and maintenance DNA methyltransferases, which
methylate the new strand after DNA replication to
complement a methyl mark on the old strand. Because
of the maintenance DNA methyltransferases, DNA
methylation is beritable through the cell generations.
The term epigenetic inheritance is used to describe the
transmission of DNA methylation patterns and histone
modifications.
DNA methylation has several functions:

1. Gene regulation: About 60% of human genes pos-
sess CG islands near their promoters, whose methyl-
ation state is different in different tissues. The poor
health of many cloned animals is attributed to the
incomplete erasure of epigenetic marks when a
somatic cell nucleus is introduced into an oocyte.
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Figure 7.1 Structure of chromatin. A, The nucleosome. B, Formation of the 30-nm fiber. C, Attachment of the 30-nm fiber
to the central protein scaffold of the chromosome. Each loop of the 30-nm fiber from one scaffold attachment to the next
measures approximately 0.4 to 0.8 um and contains 45,000 to 90,000 base pairs.

2. Suppression of mobile elements: CG sequences near
mobile elements are kept in the methylated state in
order to prevent transcription of the mobile elements.

3. X inactivation: The inactive second X chromo-
some of females (“Barr body”) is kept in the
condensed, heterochromatic state by widespread
DNA methylation.

4. Imprinting: A few dozen human genes become
methylated selectively in the male or female germ line.
The embryo and fetus express these genes only from
the maternally or paternally inherited chromosome,
respectively. Because of imprinting, creation of a via-
ble human being by fusing two oocytes in a test tube is
not possible, which is bad news for lesbian couples.

CLINICAL EXAMPLE 7.1: Rett Syndrome

Rett syndrome is a severe neurological disease of
females. Affected girls develop normally for the first 1 to
2 years after birth. After this age they lose the motor
and cognitive skills they had already acquired and
develop mental deficiency, seizures, autism, repetitive
hand movements, and/or autonomic dysfunction.
Death occurs between the ages of 12 and 40 years.
Rett syndrome is caused by a mutation of the gene
encoding MeCP2 (methyl-cytosine binding protein-2),
one of several proteins that repress transcription after
binding to methylcytosine in DNA. However, MeCP2 has

Continued
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CLINICAL EXAMPLE 7.1: Rett Syndrome—cont’'d

other unrelated effects as well, including stimulatory
effects on the transcription of many genes. The
neurological aberrations are attributed to deranged
gene expression in neurons and glial cells.

Classic Rett syndrome is limited to females because
the mutated gene is located on the X chromosome.
Heterozygous females have Rett syndrome, whereas
males who carry the mutation on their single X
chromosome die before birth. Rett syndrome usually is
caused by a new mutation because affected females are
too disabled to reproduce.

Milder MeCP2 mutations do occur in males, with
symptoms ranging from mild mental deficiency to fatal
neonatal encephalopathy. Such mutations have been
found in 1.5% of mentally retarded males.

ALL EUKARYOTIC CHROMOSOMES HAVE A
CENTROMERE, TELOMERES, AND REPLICATION
ORIGINS

Chromosomes need specialized structures to ensure
their structural integrity, replication, and transmission
during mitosis (Fig. 7.2).

Replication origins are spaced about 100,000 base
pairs apart. Multiple origins are needed because eukary-
otic chromosomes are 10 to 100 times longer than bacte-
rial chromosomes and because eukaryotic replication
forks move at a rate of only 50 nucleotides per second,
which is 6% of the speed of bacterial replication forks.
With a single replication origin, replication of the largest
human chromosome would take at least 1 month.

The centromere consists of several hundred thousand
base pairs of highly repetitive, gene-free, tightly
condensed DNA. Proteins attach to the centromeric
heterochromatin to form a kinetochore, the immediate

attachment point for the spindle fibers during mitosis
and meiosis.

Telomeres form the ends of the chromosomes. They
consist of the repeat sequence TTAGGG repeated in
tandem between 500 and 5000 times. The telomeric
repeats bind proteins to cap the chromosome end and
protect it from enzymatic attack.

TELOMERASE IS REQUIRED (BUT NOT
SUFFICIENT) FOR IMMORTALITY

Replication of linear DNA in eukaryotic chromosomes
poses a special problem. At the end of the chromosome,
the leading strand can be extended to the very end of
the template. The lagging strand, however, is synthe-
sized in the opposite direction from small RNA pri-
mers. Even in the unlikely case that the last primer is
at the very end of the template strand, its removal
would leave a gap that cannot be filled by DNA poly-
merase (Fig. 7.3, A).

The enzyme telomerase solves this problem by add-
ing the telomeric TTAGGG sequence to the overhang-
ing 3’ end. No DNA template is available for this
reaction; therefore, telomerase contains an RNA tem-
plate. One section of this 150-nucleotide RNA is com-
plementary to the telomeric repeat sequence. By base
pairing with the DNA, it serves as a template for the
elongation of the overhanging 3’ terminus. This
extended 3’ end is then used as a template for the exten-
sion of the opposite strand (see Fig. 7.3, B and C). Tel-
omerase qualifies as a reverse transcriptase, which is an
enzyme that uses an RNA template for the synthesis of
a complementary DNA.

Telomerase is required for immortality. The Olympic
gods were immortal, so presumably they expressed tel-
omerase in all their cells. However, in the human body,
only the cells of the germ line are immortal. They have

Figure 7.2 Maintenance structures

of eukaryotic chromosomes. —
[— Telomere

::>Replication
..}/ origins

Centromere

Spindle
fibers

Gy phase:
resting

S phase:
DNA replication

Mitotic metaphase:
DNA replicated

Mitotic anaphase:
daughter chromosomes
separated




The Human Genome

Leadlng
strand
-

3 — — —5
Completely replicated telomere
1

5 Replication fork

3
F Lagging strand
T RNA primer
3/
5

5-CCCTAA
3-GGGATT(GGGATT),GGGATT

A
5'-CCCTAA
3-GGGATT(GGGATT)GGGATT(GGGATT),GGGATT
5-CCCTAA(CCCTAA), CCCTAA
B 3-GGGATT(GGGATT), GGGATT(GGGAT T),GGGATT

End of telomere

Site of last
RNA primer

5 ———g
3 —— — 5

Incompletely replicated telomere

_____ 3’
————— 5/
Telomerase elongates
the 3" end
_____ 3’
_____ 5’
Synthesis of the complementary strand
(primase + DNA polymerase?)
_____ 3’
————— 5’

\\SﬂGATTG

s Reverse transcription §-GATTGGGATTG s
'V 1pt
N /, N /I
O o Internal RNA TTO S
template Positional
shift
3’- GATTGGGATTGGGATTG eoe55’ 3-GATTGGGATTG eoey’

(—CUAACCCUAACﬂ
I

C \\__5/ 3/ ______ 4

Reverse transcription

(—CUAACCCUAACﬂ
I

\\__5/ 3/ ______ 4

Figure 7.3 Terminal replication problem of telomeric DNA in eukaryotic chromosomes. A, The problem: One of the daughter
chromosomes is incompletely replicated because DNA replication proceeds only in the 5'—3’ direction, and replication of the
lagging strand ends at the site of the last RNA primer. B, The solution: Telomerase elongates the overhanging 3’ end of the
incompletely replicated telomere. This is followed by synthesis of the complementary strand. Complementary strand synthesis
most likely occurs by the regular mechanism of DNA replication. C, The hypothetical mechanism of telomere extension by

telomerase.

telomerase; therefore, egg and sperm have long telo-
meres. The expression of telomerase tapers off during
fetal development, and from that time on, the cells lose
50 to 100 base pairs of DNA from the telomeres with
every round of DNA replication.

For example, fibroblasts can be grown in cell culture
but eventually die after a few dozen mitotic divisions.
Fibroblasts taken from an infant survive longer in cell
culture than those taken from a senior citizen. How-
ever, the best predictor of fibroblast lifespan is not the
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chronological age of the donor but the length of the
telomeric DNA. Fibroblasts with long telomeres live
long, and those with short telomeres die fast.

The telomeres bind protective proteins that hide the
ends of the DNA. Without telomeres, the chromosome
ends are recognized as broken DNA in need of repair,
and misguided DNA repair systems produce haphazard
chromosomal rearrangements. Usually, however, aged
cells respond to undersized telomeres with growth
arrest and programmed cell death long before the telo-
meres have disappeared altogether.

Cancer cells express telomerase and are immortal. In
order to become malignant, a somatic cell not only has
to escape the controls that normally limit its growth but
also has to find ways to derepress its telomerase. This
suggests that the lack of telomerase in somatic cells is
not only a curse that seals humans’ earthly fate but also
a protective mechanism to reduce the cancer risk.

EUKARYOTIC DNA REPLICATION REQUIRES
THREE DNA POLYMERASES

The mechanism of eukaryotic DNA replication is
incompletely understood. Although eukaryotes use the
same types of protein as E. coli, the details are different.
For example, eukaryotes have a far greater number of
DNA polymerases. The human genome encodes at least
14 DNA-dependent DNA polymerases. At least three
of them participate routinely in DNA replication. The
others are concerned with DNA repair or with DNA
replication across sites of DNA damage.

In lagging strand synthesis, the primase is associated
with DNA polymerase «. This composite enzyme
synthesizes about 10 nucleotides of RNA primer fol-
lowed by about 20 nucleotides of DNA, before relin-
quishing its product to DNA polymerase . Like its
bacterial counterpart polymerase III, polymerase 6 owes
its high processivity to its association with a clamp pro-
tein that holds it on the DNA template (Fig. 7.4). The

Table 7.3 Properties of Eukaryotic DNA Polymerases

58

RNA
primers

Helicase
Polymerase o/primase

Polymerase ¢

Polymerase &

DNA ligase
(connects
loose ends)

35

Figure 7.4 Eukaryotic replication fork. The two major DNA
polymerases, & and g, are held on the template by the sliding
clamp proliferating cell nuclear antigen (PCNA), the
eukaryotic equivalent of the B-clamp in bacteria. The DNA
template of the lagging strand spools backward through
polymerase & and PCNA (arrow) to create the loop on the
right side.

eukaryotic clamp protein is known as proliferating cell
nuclear antigen (PCNA) because it was first identified
in proliferating but not quiescent cells.

Eukaryotic Okazaki fragments are only 100 to 200
nucleotides long. When polymerase & runs into the
RNA primer of the preceding Okazaki fragment, the
RNA primer is displaced from the DNA and removed
by a nuclease, most commonly the flap endonuclease
FEN1. Polymerase o has no proofreading 3'-exonuclease
activity (Table 7.3), and its errors are most likely cor-
rected by polymerase 8.

Synthesis of the leading strand is most likely per-
formed by DNA polymerase €, although polymerase &

3’-Exonuclease  Primase

Polymerase Location MW Activity Activity Processivity Function

o Nucleus 335,000%* — + Low Initiates DNA replication

d Nucleus 170,000" + — High Replication of lagging
strand, DNA repair

€ Nucleus 256,000% + — High Replication of leading
strand, DNA repair

B Nucleus 37,000 - - Low DNA repair

% Mitochondria  160,000-300,000° + — High Replication and repair of

mitochondrial DNA

DNA, Deoxyribonucleic acid; MW, molecular weight.
*With catalytic subunit of MW 165,000 D.

With catalytic core of MW 125,000 D.

‘With catalytic core of MW 215,000 D.

SWith catalytic subunit of MW 125,000 D.



can synthesize the leading strand and appears to be
involved in leading strand synthesis in some situations.

MOST HUMAN DNA DOES NOT
CODE FOR PROTEINS

Only 1.3% of the human genome codes for proteins.
Genes are separated by vast expanses of noncoding
DNA, including gene deserts extending over more than
one million base pairs. Noncoding DNA is present even
within the genes. Human genes are patchworks of
exons, whose transcripts are processed to a mature
mRNA, and introns. Introns are transcribed along with
the exons but are excised from the transcript before the
messenger RNA (mRNA) leaves the nucleus.

Human genes have between 1 and 178 exons, with
an average of 8.8 exons and 7.8 introns. The average
exon is about 145 base pairs long and codes for 48
amino acids, and the average polypeptide has a length
of 440 amino acids. Introns are generally far longer
than exons, and more than 90% of the DNA within
genes belongs to introns (see Fig. 7.12 for an example).

Why human genes have introns, why they have so
many of them, and why the introns are so long are not
known. Except for some intronic sequences that contrib-
ute to the regulation of gene expression by binding regu-
latory proteins, introns appear to be useless junk DNA.

However, the intron-exon structure of human genes
is important for evolution. Different structural and
functional domains of a polypeptide are often encoded
by separate exons. For example, the immunoglobulin
chains consist of several globular domains with similar
amino acid sequence and tertiary structure, each
encoded by its own exon (see Chapter 15). Immuno-
globulin genes most likely arose by repeated exon
duplication from a single-exon gene.

In other cases, exons from different genes appear to
have combined to form a new functional gene. This is
called exon shuffling. The exons are the building blocks
from which the multitude of eukaryotic genes has been
assembled in the course of evolution.

Figure 7.5 shows an overview of the composition of
the human genome. One commentator wrote about the
human genome: “In some ways it may resemble your
garage/bedroom/refrigerator/life: highly individualistic,
but unkempt; little evidence of organization; much
accumulated clutter (referred to by the uninitiated as
§unk’); virtually nothing ever discarded; and the few
patently valuable items indiscriminately, apparently
carelessly, scattered throughout.”

GENE FAMILIES ORIGINATE
BY GENE DUPLICATION

The Human Genome

LINEs Introns

Exons

SINEs Unique DNA
outside genes
. Pseudogenes
Retroviral
elements

Tandem

DNA-only repeats
transposon  Segmental
fossils duplications

Figure 7.5 Approximate composition of the human
genome. LINEs, Long interspersed elements; SINEs, short
interspersed elements.

same chromosome, are seen occasionally. Some genes
that code for very abundant RNAs or proteins are
present in multiple copies, including the ribosomal
RNA (rRNA) genes (=200 copies), the 5S rRNA gene
(~2000 copies), the histone genes (=20 copies), and
most of the transfer RNA (tRNA) genes. In most
cases, identical or near-identical copies of the gene are
arranged in tandem, head to tail over long stretches of
DNA, separated by untranscribed spacers.

Gene families consist of two or more similar but not
identical genes that, in most cases, are positioned close
together on the chromosome. They arise during evolu-
tion by repeated gene duplications, mostly during cross-
ing over in prophase of meiosis I when homologous
chromosomes align in parallel and exchange DNA by
homologous recombination. Normal crossing over is a
strictly reciprocal process in which the chromosome
neither gains nor loses genes. However, if the chromo-
somes are mispaired during crossing over, one chromo-
some acquires a deletion and the other a duplication
(Fig. 7.6). Through new mutations, a duplicated gene
can acquire new biological properties and functions.

In many cases, however, one of the duplication products
acquires crippling mutations that prevent its transcription
or translation. The result is called a pseudogene. Pseudo-
genes still have the intron-exon structure of the functional
gene from which they were derived, and they are located
close to their functional counterpart on the chromosome.

THE GENOME CONTAINS MANY
TANDEM REPEATS

Most protein-coding genes are present in only one copy
in the haploid genome, but duplicated genes, with two
identical or near-identical copies close together on the

Tandem repeats, also known as simple-sequence DNA,
consist of a short DNA sequence of between two and a
few dozen base pairs that is repeated head to tail many
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Figure 7.6 Gene duplication by crossing over between
mispaired chromosomes in meiosis. A, Normal meiotic
recombination. This is an example of homologous
recombination, which requires similar or identical base
sequence. It creates new combinations of the paternally
derived and maternally derived genes. B, Recombination
between mispaired chromosomes. One chromosome
acquires a deletion and the other a duplication. Repeated
gene duplications followed by divergent evolution of the
duplicated genes create gene families.

times. The telomeric TTAGGG sequence is one example.
The centromeres have even more simple-sequence DNA
than the telomeres, but the repeat sequences differ in dif-
ferent chromosomes.

Microsatellites are interspersed tandem repeats out-
side the centromeres and telomeres. They usually have
between two and five bases in the repeat unit that are
repeated from a few times to more than 50 times in
any one location. The same repeat can be present at
multiple sites in the genome. Tandem repeats with lon-
ger repeat units are called minisatellites.

The length of tandem repeats is prome to change
through mutation. Because most tandem repeats have

no biological function (but see Clinical Example 7.2),
the resulting length variations are innocuous and there-
fore are not removed by natural selection. They become
part of normal genetic diversity and can be used for
DNA fingerprinting and paternity testing.

SOME DNA SEQUENCES ARE COPIES
OF FUNCTIONAL RNAs

As the degenerate offspring of duplicated genes, pseu-
dogenes still have the intron-exon structure of the func-
tional gene from which they were derived. Processed
pseudogenes are a different type of gene derivative. Pro-
cessed pseudogenes comsist only of exon sequences,
with an oligo-A tract of 10 to 50 nucleotides at the 3’
end. This structure is framed by direct repeats of
between 9 and 14 base pairs (Fig. 7.7).

Processed pseudogenes arise during evolution by
the reverse transcription of a cellular mRNA. The key
enzyme in this process is reverse transcriptase, which
transcribes the RNA into a complementary DNA
(cDNA). The cDNA is then inserted into the genome by
an integrase enzyme, which splices the cDNA into the
genomic DNA. Enzymes with reverse transcriptase and
integrase activities are encoded by retrotransposons in
the human genome. These enzymes can also be intro-
duced by infecting retroviruses (see Chapter 10).

Integration can occur virtually anywhere in the
genome. Unlike pseudogenes, processed pseudogenes
are not located near their functional counterparts. The
direct repeats flanking the processed pseudogene are
target site duplications that arise when an integrase
enzyme inserts the cDNA into the chromosome. Having
lost their promoter during retrotransposition, processed
pseudogenes are rarely transcribed.

MANY REPETITIVE DNA SEQUENCES
ARE (OR WERE) MOBILE

About 45% of the human genome consists of repetitive
sequences with lengths of a few hundred to several
thousand base pairs. They are not aligned in tandem
but are scattered throughout the genome as interspersed
elements (Table 7.5). These elements are repetitive
because they can insert copies of themselves into new
genomic locations. These mobile elements can be under-
stood as molecular parasites that infest the human
genome.

DNA transposons contain a gene for a transposase
enzyme that is flanked by inverted repeats. The transpos-
ase catalyzes the duplication of the transposon and the
insertion of a copy in a new genomic location (see
Chapter 10). DNA transposons were active in the genomes
of early primates, but in the human lineage they mutated
into nonfunctionality approximately 30 million years
ago. Only their molecular fossils can still be inspected.
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CLINICAL EXAMPLE 7.2: Huntington Disease

Most microsatellites reside in nonessential “junk DNA,” other proteins. These abnormal complexes kill cells in
but some occur in the regulatory or coding sequences the basal ganglia of the brain and in the cerebral cortex,
of genes. Huntington disease is caused by expansion of  leading to an adult-onset disease with personality

the trinucleotide repeat CAG in the coding sequence ofa  changes, a motor disorder, and progressive dementia.
brain-expressed gene. In the normal gene, the CAG is The greater the trinucleotide expansion, the earlier is
repeated 6 to 34 times, coding for a polyglutamine tract  the onset of the disease. Because the trinucleotide

in the protein huntingtin.

repeat tends to expand further during father-to-child

When the CAG sequence expands to a copy number in transmission, the disease tends to become more severe in

excess of 36, the result is a glutamine-expanded

successive generations. Table 7.4 lists some other

huntingtin protein that forms abnormal complexes with diseases that are caused by trinucleotide expansions.

Table 7.4 Diseases Caused by Expansion of a Trinucleotide Repeat Sequence in a Gene

Repeat Number

Amplified
Disease Type of Disease Inheritance  Repeat* Normal Disease Location in Gene
Huntington disease  Neural degeneration AD CAG 6-34 36-120  Coding sequence (GIn)
Myotonic dystrophy  Muscle loss, cardiac AD CTG 5-37 100-5000  3’-Untranslated region
arrhythmia
Fragile X Mental retardation XR CGG 6-52 200-3000  5’-Untranslated region
Friedreich ataxia Loss of motor AR GAA 7-22 200-1000 Intron

coordination

AD, Autosomal dominant; AR, autosomal recessive; Gln, glutamine; XR, X-linked recessive.

*A, Adenine; C, cytosine; G, guanine; T, thymine.
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Figure 7.7 Origin of a processed pseudogene. @, Exons; [, introns.
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Table 7.5 Mobile Elements in Human Genome

Number in Current
Class Length Genome Encoded Proteins Mode of Movement Activity
DNA-only transposons Variable, average 220 bp 400,000 Transposase (defunct) Direct transposition Fossils only
Retrovirus-like Up to 10,000 bp, 700,000 Reverse transcriptase Retrotransposition Few are still
retrotransposons average 350 bp (usually defunct) active
LINE-1 elements Up to 6000 bp, most are 900,000 Reverse transcriptase, Retrotransposition Still active
truncated RNA-binding protein
Alu sequences Up to 300 bp, many 1,300,000 None Retrotransposition Still active

are truncated

bp, Base pair; DNA, deoxyribonucleic acid; LINE, long interspersed element; RNA, ribonucleic acid.

The other mobile elements are retrotransposons.
They are transcribed into RNA, then the RNA is copied
into a cDNA by reverse transcriptase, and the cDNA is
inserted into the genome.

Retroviral retrotransposons are descended from infect-
ing retroviruses. This type of virus turns its RNA genome
into a cDNA, which it inserts into the host cell genome
(see Chapter 10). Retroviral elements are integrated retro-
viruses that are no longer infectious because they have
lost the ability to make the structural proteins of the virus
particle. However, they have multiplied within the
genome because they retained, for some time at least,
the ability to move into new genomic locations with the
help of their reverse transcriptase and integrase. Like their
retroviral ancestors, retroviral retrotransposons are
flanked by long terminal repeat (LTR) sequences and
therefore are also called LTR retrotransposons.

Almost all retroviral elements have lost the ability for
retroposition. Only one family of these elements has been
active in the human genome during the past six million
years, since human ancestors separated from the ancestors
of chimpanzees. Most retroviral retrotransposons are the
dead bodies of retroviruses, left to rot in the genomic soil.

L1 ELEMENTS ENCODE A REVERSE
TRANSCRIPTASE

L1 elements are the most abundant type of long inter-
spersed elements (LINEs). A full-length L1 element
has nearly 6000 base pairs and ends in a poly-A tract.
It is framed by short direct repeats that originated dur-
ing retrotransposition.

The human genome harbors about 900,000 L1 ele-
ments, but only about 5000 are full length. Most of
the others are badly truncated at the 5’ end. Truncation
is a common accident during retrotransposition. Differ-
ent L1 elements in the human genome are identical in
about 95% of their bases.

Full-length L1 elements contain two genes, but
these genes are intact in only 60 to 100 of the 5000

full-length L1 elements. One of the two genes codes
for an RNA-binding protein of unknown function,
and the other for a protein with reverse transcriptase,
nuclease, and integrase activities.

The element is transcribed by the cellular RNA poly-
merase II from an unusual promoter whose sequence
becomes part of the 5'-untranslated region of the L1
messenger RNA. Reverse transcription and integration
probably occur at the same time and are catalyzed by
the same L1-encoded protein (Fig. 7.8). The short direct
repeats flanking the element are target site duplications
that arise during retrotransposition because the L1 endo-
nuclease makes staggered cuts in the target DNA.

The L1 reverse transcriptase acts preferentially on
the transcript of the L1 element. However, on occasion
it produces a processed pseudogene by reverse tran-
scribing and integrating a cellular mRNA (see Fig. 7.7).

ALU SEQUENCES SPREAD WITH THE HELP
OF L1 REVERSE TRANSCRIPTASE

The most populous tribe of short interspersed elements
(SINEs) is the Alu sequences, with 1.3 million copies in
the haploid genome. A full-length Alu sequence mea-
sures 282 base pairs, contains an adenine-rich tract of
between 7 and 50 base pairs at the 3’ end, and is
flanked by direct repeats of 7 to 21 base pairs.

Alu sequences from different parts of the genome dif-
fer on average in about 20% of their bases. Some Alu
sequences can be transcribed into RNA by RNA poly-
merase III, but they do not encode any proteins. How-
ever, the RNA transcript of the Alu sequence can be
reverse transcribed and integrated into the genome by
the L1-encoded reverse transcriptaselintegrase.

L1 sequences might be the descendants of a virus,
but Alu sequences are clearly of cellular origin. The
Alu consensus sequence is more than 80% identical to
the sequence of 7SL RNA, a small cytoplasmic RNA
that participates in the targeting of proteins to the
endoplasmic reticulum (see Chapter 8).
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Figure 7.8 Hypothetical mechanism for retroposition of an L1 sequence. Formation of processed pseudogenes and insertions
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| MOBILE ELEMENTS ARE DANGEROUS

The human genome is a graveyard for the rotting relics
of 4.3 million copies of largely useless, selfish, parasitic
DNA elements. These mobile elements are not entirely
harmless. They cause problems by several mechanisms:

1. Gene disruption during retroposition: Mobile ele-
ments can wreak havoc by jumping into a gene. This
is a rare event that is responsible for a mere 0.3%
of pathogenic mutations in humans (but 10% in mice).

2. Chromosome breakage: Even without successful ret-
roposition, the L1-encoded nuclease can cause DNA
double-strand breaks that can lead to large deletions
and other chromosomal rearrangements.

3. lllegitimate crossing-over: Any repetitive sequence
can cause chromosome misalignment during meiosis,
when nonhomologous copies of a repetitive element
pair up. This can lead to large duplications and dele-
tions (see Fig. 7.6, B) as well as to transfers of
DNA between chromosomes. The latter is called
translocation.

| HUMANS HAVE APPROXIMATELY 25,000 GENES

Most gene-hunting algorithms detect between 20,000
and 35,000 protein-coding genes in the human genome.
These computer algorithms locate genes by telltale
sequences such as promoter elements, a start codon fol-
lowed by a substantial string of potentially amino acid
coding codons, intron-exon junctions, stop codon, and
polyadenylation signal.

Another approach consists of extracting RNA from
cells, copying it into cDNA with the help of reverse
transcriptase, and sequencing the cDNA. This method
defines the transcriptome of the cell, which is the total-
ity of transcribed DNA sequences that can be recovered
as RNA. Whereas the genome is the same in each cell of
the human body, the transcriptomes of different cell
types are different because different genes are tran-
scribed in different cells. The transcriptome contains
not only the protein-coding mRNAs but also many
noncoding RNAs of unknown function.

The sum total of expressed proteins is called the pro-
teome. Like the transcriptome, the proteome is different
in different cell types. Figure 7.9 shows the presumed
functions of the proteins that are encoded in the human
genome.

The functional importance of DNA can be inferred
from comparisons between species. Random mutations
in the junk DNA cause no damage and therefore can
survive. However, mutations in important coding and
regulatory sequences are likely to disrupt gene function
and to cause disease or functional impairments. There-
fore they are removed by natural selection. As a result,
coding and regulatory sequences of genes show little
variation among species, and the junk DNA shows
much variation. Some noncoding RNA transcripts are

DNA replication/modification

Transcription/
Metabolism translation
Intracellular
signaling
Other
Cell—cell
Defense communication

and immunity

Cytoskeletal/
structural

Protein folding

Transport  and degradation

Figure 7.9 Functional categories of proteins encoded by the
human genome.

conserved and are likely to be functional, but others
appear to be unconstrained and most likely represent
“leaky transcription” of nonfunctional DNA.

CLINICAL EXAMPLE 7.3: Heart-Breaking RNA

Acute myocardial infarction is not a genetic disease but
a multifactorial condition that results from
atherosclerosis of the coronary arteries. Risk factors
include both lifestyle and genes. One case-control study
investigated the association of acute myocardial
infarction with more than 52,000 DNA variations
throughout the genome in more than 3400 patients
and 3700 controls. The study found a single-nucleotide
variant, the less common allele of which was associated
with a 35% increased risk of myocardial infarction.
This polymorphism is included in a long RNA transcript
of unknown function that is not translated into
protein. This transcript was named MIAT (myocardial
infarction-associated transcript). Only future studies can
show whether this noncoding RNA is indeed associated
with myocardial infarction and, if so, by which
mechanism it confers disease susceptibility. Because
MIAT is expressed mainly in the brain, its effects on
cardiovascular risk might well be mediated by behavior
and lifestyle.

TRANSCRIPTIONAL INITIATION REQUIRES
GENERAL TRANSCRIPTION FACTORS

Eukaryotes use separate enzymes for the synthesis of
rRNA, mRNA, and tRNA (Table 7.6).

RNA polymerase I synthesizes the common pre-
cursor of the 5.8S, 18S, and 28S rRNA in the nucleolus,
where the ribosomal subunits are assembled. RNA
polymerase II synthesizes the mRNA precursors, and



Table 7.6 Eukaryotic RNA Polymerases

The Human Genome

Type Location Transcripts Inhibition by a-Amanitin
I Nucleolus Pre-rRNA —

Il Nucleus Pre-mRNA +++

I Nucleus tRNA, 5S rRNA +

Mitochondrial Mitochondria

Mitochondrial RNAs

mRNA, Messenger ribonucleic acid; RNA, ribonucleic acid; rRNA, ribosomal ribonucleic acid; tRNA, transfer ribonucleic acid.

RNA polymerase III synthesizes small RNAs including
tRNAs and the 5S rRNA.

Transcription requires access of the RNA polymerase
to the promoter at the 5" end of the gene. To this effect,
nucleosomes are excluded from the promoter by AT-
rich sequences in the promoter and by transcription fac-
tors that bind to DNA sequences in the promoter.

Eukaryotic promoters are extremely variable. The
core promoter includes 30 to 40 base pairs upstream
of the transcriptional start site and serves as an assem-
bly point for the general transcription factors, which
are functionally equivalent to the bacterial ¢ subunit.
They are named by the acronym TE followed by the
number of the RNA polymerase with which they work
and an identifying letter. The RNA polymerase must
bind to the promoter-associated transcription factors
before it can start transcription.

One of the more frequently encountered promoter
elements in protein-coding genes is the TATA box (con-
sensus TATAAAA), located 25 to 30 base pairs upstream
of the transcriptional start site. Figure 7.10 shows how
the general transcription factors are thought to assemble

TFIID, TFIIB

Figure 7.10 Formation of the transcriptional initiation
complex by assembly of general transcription factors and
RNA polymerase Il (RNAPII). Transcription factor 11D
(TFIID) contains multiple subunits. One subunit, the
TATA-binding protein (TBP), binds the TATA box. TFIIB,
TFIIE, TFIIF, TFIIH, Transcription factor IIB, IIE, lIF, and IIH,
respectively.

on TATA box-containing promoters. First the TATA-
binding protein TBP binds to the TATA box. TBP is only
one of about 14 subunits of transcription factor IID
(TFIID). The other subunits, known as TBP-associated
factors (TAFs), assemble on TBP while TBP is bound
to the TATA box. Other transcription factors add to this
complex, including TFIIH, which is unusual in being an
ATP-dependent helicase and a protein kinase. It helps
in strand separation during transcription, and it phos-
phorylates RNA polymerase II on multiple serine and
threonine side chains.

Only about 10% of human genes possess a TATA
box, and there are many alternative ways of assembling
a preinitiation complex on core promoters. For exam-
ple, some of the TAFs bind not only to TBP but also
to promoter elements other than the TATA box.

CLINICAL EXAMPLE 7.4: Mushroom Poisoning

Less than 50 of the 2000 known mushrooms are
poisonous to man. In the temperate region, most cases
of fatal mushroom poisoning are caused by ingestion of
Amanita phalloides and related species. These
mushrooms contain several poisons, the most lethal of
which is a-amanitin. This toxin is a potent inhibitor of
human RNA polymerase Il, which synthesizes mRNA.
The initial symptoms of poisoning can be delayed by
more than 12 hours and invariably include severe
gastrointestinal discomfort and liver damage, although
the kidneys, heart, and nervous system can be involved.
In most cases death is due to liver failure.

GENES ARE SURROUNDED
BY REGULATORY SITES

Within 200 or 300 base pairs upstream of the core pro-
moter are binding sites for activator and repressor pro-
teins that stabilize or destabilize the transcriptional
initiation complex, respectively. Together with the
“general” transcription factors on the core promoter,
these sequence-specific activator and repressor proteins
are loosely referred to as “transcription factors.” They
can affect transcriptional initiation in multiple ways:

1. They can physically interact with the general tran-
scription factors or RNA polymerase to stabilize the
transcriptional initiation complex.
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Figure 7.11 The mediator is a large protein complex that
mediates the effects of activator and repressor proteins on
transcriptional initiation. RNAP /I, Ribonucleic acid
polymerase II.

2. They can recruit histone-modifying enzymes or ATP-
dependent chromatin remodeling complexes.

3. They can interact with the transcriptional initiation
complex indirectly through a large protein complex
with 20 to 30 subunits known as mediator (Fig. 7.11)

Binding sites for transcription factors are not restricted
to the promoter but can be found thousands and some-
times up to one million base pairs away from the tran-
scriptional start site in one of the gene’s introns, in the

junk DNA between the genes, or even in an intron of a
neighboring gene. These binding sites tend to form clus-
ters called enhancers or silencers, depending on whether
they stimulate or depress transcription.

One gene can have multiple enhancers and silencers,
and an enhancer or silencer can regulate a whole set of
neighboring genes. Presumably, the transcription fac-
tors bound to these distant regulatory sites can affect
transcription by looping of the DNA, which brings
them in physical contact with the promoter-bound pro-
teins or the mediator complex (see Fig. 7.11).

Typical enhancers look as if an overenthusiastic sor-
cerer’s apprentice had stuffed as many binding sites for
regulatory proteins as possible into as small a space as
possible. Figure 7.12 shows an example. Most binding
sites are only 15 to 20 base pairs long. Many transcrip-
tion factors respond to hormones, second messengers,
or nutrients. Therefore their binding sites are called
response elements.

GENE EXPRESSION IS REGULATED
BY DNA-BINDING PROTEINS

About 6% of human genes code for proteins with
DNA-binding domains and presumed functions in the
regulation of gene expression, for a total of about
1500 candidate transcription factors. However, the
DNA binding and regulatory functions have been veri-
fied for fewer than 100 of them.

Figure 7.12 Gene for the liver protein
transthyretin (prealbumin), with its |

regulatory sites. The gene is drawn to Q®O
scale to show its intron-exon structure el

[ranscriptional start site

Sl TATA box

ATG ‘
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and the multiple upstream binding sites

Exon 1 |
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for regulatory proteins. Note that the C
Binding sites for regulatory proteins are

3 34

Promoter

clustered in the promoter and a distal
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which is present in all nucleated cells,

the regulatory proteins are present in

Intron 2

types. [, AP1; ©, C/EBP; (1), (3), and

hepatocytes but not in most other cell (
@, hepatocyte nuclear factors 1, 3,

and 4.

Exon 3

Intron 3

Polyadenylation site

Exon 4 |

[(

Polyadenylation Stop: TGA

signal: AATAAA




Most transcription factors bind to DNA in a dimeric
form, either as homodimers of two identical subunits or
as heterodimers of two slightly different subunits. The
symmetry of the dimeric transcription factors is
matched by their response elements, which tend to pos-
sess an incomplete dyad symmetry (see Fig. 6.37).

The dimeric transcription factors have a modular
structure (Table 7.7, and Figures 7.13 and 7.14). A
DNA-binding module recognizes the specific base
sequence of the response element; a dimerization mod-
ule forms the active dimeric state; and a transcriptional
activation (or inhibition) region stimulates or inhibits
transcription. Many transcription factors bind a coacti-
vator or corepressor protein, which in turn interacts
with the mediator or with RNA polymerase or recruits
chromatin-modifying enzymes.

The helix-turn-helix proteins, leucine zipper pro-
teins, and helix-loop-helix proteins (see Table 7.7) bind
to DNA through an o helix, 20 to 40 amino acids long
and with a high content of basic amino acid residues.
This o helix fits into the major groove of the DNA dou-
ble helix (see Fig. 7.13, C).

The zinc finger proteins contain between two and
about a dozen zinc ions in their DNA-binding region,
each complexed to four amino acid side chains: either
four cysteines, or two cysteines and two histidines.
The zinc finger is a loop of about 12 amino acid resi-
dues between two pairs of zinc-complexed amino acids
(see Fig. 7.14).

The transcription factors dimerize through an amphi-
pathic o helix that forms a two-stranded coiled coil in
the dimeric protein (see Fig. 7.13). In the leucine zipper
proteins, the hydrophobic edge of this amphipathic helix
is formed by several leucine residues that are spaced
exactly seven amino acids apart. Because the a helix
has 3.6 amino acids per turn, these leucine residues all
are on the same side of the helix, where they form hydro-
phobic interactions with the dimerization partner.

Transcription factors are regulated in several ways:

1. Their own synthesis is regulated in a tissue-specific
manner. In essence, tissue-specific transcription fac-
tors regulate the synthesis of other tissue-specific
transcription factors.

Table 7.7 Major Types of DNA-Binding Proteins in Eukaryotes
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2. Some are regulated by the reversible binding of a
hormone. The most prominent examples are the
receptors for steroid hormones.

3. Many are regulated by phosphorylation and dephos-
phorylation. The protein kinases and protein phos-
phatases acting on the transcription factors are
themselves responsive to growth factors, hormones,
nutrients, and other external stimuli.

4. Protein-protein interactions are important. For exam-
ple, the activation of transcription can be blocked by
the binding of proteins to the transcriptional activator
domain.

EUKARYOTIC MESSENGER RNA IS EXTENSIVELY
PROCESSED IN THE NUCLEUS

The introns of human genes are transcribed along with
the exons but are spliced out of the transcript in the
nucleus. In addition, the two ends of the mRNA
become modified.

1. The 5" end of the mRNA receives a cap. The cap is a
methylguanosine residue that is linked to the first
nucleotide of the RNA through an unusual 5'-5'-
triphosphate linkage (Fig. 7.15). The cap binds a
set of proteins that protect the 5’ end of the mRNA
from 5-exonucleases, help guiding the mRNA
through the nuclear pore complex into the cytosol,
and are needed for the initial interaction between
the mRNA and the ribosome.

2. The 3’ end of the mRNA receives a poly-A tail of
about 200 nucleotides. Multiple copies of a poly-A
binding protein (PABP) bind to the poly-A tail. This
retards the action of 3’-exonucleases and allows the
mRNA to survive for many hours or even a few
days. Only the histone mRNAs have no poly-A tails,
and consequently their half-lives are only a few min-
utes. Histones are synthesized only during S phase of
the cell cycle when the DNA is replicated, and their
synthesis must be switched off quickly once DNA
replication is completed.

Only fully processed, mature mRNA translocates to the
cytoplasm, where it is translated.

Structural Motif Structural Features

Examples

Helix-turn-helix proteins

Zinc finger proteins
Leucine zipper proteins

dimerization
Helix-loop-helix proteins
separated by a nonhelical loop

Two o helices separated by a B turn; “recognition
helix” fitting in major groove of DNA

Contain zinc bound to Cys and His side chains
Two o helices, one with basic residues for DNA

binding, one with regularly spaced Leu for

DNA-binding o helix and two dimerization helices

“Homeodomain” proteins (proteins regulating
embryonic development); most prokaryotic
repressors

Receptors for steroid and thyroid hormones

C/EBP (gene activator in liver); c-Myc, c-Fos,
c-Jun (growth regulators, proto-oncogene
products)

Myo D-1, myogenin (proteins that induce muscle
differentiation)

Cys, Cysteine; DNA, deoxyribonucleic acid; His, histidine.
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Figure 7.13 Binding of dimeric transcription factors to their
response elements. The base sequences of the response
elements show a dyad symmetry that matches the symmetry
of the transcription factors. A, Schematic binding of a leucine
zipper protein. The “zipper” is required for dimerization
while the basic region binds to DNA. B, DNA binding by a
helix-loop-helix protein. C, Computer graphic model of
binding of the carboxyl-terminal portion (“basic region”) of
the leucine zipper protein C/EBF to its cognate binding site.

mRNA PROCESSING STARTS DURING
TRANSCRIPTION

“Posttranscriptional” processing of mRNA actually is
cotranscriptional. It occurs during transcription and is
guided by proteins that are recruited by the RNA poly-
merase (Fig. 7.16).

HAN ===~

Figure 7.14 Zinc finger. This structural motif occurs in

2 to 12 copies in the DNA-binding region of the zinc finger
proteins. The amino acid residues on each side of the zinc are
separated by three or four amino acid residues, and the
intervening loop contains approximately 12 residues. Cys,
Cysteine; His, histidine.

The RNA is synthesized in the 5'—3’ direction, and
S’ capping is the first modification of the pre-mRNA.
It is done when about 25 nucleotides of the RNA have
been polymerized.

Next, the introns are removed by spliceosomes. The
spliceosome contains five small RNAs (U1, U2, U4, US,
and U6) with lengths between 106 and 185 nucleotides.
These associate with proteins to form small nuclear ribo-
nucleoprotein particles (snRNPs [“snurps”]). Overall,
about 50 proteins are involved in splicing.

The intron-exon junctions of protein-coding nuclear
genes are marked by more or less conserved consensus
sequences. There is also a conserved “branch site”
within the intron, about 30 nucleotides from the 3’ end
(Fig. 7.17). Splicing releases the intron as a cyclic lariat
structure, with the 5’ end bonded with the 2’ hydroxyl
group at the branch site.
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Figure 7.15 Structure of the cap at the 5’ end of eukaryotic
messenger RNAs. Transfer and ribosomal RNAs do not have
caps. R, H or CHs.

Finally, a polyadenylation signal (consensus AAUAAA)
in the last exon recruits an endonuclease that cleaves the
RNA about 20 nucleotides downstream. This cut marks
the end of the last exon, and a poly-A tail is added enzy-
matically to the newly created 3’ end. Transcription can
proceed for many hundred nucleotides beyond the polya-
denylation site, but the cutoff tail of the transcript is

discarded.

TRANSLATIONAL INITIATION REQUIRES
MANY INITIATION FACTORS

Eukaryotic translation differs from the prokaryotic sys-
tem (see Chapter 6) in the usual ways: It is more com-
plex, and it is slower.

This is especially obvious in the initiation of transla-
tion. Whereas prokaryotic translation initiation requires
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only three initiation factors, eukaryotes have at least
12 initiation factors consisting of more than two
dozen polypeptides. Only some of them are shown
in Figure 7.18. Eukaryotic mRNA does not have
a ribosome-binding Shine-Dalgarno sequence in the
S'-untranslated region. The initial binding between
mRNA and ribosome is mediated by proteins instead.

Figure 7.18 shows that both ends of the mRNA are
coated with proteins. The proteins at the 5’ end interact
with the proteins on the poly-A tail, and they serve as
translational initiation factors by interacting with pro-
teins on the small (40S) ribosomal subunit.

With the help of these initiation factors, the ribo-
some scans the 5’-terminal region of the mRNA for
the start codon AUG. Usually the first AUG is chosen,
but in some mRNAs the second or third AUG is used.
Once the initiator codon has been found, methionine
rather than N-formylmethionine is introduced as the
first amino acid at the N-terminus of the polypeptide.

The steps in the elongation cycle are analogous to
those in bacterial protein synthesis, and the elongation
factors are functionally equivalent (Table 7.8). How-
ever, eukaryotes add only two amino acids per second
to the growing polypeptide chain compared to 20 per
second in bacteria.

mRNA PROCESSING AND TRANSLATION
ARE OFTEN REGULATED

Control of transcriptional initiation is the most efficient
way to regulate gene expression because it avoids the
energetically costly synthesis of unneeded mRNAs.
Nevertheless, eukaryotes also use posttranscriptional
controls, as follows.

Regulation of Messenger RNA Stability

Only about 5% of the RNA that is synthesized ever
leaves the nucleus. mRNA must associate with proteins
to guide it through the nuclear pore complexes.
Improperly spliced mRNA that lacks the usual post-
transcriptional modifications does not associate with
these proteins. It is retained in the nucleus, where it is
degraded by nucleases.

In the cytoplasm, the lifespan of mRNA is regulated
by nucleases that degrade mRNA and by mRNA-binding
proteins that protect mRNA from the nucleases. Thus
mutations that change the 3' and 5 untranslated regions
of mRNA can disrupt protein synthesis by interfering
with the binding of protective proteins.

Tissue-Specific Initiation and Termination
of Transcription

Some genes can be transcribed from alternative promo-
ters, yielding transcripts with different 5'-terminal por-
tions. Other genes have alternative polyadenylation
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Figure 7.16 “Posttranscriptional” processing of mMRNA actually takes place while RNA polymerase Il is synthesizing
the mRNA. E7, E2, E3, Exons; P, promoter.
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Figure 7.17 Splicing of introns from mRNA precursors. The consensus sequences base pair with RNA components
of the spliceosomes. A, Adenine; C, cytosine; G, guanine; N, any base; U, uracil; X, purine; Y, pyrimidine.

sites and can produce transcripts with different 3’ ends. ~ Yissue-Specific Splicing

An example of the tissue-specific initiation of transcrip- ~ Recognition of splice sites is regulated by tissue-specific
tion is the use of alternative promoters in the gene for  proteins. Therefore an exon that is included in the
glucokinase (Fig. 7.19), an enzyme that is expressed  mature mRNA in one cell type can be skipped in
only in the liver and the insulin-producing B-cells of = another. About 60% of human genes is thought to be
the pancreas. subject to alternative splicing. Therefore the 20,000 to
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Figure 7.18 Formation of the translational initiation complex in eukaryotes. AUG, Start codon; elF, eukaryotic initiation factor;

Met, methionine.

Table 7.8 Initiation Factors and Elongation Factors of Eukaryotic Protein Synthesis

Eukaryotic Protein Prokaryotic Equivalent GTP Hydrolysis Function

Initiation Factors

elF1 IF-3 — Component of initiation complex elF1A
IF-1 — Component of initiation complex

elF2 EF-Tu subunit + Places initiator tRNA on 40S subunit

elF-3 (10+ subunits)
elF4E

= — Facilitates binding of initiator tRNA and mRNA

- = Cap-binding protein

elF4A = - RNA helicase

elF4B = — Facilitates scanning

elF4G = — Scaffold protein

elF5 = - Activates GTPase activity of elF2

elF5B IF-2 + Stabilizes initiator tRNA binding to ribosome
Elongation Factors

EF-1a EF-Tu + Places aminoacyl-tRNA in A site of ribosome
EF-1By EF-Ts = Regenerates GTP-bound form of EF-To.

EF-2 EF-G + Translocation

elF, Eukaryotic initiation factor; GTP, guanosine triphosphate; GTPase, guanosine triphosphatase; /F, initiation factor; mRNA, messenger RNA;

tRNA, transfer RNA.
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Figure 7.19 Transcription of the glucokinase gene. Alternative promoters are used in hepatocytes and pancreatic -cells. The
resulting polypeptides differ in the N-terminal region, which is encoded by exon 1 in the pancreas and by exon 1L or exons 1L

and 2A in the liver. @, Exon; [0, intron.
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Figure 7.20 The tropomyosin gene is an example of tissue-specific splicing. Only 10 of the 13 exons are used in striated
muscle, and nine are used in smooth muscle. Alternative polyadenylation signals are used in striated muscle and smooth

muscle: poly A (str) and poly A (sm).

30,000 human genes can make an estimated 50,000 dif-
ferent polypeptides. Figure 7.20 shows an example.

Translational Repressors

Ribosomal protein synthesis can be regulated by mRNA-
binding proteins. For example, the mRNA of the poly-A
binding protein (PABP) has an oligo-A tract in its 5'-
untranslated region. When PABP is abundant, it binds to
this oligo-A tract to prevent its own continued synthesis.

Messenger RNA Editing

In mRNA editing, a base in the mRNA is altered enzy-
matically. If this creates or obliterates a stop codon, the
length of the encoded polypeptide is altered. mRNA
editing is rare in mammals, but when it occurs, it can
produce alternative polypeptides from the same gene
in different cell types.

CLINICAL EXAMPLE 7.5: Diphtheria

Diphtheria is a bacterial infection of the upper
respiratory tract that leads to necrosis (death) of
mucosal cells and airway obstruction. Prior to the
introduction of antibiotics, diphtheria was a major cause
of death in children. The offending bacterium,
Corynebacterium diphtheriae, secretes a toxic protein
that binds to a surface receptor on the mucosal cells
and then is cleaved by a protease. One of the proteolytic
fragments then enters the cell. This active fragment is
an enzyme that inactivates the elongation factor EF-2
(Fig. 7.27). A single toxin molecule is sufficient to
inactivate thousands of EF-2 molecules. Strains of
Corynebacterium that do not produce the toxin are
peaceful members of the normal bacterial flora on skin
and mucous membranes.
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Figure 7.21 Covalent modification of the eukaryotic
elongation factor 2 (“translocase”) by diphtheria toxin. The
amino acid side chain in the elongation factor is
diphthamide, a posttranslationally modified histidine.
NAD™, Nicotinamide adenine dinucleotide.

SMALL RNA MOLECULES INHIBIT GENE
EXPRESSION

Translation can be prevented by RNA interference,
which is triggered by the appearance of a double-
stranded RNA in the cell. The double-stranded RNA
is processed by cellular RNases into small RNAs having
lengths of about 22 nucleotides. The product is called
small interfering RNA (siRNA) if it is derived from an
external source and micro-RNA (miRNA) if it is
derived from a cellular gene.

The siRNA or miRNA is targeted to a complemen-
tary sequence in an mRNA, whose translation it pre-
vents selectively. RNA interference serves two main
functions: protection against RNA viruses and posttran-
scriptional regulation of gene expression.

For defense against RNA viruses, the nuclease dicer
cleaves long, double-stranded viral RNA into small pieces
of about 22 nucleotides, which are transferred from dicer
to an RNA-induced silencing complex (RISC). An RNA
helicase in the RISC converts the RNA into single strands.
This single-stranded siRNA binds to an argonaute pro-
tein, which forms the active core of the RISC.

The argonaute-bound siRNA guides the RISC to
single-stranded viral mRNA with complementary base
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sequence. Base pairing of the argonaute-bound siRNA
prevents the translation of the viral mRNA. In most
cases this is followed by nuclease cleavage of the viral
mRNA. One of the four argonaute proteins encoded
by the human genome is an active RNase.

This general mechanism has been co-opted for the
posttranscriptional regulation of gene expression.
Endogenous miRNAs are derived either from noncoding
transcripts or from introns of protein-coding genes. The
miRNA precursors possess stem-loop structures with
base-paired double-helical stems. The stem loops are
processed by the RNases drosha and dicer, and the
resulting miRNA is loaded on the RISC (Fig. 7.22).
The argonaute-bound miRNA is complementary to a
target sequence in a cellular mRNA, most commonly
in its 3/-untranslated region.

Prevention of translation rather than mRNA cleavage
is the most common outcome of miRNA binding to its
target mRNA. This effect requires the pairing of only
six bases in positions 2 to 7 of the miRNA to the mRNA.

Simple eukaryotes have about 100 miRNAs, but
humans and other mammals have about 1000. Some
miRNAs target only one or a few mRNAs, whereas
others regulate hundreds. Between 30% and 80% of all
human genes are believed to be regulated by at least one
miRNA. Thus a miRNA can coordinate gene expression
by affecting all mRNAs containing a complementary
sequence, in the same way that a transcription factor
can coordinate the expression of all genes that have bind-
ing sites for the transcription factor in their regulatory
sites. The expression of most miRNA precursors is tissue
specific or is restricted to distinct developmental stages.

miRNA appears to be capable of transcriptional
silencing as well. In this case, a miRNA-loaded RISC
recognizes targets on pre-mRNA while it is produced
by RNA polymerase II. Upon target recognition the
complex recruits histone-modifying enzymes that con-
vert the gene into a heterochromatic state.

CLINICAL EXAMPLE 7.6: miRNAs in Alzheimer

Disease

Alzheimer disease is caused by the aberrant processing
of amyloid precursor protein (APP) to f-amyloid (see
Chapter 2). When miRNA levels in postmortem brains of
patients with Alzheimer disease were studied, one
micro-RNA (miR-107) was present in reduced amount.
Another study found reduced levels of three other
miRNAs (miR-29a, miR-29b, and miR-9) in Alzheimer
brains. These miRNAs target the mRNA for B-secretase,
the enzyme that produces B-amyloid. We cannot be
certain whether the reduced levels of these miRNAs are
a cause or consequence of the disease, but it is
conceivable that reduced levels of the miRNAs lead to
enhanced expression of B-secretase and thereby to
enhanced formation of -amyloid.
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Figure 7.22 Formation of micro-RNA acid (miRNA) from a cellular transcript and small interfering RNA (siRNA) from double-

stranded (ds) viral RNA. Ago, Argonaute protein.

| MITOCHONDRIA HAVE THEIR OWN DNA

Human mitochondria contain 4 to 10 copies of a
small circular chromosome with 16,569 base pairs of
DNA. The genes for 13 polypeptides, 22 tRNAs, and

2 rRNAs (12S and 16S) are transcribed by a mitochon-
drial RNA polymerase, and the mRNA is translated by
small mitochondrial ribosomes that are more similar
to bacterial ribosomes than to human cytoplasmic
ribosomes.



Table 7.9 Differences between the Genetic Code of Human
Mitochondria and the Standard Code Used by Cytoplasmic
Ribosomes
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Table 7.10 Genetic Variations in the Genome of an
Individual Human (Craig Venter) Compared to the Human
Reference Genome

Codon Standard Code Mitochondrial Code
AUA lle Met

AGA Arg Stop

AGG Arg Stop

UGA Stop Trp

This protein-synthesizing system exists because mito-
chondria are the descendants of symbiotic bacteria.
More than 1.5 billion years ago, their already aerobic
ancestors invaded a eukaryotic cell that had not yet
learned the use of oxygen for ATP synthesis. What may
have started as an attempt at parasitism soon turned into
a peaceful coexistence, and in time the bacteria evolved
(or degenerated) into the present-day mitochondria.

One after another, most of the original bacterial
genes relocated into the nucleus, and for good reason.
For a gene, the nucleus is a safer place than the mito-
chondrion because mitochondrial oxidation pollutes
the environment with DNA-damaging superoxide and
hydroxyl radicals. This means that the human nuclear
genome is of bybrid origin, being descended in part
from a primordial eukaryote and in part from a symbi-
otic prokaryote.

The reason for the continued existence of the mito-
chondrial genome is that once the mitochondrial
genome was very small, it evolved small changes in
the genetic code (Table 7.9). Because today the genetic
code is different in the nucleus and the mitochondria,
transfer of the remaining mitochondrial genes into the
nucleus is no longer possible.

| HUMAN GENOMES ARE VERY DIVERSE

When the genomes of two humans are compared, a dif-
ference is encountered about once every 1100 base
pairs. For comparison, human DNA and chimpanzee
DNA have about one difference every 80 base pairs.
Most differences between humans are single-nucleotide
polymorphisms (SNPs), a replacement of a single base.
The human genome contains 11 million SNPs with a
minor allele frequency of more than 1%, and seven mil-
lion of these have a minor allele frequency greater than
5%. The coding sequence of an average protein-coding
gene has about four SNPs with a population frequency
greater than 1% for the less common allele. Another
common type of variation consists of small insertions
and deletions of one or a few base pairs, collectively
called indels.

Table 7.10 lists the density of these variations in dif-
ferent functional categories. Generally, there is less var-
iation in functional sequences than in presumed junk
DNA. For example, the frequencies of SNPs and

Variations per
10,000 Base Pairs

SNPs Indels
Total genome 7.8 0.9
Coding sequences 4.5 0.09
Coding sequences of disease genes 3.6 0.04
5’-Untranslated regions 5.5 0.3
3’-Untranslated regions 5.9 0.7
Splice sites 5.0 0.6
Promoter (1 kb upstream of start) 6.8 0.8
Introns 7.0 0.9
Conserved elements in introns 4.8 0.5
Conserved elements between genes 5.9 0.5
Alu sequences 9.0 2.6
L1 sequences 8.3 0.6
Tandem repeats 11.0 15

indel, Insertion or deletion; SNP, single-nucleotide polymorphism.

especially of insertions or deletions (indels) are lower
in coding sequences of genes than in repetitive elements.
The reason is that a new mutation in a coding sequence
is likely to be disruptive and consequently is removed
by natural selection. Similar mutations in functionless
DNA, including the large majority of repetitive ele-
ments, can be carried through the generations because
they are harmless. Even differences between humans
and chimpanzees are greater in junk DNA than in func-
tional sequences.

Indels in a coding sequence tend to be more disrup-
tive than SNPs for protein structure and function and
therefore are removed more efficiently. Even among
the coding SNPs there is a bias in favor of synonymous
SNPs, which do not change the amino acid sequence of
the protein because they change a codon into a different
codon that still codes for the same amino acid. Nearly
50% of the SNPs in coding sequences are synonymous.

Not all genes are equally important. Only 7% of
human genes is known to be associated with one or
another genetic disease. These “disease genes” are even
less variable than protein-coding genes in general, pre-
sumably because they are more important. We know from
studies in knockout mice that many genes can be lost
entirely without leading to obvious abnormalities. Also
many human genes are believed to be rather “unimpor-
tant” in the sense that the effects of mutations in these
genes are too mild to be recognized as a genetic disease.

Some sequences outside protein-coding genes are well
conserved between species and therefore are believed to
be functional. Some are likely to code for functional
RNAs, including miRNA precursors, whereas others
are distal regulatory elements of protein-coding genes.
Table 7.10 shows that these conserved elements have lit-
tle diversity within the human species as well.
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HUMAN GENOMES HAVE MANY LOW-
FREQUENCY COPY NUMBER VARIATIONS

Whereas SNPs and small indels originate as replication
errors, most large deletions and duplications arise by cross-
ing over between mispaired chromosomes (see Fig. 7.6).

These copy number variations have sizes between
about 1000 and more than onemillion base pairs. Most
individual copy number variants are rare, and only
30% to 40% of those that have been observed so far
has a minor allele frequency greater than 1%. Between
5% and 10% of individuals have at least one copy
number variant larger than 500,000 base pairs, and
1% to 2% of individuals have a variant of more than
one million base pairs.

For any given individual, between 9 and 25 million base
pairs of DNA are involved in structural variations. About
three times more bases are involved in structural variations
than in SNPs and small indels. In all, the structural varia-
tions that have been observed so far (often in a single indi-
vidual or family) include up to 25% of the genome.

Copy number variants can affect a person’s pheno-
type and possibly contribute to disease susceptibilities
through gene dosage effects. However, if there are no
impairments, a copy number variant can persist through
the generations. It can even become a normal feature of
the genome. Ancient duplications gave rise to gene
families, and somewhat more recent ones are annotated
as segmental duplications (see Fig. 7.5). Mutations that
produce copy number variations are quite frequent.
Even the genomes of identical twins sometimes differ
in one or two of them. Most copy number changes seem
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QUESTIONS

1. The reason why a fusion of two oocytes in the
test tube cannot produce a viable child is

A. X inactivation would not be possible

B. Some imprinted genes would not be expressed

C. Transposons would become activated

D. Female-expressed genes would not be
suppressed by male-derived miRNAs

E. Telomeres would shorten excessively, leading to
early senility and death in utero

2. Some pharmaceutical companies are trying
frantically to find inhibitors of telomerase.
A telomerase inhibitor could, in theory, be used
in an attempt to

A. Boost the synthesis of muscle proteins

B. Prevent viral infections

C. Cure cancer

D. Cure acquired immunodeficiency syndrome (AIDS)
E. Make people immortal

3. Alu sequences can cause diseases by jumping
into new genomic locations. Their mobility
depends on the following enzymatic activities:

A. Transposase and RNA polymerase

B. DNA polymerase and RNA replicase

C. Peptidyl transferase and transposase

D. Primase and integrase

E. RNA polymerase and reverse transcriptase

4. The report you have just received from the
paternity testing laboratory states that analysis
of polymorphic microsatellites was used. What
exactly is a polymorphic microsatellite?

A. A sequence in the centromeric DNA

B. A piece of chromatin attached to the short arm of
an acrocentric chromosome

C. A tandem repeat of variable length

D. A nonfunctional copy of a gene

E. A small RNA that regulates gene expression by
targeting mRNAs

5. Eukaryotic enhancers are

A. Regulatory DNA sequences within the coding
sequences of genes that affect the rate of
transcriptional elongation

B. Binding sites for general transcription factors in
the promoter

C. Proteins that bind to regulatory base sequences
in DNA

D. DNA sequences outside the promoter region that
contain multiple binding sites for regulatory
proteins

E. Proteins that enhance the rate of translational
initiation by binding to either the ribosome or the
mRNA

6. In the year 2045, the Surgeon General
determines that reverse transcriptase is
hazardous to your health because it leads to
insertional mutations. In order to eliminate
reverse transcriptase from the human body,
genetic engineers would have to excise all
full-length, intact copies of

A. DNA transposons and Alu sequences

B. Retroviral retrotransposons and Alu sequences
C. L1 elements and Alu sequences

D. Pseudogenes and retroviral retrotransposons
E. L1 elements and retroviral retrotransposons

7. Deletion of a gene coding for a miRNA
precursor is likely to result in

A. Increased translation of mMRNAs

B. Misreading of the genetic code

C. Reduced stability of mRNAs

D. Acetylation of histones and enhanced
transcription

E. Repression of retroposition by mobile elements
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PROTEIN TARGETING

Proteins have intricate higher-order structures that form
through noncovalent interactions during and immedi-
ately after ribosomal protein synthesis. In addition, co-
valent structural modifications in most proteins must
be introduced by specialized enzymes. These reactions
are known collectively as posttranslational processing,
which should not be confused with the posttranscrip-
tional processing of RNA.

The processed proteins must be sent to their proper
destinations in the cell. This requires targeting signals
and transport mechanisms. Finally, aged and partially
denatured proteins must be destroyed in order to pre-
vent toxic effects and protein aggregation. This chapter
traces the fate of eukaryotic proteins from the cradle to
the grave.

A SIGNAL SEQUENCE DIRECTS POLYPEPTIDES
TO THE ENDOPLASMIC RETICULUM

Some ribosomes are free-floating in the cytoplasm, and
others are attached to the membrane of the endoplas-
mic reticulum (ER). These ribosomes have the same
structure but make different proteins. Free cytoplasmic
ribosomes synthesize the proteins of cytoplasm, nucleus,
and mitochondria. ER-bound ribosomes synthesize
secreted proteins, plasma membrane proteins, and the
proteins of ER, Golgi apparatus, and lysosomes.

Ribosomes attach to the ER membrane only when
they synthesize a polypeptide containing a signal
sequence of about 20 to 25 mainly hydrophobic amino
acid residues at the amino end. As soon as it emerges
from the ribosome, the signal sequence binds to a cyto-
plasmic signal recognition particle (SRP), which is
formed from a small RNA molecule of about 300
nucleotides (the 7SL RNA) and six protein subunits.
Binding of the SRP halts translation. Translation is
resumed only when the SRP-signal sequence-ribosome
complex binds to an SRP receptor on the ER membrane
(Fig. 8.1).

The SRP receptor brings the ribosome in contact
with a protein translocator, which is a donut-shaped
protein in the ER membrane. The tunnel on the large
ribosomal subunit from which the growing polypeptide

emerges is placed on the central hollow of the protein
translocator while the SRP detaches. A pore opens in
the translocator, through which the polypeptide passes
into the lumen of the rough ER.

The signal sequence is no longer required beyond
this stage. It is cleaved off by a signal peptidase on the
inner surface of the ER membrane.

Soluble secreted proteins are ferried from the ER to
the Golgi apparatus in transfer vesicles (Fig. 8.2). The
Golgi apparatus is a sorting station in which secreted
proteins are packaged into secretory vesicles. These
vesicles are destined to fuse with the plasma membrane
and release their contents by exocytosis. This system of
organelles forms the secretory pathway, which is used
by all protein-secreting cells in the body (Table 8.1).

Proteins of the plasma membrane are initially
inserted in the ER membrane and then travel through
the secretory pathway until they are deposited in the
plasma membrane during exocytosis. Proteins of the
ER membrane and the Golgi membrane are retained
in their respective organelles.

GLYCOPROTEINS ARE PROCESSED
IN THE SECRETORY PATHWAY

This road to the periphery is also an assembly line on
which the proteins are modified covalently (Table 8.2).
Disulfide bonds are formed with the help of a protein
disulfide isomerase enzyme in the ER. However, the
most important robots in this assembly line are glycosyl
transferases, which build oligosaccharides on the side
chains of serine, threonine, and asparagine in the pro-
tein. The precursors for these reactions are nucleotide-
activated monosaccharides (Figs. 8.3 and 8.4A, and
Table 8.3), whose synthesis is described in Chapter 22.
Most proteins that are processed through the secretory
pathway are glycoproteins (see Fig. 8.3).

O-linked oligosaccharides are bound to the oxygen
in the side chains of serine and threonine. They are
synthesized in the Golgi apparatus by the stepwise addi-
tion of monosaccharides.

N-linked oligosaccharides are bound to the nitrogen
in the side chain of asparagine. N-linked glycosylation
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Figure 8.1 Synthesis of a secreted protein by ribosomes on the rough endoplasmic reticulum (ER). The ribosome forms a tight
seal on the translocator during translocation, to prevent other molecules from diffusing in and out of the ER while the
polypeptide is threaded through the pore. mRNA, Messenger RNA; SRP, signal recognition particle.
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Figure 8.2 Secretory pathway. The proteins are transported to the cell periphery through the endoplasmic reticulum (ER),

transfer vesicles, Golgi apparatus, and secretory vesicles. Release
membrane with the plasma membrane).

Table 8.1 Use of the Secretory Pathway by Different Cell Types

from the cell is by exocytosis (fusion of the secretory vesicle

Cell Secreted Products Reference Chapter
Pancreatic acinar cells Zymogens (enzyme precursors) 19
Pancreatic B-cells Insulin, C-peptide, amylin 16
Fibroblasts Collagen, elastin, glycoproteins, proteoglycans 14
Goblet cells Glycoproteins (“mucins”), proteoglycans 14
Intestinal mucosal cells Chylomicrons 23
Hepatocytes Serum albumin, other plasma proteins, very-low-density lipoprotein 15

starts with the construction of a mannose-rich oligosac-
charide on dolichol phosphate, a lipid in the ER mem-
brane. The whole oligosaccharide is then transferred
to an asparagine side chain of a newly synthesized poly-
peptide (Fig. 8.5).

In the ER and Golgi apparatus, exoglycosidases remove
the glucose residues and one or more of the mannose
residues from the protein-bound oligosaccharide. The
remaining core structure is again extended by glycosyl
transferases in the Golgi apparatus.
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Table 8.2 Posttranslational Processing in the Secretory
Pathway

GENETIC INFORMATION: DNA, RNA, AND PROTEIN SYNTHESIS

THE ENDOCYTIC PATHWAY BRINGS
PROTEINS INTO THE CELL

Type of Processing Examples

Removal of signal
sequence
Disulfide bond formation

All proteins of secretory pathway

Most proteins of secretory
pathway

Collagen, other glycoproteins,
proteoglycans

Collagen, elastin

Insulin, other peptide and
protein hormones

Glycosylation

Amino acid modifications
Partial proteolytic cleavage

The oligosaccharides of glycoproteins range in size
from two sugar residues in the simplest O-linked oligo-
saccharides to more than 15 in some of the more complex
N-linked oligosaccharides. Most are branched, and in
many cases the terminal positions are occupied by the
acidic amino sugar N-acetylneuraminic acid (NANA)
(see Fig. 8.3).

The carbohydrate content of glycoproteins varies from
less than 10% to greater than 50%. The oligosaccharides
of glycoproteins affect their biological functions, includ-
ing maintenance of their higher-order structure, water
solubility, antigenicity, and regulation of the protein’s
metabolic fate.

Besides being able to secrete proteins, cells can ingest
proteins and other extracellular materials. Three pro-
cesses can be distinguished.

1. Phagocytosis (“cell eating”) (Fig. 8.6) is the uptake
of solid particles into the cell. The particle first binds
to components of the cell surface. The cytoplasm
then flows around the particle by a mechanism that
involves the polymerization and depolymerization
of actin microfilaments, forming a phagocytic vacu-
ole. The usual fate of the phagocytic vacuole is
fusion with lysosomes and digestion of the engulfed
particle by lysosomal enzymes. Unicellular eukary-
otes (e.g., amoeba) use phagocytosis for their own
nutrition. In the human body, however, the process
is limited to macrophages, neutrophils, and dendritic
cells. These professional phagocytes protect the body
by eating aberrant cells and microbial invaders.

2. Pinocytosis (“cell drinking”) is the nonselective
uptake of fluid droplets into the cell. Pinocytic vesi-
cles contain dissolved substances according to their
concentrations in the extracellular medium. Secretory
cells use pinocytosis to retrieve the membrane mate-
rial that is added to the plasma membrane during
€X0Cytosis.
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Figure 8.3 Structures of some monosaccharides in glycoproteins.
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Figure 8.4 Synthesis of O-linked oligosaccharides in glycoproteins. A, Examples of activated monosaccharides used in the

synthesis of oligosaccharides. The nucleotide is generally bound to the anomeri

c carbon (C-1 in the aldohexoses and their

derivatives). B, Two steps in the synthesis of an O-linked oligosaccharide in a glycoprotein. Each reaction requires a specific
glycosyltransferase in the Golgi apparatus. GDP, Guanosine diphosphate; UDP, uridine diphosphate.

Table 8.3 Monosaccharides Commonly Found in Glycoproteins

Activated
Monosaccharide Type Form Comments
Galactose (Gal) Aldohexose UDP-Gal Common
Glucose (Glc) Aldohexose UDP-Glc Rare in mature glycoproteins
Mannose (Man) Aldohexose GDP-Man Very common in N-linked oligosaccharides
Fucose (Fuc) 6-Deoxyhexose GDP-Fuc Both in O- and N-linked oligosaccharides
N-Acetylglucosamine (GIcNAc)  Amino sugar UDP-GIcNAc Linked to asparagine in N-linked
oligosaccharides
N-Acetylgalactosamine Amino sugar UDP-GalNAc Common
(GalNAc)
N-Acetylneuraminic acid A sialic acid (acidic sugar CMP-NANA In terminal positions of many O- and N-linked
(NANA) derivative) oligosaccharides

GDP, Guanosine diphosphate; UDP, uridine diphosphate; CMP, cytidine monophosphate.
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Figure 8.5 Synthesis of N-linked oligosaccharides in glycoproteins. A, Structure of dolichol phosphate. This lipid is used

as a carrier of the core oligosaccharide in the endoplasmic reticulum (ER) membrane. B, Structure of the dolichol-bound
precursor oligosaccharide in N-linked glycosylation. This oligosaccharide is synthesized by the stepwise addition of the
monosaccharides from activated precursors. The second phosphate residue in dolichol pyrophosphate is introduced by
UDP-a-p-N-acetylglucosamine (UDP-GIcNAc) during synthesis of the oligosaccharide. C, Transfer of the precursor
oligosaccharide to an asparagine side chain of the polypeptide. This transfer reaction is cotranslational. Asn, Asparagine; Glc, o.-b-

Glucose; Man, a-p-mannose; mRNA, messenger RNA; P, phosphate.
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Figure 8.6 Phagocytosis is triggered by the binding of a solid particle to a protein in the plasma membrane that functions
as a receptor (—). Pseudopods are formed that flow around the particle. This requires the reversible depolymerization and
repolymerization of actin microfilaments (——) under the plasma membrane. The phagocytic vacuole fuses with lysosomes (L),
and the particle is digested by lysosomal enzymes.
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is followed by the clustering of receptor-ligand com-
plexes on the cell surface and the formation of an
endocytic vesicle.

3. Receptor-mediated endocytosis (Fig. 8.7) is a mecha-
nism for the selective uptake of soluble proteins and
other high-molecular-weight materials. Unlike pino-
cytosis, it requires a cell surface receptor to which  Pinocytic and endocytic vesicles tend to fuse with each
the endocytosed product binds selectively. Binding  other and with intracellular vesicles to form larger
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Figure 8.7 Receptor-mediated endocytosis is triggered by the binding of a ligand to a receptor in the plasma membrane.
Fusion of the endocytic vesicle with intracellular vesicles creates an acidified endosome.

structures called endosomes, which become acidified to
a pH of 5 to 6. Materials can be transferred from the
endosome to the Golgi apparatus. More commonly,
however, the endosome fuses with a lysosome to form
a secondary lysosome in which the endocytosed mate-
rial is digested by lysosomal enzymes. In most but not
all cases, the receptor is recycled to the cell surface.

The most important uses of receptor-mediated endo-
cytosis are as follows:

1. Uptake of nutritive substances. The uptake of low-
density lipoprotein (see Chapter 25) and the iron-
transferrin complex (see Chapter 29) are the most
prominent examples.

2. Waste disposal. The uptake of “worn-out” plasma pro-
teins and hemoglobin-haptoglobin complexes by hepa-
tocytes or macrophages (see Chapter 15) is an example.
The endocytosed products are digested by lysosomal
enzymes.

3. Mucosal transfer. Single-layered epithelia can endo-
cytose a protein on one side and exocytose it on
the opposite side. This process is called transcytosis.
The secretion of immunoglobulin A (IgA) across
mucosal surfaces is an example (see Chapter 15).

Receptor-mediated endocytosis is initiated when the
cytoplasmic protein adaptin is recruited to the plasma
membrane by the ligand-bound receptor. The structural
protein clathrin then binds to the adaptin, pulling the
membrane into a coated pit. Within seconds, this struc-
ture is pinched off as a coated vesicle that is surrounded
by a cagelike structure formed from clathrin (Fig. 8.8).

Other coat proteins and many different adaptor pro-
teins are used for other types of vesicular transfer. They

regulate the complex trafficking of vesicles and their
contents in the intersecting secretory and endocytic
pathways.

CLINICAL EXAMPLE 8.1: I-Cell Disease

I-cell disease is a rare, recessively inherited disease in
which one of the enzymes for the attachment of
mannose-6-phosphate to prospective lysosomal
enzymes is deficient. As a result, lysosomal enzymes are
not sorted into the lysosomes but are secreted. High levels
of lysosomal enzymes circulate in the blood, and
undegraded lipids and polysaccharides accumulate in
the cells.

The accumulation of these products leads to mental
deterioration, skeletal deformities, and death between 5
and 8 years of age. The disease is named after the
inclusions of polysaccharides and glycolipids that are
seen in the cells of these patients. Protein accumulation
is not an important feature because proteins can be
degraded by the proteasome as well as the lysosome.

LYSOSOMES ARE ORGANELLES
OF INTRACELLULAR DIGESTION

Lysosomes are bags that are filled with hydrolytic
enzymes, including glycosidases, proteases, phosphatases,
and sulfatases. Their job description is the breakdown of
cellular macromolecules, especially of macromolecules
that are taken up into the cell by phagocytosis, pinocyto-
sis, and receptor-mediated endocytosis. The lysosomal
enzymes are synthesized at the rough ER and become
glycosylated in the ER and Golgi apparatus. In the Golgi
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Figure 8.8 Receptor-mediated endocytosis of low-density lipoprotein (LDL). LDL is the most important source of cholesterol

for most cells.

apparatus they finally acquire a mannose-6-phosphate
residue on some of their N-linked oligosaccharides:
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Mannose-6-phosphate is a molecular tag that acts like a
postal address to route the enzymes to the lysosomes.

Inherited defects of lysosomal enzymes or lysosomal
biogenesis result in lysosomal storage diseases. In most
of these diseases, a single lysosomal enzyme is deficient.
The substrate of the missing enzyme accumulates in the
cell to a point where it impairs normal cellular func-
tion. In some diseases multiple lysosomal enzymes are
affected (see Clinical Example 8.1).

CLINICAL EXAMPLE 8.2: Crohn Disease

Crohn disease is an inflammatory bowel disease that
preferentially affects the terminal ileum. It is fairly
common, with an incidence of about 5 per 100,000
person-years and prevalence between 100 and 150 per

100,000 in many populations. It is a seriously
debilitating chronic condition that is treated with
immune suppression or surgery. Crohn disease has long
been attributed to an aberrant immune response to
components of the normal bacterial flora in the intestine.

Variations in at least a dozen genes have been
associated with risk of Crohn disease. One of the most
consistent associations is with a single-nucleotide
polymorphism (SNP) in the ATGT6L1 (autophagy-
related 16-like 1) gene, one of more than 30 genes
involved in autophagy. An A in the ancestral low-risk
allele is replaced by a G in the high-risk allele, replacing
the amino acid threonine with alanine.

Ordinarily, intestinal bacteria that have entered the
cytoplasm of an intestinal mucosal cell are cleared by
macroautophagy. A hypothesized consequence of the
single amino acid substitution in the ATG16L1 protein is
impaired sequestration of at least some kinds of bacteria
in autophagosomes, which allows these bacteria to
survive long enough to trigger an inflammatory response.

CELLULAR PROTEINS AND ORGANELLES
ARE RECYCLED BY AUTOPHAGY

Lysosomes digest not only materials from outside the cell.
They also dispose of worn-out cellular proteins and defec-
tive organelles in a process known as autophagy (literally,
“self-eating”).



The most important type is macroautophagy. It begins
with the formation of a double membrane that encloses
an organelle or a patch of the cytosol. The resulting struc-
ture, known as an autophagosome, fuses with a lysosome,
and the contents are digested by lysosomal enzymes.

Macroautophagy is used for the disposal of orga-
nelles and protein aggregates that are too large to be
handled by other mechanisms. It recycles peroxisomes
and parts of the ER but is especially important for the
removal of mitochondria. For example, the average life-
span of a liver mitochondrion is only 10 days. Macroau-
tophagy is thought to contribute to quality control by
removing defective organelles in preference to functional
ones, but how the functional status of an organelle is
assessed by the system is not known.

Another function of macroautophagy is the disposal
of large protein aggregates. Finally, it is a mechanism
for the elimination of bacteria and viruses that have
invaded the cell (see Clinical Example 8.2).

POORLY FOLDED PROTEINS ARE EITHER
REPAIRED OR DESTROYED

Formation of a protein’s higher-order structure is no
mean feat. Protein maturation can go awry, leading
to misfolded proteins that are toxic to the cell or
form obnoxious aggregates. According to one estimate,
about one third of native proteins fail to fold properly
and are degraded before they ever achieve a functional
state.

Protein folding is assisted by helper proteins called
chaperones, which bind to exposed hydrophobic
patches on partly folded proteins. Repeated binding
and dissociation of the chaperone, which is fueled by
ATP hydrolysis, prevents aggregation and abnormal
folding and gives the protein time to fold into its proper
conformation.

Protein Targeting

Chaperones are abundant proteins in the cell, and
their synthesis is further stimulated when the cell is
exposed to elevated temperature. Therefore these cha-
perones are also called heat shock proteins. HSP70
(heat shock protein-70) is a type of chaperone that is
concerned mainly with the education of young proteins
that have just been synthesized or are still in the process
of ribosomal synthesis. The HSP60 chaperones are a
different type that specializes in the reconditioning of
aging proteins.

If the efforts of the chaperones are to no avail, the
misfolded protein is marked for destruction by ubiqui-
tin, a small protein with 76 amino acids that, as its name
implies, is ubiquitous in all eukaryotic cells (Fig. 8.9).
First, a ubiquitin-conjugating enzyme (E1) activates
ubiquitin and transfers it to the E2 component of a ubi-
quitin ligase (E2-E3 complex).

The E3 component of the ubiquitin ligase recognizes
the target protein and transfers the ubiquitin from E2 to
the target protein. This process is repeated until a chain
of four or more ubiquitins is attached to the target pro-
tein, which makes it eligible for degradation by the
proteasome.

Humans have about 30 different E2 subunits and
hundreds of E3 subunits. Each ubiquitin ligase targets a
different kind of structurally aberrant protein. Some rec-
ognize the presence of oxidized amino acids in the pro-
tein, others recognize abnormal hydrophobic patches on
the surface of partially denatured proteins, and still others
recognize sequence motifs that are normally buried in the
center of the protein but become exposed in misfolded
proteins.

Some ubiquitin ligases recognize intact proteins that
are naturally short lived in the cell, and some even
respond to regulatory signals. This means that the
cell can regulate the lifespans of distinct classes of
proteins.
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“Gut” of the
proteasome

“Mouth” of the
proteasome

——
Ubiquitinated
protein binds

—_—
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Figure 8.10 Proteasome. The cover on the hollow cylinder recognizes ubiquitinated proteins, denatures them, and feeds
them into the central cavity, where they are degraded by proteases.

CLINICAL EXAMPLE 8.3: Proteasome Inhibitors

as Anticancer Drugs

Drugs that inhibit the proteasome are highly toxic, but,
like many other poisons, they can be useful in some
situations. One such drug is Bortezomib:

o OH
H |
N
N B\OH
| &
N

Bortezomib

This boron-containing tripeptide analog inhibits the
proteasome by binding with high affinity to its proteolytic
sites. It was found to be effective in the treatment
of multiple myeloma, an incurable malignancy of
antibody-secreting plasma cells. The reason for its
somewhat selective toxicity to cancer cells is not fully
known. Its effectiveness is attributed to the accumulation
of misfolded immunoglobulin chains in the cancer cells
and to the accumulation of proteins that promote
programmed cell death (apoptosis).

THE PROTEASOME DEGRADES UBIQUITINATED
PROTEINS

Whereas the ubiquitin ligases are the judges that con-
demn a protein to death, the proteasome is the

executioner. The proteasome is a hollow cylinder whose
inner surface is lined with proteases, covered with a
large cap on both sides (Fig. 8.10). The cap captures
ubiquitinated proteins, denatures them with the help
of ATP hydrolysis, and feeds them into the hollow cyl-
inder for degradation.

Proteasomes are abundant in both the cytoplasm and
the nucleus, and they constitute about 1% of the total
cellular protein. The ER contains no proteasomes.
However, misfolded and damaged proteins can be ret-
rotranslocated from the ER lumen to the cytoplasm,
where they are degraded by the ubiquitin-proteasome
system.

SUMMARY

Peptide bond formation by the ribosome is only the
first step in protein synthesis. The newly synthesized
proteins have to fold themselves into their proper
higher-order structure during translation. This is fol-
lowed by posttranslational modifications such as
disulfide bond formation and glycosylation.

Secreted proteins and proteins of the ER, Golgi
apparatus, plasma membrane, and lysosomes have
a signal sequence at their amino end that directs
them to the rough ER. Their posttranslational pro-
cessing takes place mainly in the ER and Golgi
apparatus.

Cellular proteins are marked for destruction by the
attachment of the small protein ubiquitin. The ubi-
quitinated proteins are then fed into the proteasome.
This mechanism preferentially removes abnormal
proteins and those that are naturally short lived in
the cell.




Protein Targeting

Further Reading

Budarf ML, Labbe C, David G, et al: GWA studies: rewriting
the story of IBD, Trends Genet 25:137-146, 2009.

Chang Y-Y, Juhasz G, Goraksha-Hicks P, et al: Nutrient-
dependent regulation of autophagy through the target
of rapamycin pathway, Biochem Soc Trans 37:232-236,
2009.

Collard F: The therapeutic potential of deubiquitinating
enzyme inhibitors, Biochem Soc Trans 38:137-143, 2010.

Doherty GJ, McMahon HT: Mechanisms of endocytosis,
Annu Rev Biochem 78:857-902, 2009.

Hatakeyama S, Nakayama KI: Ubiquitylation as a quality con-
trol system for intracellular proteins, | Biochem 134:1-8,
2003.

Mizushima N, Klionsky DJ: Protein turnover via autophagy:
implications for metabolism, Annu Rev Nutr 27:19-40,
2007.

Navon A, Ciechanover A: The 26 S proteasome: from
basic mechanisms to drug targeting, | Biol Chem 284:
33713-33718, 2009.

Rapoport TA: Protein translocation across the eukaryotic
endoplasmic reticulum and bacterial plasma membranes,
Nature 450:663-669, 2007.

Rappoport JZ: Focusing on clathrin-mediated endocytosis,
Biochem | 412:415-423, 2008.

Stipanuk MH: Macroautophagy and its role in nutrient
homeostasis, Nutr Rev 67:677-689, 2009.

Turk B, Turk V: Lysosomes as “suicide bags” in cell death:
myth or reality? | Biol Chem 284:21783-21787, 2009.
Van Wijk SJL, Timmers HTM: The family of ubiquitin-
conjugating enzymes (E2s): deciding between life and death

of proteins, FASEB ] 24:981-993, 2010.

Wandinger SK, Richter K, Buchner J: The Hsp90 chaperone

machinery, | Biol Chem 283:18473-18477, 2008.

QUESTIONS

1. A signal sequence has to be expected in the
precursors of all the following proteins except

A. Ribosomal proteins

B. The sodium-potassium ATPase in the plasma
membrane

C. Collagen in the extracellular matrix of connective
tissues

D. Signal peptidase

E. Acid maltase, a lysosomal hydrolase

2. The deficiency of a ubiquitin ligase can
potentially result in

A. Abnormal accumulation of ubiquitin in the cell

B. Failure to direct lysosomal proteins to the
lysosomes

C. Excessive breakdown of some classes of proteins

D. Buildup of abnormal proteins in the cells

E. Increased mutation rate
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INTRODUCTION TO GENETIC

DISEASES

In theory, one half of the genes in diploid somatic cells
should be identical to genes in the father, the other
half should be identical to genes in the mother, and
the genes should be identical in all cells of the body. In
reality, they are not—not quite. Maintaining a bloated
genome of three billion base pairs is such a formidable
task that replication errors and other molecular accidents
are unavoidable. These errors are called mutations, and
they are a major cause of disease and disability.

Somatic mutations can produce cells with reduced
viability or impaired function. They accumulate with
age and contribute to normal aging. The most danger-
ous somatic mutations are those that cause the cell to
grow out of control. Mutations of this type are the prin-
cipal cause of cancer, which is responsible for 20% of
all deaths in the modern world. This implies that all
mutagenic agents are carcinogenic.

Germline mutations arise in the gametes or their dip-
loid ancestors in the gonads. They are transmitted to
the offspring and can cause genetic diseases.

This chapter introduces the various types of muta-
tion, their importance for disease, and the DNA repair
systems that the body uses to protect itself against
mutations. The chapter also presents the hemoglobino-
pathies as examples of genetic diseases with well-
understood pathogenesis.

MUTATIONS ARE AN IMPORTANT CAUSE
OF POOR HEALTH

According to one estimate, at least one new mutation
can be expected to occur in each round of cell division,
both in somatic cells and in the germ line. As a result,
the average child is born with an estimated 100 to
200 new mutations that were not present in the parents.
Most of them are single-base changes in nonfunctional
DNA that cause no disease.

However, an estimated one or two new mutations
are “mildly detrimental.” This means they are not bad
enough to cause a disease on their own, but they can
impair physiological functions to some extent, and they
can contribute to multifactorial diseases. Finally, abous
1 in 50 infants is born with a diagnosable genetic con-
dition that can be attributed to a single major mutation.

Children are, on average, a little sicker than their
parents because they have new mutations on top of
those inherited from the parents (see Clinical Example
9.1). This mutational load is kept in check by a form of
natural selection called purifying selection. In most tra-
ditional societies, almost half of all children died before
they had a chance to reproduce. We can only guess that
those who died had, on average, more “mildly detri-
mental” mutations than those who survived. Therefore
the prevalence of disease-promoting mutations, and of
the diseases themselves, is determined in large part by
mutation-selection balance.

| FOUR TYPES OF GENETIC DISEASE

Four types of genetic disease are commonly distinguished.

1. Aneuploidy is an aberration in chromosome number,
caused by faulty segregation of chromosomes during
mitosis or meiosis. About 1 in 400 infants is born
aneuploid. In trisomy 21 (Down syndrome), for
example (Fig. 9.1), one of the smallest autosomes
(non-sex chromosomes) is present in three rather than
the usual two copies. Presumably the signs of Down
syndrome are caused by overproduction of the pro-
teins encoded by the 225 genes on chromosome 21.
Most cases of aneuploidy originate in female meiosis
I, and the risk rises with advanced maternal age.

2. Chromosomal rearrangements are caused by chro-
mosome breakage or by recombination between mis-
paired chromosomes during meiosis. For example, in
large deletions, part of a chromosome is lost. In
translocations, part of a chromosome has been trans-
ferred to another chromosome. Only chromosomal
rearrangements that change the copy number of
genes or that break up an important gene are likely
to cause disease. About 1 in 1000 infants is born
with a symptomatic chromosomal rearrangement.

3. Single-gene disorders, also known as mendelian disor-
ders because of their predictable inheritance patterns,
are caused by mutations in a single gene. Dominant
diseases are expressed in heterozygotes, who carry
a single copy of the mutation. Recessive diseases
are expressed only in homozygotes, who have the
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Figure 9.1 Physical appearance of a patient with Down
syndrome. This disorder is characterized by moderately
severe mental deficiency combined with physical stigmata.

mutation in both copies of the gene. Severe dominant
diseases are often caused by a new mutation, whereas
recessive mutations can be passed through many gen-
erations of unaffected carriers before they cause disease
in a homozygote. Figure 9.2 shows the types of protein
that have been found mutated in genetic diseases.

4. Multifactorial disorders, also called polygenic diseases
or complex diseases, are caused not by a single major
mutation but by interacting genetic and environmental
risk factors. Most of the common diseases, from aller-
gies to diabetes and coronary heart disease, are multi-
factorial. Even susceptibility to infectious diseases is
influenced by the patient’s genetic constitution.

CLINICAL EXAMPLE 9.1: Paternal Age and
Schizophrenia

About 1% of all people are diagnosed with
schizophrenia at one or another time in their lives. This
“multifactorial” disease manifests with delusions,
hallucinations, and other thought disorders. The
prevalence of schizophrenia is similar in all human
populations, and its heritability is 60% to 80%. How
can “schizophrenia genes” (actually, genetic variants
that increase schizophrenia risk) be maintained at such
high frequencies that they turn 1% of the population
insane in each generation?

In most places, schizophrenics have fewer children
than the average in the population. Unaffected relatives
of schizophrenics, who are expected to carry some of
the predisposing genes without expressing the disease,
have no more children than everyone else. Therefore
the offending genes should be eliminated by natural
selection, but they are not.

The reason is shown by the observation that the
fathers of schizophrenics are, on average, a few years older
than the fathers of unaffected people. Maternal age has no
independent effect. We know that new mutations
leading to dominant diseases are more common in the
children of older fathers because replication errors
accumulate in the paternal germ line with advancing
age. The spermatogonia of a 15-year-old boy have
gone through an estimated 35 mitoses, but those of a
50-year-old man have gone through 800.

Molecular genetic studies are beginning to show that
genetic liability to schizophrenia is caused by individually
rare mutations in a fairly large number of genes. The
effects of new mutations add to those of inherited
mutations, raising the disease risk for the children of old
fathers. The lesson for women is this: Take a young man
rather than an old man as the father of your children!

SMALL MUTATIONS LEAD TO ABNORMAL
PROTEINS

Base substitutions in the coding sequences of genes are
responsible for about 60% of disease-causing muta-
tions, and small insertions and deletions cause another
20% to 25%. Less than 1% of single-gene disorders
are caused by a mutation in a regulatory site.

A point mutation is a change in a single base pair of
the DNA. It is called transition if a purine is replaced by
another purine or a pyrimidine by another pyrimidine,
and it is called transversion if a purine is replaced by
a pyrimidine or a pyrimidine by a purine.

In the coding sequence of a gene, the most common
consequence of a point mutation is a single amino acid
substitution in the polypeptide. For example:

-ACA-TTA-CGC- — -ACA-TCA-CGC-
-Thr-Leu-Arg- — -Thr-Ser-Arg-

This is called a missense mutation. Some missense
mutations leave the biological functions of the protein
intact, but others destroy them partially or completely.
Synonymous mutations, also called silent mutations,
are point mutations that do not change an amino acid
because they create a new codon that still codes for
the same amino acid. For example:

-ACA-TTA-CGC- — -ACA-CTA-CGC-
-Thr-Leu-Arg- — -Thr-Leu-Arg-
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Figure 9.2 Functions of proteins that have been
identified as targets of single-gene disorders in
humans. In many cases, the functions are not
known completely. Thus many proteins in the
“ligand binding and protein-protein interactions”
category in all likelihood are signal transducers, and
many “DNA or RNA binding” proteins probably are
transcriptional regulators.
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A nonsense mutation generates a premature stop codon.
It causes the premature termination of translation, usually
with the complete loss of function in the truncated
protein. For example:

-ACA-TTA-CGC- — -ACA-TAA-CGC-
-Thr-Leu-Arg- — -Thr-Stop . ..

A frameshift mutation is caused by a small insertion or
deletion. Although the amino terminal portion of the
encoded protein is normal, the amino acid sequence
is garbled beyond the site of the mutation because the
messenger RNA (mRNA) is translated in the wrong
reading frame. The protein product is most likely non-
functional. For example:

-CTC-ATC-GGA-CTT- — -CTC-TCG-GAC-TT-
-Leu-lle-Gly-Leu- — -Leu-Ser-Asp-...

However, the insertion or deletion of three base pairs, or
any multiple of three, does not result in a frameshift.

Splice-site mutations change an intron-exon junction
or the branch site within the intron. They cause the syn-
thesis of an abnormally spliced protein.

Promoter mutations, as well as mutations in other
regulatory sites, leave the structure of the polypeptide
intact but change its rate of synthesis.

THE BASAL MUTATION RATE IS CAUSED MAINLY
BY REPLICATION ERRORS

The basal mutation rate, which is observed in the
absence of environmental mutagens, is caused mainly
by errors during DNA replication. These replication
errors have an important consequence. Because the
number of mitotic divisions before formation of the
gametes is far greater for spermatogonia than oogonia,

most base substitutions and small insertions and dele-
tions originate in the paternal rather than the maternal
germ line (see Clinical Example 9.1).

Spontaneous tautomeric shifts in the bases contrib-
ute to replication errors. For example, thymine nor-
mally is present in the keto form and pairs with
adenine. Very rarely, however, it shifts spontaneously
to the enol form, which pairs with guanine. If a thymine
in the template strand happens to be in the rare enol
form at the moment of DNA replication, G instead of
A is incorporated in the new strand.

Similarly, adenine has a rare imino form that pairs
with cytosine rather than thymine (Fig. 9.3). Fortu-
nately, these bases spend very little time in their less sta-
ble forms; thus, mutations caused by tautomeric shifts
are rare.

Mutations are also caused by short-lived, highly
reactive free radicals that are formed during oxidative
reactions in the cell, including superoxide and hydroxyl
radicals. Free radicals cause strand breaks and oxida-
tion of bases in DNA. They appear to be most impor-
tant for mutagenesis in mitochondrial DNA.

MUTATIONS CAN BE INDUCED BY RADIATION
AND CHEMICALS

Radiation is an avoidable cause of mutations. Ionizing
radiation, including x-rays and radioactive radiation,
is sufficiently energy rich to displace electrons from
their orbitals. It damages DNA both directly, and
indirectly through the formation of highly reactive
hydroxyl radicals from water molecules. DNA double-
strand breaks are the most important type of damage
caused by ionizing radiation. Ionizing radiation pene-
trates the whole body and therefore can cause both
somatic and germline mutations.



Ultraviolet radiation is a mutagenic component of
sunlight. It cannot penetrate beyond the outer layers
of the skin and therefore is unable to cause germline
mutations. It only causes sunburn and skin cancer,
mainly through the formation of pyrimidine dimers
(Fig. 9.4).
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Figure 9.3 Spontaneous tautomeric shifts of DNA bases as
a cause of point mutations. A, Alternative structures of
thymine and adenine. B, Base pair between guanine and the
enol form of thymine.
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Many chemicals can act as mutagens.

1. Base analogs can cause mutations after their incor-
poration into DNA. Bromouracil is a structural ana-
log of thymine:

0] 0]
CH3 Br
HN HN
H
Thymine 5-Bromouracil

The enzymes of nucleotide synthesis and DNA syn-
thesis treat bromouracil as thymine and incorporate
it into the DNA, where it pairs with adenine. It is
mutagenic because the enol form is more stable in
bromouracil than in thymine, causing mutations
through spontaneous tautomeric shifts.

2. Alkylating agents attach alkyl groups to nitrogen or
oxygen atoms in the bases. Examples:

H H
N< + Br—CH; —= N< + Br+ H*
H CHs

Methyl bromide

H
7
N\ + HQC — CHQ_>
H H, — CH, —OH

Ethylene oxide

Methyl bromide was used as a grain fumigant before
it was banned for this use because of its carcinogenic
properties. Ethylene oxide is used for the sterilization
of surgical instruments. Nonenzymatic methylation

Figure 9.4 Formation of a thymine
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by S-adenosyl methionine (SAM, see Chapter 5) is an
important endogenous source of methylated bases.
About 4000 7-methylguanosine, 600 3-methyladenine,
and 10 to 30 O°methylguanosine residues are formed
by SAM in each cell per day.

3. Deaminating agents turn the bases adenine, guanine,
and cytosine into hypoxanthine, xanthine, and uracil,
respectively. These bases make aberrant base pairing
and lead to errors during DNA replication (Fig. 9.5).

4. Intercalating agents are planar fused-ring structures
that insert themselves between the stacked DNA
bases, causing frameshift mutations during DNA
replication (Fig. 9.6).

Mutagens are most mutagenic during the S phase of the
cell cycle because mutagenesis during S phase leaves no
time for repair of damaged DNA. This is the rationale

for radiation treatment of cancer. Cancer cells divide
more frequently than normal cells and therefore more
likely are in S phase when the radiation is applied.

MISMATCH REPAIR CORRECTS REPLICATION
ERRORS

DNA repair is required as part of life’s perennial strug-
gle against the second law of thermodynamics (that
entropy tends to rise over time). To maintain the
genome, the repair enzymes have to proceed like a
plumber who repairs a damaged pipe: Locate the dam-
age, remove the damaged part, and replace it with a
good part. Because of the great diversity of lesions that
are generated in DNA every day, multiple repair sys-
tems with overlapping specificities are required.
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Figure 9.5 Action of a deaminating agent. HNO, can be formed from dietary nitrates in the intestine. A, Reaction of nitrous
acid with adenine. B, Hypoxanthine pairs with cytosine instead of thymine.

Figure 9.6 Structures of
intercalating agents. These
planar ring systems cause
frameshift mutations by
inserting themselves between
the DNA bases.
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Base mismatches that arise as replication errors pose a
special problem for repair because the repair enzymes must
distinguish between the intact old strand and the mutated
new strand. Therefore postreplication mismatch repair
requires at least two components: one to recognize the mis-
match and the other to distinguish between the strands.

The new strand is distinguished from the old by the
presence of frequent nicks. In the lagging strand, the
nicks are present from the beginning until the Okazaki
fragments are sealed by DNA ligase. However, even
the leading strand is known to have occasional nicks.

The bound repair proteins recruit exonucleases to
the nick, which then remove the DNA of the new
strand between the nick and the mismatch, including
the mismatch itself. This sets the stage for DNA poly-
merase & and DNA ligase to fill the gap and connect
the loose ends (Fig. 9.7). This system is most important
for rapidly dividing cells (Clinical Example 9.2).

CLINICAL EXAMPLE 9.2: Colon Cancer

Like other cancers, colon cancer is caused by somatic
mutations. However, some persons inherit a cancer-
promoting mutation from a carrier parent or as a new
mutation.

Hereditary nonpolyposis colon cancer (HNPCC,
or Lynch syndrome) accounts for about 2% of all
colon cancers. These patients have inherited a heterozygous
mutation in one of the four genes that are essential for
mismatch repair. Their cells still can repair mismatches
because they have an intact backup copy of the gene.

However, when a cell loses this backup copy through
a somatic mutation, it becomes a mutator that
accumulates abundant mutations in each round of DNA
replication. The effects are most dramatic for rapidly
dividing cells, such as those in the colonic mucosa.
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Most mutator cells slowly mutate to their death, but
occasionally one of them mutates into a cancer cell.
Persons with this inherited cancer susceptibility have a
greater than 50% risk of developing colon cancer by age
70 years. They also are at increased risk for other tumors.
About 20% of spontaneous noninherited cancers, both of
the colon and of other organs, are defective in mismatch
repair as a result of either two successive somatic
mutations or epigenetic silencing by promoter methylation.

MISSING BASES AND ABNORMAL BASES NEED
TO BE REPLACED

The N-glycosidic bond between a purine base and
2-deoxyribose is the weakest covalent bond in the DNA.
From 5000 to 10,000 purine bases hydrolyze spontane-
ously from DNA in each human cell every day.

The absence of a base is recognized by an AP (apuri-
nic) endonuclease that cleaves the phosphodiester bond
on the 5’ side of the abasic nucleotide. The 3’ phospho-
diester bond is cleaved by DNA polymerase 3, which
also fills the resulting gap. Repair is completed by
DNA ligase (Fig. 9.8).

Base excision repair removes abnormal bases. In this
system, a DNA glycosylase recognizes the abnormal
base and cleaves its bond with 2-deoxyribose. There
are specialized DNA glycosylases for various deami-
nated, alkylated, and oxidized bases.

For example, 100 to 500 cytosines in the DNA are
deaminated to uracil in each cell per day. Being recog-
nized as an abnormal base, uracil is removed by a
specialized uracil-DNA glycosylase. This reaction
creates a baseless site that is recognized by AP endonu-
clease, and the remaining steps are identical to the
repair of apurinic sites (see Fig. 9.8).
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Figure 9.7 Postreplication mismatch
repair. The damage is recognized by the
MSH protein (MutS homolog, named
after the corresponding protein in
Escherichia coli). MSH binds to the
mismatch and recruits exonucleases to
degrade the portion of the new strand
carrying the mismatch.
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Figure 9.8 Repair of apurinic (AP) sites and of deaminated
cytosine (uracil).

Cytosine deamination is a reason for having thymine
rather than uracil in DNA. If DNA contained uracil,
the deamination of cytosine could not be repaired
because uracil would not be recognized and removed
as an abnormal base. As a consequence, the mutation
rate would be unpleasantly high.

The mutation rate is indeed unpleasantly high for 5-
methylcytosine, which is important for gene silencing
(see Chapter 7). The deamination of 5-methylcytosine pro-
duces thymine, which is a normal DNA base and therefore
is less easily removed by base excision repair. Therefore
methylated CG sequences are mutational hot spots.
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NUCLEOTIDE EXCISION REPAIR REMOVES
BULKY LESIONS

Nucleotide excision repair can handle any lesion that is
bulky enough to distort the geometry of the DNA dou-
ble helix: pyrimidine dimers, adducts formed by cova-
lent binding of large molecules to DNA, and some
alkylated bases.

The components of the nucleotide excision repair
system form a “repair crew” that scans the DNA,
recognizes the lesion, and removes a piece of 25 to 30
nucleotides from the damaged strand. The resulting
gap is filled by DNA polymerase 3 or ¢ followed by
DNA ligase (Fig. 9.9).

One subsystem of nucleotide excision repair is spe-
cialized for the repair of transcribed genes. It is recruited
when RNA polymerase encounters a lesion that makes
transcription difficult. The importance of nucleotide
excision repair is illustrated in Clinical Examples 9.3
and 9.4.

CLINICAL EXAMPLE 9.3: Xeroderma
Pigmentosum

Patients with xeroderma pigmentosum (XP) present in
infancy or early childhood with severe sunburn,
numerous freckles, and ulcerative lesions on sun-
exposed skin (Fig. 9.710). The lesions tend to progress to
skin cancer, often before school age. Strict avoidance of
sunlight is the mainstay of treatment, and malignant
tumors must be removed as soon as they form. Some
patients develop neurological degeneration as they
grow older.

These patients have recessively inherited defects in
genome-wide nucleotide excision repair, which make
them unable to repair sunlight-induced DNA damage.
There are about seven genetically distinctive types,
each caused by the deficiency of a different repair
protein.

CLINICAL EXAMPLE 9.4: Cockayne Syndrome

Cockayne syndrome (CS) is a rare, recessively inherited
disease. It is a progeroid syndrome that presents with
growth retardation, neurological degeneration, and a
wizened appearance. Patients die at about the age of 12
years with signs of early senility. Patients have only mild
cutaneous photosensitivity and no cancer. CS is caused
by defects in either one of two proteins that are required
specifically for transcription-coupled nucleotide excision
repair (NER). Some xeroderma pigmentosum mutations
affect transcription-coupled NER and cause neurological
degeneration similar to that of CS.

This pattern of abnormalities suggests that
transcription-coupled NER is most important in
terminally differentiated cells such as neurons, which
can afford to concentrate their repair efforts on



expressed genes. However, the CS proteins participate
in basal transcription and some forms of base excision
repair, as well as transcription-coupled NER. Therefore
it is not known which function of these proteins is
responsible for the clinical phenotype.

Introduction to Genetic Diseases

REPAIR OF DNA DOUBLE-STRAND BREAKS
IS DIFFICULT

DNA single-strand breaks are common but can be
repaired easily with the undamaged DNA strand
serving as a template. DNA double-strand breaks
are rare but are far more dangerous because they

—_—
Thymine
ERCC1 XPA |XPG dimer
5 3" A “repair crew” scans
o N ol 0 /1 111 11y the DNA double strand
XPFE
XPE
XPD XPB

™1 The repair complex binds
— to the damaged site

The DNA is unwound on a
length of about 30 base pairs

Two incisions are made
in the damaged strand

The excised piece is

— removed
T T T T TN T T T A DNA polymerase
LI-;_I—I) L1 fills the gap
| — }\ — } L —— DNA ligase joins the
L L l | | |

TR S — loose ends of the repaired strand

DNA
ligase

Figure 9.9 Hypothetical sequence of events during excision repair of a thymine dimer in humans. The repair complex may
contain more than a dozen different polypeptides. Some of them (XPB, XPD) have helicase activity; others recognize the damage
(XPA, XPE) or act as endonucleases (XPG, ERCC1/XPF). The “XP” in the names of many of the repair proteins stands for
“xeroderma pigmentosum,” a disease that is caused by defects of excision repair proteins. Each XP protein is related to a

different subtype (“complementation group”) of this disease.
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Figure 9.10 Cutaneous and ocular findings of xeroderma
pigmentosum. Note the numerous hyperpigmented lesions
on the skin and the conjunctivitis.

can lead to chromosome breakage and chromosomal
rearrangements.

Nonhomologous end joining is the main repair path-
way for double-strand breaks in quiescent cells. Pro-
teins that act as “break sensors” bind to the broken

ends of the DNA and recruit protein kinases, which
activate repair enzymes and signal to the cell cycle
machinery (Table 9.1 and Clinical Example 9.5).
Repair requires processing of the broken ends. This is
an error-prone type of “repair” that usually leads to
the loss or addition of a few base pairs.

Recombinational repair heals double-strand breaks
without introducing a mutation but requires the pres-
ence of the homologous chromosome. Therefore it is
used mainly in late S phase and G2, when the DNA
already has been replicated. Recombinational repair
uses the same mechanism as homologous recombination
(“crossing-over”) in prophase of meiosis I (Fig. 9.11).
Indeed, meiotic crossing-over is initiated by an enzy-
matically inflicted double-strand break in one of the
chromosomes

CLINICAL EXAMPLE 9.5: Ataxia-Telangiectasia

Patients with ataxia-telangiectasia, a recessively
inherited disorder, suffer from immune dysfunction,
sterility, cancer predisposition, extreme sensitivity to
x-rays, and progressive cerebellar ataxia. Most are
wheelchair-bound by the age of 14 years. The cause is
a deficiency of the ATM (ataxia-telangiectasia
mutated) kinase, which is recruited to sites of DNA

Table 9.1 Inherited Diseases Caused by a Defect in DNA Repair

Disease Clinical Manifestation Type of Protein Affected Affected Function

Xeroderma Cutaneous photosensitivity Proteins of nucleotide Genome-wide nucleotide
pigmentosum excision repair excision repair

Cockayne Poor growth, neurological degeneration, early Proteins of nucleotide Transcription-coupled
syndrome senility excision repair nucleotide excision

repair
Hereditary Cancer susceptibility Proteins of mismatch Postreplication

nonpolyposis

colon cancer
Ataxia-

telangiectasia
Seckel syndrome

Nijmegen breakage
syndrome
Bloom syndrome

Werner syndrome

Fanconi anemia

Breast cancer
susceptibility

Spinocerebellar
ataxia

Motor incoordination, immune deficiency,
chromosome breaks, lymphomas
Bird-headed dwarfism, microcephaly

Growth retardation, immunodeficiency,
cancers

Poor growth, butterfly rash, immunodeficiency,
cancer susceptibility, chromosome breaks

Premature aging, short telomeres

Anemia, leukemia, skeletal deformities,
chromosome breakage

Breast and ovarian cancer

Motor incoordination

repair

Protein kinase activated by
DNA double-strand breaks

Protein kinase activated by
DNA damage

Activator of nuclear protein
kinases

13 different proteins/genes

DNA helicase and
exonuclease
8 different proteins/genes

BRCAT1, BRCA2, interact with
multiple repair proteins
Several proteins/genes

mismatch repair

Cell cycle arrest after
DNA breakage
DNA repair signaling

Signaling for double-
strand break repair
Recombinational repair?

Unknown
Repair of DNA
cross-links?

Recombinational repair

Repair of DNA single-
strand breaks




double-strand breaks where it becomes activated. ATM
and two other protein kinases, ATR (ATM-related)
kinase and DNA-activated protein kinase,
phosphorylate more than 700 proteins in response to
DNA double-strand breaks. The targets include
signaling proteins that regulate cell cycle arrest and
apoptosis. People carrying an ATM mutation in the
heterozygous state do not have AT, but they do have a
mildly increased risk of breast cancer.

HEMOGLOBIN GENES FORM TWO GENE
CLUSTERS

Mutations that lead to abnormal hemoglobins illustrate
the molecular mechanisms of genetic disease. These

Introduction to Genetic Diseases

diseases, known as hemoglobinopathies, are the most
common inherited diseases worldwide.

Figure 9.12 shows that hemoglobin genes are found
in two clusters: a-like genes on chromosome 16 and
B-like genes on chromosome 11. Humans have two
identical a-chain genes, both of which contribute about
equally to the production of o-chains. There are also
two very similar y-chain genes, *y and ©y, whose prod-
ucts differ only by the presence of either alanine or
glycine in one of the amino acid positions.

Figure 9.13 shows the expression of hemoglobin
genes during early development. The newborn has
about 75 % fetal hemoglobin (HbF) (a,7,) and 25% adult
hemoglobin (HbA) (a,f,). However, HbF becomes
almost completely replaced by HbA within the first
4 months after birth.
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Nuclease
DNA ligase
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Figure 9.11 Hypothetical mechanism for repair of DNA double-strand breaks by homologous recombination. The mechanism

is similar to meiotic recombination.
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Figure 9.12 Structures of o- and B-like gene clusters. The two a-chain genes are identical, and the two y-chain genes (°y and *y)
code for polypeptides with a single glycine or alanine substitution, respectively. i, Pseudogene.
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Figure 9.13 Synthesis of globin chains during different stages of development. Hb, Hemoglobin; HbA, adult hemoglobin; HbF,
fetal hemoglobin.

MANY POINT MUTATIONS IN HEMOGLOBIN

GENES ARE KNOWN

More than 900 hemoglobin variants are known. Most
are single amino acid substitutions caused by a single
base substitution in the gene, and most of them are
harmless. However, some cause disease.

1.

Mutations affecting the heme-binding pocket cause
methemoglobinemia. Replacement of the proximal
histidine by tyrosine, for example, makes the heme
group inaccessible to methemoglobin reductase. Het-
erozygotes with this condition are cyanotic but
otherwise in good health.

. Unstable hemoglobins cause hemolytic anemia. Dena-

tured hemoglobin forms insoluble protein aggregates
in the erythrocytes that are known as Heinz bodies.
The abnormal cells are removed by macrophages in
the spleen, which results in anemia.

. Mutations affecting the interface between the sub-

units lead to abnormal oxygen binding affinity.

Increased O, affinity leads to poor tissue oxygena-
tion and a compensatory increase in erythropoiesis
with polycythemia (increased number of red blood
cells [RBCs]). Reduced O, affinity causes cyanosis
(blue lips).

4. Any mutation that prevents or grossly reduces the
synthesis of a- or f-chains causes anemia, especially
in the homozygous state. Affected patients present
with thalassemia.

5. Hemoglobins with reduced water solubility cause
sickling disorders. Crystalline precipitates of the
insoluble hemoglobin distort the shape of the cell,
damage the membrane, and cause hemolysis.

SICKLE CELL DISEASE IS CAUSED BY A POINT
MUTATION IN THE -CHAIN GENE

Sickle cell disease is a severe hemolytic anemia that is
most common in Africa but also occurs in India,
Arabia, and the Mediterranean. It is caused by the



replacement of a glutamate residue in position 6 of the
B-chain by valine:

H3N — Val—His — Leu — Thr — Pro— Glu — Glu —«++----
....... — CCT GAG GAG —-+----+
H3N — Val—His— Leu— Thr— Pro— Val — Glu —+++++-
....... — CCT GTG GAG —esseces

Because the mutation changes the net charge of the mol-
ecule, the resulting hemoglobin S (HbS, subunit struc-
ture o,B%) can be separated from HbA by
electrophoresis (Fig. 9.14). HbS is synthesized at a nor-
mal rate, is stable, and has normal oxygen affinity. How-
ever, the replacement of a charged amino acid by a
hydrophobic one reduces its water solubility. Oxy-HbS
is sufficiently soluble, but deoxy-HbS forms a fibrous
precipitate in the cell.

Only homozygotes (genotype SS) have sickle cell dis-
ease. Therefore the mode of inheritance is recessive. Until
about 6 months after birth, infants are protected from the
disease by the presence of fetal hemoglobin, which dilutes
the HbS. After this age, HbS tends to precipitate in oxygen-
depleted capillaries and veins, distorting the erythrocytes
into bizarre, sicklelike shapes. Membrane damage can lead
to rupture of the cell, or else the sickled cells are eliminated
by splenic macrophages. This leads to anemia with hemo-
globin levels anywhere between 6 and 12 g/dl.

The most ominous aspect of sickle cell disease is not the
anemia but the tendency of the sickled cells to cause infarc-
tions by blocking capillary beds. Painful bone and joint
infarctions are common. Multiple renal infarctions can
lead to kidney failure. Many patients develop poorly heal-
ing leg ulcers, and some are crippled by recurrent strokes.

Frequent attacks of severe pain in joints, bones, or
abdomen, known as painful crisis or sickling crisis,
impair the subjective well-being of the patients. Epi-
sodes of aplastic crisis (bone marrow failure) are far less
common, and the sudden trapping of erythrocytes in

Anode
HbA—> | <> >
HbS —> > >
———————————————————————————— —— Start
Cathode

Homozygous Heterozygous Homozygous
HbA/HbA HbA/HbS HbS/HbS

Figure 9.14 Electrophoresis of hemoglobin A (HbA) and
hemoglobin S (HbS; sickle cell) at pH 8.6. Electrophoretic
separation is possible because the sickle cell mutation
removes a negative charge from the B-chain.
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the enlarged spleen, known as sequestration crisis, can
cause sudden death in children with the disease. These
complications require blood transfusions. There is a
high rate of mortality from infections, renal failure,
and cerebrovascular accidents.

Patients with sickle cell disease should avoid any-
thing that could lead to hypoxia, such as vigorous exer-
cise, staying at high altitude, and drugs that depress
respiration (e.g., heroin). Dehydration must be avoided
because it leads to a temporary increase in the hemoglo-
bin concentration. Indeed, intravenous fluids are the
standard treatment for sickling crisis.

Anything that reduces the intracorpuscular concen-
tration of hemoglobin or increases its oxygen affinity
is beneficial. Cyanate increases the oxygen affinity of
hemoglobin by covalent modification of the amino ter-
mini of the o- and B-chains:

Polypeptide — NH, + O=— C = NH

cyanate

)

Polypeptide— NH — C — NH,

Carbamoyl hemoglobin
(high Oo-affinity)

This reaction competes with the formation of carb-
amino hemoglobin, which has a reduced oxygen affin-

ity (see Chapter 3):

Polypeptide — NH, + CO»

|

Polypeptide — NH — C— O~ + H*

O
I

Carbamino hemoglobin
(low Oo-affinity)

Because cyanate reacts not only with hemoglobin but
also with the terminal amino groups of other proteins,
it is too toxic for general use. Another possible treatment
(although too dangerous for common use) is inhalation
of low concentrations of carbon monoxide (CO). CO
reduces sickling by converting some of the deoxy-HbS
to the nonsickling CO-HbS.
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Figure 9.15 Prevalence of heterozygosity for hemoglobin S (“sickle cell trait”) in the eastern hemisphere. In the United States,
8% of African Americans have the sickle cell trait, and approximately 1 in 600 has the disease.

SA HETEROZYGOTES ARE PROTECTED FROM
TROPICAL MALARIA

HbS heterozygotes (genotype SA, or “sickle cell trait”)
have about 65% HDbA and 35% HbS. Their RBCs do
not sickle under ordinary conditions; therefore, SA het-
erozygotes are healthy.

Figure 9.15 shows the distribution of the sickle cell
trait in the native populations of the Old World. The
HbS allele is common in many tropical areas because
sickle cell bheterozygotes have improved malaria resis-
tance. Natural selection favored the sickle cell allele in
the heterozygous state, although homozygotes were
likely to die before they had a chance to reproduce.
This is a classic example of heterozygote advantage.

The connection between HbS and malaria is not
surprising. The malaria parasite, Plasmodium falci-
parum, spends part of its lifecycle in erythrocytes, where
it is protected from immune attack. The presence of
HbS either reduces parasite growth or leads to early
destruction of the parasitized cells in the spleen.

CLINICAL EXAMPLE 9.6: Hemoglobin SC Disease

Like HbS, hemoglobin C (HbC) has an amino acid
substitution in position 6 of the B-chain. However, the
original glutamate is replaced by lysine rather than
valine. This hemoglobin variant originated between
2000 and 4000 years ago in an area of West Africa,
where it was selected to high frequency because it

improves malaria resistance of both homozygotes and
heterozygotes.

Homozygosity for HbC leads to dehydration of RBCs
and a mild hemolytic anemia. Because HbC and HbS
both occur in African-descended populations,
compound heterozygosity for the two mutant
hemoglobins (SC disease) is not uncommon. SC disease
presents as a milder variant of sickle cell disease,
although some complications, such as retinal
hemorrhages, are more common in patients with SC
disease than in SS homozygotes.

o-THALASSEMIA IS MOST OFTEN CAUSED
BY LARGE DELETIONS

Thalassemias are diseases with normal hemoglobin
structure but reduced synthesis of a-chains or B-chains.
Therefore all thalassemias are characterized by anemia.
Deficiency of a-chains is called o-thalassemia, and defi-
ciency of B-chains is called B-thalassemia. Heterozygos-
ity for a thalassemia mutation is called thalassemia
minor. These are benign conditions with little or no
anemia. The homozygous forms, described as thalasse-
mia major, are severe diseases.

a-Thalassemia is complex because the diploid
genome contains four rather than two copies of the
a-chain gene. Therefore the severity of a-thalassemia
depends on the number of o-chain genes that have been
functionally lost (Fig. 9.16). Deletions that remove
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Figure 9.16 Deletion types in patients with a-thalassemia.
A, One gene deleted (“silent carrier”): asymptomatic. B, Two
genes deleted on different chromosomes: a-thalassemia
minor, very mild anemia. C, Two genes deleted on the same
chromosome: a-thalassemia minor, very mild anemia. D,
Three genes deleted: hemoglobin H disease, moderately
severe anemia. E, All four genes deleted: hemoglobin Bart
disease, hydrops fetalis.

either one or both copies of the a-chain gene from the
chromosome (0" and o mutations, respectively) are
the most common a-thalassemia mutations.

Because a-chains are present in fetal as well as adult
hemoglobin, a complete lack of a-chains is fatal before
or at birth. Fetuses with this defect produce an abnormal
v4 tetramer (hemoglobin Barts), which has a 10-fold
higher oxygen affinity than hemoglobin A and cannot
function as an effective oxygen carrier. Infants who are
born with only one intact a-chain gene can survive but
have serious lifelong anemia. They form an unstable B4
tetramer known as hemoglobin H.
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Like the HbS mutation, thalassemia mutations appear
to protect from malaria in the heterozygous state. There-
fore thalassemias are common only in tropical and
subtropical areas. o Mutations occur in Africa, the
Mediterranean basin, South Asia, and Southeast Asia.
In some Indian and Melanesian populations, a majority
of individuals either are silent carriers (one a-chain gene
lost) or have a-thalassemia minor (two a-chain genes
lost). o° Mutations are most common in Southeast Asia,
where they are a frequent cause of stillbirth.

MANY DIFFERENT MUTATIONS CAN CAUSE
B-THALASSEMIA

Some cases of P-thalassemia (and 6f thalassemia
[Fig. 9.17]) are caused by large deletions, but most
patients have single-base substitutions. In all, more than
200 PB-thalassemia mutations have been identified.
Splice-site mutations, promoter mutations, nonsense
and frameshift mutations, and a mutation in the poly-
adenylation signal all have been observed in different
patients. Three percent of the world population carries
a B-thalassemia mutation, and 20 alleles account for
90% of the total. Figure 9.18 shows an especially inter-
esting type of B-thalassemia mutation.

Some B-thalassemia mutations only reduce B-chain
synthesis (B"-alleles), whereas others prevent B-chain syn-
thesis altogether (B%-alleles). Homozygous B°-thalassemia
is a severe disease with blood hemoglobin concentration
less than 5% and HbF and HbA, as the only functional
hemoglobins. Anemia does not develop until some
months after birth, when HbF is phased out and B-chains
become essential.

Because of the large number of mutations, most
B-thalassemia “homozygotes” actually are compound
heterozygotes who have two different mutations in their
two B-chain genes. These patients show a wide range of
residual B-chain production and clinical severity.

Most of the unpartnered a-chains that are present in
B-thalassemia patients are degraded, but those that sur-
vive tend to form abnormal aggregates in the cells. Cells
containing these aggregates are recognized as abnormal
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Figure 9.17 Deletions in the B-globin gene cluster. Deletions in the hereditary persistence of fetal hemoglobin (HPFH) group
suggest that DNA sequences between the *y and & genes are important for the developmental switch-off of y-chain synthesis.

141



142

GENETIC INFORMATION: DNA, RNA, AND PROTEIN SYNTHESIS

Ps ) Pg B
L N I [ __|
B S Pg XB
__ [ | __
Ps S/p
[ N I | __
Lepore hemoglobin
+
B5 ) Pg B/6 Ps B

anti-Lepore hemoglobin

Figure 9.18 Creation of a Lepore hemoglobin. Crossing-over within a 8-chain gene that is misaligned with a f-chain gene
during meiosis produces a fusion gene that starts as & and continues as B. Because this fusion gene is transcribed from the
weak d-chain promoter, the resulting Lepore hemoglobin, which is a functional oxygen carrier, is produced at the rate of a
normal 8-chain gene. Lepore hemoglobins are found in a minority of B-thalassemia patients.

by the macrophages in bone marrow and spleen and are
consequently destroyed. Destruction of RBC precursors
in the bone marrow and premature destruction of circu-
lating RBCs in the spleen aggravate the anemia.

The bone marrow responds to the anemia by working
overtime, and massive expansion of the red bone mar-
row leads to mild facial deformities (“chipmunk facies™)
and fragile bones. Eventually, extramedullary erythro-
poiesis develops in liver and spleen.

Untreated patients with homozygous p°-thalassemia
are likely to die of severe anemia and intercurrent infec-
tions during infancy or childhood. Regular blood trans-
fusions alone can keep them alive to an age of about 20
years, when they succumb to iron overload. Severe
anemia increases intestinal iron absorption, and
repeated blood transfusions introduce additional iron
that cannot be excreted. Iron overload can be prevented
with iron chelators. These drugs form soluble iron com-
plexes in the body that can be excreted by the kidneys.

FETAL HEMOGLOBIN PROTECTS FROM THE
EFFECTS OF B-THALASSEMIA AND SICKLE CELL
DISEASE

Patients with B’-thalassemia can survive (although with
difficulty) because they still possess small amounts of
HbA, and HbF. HbF accounts for less than 2% of the

hemoglobin in normal adults and occurs in only a fraction
of RBCs. However, in homozygous p°-thalassemia, HbF
is the major hemoglobin. In these patients, the severity
of the disease is inversely related to the HbF level.

In certain patients, including those with some of
the deletion types (see Fig. 9.17), the symptoms of
B-thalassemia remain mild because of high levels of HbF
expression. These conditions are called hereditary persis-
tence of fetal hemoglobin (HPFH). Elevated levels of HbF
are also seen in some nonthalassemic persons with near-
normal levels of HbA. In some cases of nondeletion
HPFH, the condition can be traced to a point mutation
in the promoter region of one of the y-chain genes.

Persistence of HbF in adults is protective in all
p-chain abnormalities, including p-thalassemia and
sickle cell disease. Some drugs, including hydroxyurea,
butyric acid, and the antitumor drug azacytidine,
induce y-chain expression in adults and can be used
for treatment of these diseases. Unfortunately, these
agents have many undesirable side effects.

In addition to the HbF effect, there is an interaction
between thalassemia and sickle cell disease. Thalasse-
mia mutations reduce the severity of sickle cell disease.
Thalassemic RBCs have a reduced hemoglobin con-
centration, which reduces sickling simply because
the precipitation of insoluble HbS is concentration
dependent.



SUMMARY

Mutations are changes in DNA structure that arise as
spontaneous replication errors or as a consequence of
DNA damage. Somatic mutations contribute to aging
and are the principal cause of cancer, whereas germ-
line mutations cause genetic diseases. Mutations can
prevent the normal expression of a gene or cause the
synthesis of a defective protein having impaired or
abnormal biological properties.

Cells use a variety of DNA repair systems to keep
the mutation rate at a tolerable level. Inherited defects
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QUESTIONS

1.

You examine a 10-month-old infant who has
numerous scaly and ulcerative skin lesions,
premalignant changes, and areas of
hyperpigmentation. These lesions are present
only on sun-exposed skin. This is most likely
caused by a defect in

A. Postreplication mismatch repair

B. Repair of DNA double-strand breaks
C. Removal of deaminated bases

D. Base excision repair

E. Nucleotide excision repair

. The most important type of DNA damage in the

child described in Question 1 is

A. DNA double-strand breaks
B. Pyrimidine dimers

C. Replication errors

D. Insertions and deletions
E. Base methylations

. An 18-month-old girl of Middle Eastern

ancestry, who initially was treated for
recurrent lung infections, is found to have a
blood hemoglobin concentration of 4.6%. The
erythrocytes are smaller than normal and have
a slightly irregular shape, and the mean
intracorpuscular hemoglobin content is only
55% of normal. HbF and HbA, are elevated.
This is most likely a case of

A. Sickle cell disease

B. A DNA repair defect
C. a-Thalassemia major
D. B-Thalassemia major
E. B-Thalassemia minor

. Some patients with sickle cell disease have

relatively mild symptoms because they also have

A. Bone marrow depression
B. Elevated B-chain synthesis
C. Reduced a-chain synthesis
D. Reduced y-chain synthesis
E. Iron overload

. In Europe and North America, the average age at

reproduction has increased by several years
during the past 50 years. What types of genetic
mutations are likely to become more common as
a result of increased maternal and paternal age?

A. Aneuploidy in both advanced maternal and
paternal age

B. Maternal age: aneuploidy; paternal age: point
mutations

C. Maternal age: chromosomal rearrangements;
paternal age: aneuploidy

D. Maternal age: copy number changes; paternal
age: aneuploidy

E. Point mutations in both advanced maternal and
paternal age



VIRUSES

There are three essential attributes of life: a membrane
that physically separates the living cell from its environ-
ment; the generation and utilization of metabolic
energy; and reproduction.

Viruses have dispensed with cell structure and
metabolism but are capable of reproduction. Being
unable to generate the metabolic energy required for
their reproduction, they depend on a living cell to repli-
cate their nucleic acid and synthesize their proteins.
Thus viruses are villains not by choice but by necessity.

All viruses are obligatory intracellular parasites.
They do nothing useful for the organism that harbors
them. They are encountered mainly as the causes of
viral diseases. These diseases are difficult to treat
because viruses are so simple that they offer few targets
for drug development. This chapter introduces the life-
cycles of the major types of viruses.

| VIRUSES CAN REPLICATE ONLY IN A HOST CELL

The viral genome can be formed from any kind of
nucleic acid: double-stranded DNA, single-stranded
DNA, single-stranded RNA, or double-stranded RNA.
Viruses are genetic paupers, with anywhere between
3 and 250 genes, in comparison with 4435 genes
in Escherichia coli and 25,000 to 30,000 in Homo
sapiens.

Outside the cell, the virus exists as a particle with
viral nucleic acid wrapped into a protective protein
coat, or capsid. Viral genomes are too small to encode
large numbers of structural proteins. Therefore capsids
are formed from a few proteins that polymerize into a
regular, crystalline structure. The protein coat protects
the nucleic acid from physical insults and enzymatic
attack, and it is required to recognize and invade the
host cell.

Many animal viruses are enclosed by an envelope,
which is a piece of host cell membrane appropriated
by the virus while it is budding out of its host cell.
The envelope is studded with viral proteins, the spike
proteins (Fig. 10.1).

The viral nucleic acid can be replicated only in the
host cell, and host cell ribosomes are required for the

synthesis of the viral proteins. Some viral proteins are
enzymes for virus replication, and others form the cap-
sid or appear as spike proteins in the viral envelope.

| BACTERIOPHAGE T4 DESTROYS ITS HOST CELL

Viruses that infect bacteria are called bacteriophages
(“bacteria eaters”) or simply “phages.” Bacteriophage
T, is a classic example. It is one of the most complex
viruses known (Fig. 10.2), with a double-stranded DNA
genome of about 150 genes tightly packed into the head
portion of the virus particle. Attached to the head is a
short neck followed by a cylindrical tail with two coaxial
hollow tubes, a base plate, and six spidery tail fibers. This
complex capsid consists of about 40 virus-encoded poly-
peptides, each present in many copies.

T4 is constructed like a syringe that injects its DNA
into the host cell. First, the tail fibers bind to a compo-
nent of the bacterial cell wall that serves as a virus
receptor. Next, the sheath of the tail contracts, its inner
core penetrates the cell wall, and the viral DNA is
injected into the cell. Only the DNA enters the host cell.
The protein coat remains outside (Fig. 10.3).

Some viral genes are transcribed immediately by the
bacterial RNA polymerase. One of these “immediate-
early” genes encodes a DNase that degrades the host
cell chromosome. The viral DNA is not attacked by this
DNase because it contains hydroxymethyl cytosine
instead of cytosine.

During later stages of the infection, viral proteins
substitute for the ¢ subunit of bacterial RNA polymer-
ase and direct the transcription of the “delayed-early”
and “late” viral genes. The promoters of these genes
are not recognized by the bacterial o subunit.

The early viral proteins include enzymes for nucleotide
synthesis, DNA replication, and DNA modification. The
viral coat proteins are synthesized late in the infectious
cycle, and new virus particles are assembled from the
replicated viral DNA and the newly synthesized coat pro-
teins. Finally, virus-encoded phospholipase and lysozyme
destroy the bacterial plasma membrane and cell wall.

This mode of virus replication is called the lytic path-
way because it ends with the lysis (destruction) of the
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Figure 10.1 Sizes and structures of some typical viruses. A,
Papilloma (wart) virus: a nonenveloped DNA virus of icosahedral
shape (spherical symmetry). B, Adenovirus: another
nonenveloped DNA virus. C, Rabies virus: an enveloped RNA
virus. D, Influenza virus: an enveloped RNA virus containing
eight segments of ribonucleoprotein with helical symmetry.

host cell. It takes approximately 20 minutes, and about
200 progeny viruses are released from the lysed host cell.

DNA VIRUSES SUBSTITUTE THEIR OWN DNA
FOR THE HOST CELL DNA

Some but not all features of lytic infection by bacterio-
phage T, are typical for viral infections in general:

1. Infection begins with binding of the virus to the sur-
face of its host cell. A viral protein in the capsid or

Icosahedral head
(contains DNA)

Neck

Double-cylindrical tail

Tail fibers

Base plate

Figure 10.2 Structure of bacteriophage T4, one of the most

complex DNA viruses known. Its capsid consists of

approximately 40 different proteins.
the envelope binds selectively to a “virus receptor”
on the host cell. Only cells that possess the virus
receptor can be infected (Clinical Example 10.1).
The human body can combat viral infections with
antibodies that coat the viral surface proteins and
thereby prevent them from binding to the virus
receptor.

2. Many bacteriophages inject their nucleic acid into
the host cell. Animal viruses use different strategies.

CLINICAL EXAMPLE 10.1: Genetic AIDS
Resistance

The human immunodeficiency virus (HIV) is an
enveloped virus that causes acquired immunodeficiency
syndrome (AIDS) by infecting helper T cells and
macrophages. HIV can invade these cells because they
express a glycoprotein called CD4 on their cell surface.
Entry of HIV into the cell is facilitated by coreceptors in
the membrane, which interact with the CD4-bound
virus. One of these coreceptors is CCR5, a cytokine
receptor expressed primarily on macrophages.

This cytokine receptor seems to be nonessential
for immune responses, as about 15% to 20% of
Europeans are heterozygous for a 32-base-pair deletion
in the CCR5 gene (CCR5-432), which prevents the
synthesis of the receptor. Heterozygosity for this
mutation delays the progression of HIV infection to
clinical AIDS. Those lucky few who are homozygous for
the mutation (up to 1 in 100 Europeans) are almost
completely resistant to AIDS. The mutation is of recent
origin. Whether it rose to its present frequency by
chance or through darwinian selection by some
infectious agent over the past one to five millennia is
not known.
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Figure 10.3 Reproduction of bacteriophage T4 in its host Escherichia coli by the lytic pathway.

Some enveloped viruses fuse their envelope with the
plasma membrane of the host cell, whereas others
trigger their own endocytosis (Fig. 10.4).

3. All viruses abuse the host cell ribosomes for the syn-
thesis of their proteins. DNA replication and tran-
scription of the smaller viruses depend heavily on
host cell enzymes, but larger viruses encode many
of the required enzymes themselves.

4. The viruses of eukaryotes replicate in either the
nucleus or the cytoplasm. Most DNA viruses repli-
cate in the nucleus, where they can take advantage
of the host’s DNA and RNA polymerases, whereas
most RNA viruses replicate in the cytoplasm.

5. Many viruses inbibit vital processes of the host cell,
but T4’s barbaric practice of cutting the host’s DNA
to pieces is not common among animal viruses.

6. Bacteriophages kill their victims, but many virus-
infected human cells survive. In most cases, the
infected human cells shed virus particles continuously.

A PHAGE CAN INTEGRATE ITS DNA INTO THE
HOST CELL CHROMOSOME

Like T4 phage, A phage is constructed as a syringe that
injects its DNA into the host cell. Its genome, with
about 50 genes, is a linear double-stranded DNA mole-
cule of 48,502 base pairs with single-stranded ends
of 12 nucleotides each. These single-stranded overhangs
have complementary base sequences. They anneal (base
pair) as soon as the viral DNA enters the host cell, and
the viral genome is linked into a circle by bacterial
DNA ligase (Fig. 10.5). Lytic infection can now pro-
ceed as described previously for T4 phage.

Unlike T4, however, A phage can also pursue an
alternative lifestyle. Rather than destroying its host cell
by brute force, it can integrate itself into a specific site
of the host cell chromosome, between the galactose
and biotin operons. The viral DNA is now part of the
host cell chromosome and is replicated during each
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Figure 10.4 Two strategies for uptake of an enveloped virus into its host cell. An initial noncovalent binding between a viral
spike protein and the host cell membrane is essential in both cases. A, Uptake of human immunodeficiency virus (a retrovirus)
is triggered by binding to the membrane glycoprotein CD4. The uptake of the nucleocapsid into the cytoplasm does not
depend on endocytosis but is effected by direct fusion of the viral envelope with the plasma membrane. Only CD4-positive cells
can be infected by this virus. B, Uptake of influenza virus, an enveloped RNA virus. Endocytosis is triggered by binding of

the virus to the cell surface. The fusion of the viral envelope with the membrane of the endosome is facilitated by the low

pH (5.0-6.0) of this organelle.

cycle of cell division. This mode of virus replication is
called the lysogenic pathway (Fig. 10.6). The integrated
virus DNA is called a prophage, and the bacterium is
characterized as lysogenic.

Integration of the viral DNA requires a virus-encoded
integrase. Another viral gene, which becomes activated
under the same conditions as the integrase gene, codes
for the N repressor. The A repressor maintains the

lysogenic state by preventing the transcription of all viral
genes except its own. It even makes the lysogenic bacte-
rium resistant to reinfection by A phage because the
genes of any invading A phage become repressed as well.

The lysogenic state can be maintained for many cell
generations, but the viral genes can be reactivated.
Whenever the concentration of the \ repressor falls
below a critical limit, the genes of the lytic pathway
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Figure 10.6 The lysogenic pathway of A phage.

become derepressed. One of the derepressed genes
codes for an enzyme that turns the prophage loose by
cutting it out of the bacterial chromosome.

The lysogenic state is terminated when the bacterium
suffers DNA damage from ultraviolet radiation or chem-
ical mutagens. These conditions activate a bacterial pro-
tease that degrades the A repressor. Like rats leaving a
sinking ship, the virus leaves its troubled host.

RNA VIRUSES REQUIRE AN RNA-DEPENDENT
RNA POLYMERASE

The lifecycles of RNA viruses tend to be simpler than
those of DNA viruses because the viral RNA is trans-
lated directly by the host cell ribosomes, without the
need for transcription. If the viral RNA is double
stranded, only one of the strands, the + strand, serves
as the viral messenger RNA (mRNA).
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Replication of the viral genome requires an RNA-
dependent RNA polymerase, also known as RNA repli-
case (Fig. 10.7). This enzyme is not present in healthy
cells and therefore must be encoded by the virus.
Single-stranded RNA viruses that have only the non-
coding RNA strand in their genome must carry this
enzyme in the virus particle. They require it to synthe-
size complementary + strands, which are then used as
mRNA for the synthesis of the viral proteins.

Viral RNA replicases have no proofreading 3'-
exonuclease activity, and their error rates are about as
high as those of eukaryotic RNA polymerases, about
one error per 10,000 nucleotides. Therefore most RNA
viruses are small. In general, the maximal functional
genome size that can be maintained by an organism is
limited by the fidelity of replication and the efficiency
of repair mechanisms.

Low fidelity of replication also implies that RNA
viruses evolve fast and can elude host defenses by
inventing new antigenic variants. This is the reason

why there is no vaccine against the common cold. Rhi-
noviruses (cold viruses) are RNA viruses with high
mutation rates. New strains arise all the time, making
any vaccine obsolete very quickly.

RETROVIRUSES REPLICATE THROUGH
A DNA INTERMEDIATE

Retroviruses contain two identical copies of a + RNA
strand, about 10,000 nucleotides long, surrounded by
a capsid and envelope. Their genome contains only
three major genes: gag codes for a large protein that is
cleaved into the capsid proteins by a protease, pol codes
for reverse transcriptase and integrase, and env codes
for the precursor of the spike proteins. Most retro-
viruses possess a few accessory genes in addition to
gag, pol, and env.

Retroviruses copy their single-stranded RNA genome
into a double-stranded DNA (complementary DNA, or
c¢DNA). This process is catalyzed by the virus-encoded
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Figure 10.7 The replicative cycle of a positive (+)-stranded animal RNA virus. —, Positive strand; —, negative (—) strand.



enzyme reverse transcriptase, which is carried in the
virus particle.

In the host cell, this imported reverse transcriptase
catalyzes all steps in the synthesis of the viral cDNA
(Fig. 10.8). In addition to several copies of the reverse
transcriptase, the virus particle contains a transfer
RNA (tRNA) from its previous host cell that is used
as a primer for DNA synthesis.

The mechanism of reverse transcription shown in
Figure 10.8 implies that the ¢cDNA ends in repeat

Viruses

sequences left and right that are known as long terminal
repeats (LTRs) (Fig. 10.9). The LTRs are required for
the integration of the retroviral cDNA into the host cell
chromosome. The upstream LTR serves as a promoter
for transcriptional initiation, and the downstream
LTR contains a polyadenylation site for transcriptional
termination.

Like the RNA replicases, reverse transcriptases do
not proofread their product. Thus retroviruses have
high mutation rates. This makes them fast-moving
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Figure 10.8 Reverse transcription of retroviral RNA. PB, Primer-binding sequence; Us, Us, R, noncoding sequences that
become the long terminal repeats (LTR). [, RNA; [, negative (—) DNA strand; @, positive (+) DNA strand.
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Figure 10.9 Structure of integrated
retroviral complementary DNA
(cDNA). After integration into the

host cell genome, all three genes are 1
transcribed into a single mRNA. gag,

pol, and env are the structural genes
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targets for the immune system and also for scientists
who try to develop vaccines for retroviral diseases such
as AIDS. An AIDS vaccine is still not in sight because of
the high mutation rate of the retroviral env gene. In
addition, drug treatment is difficult because drug-
resistant strains emerge quickly (Clinical Example
10.2). The HIV that causes AIDS evolved from a
related chimpanzee virus very recently, sometime dur-
ing the twentieth century. This “instant evolution”
was possible because of the short generation time of
the virus, its high mutation rate, and the changed selec-
tion pressures in the new host species.

With the help of a virus-encoded integrase, the
c¢DNA produced by the reverse transcriptase becomes
integrated into the host cell DNA. After its integration,
the viral cDNA is transcribed into a single long RNA by
RNA polymerase II. This viral RNA has two uses. It is
the mRNA for the synthesis of the viral proteins, and it
is the genomic RNA that is packaged into new virus
particles (Fig. 10.10).

In most retroviral infections the cell survives but pro-
duces virus particles for the rest of its lifetime. HIV is
an exception. It actually kills the white blood cells that
it infects. In Chapter 7 we saw that some retroviruses
have managed to enter the human germ line millions

CLINICAL EXAMPLE 10.2: Antiretroviral Drugs

Many antibiotics are available for the treatment of
bacterial infections but few drugs for the treatment of
viral infections. The reason is that viruses are too
simple. They encode only a few proteins that can be
targeted by drugs.

In the case of the human immunodeficiency virus
(HIV), great effort has been expended for drug
development. Most HIV drugs inhibit reverse
transcriptase, integrase, or the viral protease that
processes the precursors of the viral proteins. Other
drugs inactivate two zinc fingers that are present in the
precursor of the nucleocapsid proteins and that serve
several functions during virus replication. Although the
drugs can prolong the patient’s life, cures are rarely
achieved because effective doses of the drugs have
serious side effects and because the virus tends to
become resistant to the drugs.

of years ago. By losing the ability to form infectious
virus particles, these retroviruses evolved into the retro-
viral elements that litter the human genome today.

PLASMIDS ARE SMALL “ACCESSORY
CHROMOSOMES” OR “SYMBIOTIC VIRUSES”
OF BACTERIA

Plasmids are small circles of double-stranded DNA with
between 2000 and 200,000 base pairs, found in prokary-
otes and some lower eukaryotes. Their replication
is controlled by plasmid genes that maintain an ade-
quate copy number of the plasmid throughout the cell
generations.

Most plasmids carry additional genes, but, unlike the
chromosomal genes, the plasmid genes are dispensable
in most situations. For example, plasmid genes can
confer capabilities of toxin production, antibiotic resis-
tance, degradation of unusual metabolic substrates, and
genetic recombination. R factor plasmids (R for resis-
tance) are especially important in medicine (Fig. 10.11
and Clinical Example 10.3)

Some of the larger plasmids are infectious. A classic
example is the F factor (F for fertility) of E. coli, a large
plasmid with 94,500 base pairs. The F factor carries a
set of about a dozen genes that control the formation
of sex pili, which are hairlike processes that protrude
from the cell surface in all directions.

Once an F factor-bearing cell (F* cell) encounters a
cell without F factor (F~ cell), a delicate bridge is
formed between the cells by one of the sex pili. At the
same time, one strand of the plasmid DNA is nicked,
the double helix unravels, and one of the strands worms
its way into the F~ cell (Fig. 10.12). This is followed by
the synthesis of a new cDNA strand in both the F* cell
and the ex-F~ cell. This type of DNA transfer is called
conjugation.

The F factor behaves as an infectious agent that can
spread in the bacterial population. Sometimes, the F
factor acquires genes from the bacterial chromosome
and transfers them into the F~ cell along with its own
genes. In rare cases, it even becomes integrated into
the bacterial chromosome and pulls a complete copy
of the chromosome into the F~ cell during conjugation.
Through these mechanisms, the F factor enables the
bacteria to exchange genetic information.
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Figure 10.11 Action of B-lactamase (“penicillinase”) on penicillin G. The gene for this enzyme is often found on R factor

plasmids.

BACTERIA CAN EXCHANGE GENES BY
TRANSFORMATION AND TRANSDUCTION

Bacteria can acquire new DNA by mechanisms other
than conjugation (Fig. 10.13). In transformation, a
piece of foreign DNA that has been taken up by

the bacterium becomes integrated into the bacterial
chromosome. Integration of the foreign DNA is possi-
ble by homologous recombination, which is the same
mechanism that we encountered in Chapter 9 as a strat-
egy for DNA repair and meiotic crossing-over. Some
bacteria have specialized systems for the uptake of
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CLINICAL EXAMPLE 10.3: Multidrug-Resistant Staphylococcus aureus

Staphylococcus aureus is one of the most common
bacterial pathogens, causing skin infections, abscesses,
and occasionally pneumonia, endocarditis, or
osteomyelitis. When penicillin was introduced in the
1930s and 1940s, S. aureus was almost uniformly
susceptible to this drug. With the passage of time,
however, penicillin-resistant strains kept emerging.
Today many strains are resistant not only to penicillin but
to a broad range of antibiotics.

Many drug resistance genes encode drug-inactivating
enzymes. For example, B-lactamase is a penicillin-
degrading enzyme. In other cases, the resistance gene
encodes a membrane transporter that actively transports

drugs out of the cell. It turned out that, in many cases,
drug-resistance genes in S. aureus are located on
plasmids, some of which are self-transmissible. Many
resistance genes are constituents of transposons that are
mobile in the genome and therefore can be located
either on a plasmid or on the bacterial chromosome.

Transmission of drug-resistance genes between
bacterial “species” is sometimes observed. In one
example, a strain of S. aureus that already was resistant
to the antibiotic methicillin acquired a vancomycin-
resistance gene from a vancomycin-resistant strain of
the intestinal bacterium Enterococcus fecalis.

Sex pilus forms
bridge between cells,
F factor DNA is nicked

% :
F+ cell F~cell

One strand of plasmid
DNA is transferred
to the F~ cell

Synthesis of
complementary
DNA strands

F+ cell F+ cell

Figure 10.12 Cell-to-cell transfer of the F factor during conjugation in Escherichia coli.
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Figure 10.13 Transfer of DNA between bacterial cells. The three mechanisms of DNA transfer shown here are collectively
known as “parasexual” processes. A, Transformation. B, Transduction. C, Conjugation.

foreign DNA. For most bacteria, however, including E.
coli, transformation is a rare event in nature. Special
treatments are necessary to achieve transformation of
these bacteria in the laboratory.

In transduction, a bacteriophage carries a fragment
of host cell DNA from cell to cell. The host cell DNA
is erroneously packaged into a virus particle, and the
virus injects bacterial DNA instead of (or in addition
to) viral DNA into the next host cell.

JUMPING GENES CAN CHANGE THEIR POSITION
IN THE GENOME

Bacterial genomes contain mobile genetic elements, but,
unlike the retrotransposons of eukaryotes, the “jumping
genes” of bacteria do not move through an RNA
intermediate.

An insertion sequence is a small mobile element,
about 1000 base pairs long, that is framed by inverted
repeats of between 9 and 41 base pairs. Most insertion
sequences are present in 5 to 30 copies that are identical
or nearly identical, including the inverted repeats at
their ends. The inverted repeats are flanked by short
(4-12 base pairs) direct repeats that differ in different

copies of the insertion sequence and that arise as target
site duplications during transposition.

Insertion sequences contain a solitary gene for trans-
posase, an enzyme that appears to catalyze most or all
of the enzymatic reactions required for transposition.
Figure 10.14 shows a hypothetical mechanism.

The transposase recognizes the inverted repeats of its
own insertion sequence. It cannot transpose unrelated
insertion sequences with different inverted repeats.
Insertion sequences are “selfish DNA” that is of no
obvious advantage to the cell. They can cause crippling
mutations when they jump into an important gene.

Transposons are insertion sequences with a payload.
They contain useful genes in addition to a gene for trans-
posase, for example, genes for antibiotic resistance. In
composite transposons, the useful genes are flanked
not by simple inverted repeats but by insertion sequences
(Fig. 10.15). Indeed, any gene that becomes framed by
two insertion sequences becomes transposable.

Transposons can jump back and forth among the
bacterial chromosome, plasmids, and bacteriophages.
Self-transmissible plasmids can spread them from cell
to cell by conjugation, and bacteriophages can spread
them by transduction.
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Figure 10.14 Hypothetical
mechanism for duplicative

transposition of a bacterial
insertion sequence. poly I,

DNA polymerase I.

/ Inverted repeats \

Target site

Endonuclease cleavage
(transposase)
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Figure 10.15 Examples of mobile elements in bacteria. A, An insertion sequence: a gene for transposase that is flanked

by inverted terminal repeat sequences (m). B, Transposon Tn3. Besides the transposase gene, this transposon contains both
a gene for a repressor that regulates the expression of the transposase gene, and a gene for the penicillin-degrading enzyme
B-lactamase. Bacteria carrying this transposon are resistant to penicillin. C, Transposon Tn10. This transposon contains a gene
for tetracycline resistance (tet-R gene). Unlike Tn3, it is not framed by simple inverted repeats but by two identical insertion

sequences (ISTOL), each of which

contains a transposase gene.



SUMMARY

Viruses have no cellular structure and no metabolism,
but they can replicate within a host cell by exploiting
the host’s enzymes, ribosomes, and metabolic energy.

DNA viruses substitute their own genomic DNA for
the host cell DNA, directing the synthesis of viral
mRNA and viral proteins. RNA viruses substitute their
own RNA for the host’s mRNA, directing the synthesis
of viral proteins without the need for transcription.
Retroviruses synthesize a DNA copy of their geno-
mic RNA and integrate it into the host cell genome.

Prokaryotic cells contain many semiautonomous
genetic elements. Plasmids are small circular DNA
duplexes that function as accessory chromosomes.
Some plasmids are infectious, transmitting themselves
from cell to cell by conjugation. Insertion sequences
and transposons are integrated in the bacterial chro-
mosome, but they are capable of inserting copies of
themselves in new locations.

Viruses
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QUESTIONS

1. In order to infect a new host cell, a virus has to
bind specifically to a “virus receptor” on the
surface of the host cell. In the case of the virus
causing AIDS (a retrovirus), this initial
interaction involves the viral

A. Spike proteins

B. Reverse transcriptase
C. Capsid proteins
D.RNA

E. Integrase

2. An inhibitor of reverse transcriptase would be
useful to

A. Prevent A phage from integrating into the host
cell chromosome

B. Prevent lytic infection by T4 bacteriophage

C. Inhibit homologous recombination between two
DNAs

D. Cure rabies, a disease caused by an RNA virus

E. Cure AIDS, a disease caused by a retrovirus
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Molecular genetics is the most active field in medical
research today, and for good reason. Identification of
the genetic risk factors for complex diseases allows us
to understand the mechanisms of these diseases and to
find targets for treatment. The diagnosis of genetic
disease susceptibilities helps in disease prevention, diag-
nosis of diseases, and choice of treatments. Thus we see
the emergence of a “personalized medicine” that is tai-
lored to the patient’s genetic constitution. Although
diagnosis is the main medical application of molecular
genetics, genetic treatment modalities are being explored
as well. This chapter introduces the basic toolkit that is
used for these applications.

RESTRICTION ENDONUCLEASES CUT LARGE DNA
MOLECULES INTO SMALLER FRAGMENTS

The DNA in human chromosomes has lengths of up to
300 million base pairs. For most applications, these
unwieldy molecules need to be broken into smaller
fragments.

The choice tools for DNA fragmentation are restric-
tion endonucleases. These bacterial enzymes cleave
DNA selectively at palindromic sequences of four to eight
nucleotides. The average length of the resulting restriction
fragments depends on the length of the recognition
sequence. For example, an enzyme that recognizes a
four-base sequence cleaves on average once every 256
(4%) nucleotides and creates fragments with an average
length of 256 base pairs. An enzyme that recognizes an
eight-base sequence creates fragments with an average
length of 65,536 (4%) base pairs. Several hundred restric-
tion endonucleases that recognize different palindromic
sequences are available commercially.

Most restriction enzymes make staggered cuts one
or two base pairs away from the symmetry axis of
their recognition sequence in both strands. Therefore
the double-stranded restriction fragments have short
single-stranded ends (Fig. 11.1 and Table 11.1).

Because the single-stranded overhangs are comple-
mentary to one another, every restriction fragment can
anneal (base pair) with any other restriction fragment
produced by the same enzyme. The annealed restriction
fragments can be linked covalently by DNA ligase. This

is the most fundamental procedure in recombinant
DNA technology: the cutting and joining of DNA in
the test tube.

Restriction endonucleases are produced by bacteria
as a defense against DNA viruses. The bacteria protect
susceptible sites in their own genome by methylation,
but the unmethylated viral DNA is cut to pieces by
the restriction enzyme.

COMPLEMENTARY DNA PROBES ARE USED
FOR IN SITU HYBRIDIZATION

The identification of a mutation requires a molecular
probe that can distinguish the mutation from the normal
sequence. A probe is a single-stranded DNA (or RNA)
that is complementary to the target DNA. To be detect-
able, the probe must be labeled with either a radioactive
isotope or a fluorescent group.

A labeled messenger RNA (mRNA), for example,
can be used as a probe. When genomic DNA is digested
by a restriction enzyme and then denatured, the mRNA
probe binds to all restriction fragments that contain
exon sequences of its gene. Instead of the mRNA itself,
a complementary DNA (cDNA) probe made from the
mRNA by reverse transcriptase is frequently used.

A cDNA with a strong fluorescent label can be used
to detect gene deletions by fluorescent in situ hybridiza-
tion (FISH). A chromosome spread is prepared from a
metaphase cell, the chromosomal DNA is denatured,
and the probe is applied. If the gene is present, the
probe binds; if it is deleted, the probe does not bind.

Even interphase cells can be used to detect deletion
or aneuploidy with FISH. If the probe for a gene binds
to only one spot in the amorphous chromatin, the sec-
ond copy of the gene is deleted. If it binds to three
spots, the gene—or the entire chromosome—is present
in three instead of the normal two copies.

| DOT BLOTTING IS USED FOR GENETIC SCREENING

The diagnosis of small mutations requires a synthetic oli-
gonucleotide probe. The probe must be at least 17 or 18
nucleotides long because shorter probes are likely to
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Figure 11.1 Generation of restriction
fragments by the restriction endonuclease
EcoRI. Both strands are cut. Note that the
double-stranded DNA fragments have
single-stranded ends.
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Table 11.1 Examples of Restriction Endonucleases

No. of Cleavage Sites

Enzyme* Source Cleavage Specificity on A Phage DNA"
EcoRl Escherichia coli RY 13 5 GIA ATT C 3 5
33 CT TAAIGY
EcoRlI E. coli R 245 5/C C TGG 3 >35
33 GG ACOY
Hindlll Haemophilus influenzae R4 5 AlA GCT T 3 6
3 T T CGAJA S
Haelll Haemophilus aegyptius 5 G G|CC 3 >50
33 C (GGY
BamHI Bacillus amyloliquefaciens 5 GG ATC C 3 5

33 CC TAGGY

*The first three letters in the name of each enzyme indicates the bacterium from which it is derived.

The % phage DNA (see Chapter 10) consists of 48,513 base pairs.

hybridize with multiple sites in the genome. Oligonucleo-
tides of this size can be synthesized by chemical methods.

The identification of a small mutation or polymor-
phism requires a pair of allele-specific oligonucleotides
with identical lengths, one complementary to the normal
sequence and the other complementary to the mutation.
These probes are applied under conditions of high strin-
gency. These are conditions of high temperature and/or
low ionic strength that destabilize base pairing and
permit annealing only if the sequences match precisely.
Under conditions of low stringency, the probes would
bind irrespective of the mismatch, and discrimination
would be impossible.

Dot blotting (Fig. 11.2) is a rapid, inexpensive
screening test for the detection of small mutations and
polymorphisms. The extracted and denatured DNA is
applied to two strips of nitrocellulose paper, which
binds the single-stranded DNA tightly. One strip is
dipped into a solution containing an oligonucleotide
probe for the normal sequence, and the other is dipped
into a solution with a probe for the mutation. If only
the probe for the normal sequence binds, the patient is
homozygous normal. If only the probe for the mutation
binds, the patient is homozygous for the mutation. If
both probes bind, the patient is heterozygous.

Cystic fibrosis (CF), for example, is a severe reces-
sively inherited disease that affects 1 in 2500 newborns
of European descent. About 4% of the population are
heterozygous carriers of a CF mutation, and the risk
of two carrier parents having an affected child is 25%.

00000

00000

Probe Probe
for normal for mutant
sequence sequence

0000 OO0

Conclusion: Patients 1 and 3 are homozygous normal, 2 and 4 are
heterozygous, and 5 is homozygous for the mutation.

Figure 11.2 Use of dot blotting for diagnosis of a mutation
with fluorescent-labeled probes for the normal and the
mutated sequence. Denatured DNA from five different
individuals is applied to two strips of nitrocellulose paper,
each in a single dot. One is dipped into a solution with a
probe for the normal sequence, the other into a solution with
a probe for the mutant sequence. Excess probe is washed off,
and the bound probe is visualized under the ultraviolet lamp.

In theory, CF is easy to prevent. All that is needed is
to screen the whole population for CF mutations, iden-
tify all couples at risk, and persuade them to refrain
from producing affected children. Other than a child-
free lifestyle, the options for these couples include
donor gametes, intrauterine or postnatal adoption, pre-
natal diagnosis with selective termination of affected
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pregnancies, and preimplantation genetic diagnosis As shown in Figure 11.3, restriction fragments
with selective implantation of unaffected embryos. obtained from genomic DNA are separated by electro-

More than 100 CF mutations are known, but a  phoresis in a cross-linked agarose or polyacrylamide
three-base-pair deletion (APhe’®® mutation) accounts  gel. This method separates the restriction fragments by

for 50% to 70% of all CF mutations in the white pop-  their size rather than their charge/mass ratio. Small
ulation. For genetic screening, the DNA of large num-  fragments move fast, and large fragments move slowly
bers of people is subjected to dot blotting with three  because they are retarded by the gel.

to more than a dozen probes for the most common The DNA is denatured by dipping the gel into a dilute

CF mutations in the local population. This design  sodium hydroxide solution, and then is transferred
misses the rare mutations, but 80% to 90% of all CF (“blotted”) to nitrocellulose paper to which it binds
carriers are identified. tightly. A replica of the gel with its separated restriction
fragments is made on the nitrocellulose.

The desired fragment is identified by dipping the
nitrocellulose paper in a neutral solution of the probe
and washing off the excess unbound probe. Multiple
Southern blotting (named after Ed Southern, who  fragments can be identified by using probes for differ-
developed the method in 1975) provides information  ent target sequences that are labeled with different fluo-
not only about the presence of a mutation but also  rescent groups.
about the length of the restriction fragment carrying Northern blotting is a similar procedure for the anal-
the mutation. ysis of RNA rather than DNA. Western blotting is a

SOUTHERN BLOTTING DETERMINES THE SIZE
OF RESTRICTION FRAGMENTS

Figure 11.3 Identification
of restriction fragments by

Southern blotting. Only the ,
N\

restriction fragments with Restriction \/\
sequence complementarity to endonuclease ,b’

the probe are seen in the last
step. This method provides

two important pieces of Restriction fragments
information. It shows whether

the genomic DNA contains Coloneis Applyto
sequences with Sample loaded EOIchr¥Ian;1lde gel
complementarity to the probe, onto gel by or electrophoresis
and it shows the approximate pipette
length of the restriction
f(:a grtnest tca(:r ienSt tchtec;e Cathode ~ Plasti
& ying . Blotting paper gsne
sequences. UV, Ultraviolet. (several layers) casing
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. =
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method for the separation of polypeptides that are then
analyzed by monoclonal antibodies.

DNA CAN BE AMPLIFIED WITH THE
POLYMERASE CHAIN REACTION

Southern blotting requires about 10 pg of DNA. This
amount can be obtained from 1 ml of blood or from 10
mg of chorionic villus biopsy material. When less than
this amount is available for analysis, the DNA has to be
amplified with the polymerase chain reaction (PCR).

The procedure (shown in Figure 11.4) uses a heat-
stable DNA polymerase such as Taq polymerase. This
enzyme is derived from Thermus aquaticus, a thermo-
philic bacterium that was originally isolated from a
hot spring in Yellowstone National Park. It functions
best at temperatures close to 60°C and can survive
repeated heating to 90°C.

Like other DNA polymerases, Taq polymerase
requires a primer. To amplify a defined section of geno-
mic DNA, a pair of oligonucleotide primers that are
complementary to the ends of the targeted DNA on
both strands is used. The primers are added to the
DNA in very large (>108-fold) molar excess, along with
Taq polymerase and the precursors deoxy-ATP (dATP),
deoxy-GTP (dGTP), deoxy-CTP (dCTP), and deoxy-
TTP (dTTP). This mix is repeatedly heated to 90°C
in order to denature the target DNA and cooled to
60°C for annealing of the primers and polymerization.

The target DNA is replicated in each cycle, and a sin-
gle DNA molecule can be amplified to more than one
million copies in about 1 hour. The resulting PCR prod-
uct is a blunt-ended, double-stranded DNA that has the
primers incorporated at its ends. It can be analyzed
either by electrophoresis alone or by the use of allele-
specific probes.

PCR has been used to amplify DNA from buccal
smears, from single hairs sent to the laboratory in
the mail or found at the scene of a crime, and even
for sequencing of the Neanderthal genome from
40,000-year-old bones. However, it is difficult to
reliably amplify DNA sequences longer than three
kilobases. Individual exons can be amplified easily,
but most genes are too large to be amplified in one
piece. One limitation is that the Taq polymerase has
no proofreading 3’-exonuclease activity. Therefore it
misincorporates bases at a rate of about 1 every
5000 to 10,000 base pairs.

PCR IS USED FOR PREIMPLANTATION
GENETIC DIAGNOSIS

PCR is especially useful in prenatal diagnosis. The aim
of prenatal diagnosis is the detection of severe fetal
defects, with the option of terminating affected preg-
nancies. Fetal cells can be obtained by chorionic villus
sampling at about 10 weeks of gestation or by

DNA Technology

amniocentesis at about 16 weeks. In this context, PCR
is used to obviate the time-consuming culturing of fetal
cells.

Preimplantation genetic diagnosis is a high-tech alter-
native to prenatal diagnosis. The embryo is produced by
in vitro fertilization (IVF) and allowed to grow to the 8-
or 16-cell stage. At this point, a single cell is removed
from the embryo to supply the DNA for the diagnostic
test. This does not impair further development of the
embryo. Up to one dozen embryos are obtained in a sin-
gle IVF cycle. All of them are subjected to the diagnostic
test, and only the healthy ones are implanted.

PCR with nested primers is used to amplify DNA
from a single cell. In this procedure, a section of the tar-
get DNA is amplified, and the amplification product is
subjected to a second round of PCR with a more closely
spaced primer pair.

Figure 11.5 shows the use of PCR with nested pri-
mers for preimplantation diagnosis of the APhe’%®
mutation. This three-base-pair deletion is readily iden-
tified by PCR followed by gel electrophoresis because
the mutated sequence yields a PCR product three base
pairs shorter than normal. However, base substitutions
cannot be identified by electrophoresis alone. They
require the application of allele-specific probes to the
PCR product.

PCR can detect deletions of entire exons or genes.
For example, Duchenne muscular dystrophy is a fatal
X-linked recessive muscle disease caused by deletions
in the gene for the muscle protein dystrophin. With 79
exons scattered over more than two million base pairs
of DNA, the dystrophin gene is the largest gene in the
human genome. Most patients have large deletions that
remove one or several exons from the gene.

Figure 11.6 shows how these deletions are identified
by amplification of deletion-prone exons. If one of the
target exons is deleted, its PCR product is absent.

ALLELIC HETEROGENEITY IS THE GREATEST
CHALLENGE FOR MOLECULAR GENETIC
DIAGNOSIS

All patients with sickle cell disease have the same
mutation. Therefore a single pair of allele-specific oligo-
nucleotide probes is sufficient for molecular diagnosis.
However, this is an unusual situation. More commonly,
any loss-of-function mutation that prevents the synthesis
of a functional protein product will cause disease. In some
diseases, such as CF, a small number of mutations
accounts for a large majority of the cases. Therefore most
carriers can be identified with a small assortment of oligo-
nucleotide probes, one for each common mutation.

In the worst cases, most or all mutations for the dis-
ease are rare. In the X-linked clotting disorder hemo-
philia B, for example, more than 2000 different
mutations in the gene for clotting factor IX have been
observed in different patients. This degree of allelic
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Figure 11.4 Polymerase chain reaction (PCR). The sequence to be amplified is defined by the 5’ ends of the oligonucleotide
primers. The primers base pair with the heat-denatured DNA strands. The Taq polymerase catalyzes DNA polymerization

at 60°C and survives a temperature of 90°C during heat denaturation of the DNA. Neither primer nor Taq polymerase needs to
be added during repeated cycles of heating and cooling. In theory, the amount of DNA between the primers doubles during
each cycle of heating and cooling. L1 11, Oligonucleotide primer.
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Figure 11.5 Use of polymerase
chain reaction (PCR) with nested
primers for preimplantation
diagnosis of the APhe>%8 cystic
fibrosis mutation. This three-
base-pair deletion results in a PCR
product three nucleotides shorter
than normal. The two PCR
products can be separated by gel
electrophoresis.
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heterogeneity makes the use of allele-specific oligonu-
cleotide probes impractical. There are three ways to
obviate this problem:

1. Mismatch scanning. This is done by amplifying the
exons of the gene and hybridizing the PCR products
from the patient with the corresponding products

from the normal gene. The mismatch can be detected
either by chemical reagents that cleave selectively at
the site of the mismatch or by electrophoresis under
partially denaturing conditions.

. Gene sequencing. Sequencing all exons of the gene is

becoming popular because of rapid advances in
sequencing technology.
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Figure 11.6 Use of polymerase chain reaction (PCR) for deletion scanning. Note that the primer pairs are designed to generate
PCR products of different lengths that can be separated by gel electrophoresis. This method has been used to amplify deletion-
prone exons in patients with Duchenne muscular dystrophy. [, Exons; Lii, primer.

3. Linkage analysis. In this case, no attempt is made to
identify the mutation. Instead, a known genetic
marker that is located next to the mutated gene is
analyzed. The mutation is inherited along with the
marker simply because they are close together on
the same DNA molecule, and meiotic recombination
between the gene and the marker is very rare.

NORMAL POLYMORPHISMS ARE USED
AS GENETIC MARKERS

A polymorphism is defined as any DNA sequence vari-
ant for which the population frequency of the less com-
mon allele is more than 1%. Single-nucleotide
polymorphisms (SNPs) are the most common type.
There are more than 15 million SNPs in the human
genome. They can be analyzed with allele-specific
probes or with DNA microarrays.

Some SNPs obliterate or create a cleavage site for a
restriction endonuclease. This subset of SNPs produces
restriction-site polymorphisms (RSPs). They give rise
to restriction fragments of different sizes that can be
separated easily by gel electrophoresis.

Microsatellite polymorphisms are even more useful.
These are tandemly repeated sequences with, in most
cases, two to four nucleotides in the repeat unit and a
total length well below 1000 base pairs (Fig. 11.7, B).
The number of repeat units, and therefore the length
of the microsatellite, varies among people. Whereas
SNPs and RSPs have only two alleles, the most useful
microsatellites have more than two alleles. Polymorphic
microsatellites produce restriction fragments and PCR

products of different length that can be separated by
gel electrophoresis.

Most of these genetic markers do not cause disease.
However, when a disease-causing mutation arises next
to a polymorphic site on the chromosome, disease
mutation and normal polymorphism travel together
through the generations until they get divorced by a
crossing-over in meiosis. Therefore the inberitance of
the mutation can be traced by tracing the inberitance
of the polymorphic markers with which it is associated.

Linkage patterns are different in different families.
For example, the same mutation can arise next to a
short variant of a neighboring microsatellite in one
family and next to a long variant of the same microsat-
ellite in another family. Therefore linkage cannot be
used for population screening; it can be used only for
studies of families in which the genotypes of one or
more affected individuals are known.

TANDEM REPEATS ARE USED FOR DNA
FINGERPRINTING

Polymorphic DNA sequences can be used to identify
criminals and, as has happened in many cases, for exon-
erating prisoners who had been wrongly convicted.
This application is called DNA fingerprinting. Any
polymorphism can be used, but microsatellite poly-
morphisms are most useful for DNA fingerprinting.
DNA fingerprinting can be performed with South-
ern blotting or PCR (Fig. 11.8). Southern blotting
requires a substantial amount of DNA, for example,
from a drop of seminal fluid from a sex offender.
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Figure 11.7 Use of restriction-site polymorphisms and polymorphic tandem repeats for linkage analysis. A, A restriction-site
polymorphism is caused by a base substitution in the recognition site of a restriction endonuclease. In this example, the normal
(“wild-type”) allele is linked to the shorter fragment, and the mutant allele is linked to the longer fragment. B, Polymorphic
microsatellites are especially useful because more than two alleles (repeat lengths) occur in the population. In this example, the
mutant allele of the heterozygote will be transmitted to the children together with the shorter fragment. |, Cleavage by the
restriction endonuclease; rrm, probe used to detect the polymorphism.

PCR is used when only a small amount of DNA is
available, for example, from a single hair of the mur-
derer stuck under the victim’s fingernail. However,
because of its high sensitivity, PCR is more vulnerable
to contamination by extraneous DNA. This could put
the laboratory technician at risk for being wrongly
convicted!

Another use of polymorphic microsatellites is pater-
nity testing. Unlike the time-honored method of blood
group typing, DNA tests allow an almost 100% accu-
rate determination of paternity, unless the candidate
fathers are monozygotic twins.

DNA MICROARRAYS CAN BE USED
FOR GENETIC SCREENING

Dot blotting tests for only one or a few mutations or
polymorphisms at a time. DNA microarrays, also
known as “DNA chips,” permit simultaneous testing
of up to one million genetic variants.

An oligonucleotide microarray is prepared from a
glass slide that is subdivided into up to one million little
squares. Through photochemical methods, oligonucleo-
tide probes with a length of 20 to 60 nucleotides are
synthesized on each square. Each square receives a dif-
ferent oligonucleotide that is complementary to a short

stretch of genomic DNA. Different probes are made for
the alternative alleles of a polymorphic site.

Fluorescent-labeled genomic DNA fragments that
are applied to the microarray hybridize primarily with
the exact complementary probe but not the probe for
the alternative allele. For example, when one square
of the microarray has a probe for the sickle cell muta-
tion and another has a probe for the corresponding nor-
mal sequence, normal DNA produces substantially
more fluorescence on the square for the normal
sequence. DNA from a sickle cell patient produces sub-
stantially more fluorescence on the square with the
probe for the sickle cell mutation, and the DNA of a
heterozygote produces about equal fluorescence on
both. However, more imaginative methods are being
explored as well (Fig. 11.9).

Copy number variations are diagnosed with array-
based comparative genomic hybridization (Fig. 11.10).
In this method the probes on the microarray do not
need to be directed at polymorphic sites. They only
need to be targeted at sequences that are spaced more
or less evenly across the genome. Patient DNA and ref-
erence DNA are labeled with different-colored fluores-
cent groups, and equal amounts of the two DNAs are
mixed. After application to the microarray, both kinds
of fluorescence are about equally strong on most of
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Figure 11.10 Use of comparative
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the squares. However, in places where the patient has a
deletion, the fluorescence from the reference DNA is
stronger; and where the patient has a duplication, the
patient DNA produces the stronger fluorescence.

CLINICAL EXAMPLE 11.1: Molecular Diagnosis

of Mental Retardation

Mental deficiency can have many different causes.
Environmental causes include trauma, intrauterine
infections, hypoxia, prematurity, and severe jaundice at
birth. Genetic causes include single-gene disorders,
aberrations in chromosome number, and chromosomal
rearrangements.

Traditionally, the cause of mental deficiency could be
identified in only about half of the patients. Chromosomal
deletions, translocations, and duplications involving
more than about three million base pairs can be
identified in a banded karyotype by observing stained

chromosomes under the microscope. Such large
aberrations are the cause of mental retardation in 3%
to 4% of patients.

Another 5% to 6% of patients are found to have
smaller genomic aberrations that are not detected with
a banded karyotype but are found by fluorescent in
situ hybridization (FISH) with fluorescent probes
directed at frequently affected sites in the genome. In
this method, the fluorescent probe is applied to the
chromosome spread and is identified under the
microscope.

Array-based comparative genomic hybridization
detects another 4% to 7% of patients. Thus it appears
that overall between 12% and 18% of mentally
retarded patients owe their condition to genomic
aberrations that involve one or several genes. Genomic
abnormalities are more likely to be found in mentally
retarded patients who also have physical abnormalities.
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DNA MICROARRAYS ARE USED FOR THE STUDY
OF GENE EXPRESSION

Microarrays are also used for the study of gene expres-
sion. For example, in cancer cells, some genes are over-
active and others are silenced relative to the normal
tissue from which the cancer developed. This can be
studied by extracting the mRNAs from the two sources
and turning them into ¢cDNA with the help of reverse
transcriptase. The cDNAs from the normal tissue are
equipped with a green fluorescent tag, and the cDNAs
from the tumor with a red fluorescent tag.

The cDNAs from the two sources are mixed, and the
mix is applied to a microarray that has oligonucleotides
or cDNAs complementary to the cDNAs under study. If
the expression of a gene is increased in the tumor, the red
fluorescence is stronger than the green fluorescence; if
the gene’s expression is reduced in the tumor, the green
fluorescence is stronger. In theory, a chip with 30,000
squares can test for the expression of each of a person’s
30,000 genes. An example is shown in Figure 11.11.

DNA IS SEQUENCED BY CONTROLLED CHAIN
TERMINATION

Whole-genome sequencing is becoming an alternative to
array-based genetic diagnosis. In the dideoxy method,
the DNA to be sequenced is used in a single-stranded
form. A short oligonucleotide primer is annealed to a

sequence in this DNA, and a DNA polymerase is used
to synthesize a complementary strand of up to a few
hundred nucleotides, starting at the 3’ end of the primer.

In addition to the normal substrates dATP, dGTP,
dTTP and dCTP, each test tube contains small quanti-
ties of all four dideoxyribonucleoside triphosphates,
which lack the 3’-hydroxyl group (Fig. 11.12). The
DNA polymerase can incorporate these analogs into
the DNA, but DNA synthesis cannot continue in the
absence of a 3'-bydroxyl group.

Only small amounts of the dideoxyribonucleotides
are added, so chain termination occurs with a probabil-
ity of less than 1% in each step. Each dideoxyribonu-
cleotide is labeled with a different fluorescent group.
Automated sequencing machines separate the newly
synthesized chains by electrophoresis in narrow capil-
laries. This produces a string of closely spaced bands
according to the chain lengths of the products, whose
fluorescence reveals the kind of dideoxynucleotide at
their 3’ end. The fluorescence is scanned automatically
by a laser beam and read by a computer (Fig. 11.13).

MASSIVELY PARALLEL SEQUENCING PERMITS
COST-EFFICIENT WHOLE-GENOME GENETIC
DIAGNOSIS

The dideoxy method was good enough for the initial
sequencing of the human genome and still is the standard
method implemented by commercial DNA sequencing

Figure 11.11 Section of a microarray showing a comparison of messenger RNA (mRNA) levels in fibroblasts (green) and

rhabdomyosarcoma cells (red).

Adenine

2-deoxy ATP
(normal substrate)

Adenine

2,3-dideoxy ATP
(causes chain termination
during DNA replication)

Figure 11.12 Structure of a dideoxynucleoside triphosphate. DNA polymerases can incorporate a dideoxynucleotide into a
new DNA strand, but further chain growth is prevented by lack of a free 3'-hydroxyl group. ATP, Adenosine triphosphate.
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machines. However, the ultimate aim is the diagnostic use
of whole-genome sequencing at a cost not much higher
than $1000 per genome.

This aim is pursued by miniaturization of procedures
and by running thousands to millions of sequencings in
parallel. The sequence reads are aligned in the com-
puter. In most techniques, DNA is amplified on a solid
surface, such as a glass slide (Fig. 11.14, A) or the sur-
face of microbeads. Amplification is followed by
sequencing, which usually is done by synthesis of a
complementary strand (Fig. 11.14, B).

Several commercial sequencing systems are entering
the marketplace. Whether whole-genome sequencing
will make the diagnostic use of DNA microarrays obso-
lete in the not-too-distant future remains to be seen.

PATHOGENIC DNA VARIANTS ARE LOCATED BY
GENOME-WIDE ASSOCIATION STUDIES

The diagnosis of genetic disease risks requires knowl-
edge of disease-related genes. Although the molecular
causes of many single-gene disorders are known in
some detail, little is known about the genetic risk
factors for “multifactorial” diseases, which include the
majority of all diseases encountered in medical practice.

The common disease—common polymorphism hypoth-
esis proposes that most genetic risk factors are common
genetic variations that each makes a small contribution to
the disease risk. These genetic variants are identified with

a type of case-control study known as a genome-wide
association (GWA) study.

The prime tool for the GWA study is the DNA
microarray. Typically, more than 1000 patients with a
multifactorial disease such as myocardial infarction,
stroke, asthma, or Alzheimer disease (“cases”) are ge-
notyped along with several thousand unaffected individ-
uals (“controls”). Genotyping for up to one million
SNPs is routine in these studies. An SNP is associated
with the disease if one of its alleles is significantly over-
represented or underrepresented in cases relative to
controls. The statistical significance level must be
strictly defined because with measurement of hundreds
of thousands of SNPs, some will be highly associated
with the disease simply by chance.

Some of the correctly identified SNPs may them-
selves be causal contributors to disease risk. More
likely, however, they are merely associated with a causal
DNA variant located nearby on the chromosome. This
nonrandom association is called genetic linkage.

Linkage occurs because every new pathogenic muta-
tion arises on a single chromosome that already has its
own fingerprint of SNPs and other polymorphisms left
and right of the site of the mutation. New mutation
and preexisting polymorphisms are inherited together
through the generations simply because they are close
together on the same DNA molecule. In the course of
many generations, however, genetic linkage slowly
decays because of crossing-over in meiosis.
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Figure 11.14 A “next generation” procedure for massively parallel DNA sequencing. A, Amplification step. DNA fragments are
equipped with adapters at both ends. The adapters of a single DNA fragment bind to complementary primers that are attached
to a slide. A patch of this DNA is generated by “bridge amplification.” B, Sequencing-by-synthesis step. A mix of nucleotide
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the 3’ blocking group is removed for the next step of synthesis.

As a consequence, population-based GWA studies
are promising only for disease-associated variants that
originated in a single individual dozens to hundreds of
generations ago and have already spread to a substan-
tial percentage of the population, either by chance or
by natural selection. Such variants usually will have a

small effect on the disease risk because highly patho-
genic mutations are quickly removed by natural
selection.

The alternative mutational load hypothesis assumes
that pathogenic mutations, some of them having a
rather large effect, arise by chance in every generation



but are removed continuously by purifying selection.
Because these pathogenic mutations are short lived,
they show consistent linkage patterns only in affected
families or small inbred populations, but not in large,
heterogeneous populations. This type of genetic risk
factor cannot be investigated by population-based
GWA studies but is best studied with whole-genome
sequencing.

To date, GWA studies can explain only a small per-
centage of the genetic disease risk for any major multi-
factorial disease. Studies that use whole-genome
sequencing will be the next step in this research
program.
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GENOMIC DNA FRAGMENTS CAN BE
PROPAGATED IN BACTERIAL PLASMIDS

Molecular cloning is the propagation and multiplica-
tion of selected DNAs in microorganisms. Most meth-
ods use a cloning vector that is derived from a
plasmid or bacteriophage or is constructed de novo
(“from scratch”) as an artificial chromosome. Cloning
requires the covalent joining of the foreign DNA with
the vector DNA.

Figure 11.15 shows the cloning of human DNA with
a plasmid-derived cloning vector. Resistance genes for
tetracycline and ampicillin in the cloning vector serve

M
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Figure 11.15 Use of the plasmid-derived cloning vector pBR322. In the application shown here, the tetracycline resistance
(tet®) gene is destroyed during cloning, but the ampicillin resistance (amp®) gene remains intact. Bacteria transformed by a
recombinant plasmid can be selected because they can grow in the presence of ampicillin but not tetracycline.
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as selectable markers that permit the selective survival
of vector-containing bacteria on antibiotic-containing
media.

The same restriction endonuclease is used to frag-
ment the human DNA into large pieces of many thou-
sand base pairs and to cleave the vector at a single site
in the tetracycline resistance gene. Plasmid DNA and
human DNA are mixed in the test tube, and their cohe-
sive ends anneal spontaneously. DNA ligase is added,
and plasmid DNA and human DNA are covalently
linked into a circle. The recombinant plasmids are spir-
ited into the bacteria by transformation.

A genomic library is a large collection of transformed
bacteria, each containing a random piece of human
genomic DNA. When transformed bacteria are spread
on an agar plate, individual bacteria grow into visible
colonies. Each colony is a clone of genetically identical
bacteria carrying the same insert of foreign DNA.

The screening of a genomic library is performed with
a probe for the desired DNA sequence (Fig. 11.16).
Once a clone with the desired DNA has been identified,
the vector can be recovered and the insert excised with
the same restriction endonuclease that was used for
construction of the recombinant plasmid.

Many kinds of cloning vectors are in use. For exam-
ple, bacterial artificial chromosomes are large recombi-
nant plasmids with a replication origin borrowed from
the F factor. They are used to clone DNA pieces of sev-
eral hundred thousand base pairs.

A cDNA library is constructed from mRNAs that
have been reverse transcribed into cDNA with the help

Replica plating
on nitrocellulose
—_—

Colonies on agar Replica on nitrocellulose

Treatment with NaOH,
probing with a
32P-labeled probe,
autoradiography

Reactive clones

Figure 11.16 Screening of bacterial clones in a genomic
library with a radiolabeled probe. Only the clones (colonies) that
contain the matching insert bind the probe and are identified by
autoradiography. As an alternative to radioactive probes,
fluorescent probes can be used to screen genomic libraries.
Fluorescent probes can be detected directly under the
ultraviolet lamp, without the need for autoradiography. 32P,
Radioactive phosphorus.

of reverse transcriptase. It contains only the expressed
DNA of a cell type or tissue. For example, a cDNA
library from bone marrow contains many clones with
the cDNAs for hemoglobin o- and B-chains, whereas a
c¢DNA library from the pancreas contains many cDNAs
for pancreatic zymogens.

EXPRESSION VECTORS ARE USED TO
MANUFACTURE USEFUL PROTEINS

Many human proteins can be used as therapeutic
agents. They include hormones such as insulin, growth
hormone, and erythropoietin, blood clotting factors,
and mediators of immune responses such as the inter-
ferons and interleukins. These proteins can be extracted
from cadavers, but the yields are low, the products are
expensive, and they can transmit deadly diseases.
Therefore many therapeutic proteins now are produced
with the belp of genetically engineered bacteria.

The effective transcription and translation of cloned
DNA requires an expression vector, and the following
conditions must be met:

1. Only cDNA and not genomic DNA can be expressed
in bacteria. Bacteria cannot splice introns out of a
transcript.

2. The coding sequence must be joined to a strong bac-
terial promoter. This is required for initiation of
transcription.

3. The S§'-untranslated region of the transcript must
contain a Shine-Dalgarno sequence. This is required
for initiation of translation.

| GENE THERAPY TARGETS SOMATIC CELLS

Somatic gene therapy is an attempt at treating a disease
by introducing a gene into the patient’s somatic cells.
This strategy does not manipulate the germ line. Mono-
genic diseases are obvious candidates for this approach.
For example, Duchenne muscular dystrophy can, in
theory, be treated by bringing an intact dystrophin gene
into the patient’s muscle fibers, and the bronchial
obstruction and lung infections in cystic fibrosis can
be treated by bringing an intact version of the affected
gene into cells of the patient’s lung epithelium.

Genetic diseases are not the only candidates for gene
therapy. Attempts are being made to bring genes for
antiinflammatory proteins into the cells of arthritic
joints, and many attempts at gene therapy for cancer
have been made. About two thirds of all gene therapy
trials have been for cancer treatment.

Gene therapy has produced no magic bullets, mainly
because human cells are xenophobic about foreign
DNA. Historically, most foreign DNAs that human
cells encountered have been viruses. Therefore foreign
DNA is not allowed to cross the plasma membrane
and the nuclear envelope, and watchful DNases are
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Figure 11.17 Physical methods of gene delivery. A, The foreign gene is enclosed in a liposome. To facilitate fusion of the
liposome with the plasma membrane, the liposome is constructed in large part from cationic lipids. B, The foreign gene is
covalently linked to a ligand that is taken up by receptor-mediated endocytosis. Only cells possessing the receptor for the ligand
are transformed. Viral proteins that disrupt the endosome membrane can be added as well, to prevent routing of the DNA to the
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lurking at every corner. Methods have been developed
to facilitate the cellular uptake of foreign DNA
(Fig. 11.17), but none has been notably efficient.

Even if a therapeutic gene reaches the cytoplasm,
uptake into the nucleus is limited, and in the nucleus,
stable integration into the genome is a rare event.

VIRUSES ARE USED AS VECTORS
FOR GENE THERAPY

Viruses are already well designed to bring their genes
into the host cell. In theory, all that is needed for gene
therapy is to replace one or more of the viral genes by
the therapeutic transgene and have it ferried into the
cell by the virus. This process of virus-mediated gene
transfer is called transfection.

DNA viruses can be used for this purpose. Adeno-
viruses, for example, are minor respiratory pathogens
in humans. It is possible to replace some nonessential
viral genes by an intact gene for the chloride channel
that is defective in cystic fibrosis (CF). The virus will
bring this transgene into the cells of the respiratory
epithelium of CF patients, where it is expressed as long
as the virus is present. However, DNA viruses do not

normally integrate themselves into the host cell DNA.
Therefore the therapeutic benefits are transient.

Also, viral proteins and virus particles are still pro-
duced by the vector. This damages the cells and alerts
the adaptive immune system to produce antibodies
against the virus and destroy the virus-infected cells.
However, these vectors can be produced in quantity,
and they are able to infect nondividing cells.

CLINICAL EXAMPLE 11.2: Risks of Gene Therapy

In 2000, a trial of gene therapy for an X-linked form
of severe combined immunodeficiency was started in
France. The white blood cells of the patients were
treated with a retroviral vector containing the functional
version of the defective gene in vitro and then
reinserted into the body. The initial results were
promising, and most of the 10 affected children in the
trial improved.

In 2002, excitement gave way to alarm when two of
the children developed a leukemia-like disease with
abnormal proliferation of lymphocytes. In these two
children, the retroviral vector had inserted next to the

Continued
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CLINICAL EXAMPLE 11.2: Risks of Gene
Therapy—cont'd

promoter of a growth-promoting cellular gene, thereby
turning it into a cancer-promoting oncogene (see
Chapter 18). This greatly enhanced the expression of
the cellular gene and caused abnormal cell proliferation.

RETROVIRUSES CAN SPLICE A TRANSGENE
INTO THE CELL’'S GENOME

Retroviruses are the most popular vectors for somatic
gene therapy because they integrate themselves into the
host cell genome as part of their normal lifecycle. The ret-
roviral vectors that are used for gene therapy contain the
long terminal repeats of a “real” retrovirus, but except for
a portion of the gag gene that doubles as a packaging sig-
nal, the viral genes are r